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Preface

This quarterly publication provides archival reports on developments in programs managed by JPL's Office of Telecommunications and Data Acquisition (TDA). In space communications, radio navigation, radio science, and ground-based radio and radar astronomy, it reports on activities of the Deep Space Network (DSN) and its associated Ground Communications Facility (GCF) in planning, in supporting research and technology, in implementation, and in operations. Also included is TDA-funded activity at JPL on data and information systems and reimbursable DSN work performed for other space agencies through NASA. The preceding work is all performed for NASA's Office of Space Operations (OSO). The TDA Office also performs work funded by two other NASA program offices through and with the cooperation of the Office of Space Operations. These are the Orbital Debris Radar Program (with the Office of Space Station) and 21st Century Communication Studies (with the Office of Exploration).

In the search for extraterrestrial intelligence (SETI), the TDA Progress Report reports on implementation and operations for searching the microwave spectrum. In solar system radar, it reports on the uses of the Goldstone Solar System Radar for scientific exploration of the planets, their rings and satellites, asteroids, and comets. In radio astronomy, the areas of support include spectroscopy, very long baseline interferometry, and astrometry. These three programs are performed for NASA's Office of Space Science and Applications (OSSA), with support by the Office of Space Operations for the station support time.

Finally, tasks funded under the JPL Director's Discretionary Fund and the Caltech President's Fund which involve the TDA Office are included.

This and each succeeding issue of the TDA Progress Report will present material in some, but not necessarily all, of the following categories:

OSO Tasks:
- DSN Advanced Systems
  - Tracking and Ground-Based Navigation
  - Communications, Spacecraft-Ground
  - Station Control and System Technology
  - Network Data Processing and Productivity
- DSN Systems Implementation
  - Capabilities for Existing Projects
  - Capabilities for New Projects
  - New Initiatives
  - Network Upgrade and Sustaining
- DSN Operations
  - Network Operations and Operations Support
  - Mission Interface and Support
  - TDA Program Management and Analysis
- Communications Implementation and Operations
- Data and Information Systems
- Flight-Ground Advanced Engineering

OSO Cooperative Tasks:
- Orbital Debris Radar Program
- 21st Century Communication Studies
OSSA Tasks:
Search for Extraterrestrial Intelligence
Goldstone Solar System Radar
Radio Astronomy

Discretionary Funded Tasks
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Estimation and Filtering Techniques for High-Accuracy GPS Applications

S. M. Lichten
Tracking Systems and Applications Section

Techniques for determination of very precise orbits for satellites of the Global Positioning System (GPS) are currently being studied and demonstrated. These techniques can be used to make cm-accurate measurements of station locations relative to the geocenter, monitor earth orientation over timescales of hours, and provide tropospheric and clock delay calibrations during observations made with deep space radio antennas at sites where the GPS receivers have been collocated. For high-earth orbiters, meter-level knowledge of position will be available from GPS, while at low altitudes, sub-decimeter accuracy will be possible. Estimation of satellite orbits and other parameters such as ground station positions is carried out with a multi-satellite batch sequential pseudo-epoch state process noise filter. Both square-root information filtering (SRIF) and UD-factorized covariance filtering formulations are implemented in the software. A Bierman-modified Rauch-Tung-Striebel (BRTS) smoother runs in conjunction with the SRIF and UD filters to compute smoothed estimates and covariances. The filtering algorithms have been arranged to take advantage of sparse matrices and other characteristics of the GPS measurement scenarios. The filter includes unique error evaluation capabilities to assess effects from mismodeling. Process noise plays a key role in the orbit determination for stochastic behavior of transmitter/receiver clocks, atmosphere-induced delay fluctuations, and unmodeled satellite accelerations. The efficiency and accuracy of the SRIF and UD filter formulations are compared for GPS processing under a variety of conditions. With data from recent GPS experiments using the seven satellites currently in orbit, continental ground baselines have been measured with GPS and with VLBI which agree to within 2.5 cm over distances of 2000 km, corresponding to a relative baseline accuracy of better than 1.5 parts in 10^8.

I. Introduction

The Global Positioning System (GPS) will consist of at least 21 satellites launched by the United States Department of Defense equally spaced in six orbit planes at about 20,000 km altitude. The satellite constellation, currently consisting of seven operating satellites, is expected to be complete by the early 1990s. Many types of scientific applications are uniquely suited to the precise positioning capabilities provided by GPS. The relatively high precision, low cost, mobility, and convenience of GPS receivers make GPS-based positioning attractive. Dense GPS ground networks are already operating in North...
America, South America, Europe, and Japan to monitor cm-level crustal motions in geologically active regions. Initial results from GPS experiments since 1985 are encouraging and suggest that accuracies may be obtained equaling those available from other generally more restrictive techniques, such as Very Long Baseline Interferometry (VLBI) or satellite laser ranging (SLR). When the GPS constellation is complete, a worldwide ground tracking network equipped with advanced GPS receivers will enable sub-decimeter low-earth orbiter position accuracies to be achieved for satellites such as TOPEX/Poseidon [1] and the Earth Observing System (Eos) platforms [2, 3]. This worldwide tracking network will also be used to monitor earth orientation over timescales of less than one day [4], improve relative station positions at the cm level, determine absolute station positions relative to the geocenter with accuracy of better than 5 cm [5], enable global time transfer at the nanosecond level, and provide precise calibrations of path delays from the ionosphere and troposphere. The improved knowledge of earth orientation, station positions, time transfer, and media calibration will be used at NASA's Deep Space Network (DSN) tracking stations in support of navigation for planetary exploration missions. The GPS-based tracking network will also provide a meter-level orbit determination capability at the DSN for certain high-earth orbiters [6].

In this article, an overview of GPS signal structure and positioning techniques will be presented. A section describing the filter/smoothen software developed and used at the Jet Propulsion Laboratory (JPL) for GPS orbit determination and parameter estimation will highlight some of the filtering techniques and algorithms which are especially useful in GPS-based least-squares parameter estimation. Recent high-accuracy GPS orbit and ground baseline results will also be presented to demonstrate the feasibility and potential of high-accuracy GPS-based navigation and positioning applications.

II. GPS Signal Structure and Positioning Techniques

The Global Positioning System is designed so that typically four to eight GPS satellites are visible simultaneously at any time from most locations in the world. The GPS satellites transmit down towards the Earth carrier signals at two L-band frequencies (1.227 and 1.575 GHz), which are modulated by a pseudorandom noise code, the P-code (Fig. 1). The two frequencies enable the user to remove most of the signal delay originating in the ionosphere. When four satellites are in view, the user equipped with a receiver which can receive the GPS P-code has enough information to solve for the user position and the user clock offset from GPS time. This is the simplest and most basic GPS positioning technique, often called direct GPS tracking (Fig. 2a). A second code, the coarse acquisition (C/A) code meant for acquiring and locking onto the GPS signal, can also be used for user positioning, but with somewhat degraded accuracy compared to the P-code. Part of the navigation message broadcast down on the P-code includes the ephemeris for each satellite and the clock offset of each satellite from the reference GPS time. The accuracy of the broadcast ephemeris (about 10–20 m) and the clock information currently limit user positioning accuracy to about 10–15 m with real-time techniques using the P-code. The P-code observable is often called a pseudorange since it measures the range to the satellite but includes offsets between the transmitter and receiver clocks.

To improve positioning accuracy through cancellation of clock errors and partial cancellation of ephemeris errors, **differential GPS tracking** techniques are employed (Fig. 2b). Instantaneous P-code positioning accuracy of 1–3 m is possible with differential GPS tracking. For certain military applications as well as for some real-time applications such as an earth orbiter docking with the space station, accuracies obtainable with instantaneous direct or differential GPS tracking are sufficient.

There are several strategies for reducing the GPS error budget further for high-accuracy applications, which include cm-level station determination, meter-level high-earth orbit estimation, cm-level earth orientation monitoring, and sub-nanosecond time transfer. The high-precision strategies include use of precise GPS carrier phase tracking and averaging over several hours or more, use of dynamical information to reduce the number of degrees of freedom, and estimation of improved GPS orbits and clocks along with determination of other estimated parameters from the tracking data. The GPS carrier phase provides a very precise measure of range change, but is ambiguous in absolute range to an integer number of carrier wavelengths. Measurement noise with modern GPS receivers over five-minute intervals is typically several mm with the dual frequency combined carrier signal (to remove ionospheric effects). If the satellites are tracked for several hours, the signatures in the data enable estimation of the integer cycle ambiguities along with the other parameters. A more powerful approach is to process the P-code pseudorange, which can be one or two (or more) orders of magnitude noisier but provides a measure of absolute range, along with the carrier phase. This constrains the clocks and carrier phase range ambiguities so that the solutions are strengthened considerably.

Most commercial receivers provide pseudorange with measurement scatter of 60–200 cm over five-minute averaging intervals. Most of this scatter is due to multipath characteristics of the ground site and antenna. The Rogue receiver was designed at JPL with the goal of substantially reducing pseudorange measurement scatter. The Rogue, which features
digital baseband electronics, can track up to eight satellites simultaneously with dual-frequency carrier phase and pseudorange. A new antenna design shows considerable promise in reducing P-code multipath by an order of magnitude (Fig. 3). This design includes a draped cross-dipole antenna with a non-absorbing backplane which has concentric choke rings machined from an aluminum disk spaced to maximally eliminate multipath signals. When GPS equipment such as the Rogue receiver and its new antenna design are routinely used in the field, a substantial improvement in tracking performance and system accuracy is expected.

III. Formulation of the Least-Squares Problem

As discussed above, to improve GPS-based tracking performance, GPS carrier phase and pseudorange can be received over a period of hours and parameters then estimated using dynamical model information. At JPL, the GPS orbit determination problem is reduced to a system of linear equations which can be solved with a batch-sequential process noise filter. This approach requires a moderately accurate nominal model for the GPS orbits and station locations so that only the linear terms in an expansion for deviations from this nominal model need be retained. It has been found that initial GPS epoch states should be accurate to about 1 km and receiver locations should be known to within a few hundred meters.¹ The initial GPS epoch states are numerically integrated with a multi-step Adams method² in the J2000 inertial reference frame [7]. Variational partial derivatives are computed relating the change in satellite position and velocity with respect to changes in the initial epoch states and with respect to force parameters. The Earth’s gravity field is expressed in terms of a spherical harmonic expansion, and the gravitational effects of the sun, moon, and planets are represented as due to point masses. The JPL software includes the ROCK4 [8–10] GPS solar radiation pressure model, allows for estimation of arbitrary unmodeled accelerations on the satellite, and includes impulsive motor burns when needed to model GPS maneuvers. Typically the broadcast ephemeris or a more precise ephemeris produced by the Naval Surface Weapons Center (NSWC) is used for the nominal trajectory.

Precise earth models are used both to model the measurements and to compute the partials for measurements with respect to model parameters [11] as a function of time. The algorithms used are based on ones developed for Very Long Baseline Interferometry (VLBI), an extremely accurate astrometric technique which uses radio astronomical measurements of fixed point sources (quasars) [12] for deep space navigation and determination of ground baselines and earth orientation. The models include UT1-UTC, polar motion, nutation, precession, solid earth tides, ocean tidal loading, general relativistic clock corrections, and the Lanyi tropospheric delay mapping function [13], which relates the tropospheric delay at various elevations to its value at the zenith. Through the chain rule, the partials are referred to the GPS epoch states. The GIPSY (GPS Inferred Positioning SYstem) software is used for GPS data processing. The OASIS (Orbit Analysis and Simulation Software) software, developed at JPL, is used for covariance analysis and simulations, shares most programs with GIPSY but has a streamlined, simplified models module.

The difference, z, between each observation and its computed predicted value from the nominal model is calculated. The measurement equation is

\[ z = A_x x + A_p p + A_y y + v \]  

(1)

where \( A_x \) is a row from the matrix of measurement partials, \( x \) is the satellite state vector (usually three position and three velocity components), \( p \) is the vector of process noise parameters, \( y \) is a vector of bias (constant) parameters, and \( v \) is a zero mean white noise with \( \langle v^2 \rangle \) equal to the measurement noise variance. The OASIS/GIPSY filter is a multi-satellite program, so each satellite in turn has its associated state vector \( (x^T, p^T, y^T)^T \), and these are ordered one after the other in the total state vector \( X \), with common parameters (such as station locations) placed at the end. The measurements are combined and an optimal least-squares solution for the estimated parameters determined in the filter. The filter divides the measurements into finite time intervals known as batches. Within each batch, all process noise parameters—parameters which are modeled as stochastically time-varying—are assumed to be piecewise constant. After the filter processes the measurements in a given batch, to update the estimates and covariance for the parameters a time update is performed to fold in the effects of process noise. Measurements are then processed in the next batch, and so on. After filtering is completed, a smoother works recursively backwards in time to update op-

¹ If the nominal model is not accurate enough, the output from the filter can be used as the new nominal model and the solution can be iterated.


timally computed estimates and covariances when the presence of process noise requires it.

Both the OASIS and GIPSY software use the same filter for estimate/covariance computation. The filter offers the user the choice of two different mechanizations: the square-root information filter (SRIF), or the UD-factorized filter. Both mechanizations are based on the algorithms developed in [14] by Bierman. The smoother is formulated in terms of UD backwards pass recursions and works with output from either the SRIF or UD filter. Both the filter and the smoother make heavy use of the Bierman Estimation Subroutine Library (ESL) [15].

A. UD Filter Formulation for Measurement Processing

The conventional Kalman filter has a measurement update mechanization based on the covariance matrix, P. Let the estimate vector and covariance matrix be \( \hat{X} \) and \( P \), with the convention that \( \sim \) denotes quantities before measurement updating and \( \sim^{+} \) denotes quantities after the measurement update. Then

\[
\hat{X} = \hat{X} + \hat{K} (z - A\hat{X}) \\
= \hat{X} + (G/\alpha)(z - A\hat{X}) \\
P = \hat{P} - (1/\alpha) \hat{G}\hat{G}^T
\]

where A is a row vector of measurement partials, G is the normalized Kalman gain vector, which is related to the unnormalized Kalman filter gain, K, by

\[
\hat{G} = \hat{P}A^T = \alpha K
\]

and \( \alpha = A\hat{P}A^T + r \) is the innovations, or prediction residual variance. The measurement variance is \( r \). It is assumed here that the vector of observation errors, \( v_i \), is described by \( E(v_i) = 0, E(v_i^T) = P_v \) for \( i = 1, \ldots, m \), and \( P_v = \text{Diag}(r_1, \ldots, r_m) \) for the measurement variances. In the case of correlated measurement noise, whitening procedures can be used to uncouple the measurements and yield diagonal \( P_v \) [14], so the formulas presented here are valid without loss of generality.

The conventional Kalman measurement update (Eq. 2) has been shown to be sensitive to computer roundoff with sometimes catastrophic loss of accuracy from imperfect cancellation when positive quantities are differenced. Conventional Kalman algorithms have also exhibited sensitivity to numerical ill-conditioning [14, 16]. A comprehensive comparison of conventional, stabilized, and factorized formulations of the Kalman filter for a spacecraft navigation problem [16] demonstrated convincingly the superior numerical characteristics of the factorized Kalman filter approach. Ill-conditioning with unfactorized Kalman filters is sometimes attributed to large a priori state uncertainties and relatively small data covariances. These very attributes, however, typify many GPS earth orbiter problems relying on the GPS carrier phase data type: the carrier phase data variance is on the order of \( 10^{-5} \) m² while the a priori position covariance could be between 1 and \( 10^6 \) m². Another filter characteristic associated with ill-conditioning is a very low level of process noise. However, low process noise levels are common in high-precision GPS applications when stochastic models are used to model slowly varying tropospheric delay variations, GPS force parameters, and stable hydrogen maser station clocks. Near-singular covariance matrices are sometimes encountered in GPS orbit filtering because of different receiver characteristics. At some sites, GPS receivers were operated side by side in experiments which took place in 1985 where one receiver was capable of producing GPS carrier phase and P-code pseudorange and the other could only produce carrier phase data (codeless). The clock offset for the code receiver could be determined much more precisely than for the phase-only receiver: the clock variances were typically \( 2.5 \times 10^{-7} \mu \text{s}^2 \) for the code receiver while codeless receiver clock variances are typically \( 10^4 \mu \text{s}^2 \). Furthermore, since these clock parameters are often modeled with process noise, their variances vary considerably in the course of a run as satellites move through different geometries with good and bad observability. With GPS scenarios, severe numerical difficulties were sometimes encountered when mapping orbits and baselines to various coordinate systems when using the unfactored covariance matrix; with factored or square-root form, however, these mappings were stabilized and no numerical problems have been noted. Experience at JPL with deep space tracking estimation software has also resulted in complete conversion to factorized (or square-root) Kalman filter mechanizations in the orbit determination program used for missions involving such spacecraft as the Voyager, Magellan, and Galileo interplanetary probes. With efficient algorithms [14–16], there is only an insignificant penalty in computation speed when using factorized instead of conventional Kalman filters.

An extremely stable factorized version of the Kalman measurement update equations exists for the U and D factors of the covariance matrix, where \( \text{U} \) is an upper triangular matrix and \( \text{D} \) is a diagonal matrix:

\[
P = \text{UDU}^T
\]

The method used is an upper triangular UD Cholesky square-root-free factorization with the geometric form reduction described in [14]. In order to save storage, \( \text{U} \) is vector stored, and the factorization is chosen so that \( \text{U} \) has unity on its diagonals and \( \text{D} \) can be stored in those locations. It is con-
venient to store the estimates, $X$, in the last column appended on the end of the UD matrix.

With the UD factorization, the measurement update can be expressed as

$$\hat{P} = \hat{U} \hat{D} \hat{U}^T = \hat{U}(\hat{D} - \alpha \hat{V} \hat{V}^T) \hat{U}^T$$  \hspace{1cm} (5)

where

$$V = \hat{D} F$$

$$F = (A \hat{U})^T$$

The scalar $c = 1/\alpha = 1/(r + V^T F)$ is computed from the prior covariance and the current measurement noise. Thus, the normalized Kalman gain can be expressed in terms of the UD factors as

$$G = \hat{U} \hat{D} \hat{U}^T A^T = \hat{U} V$$  \hspace{1cm} (6)

The measurement update algorithm used in the OASIS/GIPSY filter is the Bierman-Carlson-Gentleman update [14, 16, 17]. This algorithm avoids explicit differencing when computing updated diagonals because explicit differencing for these terms makes the update prone to loss of accuracy due to imperfect cancellation, leading to negative diagonals in extreme cases.

The UD filter processes measurements one at a time. Before updating, each measurement is tested for consistency with the prior estimates and covariance. If the measurement fails the test, it is considered to be an outlier and not processed. The prediction residual must satisfy the criterion

$$(z - A \hat{X})^2 \leq TST \alpha$$  \hspace{1cm} (7)

where $TST$ is the level of acceptance and $\alpha$ is the innovations variance defined above. For example, $TST = 9$ is a 3-$\sigma$ test. If Eq. 7 is satisfied, the estimates and covariance are updated.

**B. SRIF Formulation for Measurement Processing**

The SRIF data equations are

$$\tilde{z} = \tilde{R} \tilde{X} + \tilde{v}$$  \hspace{1cm} (8)

where

$$\tilde{P} = \tilde{R}^{-1} \tilde{R}^{-T}$$

and estimates are retrieved as

$$X = R^{-1} z$$

The square-root information array $[R; z]$ is analogous to the UD-factored covariance with estimates in the last column of the UD matrix. The square-root information matrix, $R$, like the $U$ matrix, is upper triangular and vector stored. Note that for the SRIF, the noise $v$ is zero mean as before but has unit covariance, so $z$ and $v$ have been normalized by the measurement noise.$^5$ The SRIF data processing algorithm in the OASIS/GIPSY software follows [14] and [18] in applying orthogonal Householder transformations, $T_H$, to an augmented information array

$$T_H \begin{bmatrix} \tilde{R} & \tilde{z} \\ \tilde{A} & z \end{bmatrix} = \begin{bmatrix} \hat{R} & \hat{z} \\ 0 & e \end{bmatrix}$$  \hspace{1cm} (9)

The measurement partials (normalized) are in $A$, and $e$ contains information about the post-fit residuals. The matrix $A$ ordinarily holds a subset of the data, since on some computers, available memory or disk space limits how many measurements can be processed at once. When process noise is included, the measurements to be processed together in a buffer must lie in the same time batch. The $i$th row in $A$ contains the $i$th measurement in this measurement buffer, so when the $i$th elementary Householder transformation is applied, only the $i$th row of $R$ and all columns to the right of column $i$ in $A$ are affected. The Householder transformation, as implemented in the filter, maintains the upper triangularity of the $R$ matrix [14, 18].

The effect of the size of the measurement buffer on the speed of the SRIF on a DEC Microvax II is shown in Fig. 4. Beyond a buffer of about 50 measurements, little increase in speed is seen. However, for very small buffer sizes, the Householder transformation becomes inefficient. The reason for this is that, based on the operation counts in [14], for additions and multiplications the ratio of (overhead)/(total processing time) in processing each measurement buffer with $M_b$ measurements is $3/(3+2M_b)$ and $1/(1+2M_b)$, respectively.

There is also an additional amount of overhead from the $N$ square roots, $N$ divisions, $2N$ additions, and $N$ multiplications needed for each buffer being processed, where $N$ is the number of parameters estimated. The penalty from these extra operations depends somewhat on the relative CPU speed of these.

---

$^5$To distinguish these normalized quantities from the unnormalized ones from the discussion of the UD filter, we represent them without italics.
operations. The case shown in Fig. 4 corresponds to 3666 measurements with 192 estimated parameters for a SRIF running on a DEC Microvax, where square roots and divisions are about 8 and 1.5 times as expensive as additions or multiplications, respectively. The composite ratio of overhead to processing time was calculated and would be 60 percent for this run with \( M_b = 1 \), and less than 1 percent for \( M_b = 100 \), in rough agreement with the curve in Fig. 4.

C. Process Noise

Stochastic processes in the GPS orbit software are assumed to be piecewise constant over a specified batch interval. Currently, first-order Gauss-Markov random processes models are used. At the end of a batch, a process noise time update adds noise to the covariance matrix and thus causes the time-varying behavior of the stochastic parameters. The process noise time update for the \( j \)th batch maps the estimates and covariance for the stochastic parameters into the batch \( j+1 \):

\[
x_{j+1} = x_j + \Phi_p(j)p_j
\]

\[
p_{j+1} = M_p p_j + w_j
\]

\[
p_{j+1} = \Phi p_j \Phi^T + Q
\]

where

\[
\Phi = \begin{bmatrix} 1 & \Phi_p(j) & 0 \\ 0 & M_p & 0 \\ 0 & 0 & I_y \end{bmatrix}
\]

and, as in Eq. (1), the estimated parameters are partitioned into satellite states, process noise parameters, and bias (constant) parameters

\[
X = \begin{bmatrix} x \\ p \\ y \end{bmatrix}
\]

where

\[
m_{ij} = \exp \left[ -(t_{j+1} - t_j)/\tau_{ij} \right]
\]

with the covariance matrix \( Q \) zero except for diagonal elements \( q_{ii} \) in the \( j \)th batch, and \( \delta_{jk} \) is the Kronecker delta function. The diagonal entries of \( \Phi \) are given by

\[
q_{ij} = (1 - m_{ij}^2) \sigma_{ss}^2
\]

where \( \sigma_{ss} \) is the steady-state sigma for the \( i \)th stochastic parameter, is the noise level which would be reached if the system were left undisturbed for a time much greater than \( \tau \). For white process noise, \( \tau = 0 \), \( m = 0 \), and as can be seen in Eq. (10), the filter resets the covariance for the process noise parameters at the end of each batch, including zeroing of off-diagonal terms and putting in \( q \) for the variance on the diagonal. The opposite limiting case is the random walk: here both \( \sigma_{ss} \) and \( \tau \) are unbounded (\( \tau = \infty \)) and a steady-state is never reached. For the random walk, \( M \) is equal to the identity matrix, and it is the rate of change of the process noise covariance, \( \dot{q} = dq/dt = \Delta q/\Delta t \), which characterizes the process, where \( \Delta t \) is the batch size and \( \Delta q \) is the amount of noise added per batch. The Allan variance \([19]\), \( \sigma_a^2(\Delta t) \), which is often used to characterize clock and atmospheric fluctuations \([12]\), can be defined in terms of \( \dot{q} \):

\[
\sigma_a^2(\Delta t) = \dot{q}/\Delta t \text{ (random walk)}
\]

Thus a random walk process has a slope of \(-1\) for the log-log relation between the Allan variance and \( \Delta t \).

The matrix \( \Phi_p(j) \), represents the deterministic portion of the time update and is nonzero only when there is a dynamic coupling between process noise parameters and satellite states. \( M \) contains the stochastic portion of the time update, \( x_i \) represents the pseudo-epoch state of the spacecraft \([14]\). The current state, \( x(t) \), would be mapped according to

\[
x(t) = \begin{bmatrix} x(t) \\ p(t) \\ y(t) \end{bmatrix}
\]

with the covariance matrix \( P \) zero except for diagonal elements \( p_{ii} \) in the \( j \)th batch, and \( \delta_{1k} \) is the Kronecker delta function. The diagonal entries of \( M \) are given by

\[
\sigma_a^2(\Delta t) = \dot{q}/\Delta t \text{ (random walk)}
\]

Thus a random walk process has a slope of \(-1\) for the log-log relation between the Allan variance and \( \Delta t \).

The pseudo-epoch state, \( x_j \), is defined relative to the current state, \( x(t) \), from

\[
6\text{Although } \sigma_{ss} \text{ and } \tau \text{ can vary with time, the subscript } j \text{ has been left off } \sigma_{ss} \text{ for } \text{simplicity of notation.}
\]
\[
x(t_j) = \Phi_x(t_j, t_0)x_j + \Phi_p(t_j, t_0)y
\]

With this definition, if the pseudo-epoch state is used in the filter instead of the current state, the time update of Eq. (10) results:

\[
\begin{bmatrix}
x \\
p \\
y_{j+1}
\end{bmatrix}
= \begin{bmatrix}
I_x & \Phi_p(j) & 0 \\
0 & M_j & 0 \\
0 & 0 & I_y
\end{bmatrix}
\begin{bmatrix}
x \\
p + w \\
y_j
\end{bmatrix}
\tag{18}
\]

The mapping matrix \(\Phi_p(j)\) used in the pseudo-epoch state filter is calculated from the variational partials:

\[
\Phi_p(j) = [\Phi_x(t_j+1, t_0)]^{-1} \Phi_p(t_j+1, t_0)
\]

\[
-\Phi_x(t_j, t_0)^{-1} \frac{\partial \Phi_p(t_j, t_0)}{\partial p_j} \bigg|_{p_j=0}
\]

The use of the pseudo-epoch state formulation saves considerable computation in the filter and smoother since the UD time update is accomplished with sparse matrix multiply routines. When no dynamic stochastic parameters are present, the pseudo-epoch state is the same as the true epoch state. Because of the pseudo-epoch state formulation, most of the mapping matrix is filled with zeros or ones (see Eq. 18). The state vector \(X\) is arranged so that the satellite state for each satellite and the associated stochastic parameters are grouped at the top. A subroutine loop performs the sparse matrix multiply to update the \(U\) matrix and estimates for each spacecraft in turn, making efficient use of knowledge of the implicit zeros and ones for the deterministic mapping. After the deterministic mapping, for all the satellite are finished, the stochastic \(M\) mappings are performed to update the process noise states. The UD stochastic update is accomplished with the Bierman-Thornton one-at-a-time update [14, 17, 20]. The deterministic portion of the SRIF time update also takes advantage of the sparse matrix structure which typifies the pseudo-epoch state formulation. The stochastic SRIF time update uses Givens transformations which exploit the upper triangular structure of the \(R\) matrix.

Both the UD and SRIF time updates use subroutines of the ESL for most of the matrix operations. The SRIF stochastic update includes calculation of the smooth gain arrays which must be saved if smoothing will be done later. For the UD filter, these smooth gains are calculated in a separate routine which can be skipped if smoothing will not be needed.

D. Smoothing

The OASIS/GIPSY smoother incorporates Bierman’s modification of the Rauch-Tung-Streibel (RTS) smoother [21], known as the BRTS, including the new reformulation of Bierman’s original UD smoother [22, 23]. The smoother algorithm makes use of a decomposition of the linear model dynamical equations so that rank-1 and rank-2 matrix modifications can be substituted for more complex (and costly) covariance updates. The smoothing algorithm uses the UD formulation, is based on numerically stable Givens reflections, and runs “backwards” in time using a recursive method for generating smoothed estimates and smoothed UD factors. The last (terminal) filter UD or SRIF matrix is used to initialize the smoother, so in the case of the SRIF, the terminal square-root information array is inverted to UD form. The smoother has considerable flexibility in the handling of singular and near-singular covariance matrices. As with the deterministic and stochastic filter time updates, the OASIS/GIPSY implementation of Bierman’s smoothing algorithm takes advantage of the sparse matrix structure which typifies GPS scenarios and orders parameters to minimize CPU cycles, memory requirements, and disk storage.

E. Evaluation of Filter Mismodeling

The OASIS/GIPSY filter has a number of options for evaluating filter models used for parameter estimation and covariance analysis. These include consider analysis for both the UD and SRIF formulations, and a unique evaluation mode available only with the UD filter.

Consider parameters are usually bias parameters not included in the estimated parameter state vector. From the measurement partials, the sensitivity of estimated parameters to these considered (not estimated) parameters can be computed in the filter. There are several reasons for not estimating a parameter: (1) certain parameters, such as fiducial station locations, may be held fixed in order to define a reference frame and/or length scale; (2) it may be computationally impossible to adjust certain parameters, such as all the coefficients in a gravity field; (3) a physical effect cannot be modeled adequately to produce a reliable estimate, yet it is still desirable to calculate the penalty for leaving it out of the filter model (state vector). By including the effects of considered parameters, the ordinarily overly optimistic computed covariance for the estimated parameters is degraded somewhat depending on the sensitivities, and a more realistic covariance may result.

Let \(y_c\) be the unestimated considered parameters with measurement partials \(\Delta_c\). Then the sensitivity is [14]

\[
S = \frac{\partial (X - \hat{X})}{\partial y_c} = -\hat{p}_A^T \hat{p}_e^{-1} A_c
\]

(20)
where the \( \sim \) denotes the quantities computed from the filter measurement and time updates without including the effects of the \( y_e \) parameters, and \( P_e \) is the measurement noise covariance matrix. The consider covariance, which includes effects from both estimated and considered parameters, is defined as

\[
P_{\text{con}} = \hat{P} + SP_eS^T
\]  

(21)

where \( P_c \) is the covariance matrix for the considered (unadjusted) parameters.

Both the SRIF and UD filter implementations in the GIPSY/OASIS software can handle any parameter as estimated or considered. However, only the UD filter has more general filter error evaluation capabilities, of which consider analysis is one type. The general error evaluation algorithm [24] permits evaluation of the effects of designing a filter without the correct data noise, a priori covariance, data weights, or process noise model. A truth model and filter model are specified, and the evaluation mode of the UD filter allows the user to assess the effects of mismodeling on filter accuracy. Under real conditions, the truth model is not actually known, so a filter analyst usually tries to look at a range of possible truth models to see if, over a range of reasonable truth models, the filter results are especially sensitive to any parts of the filtering strategy being used. The goal is to design a filter model which is reasonably accurate based on available information about the problem, but which is also stable so that the results will not be strongly degraded if slightly incorrect filtering parameters are used. In [25] is an example of a comprehensive filter evaluation which studied the use of stochastic solar radiation pressure models for GPS orbit determination. A number of process noise inputs were identified for which the filter showed little sensitivity to mismodeling. These process noise models were later used successfully for estimation of small GPS accelerations over arcs of several weeks (also see Section IV of this article).

In the evaluation mode, the filter uses suboptimal Kalman gains saved in an evaluation file from an earlier filter which is run purposely with what is believed to be an incorrect model in order to generate suboptimal gains. The measurement update is expressed as

\[
\hat{P} = (I - \bar{K}A)\hat{P} + \alpha(K - \bar{K})(K - \bar{K})^T
\]  

(22)

where the optimal Kalman gain is \( \bar{K} \) and the arbitrary gain from the evaluation file is \( K \). Let \( \tilde{P} = (1 - \bar{K}A)\hat{P} \) and \( \hat{UDU}^T = \hat{P} \). Then \( \bar{K} \) and \( \alpha \) are computed using the measurement update formulas in Eqs. (2-4), and the vector \( \lambda = K - \bar{K} \) is formed. A rank-1 update computes the UD covariance factors:

\[
\hat{UDU}^T = \bar{UDU}^T + \alpha\lambda^T
\]  

(23)

The time update in the evaluation mode follows the same form as the original filter time update except that the original filter stochastic time constants and process noise sigmas are replaced with the evaluation mode time constants and process noise sigmas.

F. Performance Comparisons Between the UD Filter and the SRIF

The dual-filter option in the OASIS/GIPSY software facilitates comparisons between the UD and SRIF programs. Many tests have been conducted to examine the numerical stability and speed of these two filters. At this time, they appear to be equally stable and numerically sound. However, there can be a substantial difference in processing speed, depending on the type of problem being filtered. Our experience with timing the UD and SRIF algorithms matches very closely the predictions in [14]. The SRIF measurement processor is about 33 percent faster than the UD measurement processor. For time updates, however, the UD algorithm is substantially faster when smoothing gains are not needed. If smoothing gains are computed in the filter for later use in smoothing, then once again the SRIF runs faster. Smoothing itself takes essentially the same amount of time whether the UD or SRIF filter was run first. For any specific filter run, the comparison between SRIF and UD run times depends on the number of stochastic parameters, the number of batch intervals, and the number of measurements. For typical GPS orbit estimation scenarios involving the geodetic and low-earth orbiter applications described below, the SRIF is as much as 50 percent faster than the UD filter for complicated cases requiring smoothing. If the sensitivities in a consider analysis are needed for stochastically estimated parameters, the sensitivity matrix must also be smoothed. Sensitivity smoothing in the OASIS/GIPSY filter occurs in a natural and efficient way with the SRIF, while the UD sensitivity smoothing is usually substantially slower. The UD filter is about 25 percent faster than the SRIF in simple runs when no smoothing is needed.

With the UD formulation in OASIS/GIPSY, the analyst is permitted to have the variance of a parameter equal zero. In certain analyses, such as a case where it is desired to constrain a parameter to a specific value, this capability can be useful. On the other hand, the SRIF formulation permits zeros on the diagonals of the information array, corresponding to an infinitely large covariance. As discussed above, the SRIF tends to be faster in situations when many measurements are being processed or when smoothing is needed. Only the UD filter, however, has an evaluation mode for studying filter mismodeling. The decision to fully implement both filter mechanisms in the OASIS/GIPSY software allows the analyst full
flexibility in the selection of the most efficient and appropriate filter for each specific situation.

IV. GPS Positioning Applications

Even though only seven GPS satellites are currently operating, high-accuracy geodetic results have already been obtained. In addition to the geodetic studies carried out with the existing limited set of satellites, numerous covariance analyses and simulations have been conducted in preparation for the full 21-satellite constellation expected to be operational in the early 1990s. A number of new approaches to high-accuracy earth-orbiter and ground positioning applications show great promise for demanding projects of the future such as TOPEX and Eos. In this section, a sampling of these results and new tracking techniques will be presented, with emphasis on how the orbit determination and filtering strategy play a role in GPS-based positioning and navigation.

A. Ground Station Positioning Results

A number of GPS campaigns and experiments took place in 1984 and 1985 [26, 27], in which typically 5-10 GPS receivers were located at sites of geodetic or geophysical interest. Baseline results showing precision and accuracy of 2-4 parts in 10^7 relative to baseline length were initially reported [27-29], with quality of the baselines generally assessed by comparison to VLBI and SLR, and by daily repeatability of the solutions. To reach these accuracies, GPS orbits were improved through estimation, generally with single-batch least-squares fits with doubly differenced dual-frequency carrier phase. Double differencing is a technique for cancellation of GPS and station clock errors which requires simultaneous mutual visibility. In most, but not all of these cases, fiducial or reference ground sites were held fixed where GPS receivers were collocated with very precisely determined VLBI antennas in order to establish a reference frame and length scale. Without orbit improvement, GPS positioning results obtained using broadcast ephemerides only were, in most cases, about an order of magnitude worse.

In [30], results were presented from one of the 1985 GPS experiments showing accuracy and daily repeatability of 1-2 parts in 10^7 for baselines up to 313 km. This improvement was due to a number of factors, including combining more than one eight-hour daily pass for orbit estimation, bias fixing, and an improved fiducial network geometry. Bias fixing is a technique for applying the constraint that the carrier phase range ambiguity be an integer number of wavelengths. This ambiguity is determined for as many baseline-satellite combinations as possible, and the overall solutions are readjusted while the ambiguities are fixed at their integer values [31, 32]. One approach to bias fixing [33] uses the SRIF formulation to optimally adjust all the biases and other estimated parameters and to update the covariance matrix with an algorithm which is fast and does not require iterating or expensive re-filtering. The major weakness with solutions from only carrier phase data is a relatively low accuracy in the eastern baseline components due to the predominantly north-south GPS satellite tracks. Bias fixing can largely remove this weakness in the eastern directions.

Kalman (factored covariance) filter-oriented approaches to the GPS estimation problem with emphasis on orbit determination further improved baseline results to the level of 2-4 parts in 10^8 [34] for baseline distances of more than 1000 km. The key strategies emphasized included multi-day (one-week) Kalman filtered orbit solutions, simultaneous parameter estimation, determination of three (instead of the usual two) GPS solar radiation pressure parameters, random-walk models for zenith troposphere delay fluctuations, and simultaneous processing of carrier phase and pseudorange data. The pseudo-range data tightly constrain the clocks and carrier phase ambiguities, improving the results particularly in the east for baselines and down-track for orbits. The transmitter and receiver clocks are estimated as white noise parameters, leading to essentially the same results as double differencing but with considerably less complexity. Direct comparisons between independent GPS orbit solutions [34] indicated orbit precisions of 1-2 m had been achieved. Further refinements to the filtering strategies have produced improved GPS accuracies of better than 1 m for orbits and 1-2 parts in 10^8 for baselines up to 2000 km [35]. These additional refinements included modeling of a GPS maneuver which enabled the data arcs to be extended from one to two weeks and constrained stochastic GPS force parameter estimation. Figure 5 shows locations of ground receivers from North American GPS experiments in 1985 and 1986. Figure 6 shows the improvement in daily baseline repeatability using two-week orbit arcs when process noise models for force parameters were used. For arcs of one week or less, it was not necessary to use stochastic force models. In these experiments, all the measurements were confined to the same eight-hour interval each day and it was not possible to determine whether stochastic solar pressure or stochastic three-dimensional thrust parameters fit the data better. It is expected that in the future, with longer arcs and a more global tracking network, the physical nature of these stochastic forces will be better understood.

Orbit verification to better than 1 m is illustrated in Figs. 7 and 8. In each test, the data were partitioned into one-week arcs and independent orbit solutions were obtained and compared. The interleaved arc orbit comparison (Figs. 7a and 7b) shows sub-meter repeatability for two well-tracked satellites. A more strenuous test using orbit prediction is shown in Figs. 8(a) and 8(b), demonstrating sub-meter agreement for
GPS 8. Figure 8(b) also shows how the results improve when pseudorange is processed with carrier phase and stochastic models for tropospheric delay fluctuations are used.

A convincing test of GPS-based positioning accuracy comes from comparisons between 2000-km GPS-determined baselines with VLBI measurements of the same baselines. VLBI is a completely independent geodetic system referenced to the inertial quasar-defined frame, whereas the GPS-based techniques use fiducial points tied to the VLBI system through local surveys to determine accurate GPS orbits, thereby transferring fiducial control to other stations whose coordinates are estimated. Figure 9 shows that 2000-km baselines determined with GPS agree with VLBI to better than 1.5 parts in $10^8$ accuracy, which is close to the advertised accuracy of the VLBI system itself.

Recent improvements in bias fixing techniques [33, 36, 37] have enabled successful ambiguity resolution over regions up to 2000 km in extent. In these cases, cm-level agreement between GPS and VLBI has been achieved in horizontal baseline components as well, multi-day arcs seem to be needed for accurate VLBI solutions in the vertical component, perhaps because the GPS measurements are robust enough to estimate the troposphere stochastically with sub-centimeter precision.

### B. Earth Orbiter Positioning with GPS

The TOPEX/Poseidon satellite [38], scheduled for launch in late 1991, will lead to significant progress in the study of the interaction of the oceans and climate on a global scale. To understand global weather patterns, experiments like TOPEX are needed to study the world ocean’s circulation. The oceans redistribute heat, with warm currents carrying one-half of the excess heat from the tropics to the poles. The seas hold much more heat than the atmosphere and moderate the seasonal temperature fluctuations. Global circulation is observable from space because ocean movement causes bulges and depressions. The sea surface height can be measured with satellite altimeters, as Seasat demonstrated in 1978. The detailed sea surface topography is a complicated function of ocean currents and the geopotential. A complete analysis of TOPEX data will separate the mean sea surface, or marine geoid, from time-varying currents, using repeat orbits and averaging techniques. The ability to map global ocean currents with TOPEX will have far-ranging benefits affecting weather and climate prediction, fishing, commerce, and shipping. The El Niño effect, which is a huge atmospheric seesaw leading to weather reversals, floods, economic hardship, heavy rain, and droughts, may be predictable in advance and eventually better understood through monitoring of the ocean surface with satellites like TOPEX, since it is typically accompanied by a raised mean ocean level of about 20 cm and an increase in the ocean temperature of about 2 deg C off the western coast of South America.

TOPEX will fly in low-earth orbit at about a 1334-km altitude, carry an altimeter precise to about 2 cm to determine the range between the satellite and the sea surface, and will map the topography of the ocean surface. A key to the success of the mission is that the TOPEX orbit altitude error be kept below about 13 cm during the mission. Several different orbit determination techniques will be used on TOPEX, including ground-based laser ranging, but TOPEX will also carry a GPS flight receiver as part of an experiment to demonstrate precise low-earth satellite orbit determination. The TOPEX GPS demo is the first of the anticipated high-precision earth orbiter GPS applications for satellites at a wide range of altitudes, including geosynchronous as well as highly elliptical orbits.

The major error source for differential GPS dynamic tracking of TOPEX [1] is uncertainty in the model for the geopotential. This is also expected to be the limiting error for other tracking techniques [38]. Recent attention has focused on an orbit determination approach using differential GPS in which the orbit filter is designed to desensitize the results as much as possible from gravity errors [39]. A three-dimensional fictitious force is modeled as process noise and estimated in this approach, referred to as reduced dynamic tracking. The role these stochastic force parameters play in the orbit filter is controlled through the process noise $\tau$ and $\sigma_{ss}^2$ (Eqs. 11-14), and depends on the accuracy of the dynamic models for the satellite. If the dynamic models are very poor, the proper strategy is to set $\tau \rightarrow 0$ and $\sigma_{ss}^2 \rightarrow \infty$, and this is the limiting case of non-dynamic tracking. The other limiting case is purely dynamic tracking in which maximal weight is given to the dynamic models and the stochastic force parameters are essentially turned off ($\tau \rightarrow \infty$ and $\sigma_{ss}^2 = 0$). In between is reduced dynamic tracking, where a finite $\tau$ and $\sigma_{ss}^2$ determine how much reliance is placed on the dynamics and to what extent the unmodeled forces will be fitted out with the data. Although gravity is the major error source for TOPEX, the techniques used to minimize gravity-related orbit errors on TOPEX will also be useful for minimizing virtually any mismodeled force for other satellites using differential GPS tracking.

Figure 10 compares predicted performance of non-dynamic, reduced-dynamic, and dynamic techniques for TOPEX orbit.
determination with GPS. Six globally distributed GPS ground receivers and the one TOPEX flight receiver were assumed to produce 5-cm pseudorange and 0.5-cm carrier phase over five-minute data intervals in a single two-hour arc for this covariance study. This level of performance can be achieved only with advanced receiver and antenna design, but current results with the Rogue receiver/antenna are very encouraging and indicate that these accuracies can be met (Fig. 3). The predicted altitude error shown in Fig. 10 for the dynamic solution strategy is dominated by the gravity field error, assumed to be 50 percent of the difference between the GEML2 and GEM10 fields. A comparison with the covariance matrix for the GEM-T1 [40] gravity field shows that representing the gravity error with the 50-percent geopotential difference for this analysis produces about the same results as produced with the current (GEM-T1) gravity field covariance. The large (~25-cm) excursions for the dynamic tracking approach occur over regions of the earth where the gravity field is poorly known, such as over the oceans. However, these oceanic regions are the key regions for an oceanographic experiment such as TOPEX. The non-dynamic approach also suffers from occasional sudden increases in the altitude error, primarily due to times of weaker viewing geometry. Since the non-dynamic tracking solutions are more data-intensive, they are more sensitive to times when viewing geometry is compromised. The reduced dynamic strategy performs best overall. The stochastic force parameter estimation \((\tau, a_n)\) was chosen to be optimal for a gravity field accurate to about the level of the current GEM-T1 field, but as pointed out in [39], even if the accuracy of the gravity field is only approximately known, the results are insensitive to the stochastic model as long as a relatively conservative approach is taken. This is one of the main advantages of the reduced dynamic tracking strategy.

The reduced and non-dynamic techniques compensate not only for gravity mismodeling, but also for any type of force or acceleration affecting spacecraft motion, such as drag, radiation pressure, gas leaks, maneuvers, etc. Estimation of fictitious thrust parameters for the GPS orbits themselves when tracking over relatively long (two-week) arcs (Fig. 6) is a simple example of the application of reduced dynamic concepts to satellites in high-earth orbits. It was found that the results in Fig. 6 showed very little sensitivity to \(\tau\) and \(a_n\) over a wide range of values, as predicted in [39]. The GPS orbit strategy, however, still places very high weight on dynamic models since the constrained stochastic forces being estimated represent a tiny perturbation to the purely dynamic orbit determination.

C. Other Related GPS Applications

Certain GPS applications show great promise but require a global tracking network and a full GPS constellation, such as earth orientation monitoring [4]. Ultimately, the filtering and estimation strategy may be a major factor in the utility of GPS for earth orientation because one of the advantages of GPS is the high time resolution it provides. Another example of the importance of Kalman filtering is the determination of tropospheric zenith delay parameters as part of the GPS orbit determination process. GPS-based techniques have the potential of tracking tropospheric fluctuations at sub-centimeter levels with resolution of a few minutes. A GPS-based network for earth orientation monitoring, troposphere calibration, and determination of geocentric station coordinates is being studied for use in the Deep Space Network since these are major limiting errors for deep space navigation and planetary exploration. GPS tracking will be able to determine the location of the geocenter relative to any set of ground stations with an accuracy of better than 5 cm [5], in addition to its cm-level relative station positioning capability. The NSWC precise ephemeris, which is determined from a worldwide Air Force tracking network and is more accurate than the 10-20-m ephemeris broadcast down on the P-code, is currently determined along with values for earth orientation parameters [41] using a SRIF and RTS smoother [42] and process noise models for polynomial clock coefficients, troposphere parameters, and solar pressure coefficients. GPS also has the potential for global time transfer at the sub-nanosec level, which would hold great benefits for the Deep Space Network and other radio astronomy observatories.

If GPS antennas are placed at different points on an airplane, the attitude of the aircraft can in principle be determined from GPS measurements. An experiment was recently conducted [43] to demonstrate aircraft position, velocity, and attitude determination using GPS for a synthetic aperture radar experiment to study ocean currents, and the data are being analyzed at JPL. GPS receivers can also be placed on ships and buoys for research in seafloor geodesy [44], a relatively new field.

There are numerous real or near-real-time non-military GPS applications in which the cm-level accuracies required for geodesy or low-earth orbiter positioning are not essential but for which estimation speed is important. The NASA Symposium on GPS Space Applications, held in Pasadena, California, November 18-19, 1987, emphasized many of the near-real-time positioning and navigation GPS applications for spacecraft maneuvering near the Space Station and for other earth orbiters, including those at high earth altitude. Since many earth-orbiting satellites launched in the future will carry GPS equipment, including the Space Shuttle, it is likely that GPS will have an increasingly visible role in a variety of different missions. Although observing GPS from high earth altitude poses some special visibility problems, detailed analysis predicts that meter-level orbit accuracy can be achieved even for geosynchronous satellites [6].
In the future, it is expected that factorized filtering techniques will be applied to problems which would strain present computing resources to the limit. One example is recovery of gravity coefficients from GPS and low earth orbiter differential tracking data. Because there can be thousands of gravity coefficients and the data arcs required include many satellite orbit revolutions, the number of estimated parameters is expected to be in the tens of thousands [45]. Numerical stability in these situations demands extremely stable, factorized filtering algorithms. Large problems such as this one would be intractable, even on a supercomputer, were it not possible to take advantage of the local block structure in the factored covariance matrix and the fact that much of the matrix is filled with zeros [45].

V. Summary

The GPS multi-parameter estimation problem with orbit adjustment is well suited to a linearized batch sequential filter. Both the SRIF and UD-factorized filters have been used for high-accuracy GPS applications. Although neither is preferred over the other with regard to numerics, for different situations one or the other is sometimes more convenient or less expensive from a computational viewpoint. Determination of station locations to the cm level is currently feasible using GPS, with accuracy rivaling other state-of-the-art geodetic techniques. Accuracies of 1–2 parts in 10^8 relative to baseline lengths up to 2000 km have been demonstrated over baseline measured independently by radio astronomy interferometric methods, and GPS orbits determined simultaneously can now be estimated to better than 1-m accuracy. Key aspects of the estimation strategy include: collocation of three or four GPS receivers at fiducial sites with a priori, well-known coordinates; process noise modeling of fluctuating quantities such as clocks, tropospheric delays, and small but significant unmodeled satellite accelerations; multi-day orbit solutions; combined processing of pseudorange and carrier phase; and bias fixing techniques to apply integer constraints to carrier phase ambiguities. Future high-accuracy GPS applications also include sub-decimeter orbit determination for satellites such as TOPEX and Eos with non-dynamic and reduced dynamic tracking techniques, which use process noise to desensitize the filter to unmodeled or mismodeled forces.

Although considerable progress has been made in just a few years in the development of strategies for precise positioning with GPS, improvements in GPS technology promise even more gains in the near future as advanced receivers and antennas become available. Global tracking networks will greatly increase the scientific potential of GPS, and will also lead to a dramatic increase in the number of estimated state parameters. Precise pseudorange with noise of several cm will significantly advance virtually all the GPS positioning techniques developed so far. Such precise data and the anticipated filtering with very large, sparse matrices will probably require reexamination and further enhancement of the filtering approaches currently being used.

Acknowledgments

Gerald J. Bierman played a major role in developing the algorithms and filtering techniques which are discussed in this article, as can be seen from the numerous references to his work. His contributions, however, extend far beyond his analyses, algorithms, publications, and computer programs, which are recognized as the state of the art. He was a gifted yet unassuming man who shared with me his friendship as well as his extraordinary mathematical insight on the complex problems we worked on together. For me and my colleagues, his death was a great personal and professional loss.

I also thank S. C. Wu, R. P. Malla, A. P. Freedman, W. I. Bertiger, T. P. Yunck, T. Meehan, and J. T. Wu, whose work has contributed to the ideas and results presented here.
References


Fig. 1. GPS carrier phase is modulated by the P-code [P(t)] and the C/A code [C(t)]. The P-code contains nominal values for GPS orbits and clocks. Carrier phase and P-code pseudorange are used in high-accuracy applications.

Fig. 2. (a) Direct GPS tracking, and (b) differential GPS tracking.
Fig. 3. Comparison between performance with different antenna and receiver designs: (a) post-fit residuals, mostly multipath, for dual-frequency pseudorange averaged over six minutes from a common TI antenna/receiver combination, and (b) pseudorange scatter obtained in January 1988 with the JPL Rogue receiver and a choke ring antenna designed to minimize multipath, for single-frequency data averaged over 2- and 30-minute intervals.
Fig. 4. Comparison of CPU time required for the SRIF for different measurement buffer sizes.

Fig. 5. Locations of ground receivers during 1985 and 1986 GPS experiments.

Fig. 6. Daily repeatability for the 1314-km Mojave, California – Fort Davis, Texas baseline, for a two-week data arc in November, 1985. Lowest scatter is obtained with process noise force models.
Fig. 7. (a) RMS orbit difference is computed from interleaved orbits determined independently from November 13–15–18 and November 14–16–19; (b) RMS for GPS 6 and GPS 8 is shown computed over a 24-hour period on November 17 when no measurements were used for either solution as shown in (a).

Fig. 8. (a) One week arcs in November 1985 used for orbit prediction and RMS computation. Orbits from the first week are mapped ahead and compared to orbits determined independently using data only from the second week; (b) prediction test (Fig. 8a) for GPS 8 shows RMS well below 1 meter in all three components, with best results obtained using stochastic troposphere models and combined carrier phase and P-code pseudorange. RMS is computed over a 6-hour interval.
Fig. 9. Comparison between GPS and VLBI independent measurements of 2000-km baselines shows agreement of 1–2 parts in $10^6$ in all vector components: (a) Hat Creek–Fort Davis, and (b) Richmond–Haystack.

Fig. 10. Predicted altitude accuracy for TOPEX orbit determination using dynamic, reduced dynamic, and non-dynamic tracking techniques.
The benefits of improved radiometric tracking data have been studied for planetary approach within the inner Solar System using the Mars Rover Sample Return trajectory as a model. It was found that the benefit of improved data to approach and encounter navigation was highly dependent on the a priori uncertainties assumed for several non-estimated parameters, including those for frame-tie, Earth orientation, troposphere delay, and station locations. With these errors at their current levels, navigational performance was found to be insensitive to enhancements in data accuracy. However, when expected improvements in these errors are modeled, performance with current-accuracy data significantly improves, with substantial further improvements possible with enhancements in data accuracy.

I. Introduction

An investigation of the benefits of improved radiometric tracking data for interplanetary navigation has been initiated. The goals are to determine the limitations imposed on navigation performance by radiometric data accuracy and how to best utilize this high-accuracy data to optimize navigation performance. For this purpose, covariance analyses using the Orbit Determination Program (ODP) have been performed, including two-way Doppler, two-way range, and Delta Differenced One-way Range (ΔDOR) measurements with various assumed accuracies for each data type. Three sets of results are presented, with the Mars Rover Sample Return (MRSR) Mission cruise and encounter trajectory used as a model for each set.1,2

Since only a single trajectory has been studied, some caution is needed in generalizing the results. In particular, the


An encounter lying closer to the celestial equator might affect the ephemeris of Mars is the best known of it is expected that the effects of these variations on the studies takes place when Mars is near its most southerly declination. Also note that for this model trajectory, encounter were considered as unestimated systematic errors. In the co-

...
tional covariances at encounter. Improving the ΔDOR accuracy from 50 nrad to 5 nrad was found to reduce orbit determination uncertainties by a factor of three when the ΔDOR data was used in conjunction with 10-m range and 1-mm/sec Doppler. Improvements in range and Doppler accuracy can be beneficial, but in general will have a more limited effect, except in the absence of ΔDOR data. In this regard, 10-cm accuracy range proves to be a powerful stand-alone data type, producing results superior to those achievable with the 10-m range, 1-mm/sec Doppler, and 50-nrad ΔDOR data type combination.

II. Trajectory and Observation Schedule

The three sets of results presented here are based on the Mars Rover Sample Return (MRSR) Mission approach trajectory discussed by A. Konopliv.\(^5\) With this trajectory the spacecraft encounters Mars on October 7, 1999. All the orbital solutions presented are based on a common observation schedule, which is summarized in Table 1. The first data point is taken 85 days before Mars aerocapture and the last point is taken 2 days before Mars encounter. Two-way Doppler and two-way range were scheduled from the three stations DSS-11, DSS-44, and DSS-61. Doppler and range data were scheduled from each station for one pass every sixth day, with stations alternating so that a pass was scheduled somewhere for every other day. A minimum spacecraft elevation of 10 deg was required for this data. A one-hour integration time was used for Doppler data, while range measurements were scheduled approximately every hour within a pass. The ΔDOR measurements on the DSS-11-DSS-44 and DSS-11-DSS-61 baselines were scheduled once every sixth day with quasars selected to be within 10 deg of the spacecraft. ΔDOR data below 5-deg elevation was eliminated. The total amount of data scheduled was 309 Doppler points, 296 range points, and 28 ΔDOR points.

III. Estimation Strategy and Error Modeling Common to All Solutions

The covariance analyses were performed with the ODP using batch sequential estimation. A batch time interval of one day was used in all cases. This was chosen to be small compared to the correlation time constants of all stochastically estimated variables. For all runs, estimated parameters include those for spacecraft initial state, solar pressure, and a random nongravitational acceleration. Considered parameters include those for a constant nongravitational acceleration, Mars GM and J2, and quasar directions. The error modeling common to all solutions will be discussed in this section and is summarized in Table 2. Modeling specific to solutions sets one, two and three are summarized in Tables 3, 4, and 5 respectively, and will be discussed in later sections.

Since the interest is in the effects of data accuracy on orbit determination accuracy, the initial position and velocity of the spacecraft were estimated with large a priori uncertainties of 10,000 km for each position coordinate and 1 km/s for each velocity component. These large values were chosen so that the final state determination would not be dependent on the a priori values.

A solar pressure model was included. This model assumes the spacecraft has a mass of 1000 kg and presents an area of 17 m\(^2\) toward the Sun. The solar pressure force is calculated as the force on an opaque body with this projected area times a reflectivity vector \(\vec{C}\). The components of \(\vec{C}\) are assumed to be constant in a coordinate system defined by the Sun-spacecraft and Sun-Canopus directions. The component of \(\vec{C}\) directed away from the Sun, \(G_s\), was estimated with an a priori uncertainty of 0.13, while the components of \(\vec{C}\) perpendicular to the Sun-spacecraft direction, \(G_x\) and \(G_y\), were each estimated with an a priori uncertainty of 0.01. This modeling is the same as used by Konopliv.

To account for other non-gravitational forces, both stochastic and constant accelerations were employed. Stochastic accelerations of \(10^{-12} \text{ km/sec}^2\) per component were estimated with a 5-day correlation time. Constant accelerations with a priori uncertainties of \(10^{-12} \text{ km/sec}^2\) per component were considered.

To account for uncertainties in the Martian gravity field, the GM and J2 of Mars were considered with uncertainties of 0.15 km\(^3\)/sec\(^2\) and 4.4 \(\times\) 10\(^{-7}\), respectively. Although these uncertainties are 10 times the formal errors, their effects on the orbit determination accuracy are never very significant.

The philosophical viewpoint has been taken that the fundamental reference frame for navigation is that determined by the quasars. It is believed that this allows the simplest representation of errors in orientation between the radio frame, the terrestrial reference frame, and the dynamical reference frame of the ephemerides. Presently the quasar catalog is internally consistent at the 5- to 10-nrad level [2]. Therefore, independent 5-nrad per component errors for each quasar direction have been considered.

Each solution set consists of ODP runs performed with different combinations of data types and accuracies. Data accuracies used were 30 cm or 3 cm for the ΔDOR, corresponding to about 50- or 5-nrad angular uncertainty, 1000 m, 10 m, or 0.1 m for the range, and 1.0 mm/sec or 0.01 mm/sec for

---

\(^5\)See Footnotes 1 and 2.
the Doppler. Runs were made with all possible combinations of these data accuracies. Runs were also made with ΔADOR and range only, ΔADOR and Doppler only, range and Doppler only, ΔADOR only, Doppler only, and range only. This led to a total of 35 runs for each solution set.

IV. Solution Set One

A. Error Modeling

Solution set one represents a first cut at investigating the dependence of orbit determination accuracy on radiometric data accuracy. For this set, relatively simple extrapolations of present day estimates of the errors for the ephemeris, the station locations, and other error sources were adopted. The results of this first solution set provided the information necessary to focus on the important error terms and neglect largely irrelevant terms. The error models particular to solution set one are summarized in Table 3.

The ephemeris errors used were supplied by M. E. Standish of the Navigation Systems Section in the form of a joint Earth–Mars set-III parameter covariance matrix. This ephemeris covariance represents the formal calculated errors appropriate for a modern ephemeris. These formal errors are often multiplied by a scale factor of two to five to make a crude allowance for systematic error. However, examination of the covariance matrix shows that the dominant component of error consists of a 100-nrad uncertainty in the zero point of right ascension for the ephemeris. All other orientation components of the ephemeris covariance are on the order of 5 nrad. Since the radio frame has been adopted as the fundamental frame for navigation, this right ascension uncertainty should correspond to the major component of the frame tie error between the planetary frame and the radio frame. The 100-nrad value for this uncertainty is consistent with the current estimate of the planetary-radio frame tie error for the inner planets [3, 4]. Therefore, the ephemeris errors are considered with no scaling. By doing so, the present frame-tie error is correctly modeled, but errors for the internal consistency of the ephemeris that are at present too small may be incorporated.

For solution set one the common “equivalent station location error” (ESLE) approach was adopted in which geocentric station coordinate, Earth orientation, and media calibration errors are lumped together into a single set of effective station errors. Present VLBI measurements establish Deep Space Network (DSN) baselines to 10 cm in the radio frame [5]. Geocentric station locations can potentially be derived from these baselines and Global Positioning System (GPS) satellite tracking data [6] with errors on the level of 10 cm. Therefore, 10-cm per component errors for the geocentric station coordinate contribution to the ESLEs have been used.

Due to unmodelable changes in the Earth’s rotation rate and pole location, accurate information about the orientation of the Earth can be obtained only through a constant monitoring program. The largest component of error is in UT1-UTC, an offset in right ascension. The JPL Time and Earth Motion Precision Observations (TEMPO) deliveries for Magellan are expected to have a worst case (10-day extrapolation) UT1-UTC error of 50 nrad.7 This error has been accounted for by adding to the station location a priori covariance matrix a 50-nrad longitude error, fully correlated between stations.

For the media errors it was assumed that dual-frequency tracking could be used to calibrate out the ionosphere error and that the 4-cm wet troposphere error [7] derived from using monthly averages would not contribute significantly to the equivalent station location error. Hence, for solution set one ionosphere and troposphere errors were not explicitly included.

B. Results

To compare the results for the large number of combinations of data accuracies employed here, most results are presented in the form of root-sum-squared (RSS) position uncertainties at the nominal time of closest approach to Mars. In contrast, the critical navigational requirement of MRSR delivery is control of the angle of atmospheric entry. The RSS position error was chosen as a figure of merit over the more mission-specific angle of entry because it was felt to be more generally reflective of the overall accuracy of the orbit determination. In practice it has been found that the dominant error sources affect most of the orbit parameter uncertainties, and that the general trends in changes in orbit determination uncertainty with changes in data accuracy are visible in any figure of merit.

Table 6 gives the RSS position uncertainty at closest approach for all combinations of data types and accuracies with a breakdown of the total RSS uncertainties into calculated uncertainty and the contributions from considered errors. The 35 cases are listed by the ΔADOR accuracy, Doppler accuracy, and range accuracy. The main conclusions from solution set one are demonstrated by the three cases depicted in Fig. 1. In Fig. 1 the RSS uncertainty is broken down into components for the cases which include 30-cm ΔADOR, 1-mm/sec Doppler, and 1000-m, 10-m, or 0.1-m range. The dominant contribution is due to the considered ephemeris errors and is virtually constant regardless of data accuracies.

The calculated uncertainty decreases with improving range accuracy, with a significant improvement between the 10-m and 0.1-m case. This is because the 0.1-m range taken over an entire pass contains angular information with an accuracy of about 0.1 m divided by the diameter of the Earth, which is competitive with the 30-cm ΔDOR accuracy and reduces the dominant plane of the sky error.

However, the consider contribution due to the equivalent station location errors increases with improved range accuracy. For the 0.1-m range case the station location contribution is larger than the calculated uncertainty and the total uncertainty is larger than for the cases with less accurate range. This behavior is due to the estimation strategy employed. The station location errors have been considered rather than estimated. The spacecraft state estimate is therefore made without accounting for these errors. The effects of the station location errors upon this suboptimal estimate are then accounted for in the consider analysis. As the range accuracy approaches the level of the equivalent station location errors, the suboptimal nature of the estimate becomes more important than the accuracy of the data. A common approach that avoids this behavior, and gains some benefit from improved data accuracy, is to deweight the more accurate range data. For example, if the 0.1-m range were treated as if it were 10-m range, then the station location uncertainty contribution to the total error would be the same as for the 10-m range case, but the improved data accuracy would reduce the actual error somewhat below that for the 10-m case. However, ODP has no capability to evaluate the actual error that results from this procedure. To gain the full benefit of the more accurate range will require improvements in the modeling of the error sources that have been lumped into the equivalent station location errors.

Figures 2, 3, and 4 examine the B-plane (impact parameter plane) components for the same cases used in Fig. 1. Figure 2 shows the uncertainty breakdown in $B \cdot R$ (perpendicular to the Mars orbital plane). Figure 3 shows the uncertainties in $B \cdot T$ (in the Mars orbital plane). Figure 3 shows the uncertainty breakdown for the linearized time of flight (LTOF). These figures show that the trends seen in the RSS position uncertainty figure are preserved in each component in the B-plane, with the ephemeris contribution being dominant and independent of data accuracy, and the station location contribution and the total uncertainty increasing with improved range.

V. Solution Set Two

A. Error Modeling

The orbit determination uncertainties predicted with solution set one were dominated by the considered ephemeris errors, and also, for the most accurate range or Doppler, by the equivalent station location errors. Experiments in the near future promise dramatic reductions in the planetary-radio frame-tie error. This reduction has been incorporated in the error modeling for solution set two. In addition, the equivalent station location error approach has been abandoned in favor of explicitly modeled station coordinates, Earth orientation, and troposphere errors, allowing the effects of each of these error sources to be individually examined. These changes in error modeling are summarized in Table 4.

Determination of the orientation of the dynamical reference frame of the planets relative to the VLBI quasar frame can be accomplished by several methods. One approach suggested by A. E. Niell involves linking Lunar Laser Ranging (LLR) sites, which have accurate positions in the planetary frame, to the DSN network. The LLR data establish the geocentric locations of these sites to better than 10-cm accuracy. These locations could be combined with VLBI-determined DSN baseline measurements (also accurate to 10 cm) to provide the frame-tie information. Previous efforts to do this have suffered from insufficient measurements relating the LLR sites to the DSN sites. The McDonald LLR site has been accurately measured with respect to the Fort Davis VLBI site to provide one link between the frames. Fixing the LLR network to the VLBI network at one point does not determine rotations about that point however. At least one other link between the networks is needed to establish the right ascension frame tie. Recent GPS measurements of the baseline between the Haleakala LLR site and the nearby Kokee Park VLBI site may be used to provide a second link between the networks. This may resolve the right ascension frame tie to 5-10 nrad since the relative declination is already known to the 5-nrad level. Further measurements connecting the VLBI network to the LLR network are desirable to provide a more complete solution.

The more direct approaches to establishing the frame tie involve astronomical observations. Comparison of the directions measured to short-period pulsars by radio interferometry and the directions determined by analysis of pulse arrival times can be used to establish the orientation of the planetary

8See Footnote 3.

9X. X. Newhall, personal communication.

10See Footnote 3.

frame relative to the radio frame [1]. The direction to the millisecond pulsar 1937+21 is known from timing analysis to 5 nrad relative to the Earth's orbit. At present the direction in the radio frame has only been established to 250 nrad by a VLA observation. Future VLBI observations promise greatly improved accuracy. Radio observations of the occultation of quasars by planets yield information on the frame tie. An occultation of P 0507+17 by Venus by a VLA observation has only been established to 250 nrad by a VLA observation. Future VLBI observations promise greatly improved accuracy. Radio observations of the occultation of quasars by planets and the VLBI quasar system has been established to 5 nrad measurement of the offset in right ascension of the figure of the Earth's orbit. At present the direction in right ascension offset between the dynamical reference system of the Earth-Mars ephemeris is due entirely to its orbit about axes that lie in the plane of Earth's equator. Any improvement in the Martian ephemeris is due entirely to its existing accuracy relative to Earth's ephemeris.

For solution set two it has been assumed that the right ascension offset between the dynamical reference system of the planets and the VLBI quasar system has been established at the 5-nrad level. A new Earth-Mars ephemeris covariance matrix was produced by inverting the original covariance matrix, adding a 5-nrad measurement of the offset in right ascension of Earth's orbit from its nominal orbit, and reinverting. It is stressed that only an improvement in the knowledge of the frame tie [3, 4]. The upcoming Phobos Lander frame-tie experiment is expected to provide a planetary-radio frame of much improved accuracy. A similar experiment could be included with the Mars Observer mission to confirm the Phobos results in time for the MRSR mission.

Since the Earth orientation is a random error, for solution set two the Earth orientation angle errors are estimated as stochastic variables. A better treatment might be to consider unadjusted Earth orientation errors as stochastic variables, but this capability does not presently exist in the ODP. A priori errors of 8 nrad in the pole location and 50 nrad in UT1-UTC were assumed, corresponding to the level of error expected after 10 days of extrapolation from the last TEMPO measurement. Some correlation is expected in the errors from day to day, but little correlation between errors at separate times of measurement. Therefore, a 3.5-day correlation time was chosen as midway between two measurements taken one week apart.

For the geocentric station locations, 10-cm per coordinate errors were assumed. Thus the combination of station location error and Earth orientation error for solution set two corresponds to the equivalent station location errors used for solution set one.

Since we have broken apart the ESLE model, for this solution the wet and dry troposphere delay errors were included using the existing partials in link REGRES. While the troposphere might be better estimated stochastically, it was desired to examine the effect of these errors separately from the Earth orientation errors and therefore only a constant 4-cm wet troposphere zenith delay error and a constant 1-cm dry troposphere zenith delay error for each station were considered.
B. Results

The RSS uncertainty results for solution set two are listed in Table 7. For these results the uncertainty contribution due to the considered ephemeris error is about 2.5 km. The considered station location error contribution is always less than the calculated uncertainty. The total uncertainty generally decreases with improved data. An exception occurs when the accuracy of the Doppler is improved from 1 mm/sec to 0.01 mm/sec with both $\Delta$ADOR and range included. In that case the increase of the considered station location error contribution still nets a small increase in the total uncertainty.

Figure 5 shows the results for the cases with 30-cm $\Delta$ADOR accuracy, 1-mm/sec Doppler accuracy, and the three different range accuracies. For these cases the calculated uncertainty is the dominant term and improves slightly with improved range accuracy. Comparison between Fig. 5 and Fig. 1 shows that the considered station location errors contribution has been reduced from 3.6 km to 0.25 km for the 10-m range case and from 18.0 km to 1.3 km for the 0.1-m range case. This shows that the largest portion of the original station location error contribution to the RSS uncertainty was due to the Earth orientation errors, which for solution set two are incorporated in the calculated uncertainty. The calculated uncertainty increased as a result, although by less than 5 percent for the cases in Fig. 5.

Figure 6 shows a comparison of the root-sum-square of the calculated uncertainty and uncertainty contribution due to station location errors for the cases from solution sets one and two that use 30-cm $\Delta$ADOR, 1-mm/sec Doppler, and either 1000-m, 10-m, or 0.1-m range. This combination differs between the two sets only in the treatment of the Earth orientation errors. The more realistic treatment with estimated stochastic Earth orientation parameters produces an improved result for the more accurate data.

Figure 7 shows the RSS position uncertainty breakdown for the solution set two cases with 3-cm $\Delta$ADOR accuracy, 1-mm/sec Doppler accuracy, and the three different range accuracies. For these cases the change in range accuracy from 1000 m to 10 m or 0.1 m produces less than 3 percent change in all components. With 30-cm $\Delta$ADOR, the 0.1-m range information provides useful plane of the sky information, but that information is not competitive with 3-cm $\Delta$ADOR data. Thus, the error ellipsoid is dominated by the $\Delta$ADOR data accuracy. Figure 8 shows the B-plane uncertainty breakdowns for the case with 3-cm $\Delta$ADOR, 1-mm/sec Doppler, and 10-m range. The total uncertainties are comparable with those predicted for the MRSR mission by Konopoliv\textsuperscript{14} assuming both radio-

metric and onboard optical and more conservative error modeling. This suggests that the mission requirements could be met without onboard optical data, if more accurate $\Delta$ADOR data is available, and the radio-planetary frame-tie is improved.

In the absence of $\Delta$ADOR data the orbit determination uncertainty becomes strongly dependent on the range accuracy. Improved Doppler accuracy also improves the solution, although the Doppler-only solutions are much worse than the Doppler-plus-range solutions. Figure 9 shows the RSS uncertainties for six cases: 10-m range only, 0.1-m range only, 1-mm/sec Doppler only, and 1-mm/sec Doppler with 1000-m, 10-m, and 0.1-m range. The 10-m range only solution is better than the 1-mm/sec Doppler only solution by about 40 percent. Increased range accuracy results in significantly better results. The 0.1-m range only solution, which is almost the same as the 1-mm/sec Doppler with 0.1-m range solution, is nearly as good as the solution with 30-cm $\Delta$ADOR, 1-mm/sec Doppler, and 0.1-m range shown in Fig. 5. The results without $\Delta$ADOR that have 0.01-mm/sec Doppler and either 1000-m, 10-m, or 0.1-m range (not shown in Fig. 9) have little dependence on range accuracy and are about the same as the 0.1-m range only solution.

VI. Solution Set Three

A. Error Modeling

The results presented so far are based on existing capabilities (with the exception of the data accuracies). By the mid-1990s it will be possible to have improved Earth orientation measurements, improved station locations, and troposphere corrections. In solution set three the benefits of such improvements are examined. The error modeling used in solution set three is summarized in Table 5. It has been assumed that 3-cm accuracy station coordinates will be available [11, 12]. Using a combination of weekly IRIS VLBI Earth orientation measurements and daily GPS Earth orientation rate measurements, 7-nrad UT1-UTC calibrations and 5-nrad pole location determinations should be possible [13]. It has been assumed that the use of water vapor radiometers will reduce the error in wet troposphere zenith delays to 0.5 cm [14].\textsuperscript{15} Study of the dry troposphere delay is difficult given the current level of errors in the wet delay. Little improvement in the dry troposphere delay is envisioned, and this error has been left at 1.0 cm. Although improvements in the internal accuracy of the ephemeris are likely, they are difficult to model. Therefore the ephemeris errors used in solution set two have been maintained.

\textsuperscript{14}See Footnote 2.

\textsuperscript{15}S. E. Robinson, "Approximate Error Budget for Wet Delay Estimation," JPL IOM 335.4-571 (internal document), Jet Propulsion Laboratory, Pasadena, California, March 1986.
B. Results

The results for the ODP runs for solution set three are listed in Table 8. This table shows that, given the improved modeling of solution set three, the use of any one of the high-accuracy data types (0.1-m range, 0.01-mm/sec Doppler, or 3-cm ΔADOR) results in a significant decrease in the total error. This is illustrated in Figs. 10 and 11, which compare the results of solution sets two and three. In these figures, the ODP runs with 10-m range, 1-mm/sec Doppler, and 30-cm ΔADOR are designated as the “nominal” cases. For solution set one, this case had a total RSS error of 40.7 km. This result was improved to 12.3 km in solution set two due solely to the reduction in the ephemeris error contribution; the change in the Earth orientation modeling had little effect. In solution set three the total error for the nominal case is found to be essentially unchanged at 12.0 km. For the remainder of this article, this total error value of 12.0 km will be used as the benchmark by which the quality of all solutions will be judged.

Some combinations of data accuracies in set three do indeed produce a total error less than the 12.0 km of the nominal solution. Figures 10 and 11 show the error breakdown for selected combinations of data weights with the solution set two and solution set three error models. The first case shown in each figure is the nominal one with 30-cm ΔADOR, 10-m range, and 1-mm/sec Doppler. The total position uncertainty is dominated by the calculated uncertainty, with the bias acceleration error being the next largest contribution. The station and troposphere contributions for this case are reduced in solution set three but do not appreciably affect the total.

The second case in Figs. 10 and 11 differs from the nominal by using 0.1-m range along with 30-cm ΔADOR and 1-mm/sec Doppler. In solution set two the total uncertainty of 10.9 km for this case is slightly better than the nominal. The total uncertainty improves to 6.7 km in solution set three. This improvement is primarily due to the reduction in the calculated uncertainty, resulting from improved Earth orientation. The station and troposphere error contributions would be significant in solution set three if the a priori errors of these had been left at the more pessimistic solution set two level.

The third case in Figs. 10 and 11 includes 0.01-mm/sec Doppler with the nominal 30-cm ΔADOR and 10-m range. In solution set two this case has a larger total uncertainty than the nominal due to the troposphere and station error contributions. In solution set three the total of 5.1 km for this case is less than half of the nominal. The reduction in the station and troposphere components is the main reason for this improvement, but the improved Earth orientation has also made a large effect by reducing the calculated uncertainty by 50 percent.

The fourth case in Figs. 10 and 11 uses ΔADOR improved to 3 cm along with 10-m range and 1-mm/sec Doppler. The total uncertainty for this case is less than half the nominal in both solution set two and solution set three. The improvement in the troposphere contribution is responsible for the reduction in total uncertainty from 5.2 km in solution set two to 4.0 km in solution set three. The improved Earth orientation and station location accuracy have negligible effect.

The final case included in Figs. 10 and 11 uses only 0.1-m range. These results show that range is the strongest stand-alone data type of the three examined. The total uncertainty for this case is 15.3 km in solution set two, which is only 22 percent worse than the nominal case. In solution set three the total uncertainty is 7.5 km, which is 60 percent of the nominal value. The improvement from solution set two to solution set three results from both the improved Earth orientation and the reduced station location errors. The strength of this data type as a stand-alone observable may have important implications for another area of advanced study, Earth-based navigation based on optical telemetry.16

VII. Summary and Conclusion

It has been found that approach navigation for missions to the inner planets in the mid-1990s may benefit significantly from improved tracking data, provided that the right ascension uncertainty for the planetary ephemerides is reduced. This improved frame tie can result from improved ground surveys linking key VLBI and LLR stations, short-period pulsar observations, observations of occultations of quasars by planets, and VLBI observations during the Phobos Lander Mission and the Mars Observer Mission. Without this improved frame tie, the orbit determination accuracy is insensitive to improvements in the data accuracy. If the frame tie can be established at the 5-nrad level, an immediate improvement of a factor of three in orbit determination accuracy results (for the nominal case with 30-cm ΔADOR, 1000-m range, and 1-mm/sec Doppler). An additional factor of two improvement can then be attained by improving the ΔADOR accuracy to 3 cm.

Error model improvements studied here include improved representation of the station locations and Earth orientation errors. Orbit determination accuracy actually degrades with improved range and Doppler data when station location errors

are forced to account for Earth orientation errors. Separating the Earth orientation and the geocentric station location errors, as was done in Section IV, provides a more physically meaningful model, such that improvements in range or Doppler accuracies result in improved orbit solutions. This model also allows an examination of how improved station locations and Earth orientation, as can be provided by GPS techniques, can best be applied. Another improvement studied was the reduced troposphere error, which might be attained by GPS or water vapor radiometer techniques.

Improved ΔADOR data reduced orbit determination errors without any improvements in station location and Earth orientation calibration, although improved troposphere calibrations provided an additional 30-percent reduction in orbit determination error for cases involving 3-cm ΔADOR data. After the initial model change in which Earth orientation errors were separated from station location errors, it was found that improved range produced an improved orbit solution. In fact range was found to be by far the most useful stand-alone data type. After incorporating the improvements to the Earth orientation and station location calibrations expected in the mid-1990s, 0.1-m range was found to provide nearly a factor of two better orbit determination accuracy than 10-m range. To benefit from high-accuracy Doppler it was found that subcentimeter accuracy troposphere calibrations are required as well as the expected improvements in Earth orientation calibration and station location errors. Given these improvements, the utilization of 0.01-mm/sec Doppler can provide a factor of two improvement in orbit determination accuracy over 1-mm/sec Doppler.

These studies have been done in the absence of onboard optical data and hence do not show how improved radiometric data may complement onboard optical data. However, it has been shown that radiometric data alone can perform competitively with existing onboard optical orbit determination. This may be useful in the context of repeat missions to Mars or other inner planets when not every mission requires a camera for scientific purposes.
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Table 1. Observation schedule for MRSR study

<table>
<thead>
<tr>
<th></th>
<th>DSS-11</th>
<th>DSS-44</th>
<th>DSS-61</th>
</tr>
</thead>
<tbody>
<tr>
<td>First pass</td>
<td>July 16</td>
<td>July 18</td>
<td>July 20</td>
</tr>
<tr>
<td>Last pass</td>
<td>Oct. 2</td>
<td>Oct. 4</td>
<td>Sept. 30</td>
</tr>
<tr>
<td>Number of passes</td>
<td>14</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>Number of Doppler points</td>
<td>92</td>
<td>141</td>
<td>76</td>
</tr>
<tr>
<td>Number of range points</td>
<td>84</td>
<td>134</td>
<td>78</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DSS-11-DSS-44</th>
<th>DSS-11-DSS-61</th>
</tr>
</thead>
<tbody>
<tr>
<td>First measurement</td>
<td>July 19</td>
<td>July 18</td>
</tr>
<tr>
<td>Last measurement</td>
<td>Oct. 5</td>
<td>Oct. 4</td>
</tr>
<tr>
<td>Number of measurements</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 2. Error modeling common to all solutions

<table>
<thead>
<tr>
<th>Error source</th>
<th>Treatment</th>
<th>A priori uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial state</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td>Estimated</td>
<td>$1.0 \times 10^4$ km per component</td>
</tr>
<tr>
<td>Velocity</td>
<td>Estimated</td>
<td>$1.0$ km/sec per component</td>
</tr>
<tr>
<td>Solar pressure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_r$</td>
<td>Estimated</td>
<td>$1.3 \times 10^{-1}$</td>
</tr>
<tr>
<td>$G_x$</td>
<td>Estimated</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>$G_y$</td>
<td>Estimated</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>Other accelerations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>Considered</td>
<td>$1.0 \times 10^{-12}$ km/sec$^2$ per component</td>
</tr>
<tr>
<td>Random</td>
<td>Estimated</td>
<td>$1.0 \times 10^{-12}$ km/sec$^2$ per component</td>
</tr>
<tr>
<td></td>
<td>stochastically</td>
<td>$\tau = 5$ days</td>
</tr>
<tr>
<td>Mars GM</td>
<td>Considered</td>
<td>$1.5 \times 10^{-1}$ km$^3$/sec$^2$</td>
</tr>
<tr>
<td>Mars J2</td>
<td>Considered</td>
<td>$4.4 \times 10^{-7}$</td>
</tr>
<tr>
<td>Quasar directions</td>
<td>Considered</td>
<td>$5.0 \times 10^{-9}$ radians per component</td>
</tr>
</tbody>
</table>
### Table 3. Error modeling for set one solutions

<table>
<thead>
<tr>
<th>Error source</th>
<th>Treatment</th>
<th>A priori uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station coordinates</td>
<td>Lumped in</td>
<td>10.0 cm per component</td>
</tr>
<tr>
<td></td>
<td>considered</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ESLE</td>
<td></td>
</tr>
<tr>
<td>UT1-UTC</td>
<td>considered</td>
<td>5.0 \times 10^{-8} \text{ radians}</td>
</tr>
<tr>
<td>Earth–Mars ephemeris</td>
<td>Considered</td>
<td>1.0 \times \text{Standish covariance}</td>
</tr>
</tbody>
</table>

### Table 4. Error modeling for set two solutions

<table>
<thead>
<tr>
<th>Error source</th>
<th>Treatment</th>
<th>A priori uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station coordinates</td>
<td>Considered</td>
<td>10.0 cm per component</td>
</tr>
<tr>
<td>Earth orientation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UT1-UTC</td>
<td>Estimated</td>
<td>5.0 \times 10^{-8} \text{ radians}</td>
</tr>
<tr>
<td>Pole direction</td>
<td>stochastically</td>
<td>8.0 \times 10^{-9} \text{ radians per component}</td>
</tr>
<tr>
<td></td>
<td>\tau = 3.5 \text{ days}</td>
<td></td>
</tr>
<tr>
<td>Troposphere</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wet</td>
<td>Considered</td>
<td>4.0 cm</td>
</tr>
<tr>
<td>Dry</td>
<td>Considered</td>
<td>1.0 cm</td>
</tr>
<tr>
<td>Earth–Mars ephemeris</td>
<td>Considered</td>
<td>\text{Standish covariance with}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA offset error reduced to 5.0 \times 10^{-9} \text{ radians}</td>
</tr>
</tbody>
</table>

### Table 5. Error modeling for set three solutions

<table>
<thead>
<tr>
<th>Error source</th>
<th>Treatment</th>
<th>A priori uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station coordinates</td>
<td>Considered</td>
<td>3.0 cm per component</td>
</tr>
<tr>
<td>Earth orientation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UT1-UTC</td>
<td>Estimated</td>
<td>6.3 \times 10^{-9} \text{ radians}</td>
</tr>
<tr>
<td>Pole direction</td>
<td>stochastically</td>
<td>4.7 \times 10^{-9} \text{ radians per component}</td>
</tr>
<tr>
<td></td>
<td>\tau = 3.5 \text{ days}</td>
<td></td>
</tr>
<tr>
<td>Troposphere</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wet</td>
<td>Considered</td>
<td>0.5 cm</td>
</tr>
<tr>
<td>Dry</td>
<td>Considered</td>
<td>1.0 cm</td>
</tr>
<tr>
<td>Earth–Mars ephemeris</td>
<td>Considered</td>
<td>\text{Standish covariance with}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RA offset error reduced to 5.0 \times 10^{-9} \text{ radians}</td>
</tr>
</tbody>
</table>
Table 6. Data from solution set one

<table>
<thead>
<tr>
<th>ADOR accuracy, cm</th>
<th>Doppler accuracy, mm/sec</th>
<th>Range accuracy, m</th>
<th>Calculated error, km</th>
<th>Station consider, km</th>
<th>Ephemeris consider, km</th>
<th>GM, J2 consider, km</th>
<th>Quasar acceleration consider, km</th>
<th>Bias RSS error, km</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>1000</td>
<td>1308.</td>
<td>0.772</td>
<td>3.164</td>
<td>3.601</td>
<td>0.000</td>
<td>99.75</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>10</td>
<td>75.42</td>
<td>8.965</td>
<td>17.41</td>
<td>0.906</td>
<td>0.000</td>
<td>49.79</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>0.1</td>
<td>5.236</td>
<td>20.12</td>
<td>39.72</td>
<td>0.138</td>
<td>0.000</td>
<td>3.622</td>
</tr>
<tr>
<td>-</td>
<td>1</td>
<td>-</td>
<td>134.2</td>
<td>12.92</td>
<td>24.66</td>
<td>0.681</td>
<td>0.000</td>
<td>80.33</td>
</tr>
<tr>
<td>-</td>
<td>1</td>
<td>1000</td>
<td>43.53</td>
<td>13.32</td>
<td>25.68</td>
<td>0.474</td>
<td>0.000</td>
<td>31.68</td>
</tr>
<tr>
<td>-</td>
<td>1</td>
<td>10</td>
<td>22.88</td>
<td>18.10</td>
<td>35.93</td>
<td>0.044</td>
<td>0.000</td>
<td>13.96</td>
</tr>
<tr>
<td>-</td>
<td>1</td>
<td>0.1</td>
<td>5.202</td>
<td>20.12</td>
<td>39.73</td>
<td>0.138</td>
<td>0.000</td>
<td>3.599</td>
</tr>
<tr>
<td>-</td>
<td>0.01</td>
<td>-</td>
<td>55.27</td>
<td>60.86</td>
<td>106.4</td>
<td>4.470</td>
<td>0.000</td>
<td>40.32</td>
</tr>
<tr>
<td>-</td>
<td>0.01</td>
<td>1000</td>
<td>2.003</td>
<td>21.32</td>
<td>40.88</td>
<td>0.159</td>
<td>0.000</td>
<td>0.950</td>
</tr>
<tr>
<td>-</td>
<td>0.01</td>
<td>10</td>
<td>1.994</td>
<td>21.22</td>
<td>40.89</td>
<td>0.160</td>
<td>0.000</td>
<td>0.942</td>
</tr>
<tr>
<td>-</td>
<td>0.01</td>
<td>0.1</td>
<td>1.351</td>
<td>21.12</td>
<td>41.04</td>
<td>0.170</td>
<td>0.000</td>
<td>0.523</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>-</td>
<td>351.2</td>
<td>3.753</td>
<td>38.80</td>
<td>0.492</td>
<td>68.10</td>
<td>63.33</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>1000</td>
<td>10.22</td>
<td>0.164</td>
<td>38.57</td>
<td>0.138</td>
<td>1.331</td>
<td>7.955</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>10</td>
<td>10.02</td>
<td>0.199</td>
<td>38.84</td>
<td>0.161</td>
<td>1.310</td>
<td>7.219</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>0.1</td>
<td>4.642</td>
<td>18.03</td>
<td>39.72</td>
<td>0.137</td>
<td>0.372</td>
<td>3.260</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>-</td>
<td>93.03</td>
<td>10.79</td>
<td>41.27</td>
<td>0.281</td>
<td>9.172</td>
<td>49.97</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>1000</td>
<td>9.886</td>
<td>0.835</td>
<td>38.88</td>
<td>0.163</td>
<td>1.286</td>
<td>7.144</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>10</td>
<td>9.354</td>
<td>3.637</td>
<td>38.78</td>
<td>0.151</td>
<td>1.141</td>
<td>6.884</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>0.1</td>
<td>4.624</td>
<td>18.04</td>
<td>39.73</td>
<td>0.137</td>
<td>0.369</td>
<td>3.243</td>
</tr>
<tr>
<td>30</td>
<td>0.01</td>
<td>-</td>
<td>24.94</td>
<td>134.9</td>
<td>44.34</td>
<td>0.851</td>
<td>6.871</td>
<td>8.722</td>
</tr>
<tr>
<td>30</td>
<td>0.01</td>
<td>1000</td>
<td>1.975</td>
<td>20.57</td>
<td>40.79</td>
<td>0.154</td>
<td>0.0079</td>
<td>0.925</td>
</tr>
<tr>
<td>30</td>
<td>0.01</td>
<td>10</td>
<td>1.967</td>
<td>20.58</td>
<td>40.81</td>
<td>0.155</td>
<td>0.078</td>
<td>0.919</td>
</tr>
<tr>
<td>30</td>
<td>0.01</td>
<td>0.1</td>
<td>1.346</td>
<td>20.92</td>
<td>41.02</td>
<td>0.168</td>
<td>0.026</td>
<td>0.519</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>127.0</td>
<td>16.22</td>
<td>39.68</td>
<td>0.681</td>
<td>56.23</td>
<td>89.71</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>1000</td>
<td>1.856</td>
<td>0.287</td>
<td>40.16</td>
<td>0.103</td>
<td>2.305</td>
<td>0.770</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>10</td>
<td>1.812</td>
<td>0.282</td>
<td>40.20</td>
<td>0.110</td>
<td>2.261</td>
<td>0.793</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>0.1</td>
<td>1.764</td>
<td>1.545</td>
<td>40.21</td>
<td>0.111</td>
<td>2.132</td>
<td>0.765</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-</td>
<td>73.53</td>
<td>9.266</td>
<td>42.43</td>
<td>0.612</td>
<td>13.33</td>
<td>66.07</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1000</td>
<td>1.811</td>
<td>0.285</td>
<td>40.23</td>
<td>0.112</td>
<td>2.259</td>
<td>0.793</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>10</td>
<td>1.810</td>
<td>0.281</td>
<td>40.23</td>
<td>0.112</td>
<td>2.258</td>
<td>0.793</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.1</td>
<td>1.763</td>
<td>1.564</td>
<td>40.21</td>
<td>0.111</td>
<td>2.130</td>
<td>0.765</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>-</td>
<td>5.772</td>
<td>156.4</td>
<td>39.35</td>
<td>0.076</td>
<td>7.213</td>
<td>0.683</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>1000</td>
<td>1.255</td>
<td>8.191</td>
<td>39.42</td>
<td>0.071</td>
<td>1.664</td>
<td>0.468</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>10</td>
<td>1.250</td>
<td>8.183</td>
<td>39.43</td>
<td>0.072</td>
<td>1.661</td>
<td>0.466</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>0.1</td>
<td>1.095</td>
<td>12.30</td>
<td>40.05</td>
<td>0.107</td>
<td>1.139</td>
<td>0.389</td>
</tr>
</tbody>
</table>

Note: Earth orientation error is included as a 50-nrad rotation uncertainty in the 10-cm ESLE station location errors. The ephemeris covariance is from M. Standish.
Table 7. Data from solution set two

<table>
<thead>
<tr>
<th>( \Delta \text{DOR accuracy, cm} )</th>
<th>Doppler accuracy, mm/sec</th>
<th>( \Delta \text{Range accuracy, m} )</th>
<th>Calculated error, km</th>
<th>Station consider, km</th>
<th>Troposphere consider, km</th>
<th>Ephemeris consider, km</th>
<th>GM, J2 consider, km</th>
<th>Quasar acceleration, km</th>
<th>Bias acceleration consider, km</th>
<th>Total RSS error, km</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>1000</td>
<td>1307.</td>
<td>0.423</td>
<td>0.327</td>
<td>1.010</td>
<td>3.601</td>
<td>0.000</td>
<td>99.75</td>
<td>1312.</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>10</td>
<td>75.47</td>
<td>2.842</td>
<td>1.214</td>
<td>1.323</td>
<td>0.907</td>
<td>0.000</td>
<td>49.82</td>
<td>90.50</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>0.1</td>
<td>11.02</td>
<td>5.386</td>
<td>2.311</td>
<td>2.397</td>
<td>0.103</td>
<td>0.000</td>
<td>8.461</td>
<td>15.27</td>
</tr>
<tr>
<td>-</td>
<td>1</td>
<td>1000</td>
<td>134.4</td>
<td>4.739</td>
<td>4.710</td>
<td>1.651</td>
<td>0.688</td>
<td>0.000</td>
<td>80.65</td>
<td>156.9</td>
</tr>
<tr>
<td>-</td>
<td>1</td>
<td>10</td>
<td>24.21</td>
<td>4.761</td>
<td>3.528</td>
<td>2.252</td>
<td>0.036</td>
<td>0.000</td>
<td>14.74</td>
<td>29.05</td>
</tr>
<tr>
<td>-</td>
<td>1</td>
<td>0.1</td>
<td>10.99</td>
<td>5.384</td>
<td>2.372</td>
<td>2.397</td>
<td>0.103</td>
<td>0.000</td>
<td>8.453</td>
<td>15.25</td>
</tr>
<tr>
<td>-</td>
<td>0.01</td>
<td>-</td>
<td>91.03</td>
<td>36.93</td>
<td>91.80</td>
<td>5.046</td>
<td>3.359</td>
<td>0.000</td>
<td>51.12</td>
<td>143.9</td>
</tr>
<tr>
<td>-</td>
<td>0.01</td>
<td>1000</td>
<td>9.999</td>
<td>5.301</td>
<td>7.354</td>
<td>2.354</td>
<td>0.072</td>
<td>0.000</td>
<td>7.172</td>
<td>15.72</td>
</tr>
<tr>
<td>-</td>
<td>0.01</td>
<td>10</td>
<td>9.960</td>
<td>5.221</td>
<td>9.663</td>
<td>2.354</td>
<td>0.072</td>
<td>0.000</td>
<td>7.675</td>
<td>16.86</td>
</tr>
<tr>
<td>-</td>
<td>0.01</td>
<td>0.1</td>
<td>9.857</td>
<td>6.200</td>
<td>8.932</td>
<td>2.347</td>
<td>0.069</td>
<td>0.000</td>
<td>7.529</td>
<td>16.66</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>-</td>
<td>351.3</td>
<td>2.445</td>
<td>27.70</td>
<td>2.644</td>
<td>0.492</td>
<td>68.09</td>
<td>63.35</td>
<td>364.4</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>1000</td>
<td>10.22</td>
<td>0.137</td>
<td>2.612</td>
<td>2.464</td>
<td>0.137</td>
<td>1.330</td>
<td>7.896</td>
<td>13.48</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>10</td>
<td>10.02</td>
<td>0.141</td>
<td>2.562</td>
<td>2.477</td>
<td>0.161</td>
<td>1.310</td>
<td>7.219</td>
<td>12.92</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>0.1</td>
<td>7.707</td>
<td>3.262</td>
<td>2.568</td>
<td>2.472</td>
<td>0.136</td>
<td>0.912</td>
<td>5.841</td>
<td>10.85</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>-</td>
<td>93.13</td>
<td>3.450</td>
<td>6.426</td>
<td>2.786</td>
<td>0.276</td>
<td>9.192</td>
<td>50.07</td>
<td>106.4</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>1000</td>
<td>9.990</td>
<td>0.414</td>
<td>2.659</td>
<td>2.479</td>
<td>0.163</td>
<td>1.287</td>
<td>7.147</td>
<td>12.80</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>10</td>
<td>9.466</td>
<td>0.730</td>
<td>2.289</td>
<td>2.473</td>
<td>0.151</td>
<td>1.169</td>
<td>6.935</td>
<td>12.29</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>0.1</td>
<td>7.692</td>
<td>3.308</td>
<td>2.665</td>
<td>2.472</td>
<td>0.136</td>
<td>0.914</td>
<td>5.834</td>
<td>10.872</td>
</tr>
<tr>
<td>30</td>
<td>0.01</td>
<td>-</td>
<td>44.47</td>
<td>35.16</td>
<td>37.27</td>
<td>2.749</td>
<td>1.098</td>
<td>5.483</td>
<td>15.93</td>
<td>69.97</td>
</tr>
<tr>
<td>30</td>
<td>0.01</td>
<td>1000</td>
<td>6.500</td>
<td>5.301</td>
<td>10.59</td>
<td>2.457</td>
<td>0.115</td>
<td>1.082</td>
<td>5.022</td>
<td>14.66</td>
</tr>
<tr>
<td>30</td>
<td>0.01</td>
<td>10</td>
<td>6.497</td>
<td>5.293</td>
<td>10.52</td>
<td>2.456</td>
<td>0.115</td>
<td>1.080</td>
<td>5.017</td>
<td>14.61</td>
</tr>
<tr>
<td>30</td>
<td>0.01</td>
<td>0.1</td>
<td>6.478</td>
<td>5.213</td>
<td>9.858</td>
<td>2.452</td>
<td>0.112</td>
<td>1.075</td>
<td>4.991</td>
<td>14.09</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>127.3</td>
<td>1.145</td>
<td>112.8</td>
<td>2.707</td>
<td>0.676</td>
<td>56.73</td>
<td>89.91</td>
<td>200.9</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>1000</td>
<td>1.858</td>
<td>0.279</td>
<td>3.373</td>
<td>2.561</td>
<td>0.103</td>
<td>2.294</td>
<td>0.770</td>
<td>5.229</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>10</td>
<td>1.814</td>
<td>0.275</td>
<td>3.385</td>
<td>2.563</td>
<td>0.110</td>
<td>2.250</td>
<td>0.794</td>
<td>5.206</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>0.1</td>
<td>1.805</td>
<td>0.263</td>
<td>3.340</td>
<td>2.565</td>
<td>0.112</td>
<td>2.235</td>
<td>0.789</td>
<td>5.166</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-</td>
<td>73.64</td>
<td>3.330</td>
<td>6.260</td>
<td>2.817</td>
<td>0.611</td>
<td>13.43</td>
<td>66.18</td>
<td>100.2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1000</td>
<td>1.813</td>
<td>0.275</td>
<td>3.385</td>
<td>2.565</td>
<td>0.112</td>
<td>2.248</td>
<td>0.794</td>
<td>5.205</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>10</td>
<td>1.812</td>
<td>0.274</td>
<td>3.380</td>
<td>2.565</td>
<td>0.112</td>
<td>2.247</td>
<td>0.794</td>
<td>5.201</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.1</td>
<td>1.804</td>
<td>0.264</td>
<td>3.341</td>
<td>2.565</td>
<td>0.112</td>
<td>2.235</td>
<td>0.789</td>
<td>5.166</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>-</td>
<td>32.78</td>
<td>82.93</td>
<td>126.1</td>
<td>2.690</td>
<td>0.892</td>
<td>8.305</td>
<td>12.75</td>
<td>155.2</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>1000</td>
<td>1.727</td>
<td>1.411</td>
<td>4.940</td>
<td>2.547</td>
<td>0.095</td>
<td>2.220</td>
<td>0.732</td>
<td>6.430</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>10</td>
<td>1.726</td>
<td>1.425</td>
<td>4.995</td>
<td>2.547</td>
<td>0.095</td>
<td>2.220</td>
<td>0.732</td>
<td>6.475</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>0.1</td>
<td>1.716</td>
<td>1.581</td>
<td>4.652</td>
<td>2.544</td>
<td>0.092</td>
<td>2.225</td>
<td>0.724</td>
<td>6.248</td>
</tr>
</tbody>
</table>

Note: Earth orientation is estimated stochastically with 8-nrad polar and 50-nrad UT1-UTC uncertainties. Station location errors are 10 cm. The zenith wet troposphere error is 4 cm. The modified ephemeris covariance includes a 5-nrad measurement of right ascension offset from the quasar frame.
Table 8. Data from solution set three

<table>
<thead>
<tr>
<th>ΔADOR accuracy, cm</th>
<th>Doppler accuracy, mm/sec</th>
<th>Range accuracy, m</th>
<th>Calculated error, km</th>
<th>Station consider, km</th>
<th>Troposphere consider, km</th>
<th>Ephemeris consider, km</th>
<th>GM, J2 consider, km</th>
<th>Quasar consider, km</th>
<th>Bias acceleration consider, km</th>
<th>Total RSS error, km</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>1000</td>
<td>1308</td>
<td>0.127</td>
<td>0.090</td>
<td>1.010</td>
<td>3.601</td>
<td>0.000</td>
<td>99.75</td>
<td>1312.</td>
</tr>
<tr>
<td>-</td>
<td>10</td>
<td>75.42</td>
<td>0.853</td>
<td>0.336</td>
<td>1.342</td>
<td>0.906</td>
<td>0.000</td>
<td>94.79</td>
<td>90.40</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>0.1</td>
<td>5.532</td>
<td>1.715</td>
<td>0.649</td>
<td>2.524</td>
<td>0.140</td>
<td>0.000</td>
<td>3.933</td>
<td>7.472</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>134.2</td>
<td>1.428</td>
<td>1.287</td>
<td>1.659</td>
<td>0.681</td>
<td>0.000</td>
<td>80.34</td>
<td>156.4</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
<td>43.54</td>
<td>1.378</td>
<td>1.167</td>
<td>1.732</td>
<td>0.474</td>
<td>0.000</td>
<td>31.68</td>
<td>53.91</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>22.91</td>
<td>1.443</td>
<td>0.964</td>
<td>2.289</td>
<td>0.044</td>
<td>0.000</td>
<td>13.97</td>
<td>26.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>5.501</td>
<td>1.715</td>
<td>0.660</td>
<td>2.524</td>
<td>0.141</td>
<td>0.000</td>
<td>3.912</td>
<td>7.438</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>-</td>
<td>66.77</td>
<td>10.01</td>
<td>13.81</td>
<td>5.359</td>
<td>2.867</td>
<td>0.000</td>
<td>50.53</td>
<td>85.67</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1000</td>
<td>3.105</td>
<td>2.211</td>
<td>1.911</td>
<td>2.593</td>
<td>0.165</td>
<td>0.000</td>
<td>1.764</td>
<td>5.295</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>3.091</td>
<td>2.091</td>
<td>2.027</td>
<td>2.593</td>
<td>0.165</td>
<td>0.000</td>
<td>1.751</td>
<td>5.277</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.1</td>
<td>2.658</td>
<td>2.173</td>
<td>3.097</td>
<td>2.593</td>
<td>0.164</td>
<td>0.000</td>
<td>1.322</td>
<td>5.466</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>351.2</td>
<td>0.734</td>
<td>6.856</td>
<td>2.644</td>
<td>0.492</td>
<td>68.10</td>
<td>63.33</td>
<td>363.4</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1000</td>
<td>10.22</td>
<td>0.041</td>
<td>0.654</td>
<td>2.464</td>
<td>0.138</td>
<td>1.331</td>
<td>7.895</td>
<td>13.24</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>10.22</td>
<td>0.042</td>
<td>0.641</td>
<td>2.477</td>
<td>0.161</td>
<td>1.310</td>
<td>7.219</td>
<td>12.68</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.1</td>
<td>4.892</td>
<td>1.318</td>
<td>0.363</td>
<td>2.528</td>
<td>0.138</td>
<td>0.399</td>
<td>3.484</td>
<td>6.671</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1000</td>
<td>9.886</td>
<td>0.125</td>
<td>0.670</td>
<td>2.479</td>
<td>0.163</td>
<td>1.286</td>
<td>7.144</td>
<td>12.53</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>9.357</td>
<td>0.259</td>
<td>0.554</td>
<td>2.474</td>
<td>0.151</td>
<td>1.142</td>
<td>6.885</td>
<td>11.95</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.1</td>
<td>4.875</td>
<td>1.321</td>
<td>0.371</td>
<td>2.528</td>
<td>0.138</td>
<td>0.396</td>
<td>3.470</td>
<td>6.652</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1000</td>
<td>2.981</td>
<td>1.990</td>
<td>1.940</td>
<td>2.583</td>
<td>0.153</td>
<td>0.201</td>
<td>1.635</td>
<td>5.101</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>2.969</td>
<td>1.995</td>
<td>2.024</td>
<td>2.583</td>
<td>0.154</td>
<td>0.199</td>
<td>1.628</td>
<td>5.084</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.1</td>
<td>2.603</td>
<td>2.032</td>
<td>2.997</td>
<td>2.587</td>
<td>0.157</td>
<td>0.124</td>
<td>1.276</td>
<td>5.035</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>127.0</td>
<td>3.608</td>
<td>28.78</td>
<td>2.706</td>
<td>0.680</td>
<td>56.27</td>
<td>89.71</td>
<td>167.9</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>1.856</td>
<td>0.084</td>
<td>0.851</td>
<td>2.561</td>
<td>0.103</td>
<td>2.305</td>
<td>0.770</td>
<td>4.081</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>1.812</td>
<td>0.083</td>
<td>0.854</td>
<td>2.563</td>
<td>0.110</td>
<td>2.260</td>
<td>0.793</td>
<td>4.042</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>1.771</td>
<td>0.103</td>
<td>0.798</td>
<td>2.564</td>
<td>0.111</td>
<td>2.151</td>
<td>0.770</td>
<td>3.948</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>73.53</td>
<td>1.133</td>
<td>1.814</td>
<td>2.815</td>
<td>0.611</td>
<td>13.34</td>
<td>66.07</td>
<td>99.81</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>1.811</td>
<td>0.083</td>
<td>0.854</td>
<td>2.565</td>
<td>0.112</td>
<td>2.258</td>
<td>0.793</td>
<td>4.042</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>1.771</td>
<td>0.104</td>
<td>0.798</td>
<td>2.564</td>
<td>0.111</td>
<td>2.150</td>
<td>0.769</td>
<td>3.947</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>8.585</td>
<td>12.35</td>
<td>14.60</td>
<td>2.522</td>
<td>0.110</td>
<td>7.063</td>
<td>1.117</td>
<td>22.29</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>1.517</td>
<td>0.754</td>
<td>1.571</td>
<td>2.536</td>
<td>0.084</td>
<td>1.915</td>
<td>0.602</td>
<td>3.976</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>1.516</td>
<td>0.749</td>
<td>1.562</td>
<td>2.536</td>
<td>0.084</td>
<td>1.912</td>
<td>0.602</td>
<td>3.969</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>1.505</td>
<td>0.713</td>
<td>1.567</td>
<td>2.540</td>
<td>0.089</td>
<td>1.845</td>
<td>0.594</td>
<td>3.930</td>
<td></td>
</tr>
</tbody>
</table>

Note: Earth orientation is estimated stochastically with 4.7-nrad polar and 6.3-nrad UT1-UTC uncertainties. Station location errors are 3 cm. The zenith wet troposphere error is 5 mm. The zenith dry troposphere error is 10 mm. The modified ephemeris covariance is the same as that used in solution set two.
Fig. 1. RSS error breakdown for cases from solution set one with 30-cm ΔDOR, 1-mm/sec Doppler, and 1000-m, 10-m, or 0.1-m range.
Fig. 2. $B \cdot R$ error breakdown for cases from solution set one with 30-cm $\Delta$DOR, 1-mm/sec Doppler, and 1000-m, 10-m, or 0.1-m range.
Fig. 3. $B \cdot T$ error breakdown for cases from solution set one with 30-cm $\Delta$DOR, 1-mm/sec Doppler, and 1000-m, 10-m, or 0.1-m range.
Fig. 4. LTOF error breakdown for cases from solution set one with 30-cm ΔDOR, 1-mm/sec Doppler, and 1000-m, 10-m, or 0.1-m range.
Fig. 5. RSS error breakdown for cases from solution set two with 30-cm ΔDOR, 1-mm/sec Doppler, and 1000-m, 10-m, or 0.1-m range.
Fig. 6. Comparison of the RSS sum of calculated and station location errors for the cases in solution sets one and two with 30-cm ∆DOR, 1-mm/sec Doppler, and 1000-m, 10-m, or 0.1-m range.
Fig. 7. RSS error breakdown for cases from solution set two with 3-cm ΔDOR, 1-mm/sec Doppler, and 1000-m, 10-m, or 0.1-m range.
Fig. 8. B-plane error breakdown for the case from solution set two with 3-cm ΔDOR, 1-mm/sec Doppler, and 10-m range.
Fig. 9. RSS error breakdown for selected cases from solution set two with no ΔDOR data.
Fig. 10. RSS error breakdown for selected cases from solution set two. The nominal case uses 30-cm ΔDOR, 1-mm/sec Doppler, and 10-m range. Three of the remaining cases depart from the nominal case by the improvement of, as indicated, one of the data accuracies. The final case uses 0.1-m range only.
Fig. 11. RSS error breakdown for selected cases from solution set three. The data accuracy combinations are the same as in Fig. 10. The nominal case uses 30-cm ΔDOR, 1-mm/sec Doppler, and 10-m range. Three of the remaining cases depart from the nominal case by the improvement of, as indicated, one of the data accuracies. The final case uses 0.1-m range only.
The Effect of Spatial and Temporal Wet-Troposphere Fluctuations on Connected Element Interferometry
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Numerical integrations of the structure function of tropospheric inhomogeneities have been performed to assess the impact of water vapor fluctuations on connected element interferometry (CEI). The expectation value of the RMS troposphere error for a differential spacecraft-quasar observation is derived by integrating the spatial refractivity structure function along raypaths to both the spacecraft and quasar from two spatially separated sites. Correlations between the tropospheric conditions at the two sites, which can become significant for short baseline observations, are fully accounted for in this calculation. Temporal effects are treated by assuming a frozen-flow model in which a fixed spatial distribution blows over both sites. Two "nominal" observation scenarios are considered, along with variations to study the dependence of the resultant differential troposphere errors on baseline length, observation time, source separation angle, and elevation. Consecutive differential observations are found to be almost completely uncorrelated, implying that averaging many repeated differential observations can quickly reduce the troposphere error.

I. Introduction

Uncalibrated signal delays due to propagation through the earth's atmosphere constitute one of the dominant error sources for Very Long Baseline Interferometry (VLBI). In particular, the delay component due to the wet troposphere is difficult to calibrate and can vary significantly both temporally and from site to site. For intercontinental measurements, the troposphere is typically modeled as a horizontally stratified distribution of water vapor, and a single parameter, the zenith wet troposphere delay, characterizes the troposphere at a given epoch and site. A mapping function (e.g., the Lanyi mapping function [1]) is used to determine the troposphere delay at other elevation angles. Surface meteorology can provide zenith wet troposphere calibrations with an accuracy of about 3 cm [2], while water vapor radiometry offers the potential for 1-cm zenith calibrations [3].

In reality, the troposphere deviates significantly from this stratified model, because of spatial and temporal variations in the water vapor distribution. Tatarski [4] and Ishimaru [5] characterize spatial variations in the density of water vapor according to a power law structure function derived from Kolmogorov turbulence theory. Treuhaft and Lanyi [6, 7] have performed numerical integrations of this power law to derive a spatial structure function

\[ D_{\tau,\theta,\phi}(\rho) = \langle (\tau_{\theta,\phi}(x + \rho) - \tau_{\theta,\phi}(x))^2 \rangle \]  

(1)

where \( \tau_{\theta,\phi}(x) \) is the wet tropospheric delay, observed from position \( x \) at elevation \( \theta \) and azimuth \( \phi \) relative to the baseline vector \( \rho \). To the extent that the wet troposphere can be modeled as a fixed spatial distribution of water vapor blowing over a site, this spatial structure function can also be used to describe temporal variations at a single site by replacing the baseline vector \( \rho \) with the product of windspeed \( v \) and time \( t \) [5-7].

Using the DSN Block 0 VLBI dataset, Treuhaft and Lanyi [6, 7] have shown that these temporal variations are a dominant error source for the VLBI phase-rate observable. On the other hand, given Block 0 system noise contributions, the delay-observable error for intercontinental VLBI is dominated more by overall zenith delay uncertainty than by the small-scale spatial and temporal fluctuations at each site. Certain observation scenarios, however, can lead to a significant reduction in the error component due to the zenith uncertainty and thereby increase the relative importance of the stochastic troposphere errors. For Delta-Differenced One-way Range (ADOR) observations, in which delay measurements are made for a pair of angularly close radio sources (typically a spacecraft and a quasar), significant cancellation is obtained in the tropospheric delay error due to the proximity of the raypaths at each site. In addition, for short baseline observations, the troposphere delays over the two stations become highly correlated. In both these scenarios, the troposphere delay error due to zenith delay uncertainty in the context of a stratified troposphere model is greatly reduced. A proper understanding of the delay error budget requires a careful treatment of the spatial and temporal troposphere inhomogeneities.

In this article, both these sources of correlation are considered. Numerical integrations are performed to calculate the size of delay errors for differential delay observations of a pair of radio sources on short baselines. The motivation for this analysis is a desire to quantify the impact of the wet troposphere on differential spacecraft-quasar CEI navigation measurements and to explore the dependence of the troposphere error on observation parameters such as baseline length, time difference between observations, source-pair separation angle, and elevation angle. These results should also be of interest for GPS applications; in particular, the calculations reported here are relevant to the proper weighting of spacecraft-differenced range data on small-scale regional networks.

For CEI, it is crucial to understand the delay error budget at the millimeter level, since a 1-mm delay error on a 20-km baseline represents a 50-nrad angular error. (To put this in perspective, Block I VLBI on intercontinental baselines will deliver roughly 50-nrad angular accuracy for the upcoming Galileo mission.) This article refers to the CEI differential delay measurement as \( \Delta DO^\phi \) to emphasize that the observable is based on the highly precise phase-delay datatype. Existing Block 0 VLBI observations on the DSS-12–DSS-13 and DSS-13–OVRO baselines have already demonstrated phase-delay precision (based on quasar SNR) of under 1 psec, with residual scatter for angularly close sources on the order of 10 psec [8, 9].

The analysis reported here constitutes a straightforward extension of the work of Treuhaft and Lanyi [6, 7]. Whereas their structure function \( D_{\tau,\theta,\phi}(\rho) \) represents the expected variance of the troposphere delay along two lines of sight, separated by a distance \( \rho \), the calculations here will involve four lines of sight, one at each station for each of the two radio sources. All correlations among the fluctuations on these four raypaths are accounted for in this analysis.

II. Derivation of the \( \Delta DO^\phi \) Troposphere Error

Let \( \tau_{\Delta DO^\phi} \) be the troposphere-induced differential phase-delay error:

\[ \tau_{\Delta DO^\phi} = [\tau_{\theta_A,\phi_A}(\rho) - \tau_{\theta_A,\phi_A}(0)] - [\tau_{\theta_B,\phi_B}(a - v\delta t) - \tau_{\theta_B,\phi_B}(-v\delta t)] \]  

(2)

Each \( \tau \) represents the troposphere delay along a certain line-of-sight. The indices \( A \) and \( B \) refer to the two radio sources, \( \rho \) is the vector between the two sites, \( v \) is the wind velocity, and \( \delta t \) is the time between observations of \( A \) and \( B \). The first two
terms represent the differential troposphere between the two stations (at positions \(0\) and \(p\)) for the observation of source \(A\), while the second two terms represent the differential troposphere observed at time \(\delta t\) later for the observation of source \(B\).

Following the approach of Treuhaft and Lanyi [6, 7], each of the four path delays in this formula can be expressed as an integration of the refractivity \(\chi(r)\) along the given raypath:

\[
\tau_{\theta_A, \phi_A}(\alpha) = \frac{1}{\sin \theta_A} \int_0^h dz \chi(x + r(\theta_A, \phi_A, z))
\]

where \(r\) ranges along the \(\theta_A, \phi_A\) line-of-sight, and where the raypath integration has been truncated at height \(h\). One assumes that \(\langle \chi(r) \rangle\) and \(\langle \chi^2(r) \rangle\) are independent of \(r\). Also, throughout this analysis, one assumes a flat earth, and hence the azimuths and elevations at the two stations will be the same for any given source. For baseline lengths of tens or even a few hundreds of km, this is a reasonable approximation.

Substituting the delay path integrals of Eq. (3) into Eq. (2), one obtains

\[
\langle \tau^2_{\Delta \Phi \Phi} \rangle = \left\{ \frac{1}{\sin \theta_A} \int_0^h dz \chi(\rho + r(\theta_A, \phi_A, z)) \right\}
\]

By expanding this expression, interchanging the order of averaging and integration, and making use of the relation

\[
D_x(|x_1 - x_2|) = 2\langle \chi^2 \rangle - 2\langle \chi(x_1)\chi(x_2) \rangle
\]
Using the Kolmogorov expression for $D_x(r)$

$$D_x(r) = \langle (x(r) - x(0))^2 \rangle = C^2 r^{2/3}$$

Eq. (6) can be numerically integrated to estimate $\tau^2_{\Delta DO\Phi}$ as a function of $\theta$, $\delta t$, $\phi_A$, $\phi_B$, and $C$. $C$ is a scale factor that characterizes the amplitude of refractivity fluctuations.

III. Numerical Integration Results

The double integration in Eq. (6) was evaluated numerically, using the same values for the three free parameters $h$, $v$, and $C$ as were used by Treuhaft and Lanyi [6, 7]: the effective troposphere height $h$ was taken as 1 km, the wind speed $v_{wind}$ was set at 8 m/sec, and a fluctuation amplitude $C$ of $2.4 \times 10^{-7}$ m$^{-1/3}$ sec$^{-1}$ was adopted. These results yield a normalization consistent with observed VLBI, WVR, and radiosonde data from the three DSN complexes.

Each $\Delta DO\Phi$ observation was specified by the following parameters:

- $\theta_0, \phi_0 = \text{the arithmetic mean of the elevation and azimuth angles of the two sources } A \text{ and } B$
- $\delta s = \text{the separation angle (arc length) between the two radio sources; the separation can be solely in azimuth (equal elevation angles) or in elevation (equal azimuths)}$
- $L = \text{the baseline length between the two CEI stations (the baseline azimuth is fixed at 0)}$
- $\delta t = \text{the time separation between the two observations}$
- $\phi_{wind} = \text{the wind azimuth}$

For this analysis, a “nominal” configuration was considered, with $\theta_0 = 45$ deg and $\phi_0 = 60$ deg. The baseline length $L$ was set to 21 km, corresponding to the length of the DSS-13–DSS-14 and DSS-13–DSS-15 baselines at Goldstone, while the 8-m/sec wind was directed at an azimuth $\phi_{wind} = -60$ deg. A separation angle of 10 deg was adopted for $\delta s$, with a time separation $\delta t$ of 200 sec. Two cases were considered: the AZ case, for which the angular source separation was solely azimuthal, and the EL case, for which the sources were separated solely in elevation. The configurations are summarized in Table 1.

The nominal configuration yielded an RMS $\Delta DO\Phi$ troposphere error of 4.52 mm for the AZ case and 4.56 mm for the EL case. To study the dependence of these errors on the observation scenario, the configuration parameters were varied one at a time over a range of values, and the $\Delta DO\Phi$ troposphere error calculated as a function of that parameter. Four parameters were allowed to vary: the baseline length $L$, the time $\delta t$ between observations, the mean elevation angle $\theta_0$, and the separation angle $\delta s$. Figures 1–4 show the results of varying each of these parameters about the nominal configurations.

A. Baseline Length Dependence

Figure 1 shows the calculated RMS $\Delta DO\Phi$ troposphere error

$$\sigma_{\Delta DO\Phi} = \sqrt{\frac{\tau^2_{\Delta DO\Phi}}{\tau^2_{\Delta DO\Phi}}}$$

as the baseline length $L$ is allowed to vary from 1 km up to 1000 km, and all other parameters are held at their nominal values. The solid and dashed lines indicate the results for varying the AZ and EL configurations, respectively. For azimuthal source separation, very little dependence on baseline length is observed: $\sigma_{\Delta DO\Phi}$ is nearly saturated even at the nominal 21-km baseline length, and drops only to 3.1 mm when the baseline length is reduced to 1 km. For source separation in the elevation direction, $\sigma_{\Delta DO\Phi}$ again varies quite slowly for baseline lengths of under 100 km, but it does not saturate as in the AZ case; rather, $\sigma_{\Delta DO\Phi}$ continues to grow as $L$ increases to 1000 km. This can be understood intuitively by returning to the stratified troposphere model in which the troposphere is fully characterized by a zenith value. For the EL configuration, the $A$ and $B$ sources are at different elevation angles and hence have different zenith mapping functions. Thus the EL case is sensitive to the zenith path-delay difference between the two sites, which tends to grow with baseline length. For the AZ case, the elevation angles of $A$ and $B$ are identical, and so any zenith delay difference is canceled.

Based on the slow $L$ dependence observed in these plots, one is driven towards longer baselines, subject to the constraint, of course, that phase ambiguities can be reliably resolved. Since the troposphere delay error grows much slower than baseline length, the angular error $\sigma_{\Delta DO\Phi}/L$ will decrease rapidly with increasing baseline. For instance, increasing the baseline length from the nominal value of 21 km up to 200 km leads to less than a 20 percent increase in the troposphere error for the EL case (and nearly no increase at all for the AZ case), translating into better than an eight-fold improvement in angular accuracy.

B. Observation Time Dependence

In Fig. 2, one sees the effect of varying $\delta t$ over the range from 10 sec to 10,000 sec. The observed dependence on $\delta t$ is much stronger than for the baseline length. In the neighborhood of the nominal value of $\delta t = 200$ sec, the dependence is
fairly strong. For instance, for the EL case, reducing $\delta t$ to 60 sec would lower $\sigma_{\Delta DO\Phi}$ to 2.6 mm, a reduction of over 40 percent. The AZ and EL cases look quite similar, with the most significant difference being a slightly lower $\sigma_{\Delta DO\Phi}$ for the AZ case at very short differential observation times.

This result suggests that minimizing the time separation of differential observations should be an important design goal for a CEI navigation system. In particular, maximum safe slew rates should be used, and observation times should be kept as short as possible while still providing sufficient SNR to keep the inherent data noise at or below the level of the troposphere. The wide bandwidth offered by fiber optics provides one means of reducing observation times. The current Block 0 system, with which existing phase-delay data have been obtained [8, 9], offers a 2-MHz observation bandwidth. Low-noise HEMT amplifiers and single-mode fibers can support bandwidths of several hundred MHz, leading to an order of magnitude decrease in observation time for comparable SNR.

It should be pointed out that the calculations here are for a pair of instantaneous observations, separated by a time $\delta t$. For observations of finite length, $\delta t$ would represent the time difference between the midpoints of each scan, i.e., half the scan time for source A plus half the scan time for source B plus the slew time in-between scans. A more accurate treatment would account for the averaging of the troposphere over a scan. In other words, for a scan length of $T_s$, the tropospheric path delay $\tau_{\theta A, \phi A}(x)$ should be replaced by a mean path delay over the length of the scan as follows:

$$\bar{\tau}_{\theta A, \phi A}(x, T_s) = \frac{1}{T_s} \int_{-T_s/2}^{T_s/2} dt \tau_{\theta A, \phi A}(x - vt)$$

(9)

This averaging, by effectively acting as a low-pass filter on the troposphere with a cutoff frequency $v_c \approx 1/T_s$, will tend to reduce $\sigma_{\Delta DO\Phi}$ somewhat, particularly when the scan length $T_s$ is a large fraction of the time difference $\delta t$ between scan midpoints.

To quantify the size of this effect, such a calculation is carried out for the two nominal configurations, with a scan length $T_s$ of 60 sec, and approximating the integral in Eq. (9) by dividing the scan into five sections:

$$\bar{\tau}_{\theta A, \phi A}(x, T_s) = \frac{1}{5} \sum_{i=1}^{5} \tau_{\theta A, \phi A}(x - vt_i)$$

(10)

where $t_i = \{-24, -12, 0, +12, +24\}$ sec for $i = \{1, \ldots, 5\}$. Substituting these mean path delays into Eq. (2) yields an expression for $\tau_{\Delta DO\Phi}$ involving twenty separate raypaths. And when this is squared to evaluate $(\tau_{\Delta DO\Phi})^2$, there are four-hundred cross-terms, posing a significantly larger computational task. A modification of the original program was made to evaluate this finite-length scan version of the $\Delta DO\Phi$ error. For the nominal EL configuration, the value of $\sigma_{\Delta DO\Phi}$ decreased only slightly to 4.42 mm, a change of only 3 percent. A similar reduction of about 3 percent was also obtained for the AZ case. Given the small size of these corrections, the assumption of instantaneous scans should not seriously affect the conclusions of this analysis. (Further subdividing the scans into more than five sections did not lead to any additional significant reductions, verifying that the summation in Eq. (10) is an adequate approximation of the integral in Eq. (9).

C. Elevation Angle Dependence

Figure 3 shows the effect of varying the mean elevation angle of the two sources, while holding their angular arclength separation constant. For source separations in either the azimuth or elevation direction, the $\Delta DO\Phi$ troposphere error rises sharply for elevation angles below 30 deg. At these low elevations, the atmospheric pathlength of roughly $1/sin(\theta)$ increases rapidly with decreasing elevation, with a consequent increase in the size of path delay variations. One distinct advantage of the shorter baselines used in CEI is that sources can be observed at much higher elevation angles. For a Goldstone CEI system, with latitude +35 deg, a source at zero declination has an elevation of 55 deg at transit. The ecliptic plane, in which most DSN missions take place, is inclined 23 deg with respect to the earth’s polar axis, and so the ecliptic ranges from +23 deg to -23 deg declination. A source at +23 deg declination would transit at 78 deg elevation, while a source at -23 deg declination would transit at 32 deg elevation. Thus even an ecliptic plane source at extreme southern declinations could be observed from Goldstone at reasonable elevations. Nonetheless, southern declination observations from Goldstone can be expected to be of poorer resolution, given these lower elevation angles. As a result, optimal CEI tracking throughout the ecliptic may warrant a second CEI site in the southern hemisphere.

D. Angular Source Separation Dependence

Finally, in Fig. 4, the separation angle $\delta s$ is varied, while the mean values of the azimuth and elevation angles for the two sources are kept fixed. For the AZ case, with both sources at the same elevation angle, $\sigma_{\Delta DO\Phi}$ is nearly independent of $\delta s$. For the EL case, $\sigma_{\Delta DO\Phi}$ varies slowly for separation angles $\delta s$ less than 20 deg, but begins to rise sharply for $\delta s$ above 40 deg.
To understand this, it is necessary to consider the various distance scales in the CEI observing geometry. The observation time scale of $\delta t = 200$ sec corresponds to a distance scale of $v_{\text{wind}} \times \delta t = 1.6$ km. At each site, there is another distance scale corresponding to the spatial separation of the two ray-paths, which can be characterized by the distance $r$ between the two ray-paths at the effective troposphere height $h$. This distance $r$ can be expressed as

$$r = h \sqrt{\cot^2 \theta_A + \cot^2 \theta_B - 2 \cot \theta_A \cot \theta_B \cos(\phi_A - \phi_B)}$$

(11)

For the AZ case of $\theta_A = \theta_B = 45$ deg, $r = 2 \sqrt{1 - \cos(\delta s)}$ which even for $\delta s = 60$ deg is 1.4 km. Thus, for the AZ case, the temporal errors associated with the difference between observations dominate the spatial errors due to source separation, at least for $\delta s < 60$ deg.

For the EL case, $\phi_A = \phi_B$, and so the effective raypath spatial separation is

$$r = |\cot \theta_A - \cot \theta_B|$$

(12)

which is 1.7 km for a $\delta s$ of 40 deg, comparable to the 200 sec scale, and which rises to $r = 3.5$ km at $\delta s = 60$ deg. Thus for large elevation separations, the spatial scale begins to dominate over the temporal scale above $\delta s = 40$ deg. Here again is visible the complex interplay of the various distance scales involved in the CEI observing geometry.

The slow variation of $\sigma_{\Delta \text{DO} \Phi}$ with $\delta s$ over the range of 0–20 deg means that for CEI observations it may be more profitable to use a strong quasar 20 deg from the spacecraft, rather than a weaker quasar within 5 deg. The stronger quasar would require a shorter scan length, thereby reducing the more dominant temporal troposphere variation. Of course, other error sources, such as gravity-induced antenna deformations, may argue for keeping source separation as small as possible.

Changing $C$ will only change the overall normalization of the $\Delta \text{DO} \Phi$ error, but $h$ and $v_{\text{wind}}$ are two of the fundamental scales in the CEI $\Delta \text{DO} \Phi$ geometry; changing them will affect the shape of the functional dependence of $\sigma_{\Delta \text{DO} \Phi}$ on $L$, $\delta t$, $\theta_i$, and $\delta s$. It is likely that $C$, $h$, and $v_{\text{wind}}$ change on a daily basis, and one important task would be to collect statistics on these parameters by fitting single-site temporal structure functions, perhaps using water vapor radiometers or spectral hygrometers as a source of data.

The results presented here represent the expected wet troposphere error for a single $\Delta \text{DO} \Phi$ error, with no external troposphere calibrations. A number of different techniques could provide further means for achieving significant reductions in the $\Delta \text{DO} \Phi$ troposphere error. For instance, water vapor radiometers may have the potential to supply differential line-of-sight path-delay calibrations at the millimeter level. Whereas overall zenith troposphere calibration requires highly accurate WVR gain calibrations, differential line-of-sight WVR calibrations place more stringent demands on the temporal stability of the WVR, and on accurate modeling of the WVR beam. Studies are under way to determine the short-term noise floor of current WVRs, and to quantify their utility for differential delay and delay rate calibrations. A 1-mm calibration capability could significantly reduce $\Delta \text{DO} \Phi$ troposphere errors, based on the expected level of fluctuations calculated here.

A second approach to reducing troposphere errors is to simply average many repeated $\Delta \text{DO} \Phi$ observations. Since the wet troposphere fluctuations are stochastic in nature, the troposphere error on the mean of many observations will be less than the error on each individual observation. Of course, additional observations will help only to the extent that they are uncorrelated from previous observations. The correlation between successive $\Delta \text{DO} \Phi$ observations is expressed analytically as

$$\rho(T_{\text{sep}}) = \frac{\langle \tau_{\Delta \text{DO} \Phi}(t = 0) \tau_{\Delta \text{DO} \Phi}(t = T_{\text{sep}}) \rangle}{\sigma_{\Delta \text{DO} \Phi}^2}$$

(13)

where $T_{\text{sep}}$ is the time separation between the two $\Delta \text{DO} \Phi$ observations (expressed as the difference between the epochs of the midpoints of the individual $\Delta \text{DO} \Phi$ observations). The denominator is the tropospheric delay variance for the individual $\Delta \text{DO} \Phi$ observations, while the numerator can be expanded as

IV. Discussion

These calculations should help in the system design of a dedicated CEI facility at Goldstone and should also serve as a tool for optimizing observations using such a system. It is important to remember, however, that the results obtained are dependent on the input parameters $C$, $h$, and $v_{\text{wind}}$. 
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where \( \delta t \) is, as in Eq. (2), the separation between the \( A \) and \( B \) sources within a single \( \Delta \text{DOE} \) observation. (The subscripts \( A \) and \( B \) implicitly refer to the source directions \((\theta_A, \phi_A)\) and \((\theta_B, \phi_B)\).)

Figure 5 shows the results of evaluating \( \rho(T_{sep}) \) numerically for both the AZ and EL configurations. The calculation is similar to the calculation of \( \sigma_{\Delta \text{DOE}} \) in Section II, but with eight rather than four separate raypaths to consider. The time separation \( \delta t \) for the individual \( \Delta \text{DOE} \) observations was held fixed at 200 sec, and \( T_{sep} \) was allowed to vary from 10 sec up to \( 10^4 \) sec. (Note that for \( T_{sep} < \delta t \), the two \( \Delta \text{DOE} \) observations actually overlap.) For both the AZ and EL configurations, \( \rho(T_{sep}) \) drops very quickly as \( T_{sep} \) increases. By the time \( T_{sep} \) has reached 200 sec, corresponding to-back-to-back \( \Delta \text{DOE} \) observations with no idle time, \( \rho(T_{sep}) \) has dropped to well below 10 percent. In other words, at least for the geometry considered here, \( \Delta \text{DOE} \) observations could be conducted continuously, and the troposphere errors \( \sigma_{\Delta \text{DOE}} \) for adjacent observations would be almost entirely uncorrelated. This important conclusion means that the \( \Delta \text{DOE} \) troposphere error can be rapidly reduced to the millimeter level through statistical averaging of many consecutive observations.

Another technique which could further reduce CEI troposphere errors would be to apply the Local Reference Frame concept in which several quasar sources are observed along with the spacecraft. For intercontinental VLBI, a covariance study has shown [10] that referencing the spacecraft position to several spatially distributed quasars (instead of a single quasar as in traditional \( \Delta \text{DOE} \)), enables dominant systematic error sources to be removed through parameter estimation. Although the \( \Delta \text{DOE} \) error budget is quite different, a similar technique might enable improved accuracy for short baselines. With quasars distributed spatially around the spacecraft, particularly over a range of elevation angles, it should be possible to filter out some of the large scale troposphere inhomogeneities which limit the \( \Delta \text{DOE} \) observable. This is another interesting area for future work.

One point which should be clear is that it is difficult to intuitively estimate the troposphere error for a specific geometry, given the complex interplay of the various spatial and temporal dimensions. To obtain meaningful error estimates for differential observations on short baselines, it is essential to account for the statistics of wet troposphere fluctuations. It is hoped that future CEI covariance analyses and data reduction algorithms will incorporate these results.

\begin{equation}
\left( [\tau_A(\rho) - \tau_A(0)] - [\tau_B(\rho - v\delta t) - \tau_B(-v\delta t)] \right)
\times \left( [\tau_A(\rho - vT_{sep}) - \tau_A(-vT_{sep})] - [\tau_B(\rho - v\delta t - vT_{sep}) - \tau_B(-v\delta t - vT_{sep})] \right)
\end{equation}

V. Conclusions

CEI \( \Delta \text{DOE} \) observations achieve a high degree of double-differential troposphere cancellation due to the proximity of the stations and the small angular separation of the sources. Fluctuations along the four \( \Delta \text{DOE} \) raypaths are likely to be a dominant error source for CEI \( \Delta \text{DOE} \) navigation. The CEI \( \Delta \text{DOE} \) geometry contains many different distance scales, complicating any simple intuitive models. To quantify the effects of these fluctuations for an arbitrary observing geometry, an expression has been derived for the troposphere error \( \sigma_{\Delta \text{DOE}} \) expressed as a double integral of the refractivity structure function, similar to the single station or single source expressions derived by Treuhaft and Lanyi [6, 7], but accounting for all correlations among the four \( \Delta \text{DOE} \) raypaths.

For a nominal observation scenario, this double integral has been evaluated numerically, yielding troposphere-induced \( \Delta \text{DOE} \) errors of about 4.5 mm for 10-deg source separations, with a very slow dependence on baseline length. A much stronger dependence is observed for variations of the time difference between the \( A \) and \( B \) observations. For this nominal observation, \( \sigma_{\Delta \text{DOE}} \) can be reduced over 40 percent by lowering \( \delta t \) from 200 sec to 60 sec. Observations below 20 deg appear to be significantly degraded due to the rapidly increasing pathlength and resultant increased amplitude of fluctuations. For the nominal configuration, varying the angular source separation from 0 to 20 deg produced a very slow increase in \( \sigma_{\Delta \text{DOE}} \). However, as the source separation was increased beyond 40 deg in elevation, \( \sigma_{\Delta \text{DOE}} \) increased rapidly. Finally, the correlation between repeated \( \Delta \text{DOE} \) observations was calculated and found to be quite small, indicating that the troposphere fluctuation errors can be quickly reduced through averaging many repeated observations.
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Table 1. Nominal observation configurations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_0$</td>
<td>45 deg</td>
</tr>
<tr>
<td>$\phi_0$</td>
<td>60 deg</td>
</tr>
<tr>
<td>$\delta z$</td>
<td>10 deg (either AZ or EL)</td>
</tr>
<tr>
<td>$L$</td>
<td>21 km</td>
</tr>
<tr>
<td>$\delta t$</td>
<td>200 sec</td>
</tr>
<tr>
<td>$v_{\text{wind}}$</td>
<td>8 m/sec</td>
</tr>
<tr>
<td>$\phi_{\text{wind}}$</td>
<td>-60 deg</td>
</tr>
<tr>
<td>$h$</td>
<td>1 km</td>
</tr>
<tr>
<td>$C$</td>
<td>$2.4 \times 10^{-7}$ m$^{-1/3}$</td>
</tr>
</tbody>
</table>
Fig. 1. Dependence of the $\Delta$DO$\Phi$ troposphere error on baseline length. For all plots, the solid line represents the AZ configuration (sources separated in azimuth) while the dashed line represents the EL configuration (sources separated in elevation). For Figs. 1–4, the dot on each curve indicates the nominal AZ or EL configuration.

Fig. 2. Dependence of the $\Delta$DO$\Phi$ troposphere error on the time separation between observations.

Fig. 3. Dependence of the $\Delta$DO$\Phi$ troposphere error on the mean elevation angle of the source pair. The separation arclength is held fixed as the mean elevation is varied.
Fig. 4. Dependence of the ΔDOΦ troposphere error on the separation angle of the source pair. The mean elevation angle is held fixed as the separation angle is varied.

Fig. 5. Correlation between two successive ΔDOΦ observations. The X-axis represents the time separation $T_{sep}$ between the midpoints of the two ΔDOΦ measurements. For each ΔDOΦ observation, the observations of the A and B sources are separated by a time $\Delta t = 200$ sec. So, for $T_{sep} < 200$ sec, the two ΔDOΦ measurements actually overlap. Note that the correlation drops very quickly: consecutive non-overlapping ΔDOΦ measurements are almost completely uncorrelated, indicating that statistical averaging can be used to reduce the size of the troposphere errors through repeated measurements.
New Ion Trap for Atomic Frequency Standard Applications

J. D. Prestage, G. J. Dick, and L. Maleki
Communications Systems Research Section

A novel linear ion trap that permits storage of a large number of ions with reduced susceptibility to the second-order Doppler effect caused by the radio frequency (RF) confining fields has been designed and built. This new trap should store about 20 times the number of ions a conventional RF trap stores with no corresponding increase in second-order Doppler shift from the confining field. In addition, the sensitivity of this shift to trapping parameters, i.e., RF voltage, RF frequency, and trap size, is greatly reduced.

I. Introduction

There has been much recent activity directed toward the development of trapped ion frequency standards, in part because ions confined in an electromagnetic trap are subjected to very small perturbations of their atomic energy levels. The inherent immunity to environmental changes that is afforded by suitably chosen ions suspended in DC or radio frequency (RF) quadrupole traps has led to the development of frequency standards with very good stability [1], [2]. Indeed, the trapped $^{199}$Hg$^+$ ion clock of [1] is the most stable clock [3]. However, certain applications, such as millisecond pulsar timing [4] and low frequency gravity wave detection across the solar system [5], require stabilities beyond that of present day standards.

Although the basic performance of the ion frequency source depends fundamentally on the number of ions in the trap, the largest source of frequency offset stems from the motion of the atoms caused by the trapping fields via the second-order Doppler or relativistic time dilation effect [6]. Moreover, instability in certain trapping parameters (e.g., trap field strength, temperature, and the actual number of trapped particles) influences the frequency shift and leads to frequency instabilities. Since this offset also depends strongly on the number of ions, a trade-off situation results, where fewer ions are trapped in order to reduce the (relatively) large frequency offset that would otherwise result.

A hybrid RF/DC linear ion trap that should allow an increase in the stored ion number with no corresponding
increase in second-order Doppler instabilities has been designed and constructed. The 20 times larger ion storage capacity should improve clock performance substantially. Alternatively, the Doppler shift from the trapping fields may be reduced by a factor of 10 below comparably loaded hyperbolic traps.

II. Second-Order Doppler Shift for Ions in an RF Trap

Figure 1 shows a conventional RF ion trap along with the applied voltages. The trapping forces are generated by the driven motion of the ions (at frequency $\omega$) in the inhomogeneous electric field created by the trap electrodes [7]. Ions are trapped around the node point of the oscillating electric field at the center of the trap for certain trap voltages, ionic masses, etc. The motion in each of three directions for a single ion in an RF trap is characterized by two frequencies, the fast driving frequency $\Omega$ and a slower secular frequency $\omega$. An exact solution to the equations of motion shows that frequencies $k\Omega \pm \omega$, $k = 2, 3, \ldots$ are also present. However, in the limit $\omega/\Omega \ll 1$, the $\omega$ and $\Omega \pm \omega$ frequencies dominate, and the kinetic energy (K.E.) of a particle, averaged over one cycle of $\Omega$, separates into the kinetic energy of the secular motion and the kinetic energy of the driven motion. The average kinetic energy is transferred from the secular to the driven motion and back while the sum remains constant, just as a harmonic oscillator transfers energy from kinetic to potential and back. The second-order Doppler shift for a small and/or hot ion cloud, where interactions between ions are negligible, is

$$\left( \frac{\Delta f}{f} \right)_{\text{hot}} = -\frac{1}{2} \frac{\langle y^2 \rangle}{c^2} = -\frac{\langle \text{total K.E.} \rangle}{mc^2}$$

$$= -\frac{\langle \text{secular K.E. + driven K.E.} \rangle}{mc^2}$$

$$= -2 \frac{\langle \text{secular K.E.} \rangle}{mc^2}$$

$$= -\frac{3k_BT}{mc^2}$$

(1)

where $\langle \rangle$ indicates a time average over one cycle of $\Omega$. An average over one cycle of $\omega$ was obtained to equate the secular and driven K.E. This is the same as a simple harmonic oscillator where the average K.E. is equal to the average potential.

Now consider the case in which many ions are contained in a trap and interactions between ions dominate. In this cold cloud model [8], [9] of the trapped ions, displacements of individual ions from the trap center are primarily due to electrostatic repulsion between the ions, and random thermal motion associated with temperature can be assumed to be small compared to driven motion due to the trap fields. Such clouds have a constant ion density out to the edge of the plasma where the density falls off in a distance characterized by the Debye length [9]

$$\lambda_D = \sqrt{\frac{k_B T \rho}{n_o q^2}}$$

(2)

This cold cloud model should be useful provided the ion cloud size is large compared to the Debye length. For room temperature Hg ions held in a trap with 50 kHz secular frequency, the Debye length is about 0.2 mm.

The trap shown in Fig. 1 is described by a pseudo-potential energy [7]

$$\phi = \frac{1}{2} \left( m\omega_0^2 \rho^2 + m\omega_z^2 z^2 \right)$$

(3)

where

$$\omega_0^2 = \frac{2q^2V_e^2}{m^2\Omega^2\epsilon^4} + \frac{2qU_o}{me^2}$$

and $\epsilon$ describes the trap size. It is assumed that the DC and RF voltages are adjusted to make the trapping forces spherical so that the ion cloud is a sphere containing $N$ ions out to radius $R_{\text{ph}}$. The pseudo-potential depicts trap forces as arising from a uniform "background" charge density computed from Poisson's equation with the above pseudo-potential:

$$n_o = \frac{3e_o m\omega^2}{q^2}$$

(6)

Trapped positive ions neutralize the negative background of charge, matching its density out to a radius where the supply of ions is used up.

The oscillating electric field that generates the trapping force grows linearly with distance from the trap center. The corresponding amplitude of any ion's driven oscillation is proportional to the strength of the driving field (i.e., also increas-
ing linearly with the distance from the trap center). The average square velocity of the driven motion for an ion at position \((\rho, z)\) is

\[
\langle v^2 \rangle = \frac{1}{2} \omega^2 (\rho^2 + 4z^2) \tag{7}
\]

For a given trapping strength, reflected in force constant \(\omega^2\), the density is fixed by Eq. (6), and the radius of the spherical cloud is determined once the ion number \(N\) has been specified. The second-order Doppler shift due to the micromotion is the spatial average of \(-\frac{1}{2} \langle \frac{v^2}{c^2} \rangle\) over the spherical ion cloud. Using Eq. (7) for the spatial variation of the micromotion

\[
\left( \frac{\Delta f}{f} \right)_{\text{sph}} = -\frac{1}{2} \frac{\langle v^2 \rangle}{c^2} \tag{8}
\]

\[
= -\frac{3}{10} \frac{\omega^2 R_{\text{sph}}^2}{c^2} \tag{9}
\]

\[
= -\frac{3}{10} \frac{1}{c^2} \left( \frac{N_0 q^2}{4\pi\varepsilon_0 m} \right)^{2/3} \tag{10}
\]

For typical operating conditions [8], \(N = 2 \cdot 10^6\) and \(\omega = (2\pi) 50 \text{ kHz}, \Delta f/f = 2 \cdot 10^{-12}\). This corresponds to a second-order Doppler shift that is about 10 times higher than the shift for free \(^{199}\text{Hg}\) ions at room temperature, \(\Delta f/f = 3k_B T/2mc^2 = 2 \cdot 10^{-13}\).

For increased signal-to-noise in the measured atomic resonance used in frequency standard applications, it is desirable to have as many trapped ions as possible. However, as has just been seen, larger ion clouds have larger second-order Doppler shifts. This frequency offset must be stabilized to a high degree in order to prevent degradation of long-term performance. To reduce this susceptibility to second-order Doppler shifts, a hybrid RF/DC ion trap has been designed and constructed that replaces the single-field node of the hyperbolic trap with a line of nodes. The RF electrode structure producing this line of nodes of the RF field is shown in Fig. 2. The ions are trapped in the radial direction by the same RF trapping forces used in a conventional RF trap, and a secular motion in that direction of frequency \(\omega\) is assumed. To prevent ions from escaping along the axis of the trap, DC biased “endcap” needle electrodes are mounted on each end. Unlike conventional RF or Paul traps, this linear trap holds positive or negative ions but not both simultaneously.

Near the central axis of the trap, one assumes a quadrupolar RF electric field

\[
\phi = \frac{V_o(x^2 - y^2) \cos (\Omega t)}{2R^2} \tag{11}
\]

which gives the corresponding pseudo-potential energy

\[
\Phi = \frac{q^2 V_o^2}{4R^4 m\omega^2}(x^2 + y^2) \tag{12}
\]

\[
= m \frac{\omega^2}{2} \rho^2 \tag{13}
\]

Poisson’s equation leads to a limiting charge density

\[
n_o = \frac{2e_o m c^2}{q^2} \tag{14}
\]

for ions held in this linear trap, where

\[
\omega^2 = \frac{q^2 V_o^2}{2m^2\Omega^2 R^4} \tag{15}
\]

The motion induced by the RF trapping field is purely transverse and is given by

\[
\langle v^2 \rangle = \omega^2 \rho^2 \tag{16}
\]

As before, this quantity is averaged over the ion cloud to find the second-order Doppler shift

\[
\left( \frac{\Delta f}{f} \right)_{\text{lin}} = -\frac{1}{2} \frac{\langle v^2 \rangle}{c^2} = -\frac{\omega^2 R_c^2}{4c^2} \tag{17}
\]

A cylindrical ion cloud of radius \(R_c\) and length \(L\) is assumed for simplicity. Equation (17) can be written in terms of total ion number, \(N\), and trap length, \(L\),

\[
\left( \frac{\Delta f}{f} \right)_{\text{lin}} = \left( \frac{q^2}{8\pi\varepsilon_0 mc^2} \right) \frac{N}{L} \tag{18}
\]

In contrast to the spherical case, this expression contains no dependence on trap parameters except for the linear ion density \(N/L\). This is also true for the relative Debye length:
\[
\left( \frac{\lambda_D}{R_c} \right)^2 = \frac{1}{24} \frac{\left( \frac{\Delta f}{f} \right)_{\text{hot}}}{\left( \frac{\Delta f}{f} \right)_{\text{lin}}}
\]

which must be small to ensure the validity of the "cold cloud" model. From this it is seen that the transverse dimension \( R \) of the trap may be reduced without penalty of performance, providing that operational parameters are appropriately scaled. This requires \( \omega \) and \( \Omega \) to vary as \( R^{-1} \), and the applied voltage \( V_0 \) to be held constant.

Assuming the traps hold the same number of ions, the second-order Doppler shift for the two traps can be compared

\[
\left( \frac{\Delta f}{f} \right)_{\text{lin}} = \frac{5}{3} \frac{R_{\text{sph}}}{L} \left( \frac{\Delta f}{f} \right)_{\text{sph}}
\]

As more ions are added to the linear trap, their average second-order Doppler shift increases. It equals that of the spherical ion cloud in the hyperbolic trap when

\[
N_{\text{lin}} = \frac{3}{5} \frac{L}{R_{\text{sph}}} N_{\text{sph}}
\]

A linear trap can thus store \((3/5)(L/R_{\text{sph}})\) times the ion number a conventional RF trap stores with no increase in average second-order Doppler shift. For the JPL-built trap, \( L = 75 \) mm. Taking \( R_{\text{sph}} = 2.5 \) mm for \( 2 \times 10^6 \text{ }^{199}\text{Hg}^+ \) ions \([8]\), one sees that this linear trap should hold about 18 times the number of ions as that of \([8]\).

### III. Construction of a Linear Ion Trap

The linear trap built consists of four molybdenum rods equally spaced on an approximately 1-cm radius. Oxygen-free high-conductivity copper pins with DC bias are located at each end to confine ions in the axial direction and are about 75 mm apart.

The input optical system that performs state selection and also determines which hyperfine state the ions are in has been modified from the previous system \([2]\). The present system illuminates about \(1/3\) of the 75-mm long cylindrical ion cloud. An ion's room temperature thermal motion along the axis of the trap gives an average round-trip time of 1.4 msec, a value that is much smaller than any optical pumping, interrogation, or microwave resonance time. Thus, all the ions are illuminated, but with a lower average intensity.

In order to operate within the Lambe–Dicke regime \([10]\), the 40.5-GHz microwave resonance radiation is propagated perpendicularly to the line of ions. The ions should then all feel phase variations of this radiation that is less than \(\pi\), so that the first-order Doppler absorption in sidebands induced by an ion's motion does not degrade the 40.5-GHz fundamental.

### IV. Conclusions

Trapped ion frequency standards eliminate containing walls and their associated perturbations of the atomic transition frequencies by using electromagnetic fields alone to confine the particles. For any given trap, however, there exists a trade-off between the number of ions in the trap and a frequency shift due to second-order Doppler effects. This trade-off directly affects performance of the standard since the frequency shift is typically very much larger than the ultimate stability required and since the statistical limit to performance is directly related to ion number.

This performance trade-off was calculated for an RF trap with cylindrical geometry, a case not previously considered for a trapped ion frequency source. By replacing the single node in the RF trapping field for a spherical trap with a line of nodes, a cylindrical trap increases effective volume without increasing overall size. Furthermore, this performance is found to be independent of its transverse dimensions, as long as the driving frequency is scaled appropriately, with the driving voltage unchanged. More specifically, for the same frequency shift, a linear trap with length \( L \) can hold as many ions as a spherical trap with ion cloud diameter \( 6L/5 \). In addition to the practical advantage of greatly reduced overall volume, a fundamental advantage is also allowed since operation within the Lambe–Dicke regime places a limit on the size of the ion cloud, a requirement that may be met for a cylindrical trap by irradiating the microwave atomic transition in a direction perpendicular to the trap's longitudinal axis.

A trapped ion frequency source has been designed in which a cylindrical trap is implemented with a combination of RF and DC electric fields. With similar overall size and improved optical performance, this trap has 15 to 20 times the ion storage volume as conventional RF traps with no increase in second-order Doppler shift.
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Fig. 1. A conventional hyperbolic RF ion trap. A node of the RF and DC fields is produced at the origin of the coordinate system shown.

Fig. 2. The RF electrodes for a linear ion trap. Not shown are the DC endcap needle electrodes used to prevent the ions from escaping along the longitudinal axis. Ions are trapped around the line of nodes of the RF field with reduced susceptibility to second-order Doppler frequency shift.
Operational Parameters for the Superconducting Cavity Maser

R. T. Wang¹ and G. J. Dick
Communications Systems Research Section
D. M. Strayer
Applied Technologies Section

Tests of the superconducting cavity maser (SCM) ultra-stable frequency source have been made for the first time using a hydrogen maser for a frequency reference. In addition to characterizing the frequency stability, the sensitivity of the output frequency to several crucial parameters was determined for various operating conditions. Based on this determination, the refrigeration and thermal control systems of the SCM were modified. Subsequent tests showed substantially improved performance, especially at the longest averaging times.

I. Introduction

The superconducting cavity maser (SCM) [1, 2, 3] is an all-cryogenic oscillator which, like other cryogenic cavity oscillators, gives stability at short measuring times that is superior to that achievable by any other means. It differs from other superconducting cavity stabilized oscillator designs [4] in its use of a very rigid \( Q \approx 10^9 \) sapphire-filled stabilizing cavity and in its all-cryogenic design, excitation being provided by an ultra-low noise cryogenic ruby maser.

Performance of the SCM at short times is superior to all conventional or atomic sources, even surpassing that of the active hydrogen maser. With similar \( Q \)s, the advantage of the SCM is its larger output power, \( \approx 10^{-9} \) watt versus \( \approx 10^{-12} \) watt for the hydrogen maser. Long-term performance is limited by variations in the various operating parameters, such as temperature, drive power, output voltage standing wave ratio, etc., depending on the sensitivity of the SCM to these various parameters.

Figure 1 shows a diagram of the oscillator. The three-cavity design has been previously discussed [2]. Oscillation at the signal frequency (2.69 GHz) results from application of pump power (13.15 GHz) to the ruby, which creates an inversion of the energy level populations in the ruby crystal. The frequencies of the three modes of the coupled cavity system are spaced relatively close to each other (5 percent spacing) in order to couple effectively, but are spaced far enough from each other to allow mode selection. Only one of the modes is suitable for ultra-stable operation. Tuning the regenerative frequency of

¹During the time this work was done, this author held a National Research Council–NASA/JPL Research Associateship.
the ruby (2 percent bandwidth) to that of this high-Q stabilized mode is accomplished by adjusting the current through the superconducting solenoid. The purpose of the coupling resonator is to provide physical separation of the lead-coated sapphire resonator from the magnetic field of the solenoid.

Cooling of the oscillator itself is provided by the liquid helium pot attached to the bottom cavity, and thermal regulation is achieved by varying the power dissipation in the heater as shown. Both the heat leak into the system from the waveguide at the top and the cooling power of the helium pot are subject to variation, and it is seen that, even if the changes in these heat flows are exactly cancelled by the effect of the heater, varying temperature gradients in the oscillator still result.

Figure 2 shows the stability of this oscillator when measured with a hydrogen maser as reference. Also shown are the measured stability of the H-maser and calculated short-term stability for the SCM due to additive and in-oscillator noise for the present configuration. The major features shown in Fig. 2 are:

1. The need for a better reference at short times in order to properly characterize the SCM
2. The presence of in-oscillator noise due to back-coupling from the room-temperature amplifier
3. The presence of substantial long-term variations in the SCM

The first of these considerations can be dealt with only by the provision of a second cryogenic oscillator, something outside the scope of this article. The second can be solved by the addition of a cryogenic isolator to prevent room-temperature radiation from coupling from the output port back into the oscillator itself. This issue is addressed by a redesign of the oscillator to allow primary coupling of the signal from an additional port in the high-Q resonator.

The long-term variations, on the other hand, could arise from any of the various parameters on which the frequency of the SCM depends. This article primarily considers the sensitivity to and variation of the operational parameters for the SCM.

II. Operational Parameters

The significant operational parameters (parameters subject to variation during operation) of the SCM are presented in Table 1. Each of these parameters is described in terms of its significance as a tuning parameter and as a likely source of variability in the output frequency. Several of the parameters are discussed in more detail in the following section.

III. Technical

In this section, the dependence of frequency on temperature and on pump power and frequency are discussed in more detail. Additionally, the discovery of sensitivity of the output frequency to a thermal gradient across the three-cavity system has given rise to a new thermal regulation system. A diagram of this system, Fig. 1(b), and improved frequency stability results, Fig. 3, are presented.

A. Temperature Dependence

Figure 4 shows a plot of the temperature dependence of the output frequency for the SCM over the temperature range between 1 and 2 kelvins. From a functional point of view, the presence of a frequency maximum at about 1.57 kelvin is an extremely desirable feature since it allows operation of the oscillator in a region of nominally zero temperature coefficient. The quadratic coefficient in $\delta f/f$ at the maximum is $3.3 \times 10^{-9}$/kelvin$^2$. This means that a temperature accuracy of one millikelvin together with a stability of 30 microkelvins allows a frequency stability of

$$\frac{\delta f}{f} = 2 \times 10^{-16}$$

An additional advantage of this mode of operation is the ease of refrigeration at a temperature of 1.57 K in comparison to the initial design temperature of 0.9 K. New options for refrigeration are also available. For example, operation at 1.57 K allows the use of a continuous-flow helium cryostat rather than the batch-mode system required at the lower temperature.

The negative temperature coefficient exhibited by the data in Fig. 4 is easy to understand at the higher temperatures, and was anticipated in the design of the SCM. It is due to a combination of thermal expansion and superconducting penetration depth effects, both of which show a negative slope. However, both of these effects were expected to “freeze out” at the lowest temperatures—hence the (previous) 0.9 kelvin operating temperature. The contribution with positive slope at the lower temperatures had been observed previously, but its nature and cause had not been identified. Also, its consequence, the maximum with temperature, had not been discovered.

Measurements of the effect on the operating frequency of a temperature gradient across the oscillator now point to the ruby resonator as a likely candidate for the positive slope. The sign of the thermal gradient effect is consistent with this identification. In addition, the magnitude agrees with the measured slopes of low- and high-temperature parts combined with a rough estimate of the thermal conductivity of the coupling resonator. A positive temperature coefficient would result
from the demagnetization field due to the changing alignment of chromium spins in the ruby. Although the ruby resonator seems a likely candidate, the effect has not been positively identified.

B. Pump Power and Frequency

Figure 5 shows a plot based on measurements of the SCM output frequency dependence on pump power and frequency. Pump amplitude is shown in terms of the attenuation inserted in the pump waveguide. Due to vagaries of the plotting routine, attenuation was divided by a factor of 1000 before plotting. The discrete nature of the data is discernible in the ripples at the bottom of the valley in the center of the figure, for example.

Since the pump power is very much more difficult to stabilize than its frequency, the major feature of the plot shown is the valley down the middle where the sensitivity to pump power is greatly reduced. In this region the slope is typically \( \leq 2 \times 10^{-13}/\text{dB} \), a value 100 times smaller than on the outside slopes. A second feature is the saturation at higher power, where the frequency changes less rapidly. These features are somewhat variable, with an extremum at low power also sometimes observed. A pronounced limiting effect, in which the oscillation amplitude shows a somewhat soft “clipping” effect, is also associated with pump frequencies showing the rapid variation of frequency with amplitude. Because of the variability between subsequent reworks of the oscillator assembly, it seems likely that this interaction is not fundamental to either the ruby maser or to the high-Q resonator but may be due to an interaction between pump and oscillation frequencies at a demountable joint in the coupling resonator.

C. Modification and Test

Figure 1(b) is a diagram showing the modified refrigeration and thermal regulation system. Where the old helium tank was located below the oscillator and attached at its lower extremity, the continuous flow cooler is now mounted above the oscillator in order to intercept the varying heat flow from above. Compensation for these variations is now accomplished by means of a heater placed above the refrigerator, so that no thermal gradients are generated below the heater itself. Variations in cooling power in the refrigerator are also compensated for by this heater with no resultant gradients below the refrigerator. Except for incidental electrical leads associated with the thermometry, the only thermal contact to the oscillator takes place at one point, the top, and so thermal gradients are effectively eliminated.

Stability results obtained with the modified oscillator are shown in Fig. 5. Again, little information can be discerned regarding the short-term stability, except that it is better than that of the best available reference, the hydrogen maser. Long-term stability, however, has been significantly improved by the modifications, with results in the mid-10^{-15} range obtained for times longer than 30 seconds.

IV. Conclusions

A detailed study of the operating parameters of the superconducting cavity maser disclosed regions of operation for the various parameters that are substantially more advantageous than those previously found. On the basis of this study, the cryogenics of the oscillator were modified to optimize operation at a new operating temperature and to eliminate thermal gradients. Stability results for the modified SCM show substantially improved long-term stability compared to previous results. Results for shorter measuring times continue to be better than can be measured using the best reference presently available.

With the addition of the continuous flow refrigerator, it may now be possible to incorporate a closed-cycle refrigerator and so eliminate all need of disposable cryogens. Commercial coolers are available that could provide the needed 20-milliwatt helium flow presently used. Such a cooler would reduce the overall size by eliminating the need for a large helium reservoir. Possible performance degradation due to mechanical motion in the cooler would need to be examined experimentally.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tuning Functionality</th>
<th>Significant Variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>Operating range from below 0.8 K to above 2.0 K for normal SCM operation. Variation can change the sign of sensitivity of operational frequency to temperature. Proper choice allows operation with near-zero temperature coefficient.</td>
<td>Substantial instability. Medium- and long-term variability of $10^{-4}$ to $10^{-5}$ K. Sensitivity coefficient 0 to $10^{-9}$/K.</td>
</tr>
<tr>
<td>Thermal Gradient</td>
<td>No functional significance.</td>
<td>Marked problems due to variation in regulating heater power. Best expressed in terms of sensitivity to heat flow. Value is $\approx 10^{-9}$/watt. Value of heater power is typically $10^{-3}$ to $10^{-2}$ watt. Variability of heater power is 10 percent to 50 percent.</td>
</tr>
<tr>
<td>Magnetic Bias</td>
<td>Variable by 2 percent about optimum value of $\approx 500$ gauss. No important effect on frequency sensitivity coefficients.</td>
<td>No problems observed. Sensitivity is $\approx 10^{-9}$/gauss. Use of a persistent-mode superconducting magnet at this relatively low field allows very high stability.</td>
</tr>
<tr>
<td>Pump Power</td>
<td>Oscillation requires $10^{-4}$ watts or more to be coupled to low temperature region. Depending on pump VSWR matching, may have 5 to 20 dB of range available for oscillation using 100 mW klystron source. Significant influence on sensitivity to pump power and frequency.</td>
<td>Substantial instability. Variability of amplitude of typical microwave sources is $10^{-2}$ to $10^{-4}$ dB. Essentially impossible to regulate power actually applied to ruby due to variations in thermal profile of feed waveguide. Sensitivity is 0 to $10^{-11}$/dB.</td>
</tr>
<tr>
<td>Pump Frequency</td>
<td>$\approx 20$ MHz variation allowed about optimum frequency of 13.15 GHz. Important influence on sensitivity of operational frequency to pump power.</td>
<td>No problems in principle due to ability to &quot;bootstrap&quot; pump stability from SCM stability. No significant problems in practice with quartz crystal-stabilized klystron source.</td>
</tr>
<tr>
<td>Signal Coupling</td>
<td>Influences fractional output power and signal VSWR sensitivity. Also (incidentally) an important tool for adjustment of pump VSWR.</td>
<td>Possible source of drift due to varying temperature profile with helium level. Magnitude not known.</td>
</tr>
<tr>
<td>Signal VSWR</td>
<td>No significant function.</td>
<td>Substantial burden placed on stability of room temperature signal connections. Maximum variability is $\approx 10^{-10}$. The fix for this is addition of a low-temperature isolator.</td>
</tr>
</tbody>
</table>
Fig. 1. Schematic diagrams of the SCM oscillator: (a) original configuration and (b) modified oscillator. Modifications prevent regulating heat flow from flowing through the oscillator itself. Direct coupler was not implemented for any data presented in this article.
Fig. 2. Allan variance of stability of superconducting cavity maser in first tests with hydrogen maser reference oscillator. Points marked + show data with drift removed; data (circles) are accompanied by number of samples. Also shown are measured hydrogen maser stability and the calculated effect of in-oscillator and added noise based on measured operating conditions and an assumed in-oscillator noise temperature of 150 kelvins.

Fig. 3. Plot of Allan variance of SCM stability after modifications, H-maser reference.
Fig. 4. Measured frequency versus temperature plot for range 1–1.8 kelvin. The 0.9-Hz frequency variation is referred to ~2.69 GHz reference.

Fig. 5. Three-dimensional plot showing dependence of output frequency on pump signal frequency and power. Output frequency is referred to ~2.69 GHz reference. Pump power is indicated by attenuation value. Due to vagaries of the plotting routine, the 0–11-dB attenuation range is plotted as dB/1000. Pump frequency is measured in GHz.
Operating and Environmental Characteristics of Sigma Tau Hydrogen Masers Used in the Very Long Baseline Array (VLBA)

T. K. Tucker
Communications Systems Research Section

This article presents the results obtained from performance evaluation of a pair of Sigma Tau Standards Corporation Model VLBA-112 active hydrogen maser frequency standards. These masers were manufactured for the National Radio Astronomy Observatory (NRAO) for use on the Very Long Baseline Array (VLBA) project and were furnished to the Jet Propulsion Laboratory (JPL) for the purpose of these tests.

Tests on the two masers were performed in the JPL Frequency Standards Laboratory (FSL) as a cooperative effort with NRAO and included the characterization of output frequency stability versus environmental factors such as temperature, humidity, magnetic field, and barometric pressure. The performance tests also included the determination of phase noise and Allan variance using both FSL and Sigma Tau masers as references. All tests were conducted under controlled laboratory conditions, with only the desired environmental and operational parameters varied to determine sensitivity to external environment.

I. Introduction

A. Purpose

The tests described herein were performed by the Jet Propulsion Laboratory (JPL) as a cooperative effort with the National Radio Astronomy Observatory (NRAO). JPL was chosen for this evaluation because of its unique testing capability and facilities, and in order to provide an independent evaluation of Sigma Tau hydrogen maser performance.

B. Sigma Tau Hydrogen Masers

The Model VLBA-112 is a compact and ruggedized active hydrogen maser manufactured by the Sigma Tau Corporation for NRAO for use on the Very Large Baseline Array (VLBA)
Project. The essential physical and electrical characteristics, as given by the manufacturer, are outlined in Table 1.

Prior to performance and environmental testing, the critical operating parameters of each of the masers, identified as Serial Numbers 2 and 3, were determined and recorded as shown in Table 2.

C. Test Facilities

The JPL Frequency Standards Laboratory is responsible for the research, development, and implementation of a wide variety of state-of-the-art frequency generation and distribution equipment used within the Deep Space Network (DSN). In order to achieve the demanding performance and reliability requirements, a substantial amount of assembly and subassembly testing is required. Toward this end, an extensive testing capability has been developed which includes special equipment, facilities, procedures, and personnel skilled in the testing and characterization of precision oscillators and other signal sources.

The stability and environmental tests which are routinely performed in this facility are as follows:

1. Allan variance
2. Spectral density of phase
3. Temperature sensitivity
4. Humidity sensitivity
5. Barometric pressure sensitivity
6. Magnetic field sensitivity

The instrumentation and test area has approximately 250 square meters of floor space and houses the necessary instrumentation and test equipment. Additionally, two active hydrogen maser frequency references are conveniently located in this area. All critical equipment, including the units under test, are powered by an uninterruptable power source. The entire test area, as well as the environmental control system, is backed up by an automatically switched motor generator. Temperature control is maintained to within ±0.05 degrees Centigrade through the use of a doubly redundant air conditioning system. Magnetic field variations are minimized by the use of nonmagnetic construction materials throughout the facility. As an additional precaution, one of the reference hydrogen masers is housed in a magnetically shielded enclosure.

Environmental testing capability is provided by three Tenny Corporation environmental test chambers. Each chamber includes 6 square meters of floor space and is approximately 3 meters high, providing adequate space for equipment under test as well as required cables and peripherals.

The environmental testing capabilities are as shown in Table 3.

D. Test Plan

All tests were performed by FSTL personnel, in accordance with a test plan. This plan was prepared to establish the procedures and environmental conditions to be followed during the course of testing. The test plan is not intended to be a detailed test procedure, but is rather a description of the specified tests (i.e., spectral density of phase, Allan deviation, frequency stability, etc.), test conditions (i.e., temperature, humidity, barometric pressure) and documentation requirements. The plan also serves as a guide in the planning and scheduling of the overall test program. A copy of the test plan is included in the Appendix.

E. Measurement Systems

Figure 1 is a block diagram of the measurement system used to determine frequency stability and the Allan variance (deviation) between the Sigma Tau masers and the laboratory reference masers. Figure 2 is a block diagram of the measurement system used to determine the spectral density of phase of the two Sigma Tau masers at the 5, 10, and 100 MHz outputs.

II. Test Results

A. Sequence of Tests

The tests and test limits are shown in Table 4.

B. Allan Variance and Spectral Density of Phase Tests

Figures 3, 4, and 5 are plots of the Allan variance between the two Sigma Tau masers and also between each of the Sigma Tau masers and one of the laboratory reference masers which serve to verify near equal performance of the two Sigma Tau masers. Included in Fig. 2 is the measurement system noise floor. Figures 6, 7, and 8 are plots of the spectral density of phase between the two Sigma Tau masers at the 5, 10, and 100 MHz outputs. The spurious signals seen in each of the plots are predominantly the result of the autotuner modulation signal with some additional contribution from power supply noise.

C. Environmental Tests

The purpose of these tests was to characterize each maser in terms of frequency shift for a given change in environmental condition. In each test, the output frequency was carefully monitored while one of the environmental conditions was
varied as specified in Table 4. The results of each of these environmental tests are itemized below:

(1) Output Frequency versus Temperature Tests. The masers were individually placed in the test chamber and the chamber temperature was cycled between 17 and 27 deg C; the resultant variation in output frequency was plotted. The frequency sensitivity as a function of ambient temperature is shown in Fig. 9.

(2) Output Frequency versus Relative Humidity Tests. With the chamber temperature held constant, the chamber relative humidity was cycled between 20 and 80 percent, with a 48-hour stabilization period at each limit. The observed variations in output frequency versus the relative humidity were well below $1 \times 10^{-14}$.

(3) Barometric Pressure Tests. No output frequency variations were observed as the masers were individually subjected to barometric pressures of 6 kPa above and below ambient pressure with a two-hour dwell at each extreme.

(4) Magnetic Field Sensitivity Tests. In order to determine the maser magnetic field sensitivity, a 230-cm ($\approx 90$-inch) Helmholtz coil was placed around the maser. The coil was positioned to provide a vertical magnetic field and was centered around the maser physics unit. Since the magnetic shielding effectiveness is dependent upon the magnitude of the magnetic field, the sensitivity was measured at three different field values. The magnetic field sensitivity of each maser is shown in Table 5.

(5) Output Frequency versus Power Supply Variations. With the internal battery supply disconnected, the input DC voltage was varied between 24 and 28 VDC. No output frequency shift was observed as a result of these supply variations.

III. Summary

A summary of the environmental sensitivities of the two Sigma Tau masers is presented in Table 6.

Throughout the test series the Sigma Tau masers performed reliably, and were well-behaved. Of particular interest is the fact that both masers were transported from Socorro, New Mexico to Pasadena, California, a distance of some 800 miles, in the back of a carry-all van. Only a minimum of protection from shock and vibration was provided during transit, and upon arrival both masers were within normal operating parameters.
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### Table 1. Physical and electrical characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit 1</th>
<th>Unit 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height</td>
<td>cm</td>
<td>in.</td>
</tr>
<tr>
<td>Width</td>
<td>cm</td>
<td>in.</td>
</tr>
<tr>
<td>Depth</td>
<td>cm</td>
<td>in.</td>
</tr>
<tr>
<td>Weight</td>
<td>kg</td>
<td>lbs</td>
</tr>
</tbody>
</table>

#### Input power*

- **AC**: 115 V ± 10% rms, 24–28 V
- **DC**: 50–60 Hz, 4 A (typ.), 140 watts

#### Outputs

- **MHz**: 100 (2 ea.), 10 (1 ea.), 5 (1 ea.)
- **V, rms**: 1 ± 0.3, 0.5, 1 ± 0.3

*Build-in standby battery supply provides up to 10 hours of operation without input power.

### Table 2. Operating characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>S/N 2</th>
<th>S/N 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output power, dBm</td>
<td>-100</td>
<td>-100</td>
</tr>
<tr>
<td>Line Q</td>
<td>1.82 x 10^9</td>
<td>1.64 x 10^9</td>
</tr>
<tr>
<td>Cavity-loaded Q</td>
<td>33,000</td>
<td>37,800</td>
</tr>
<tr>
<td>Coupling factor</td>
<td>0.35</td>
<td>0.30</td>
</tr>
<tr>
<td>Rx noise figure, dB</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Zeeman frequency, Hz</td>
<td>827.7</td>
<td>808.9</td>
</tr>
</tbody>
</table>

Note: All tests were performed in the AUTOTUNE mode.

### Table 3. Environmental test capability

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>15–35 deg C ± 0.05 deg</td>
</tr>
<tr>
<td>Pressure</td>
<td>±6 kPa ± 120 Pa</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>11–90% RH ± 5%</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>±0.5 Gauss</td>
</tr>
</tbody>
</table>

### Table 4. Test sequence and limits

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allan variance</td>
<td>–</td>
</tr>
<tr>
<td>Spectral density of phase</td>
<td>–</td>
</tr>
<tr>
<td>Temperature</td>
<td>17–27 deg C</td>
</tr>
<tr>
<td>Humidity</td>
<td>20–80% RH</td>
</tr>
<tr>
<td>Barometric pressure</td>
<td>±6 kPa</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>±0.5 Gauss</td>
</tr>
<tr>
<td>Power supply variations</td>
<td>24–28 VDC</td>
</tr>
</tbody>
</table>

### Table 5. Magnetic field sensitivity

<table>
<thead>
<tr>
<th>Field Magnitude</th>
<th>S/N 2</th>
<th>S/N 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small (±0.1 G)</td>
<td>-1.42 x 10^{-13}</td>
<td>-4.74 x 10^{-13}</td>
</tr>
<tr>
<td>Medium (±0.25 G)</td>
<td>-1.05 x 10^{-13}</td>
<td>-3.98 x 10^{-13}</td>
</tr>
<tr>
<td>Large (±0.5 G)</td>
<td>-8.04 x 10^{-14}</td>
<td>-3.17 x 10^{-13}</td>
</tr>
</tbody>
</table>

### Table 6. Environmental sensitivity summary

<table>
<thead>
<tr>
<th>Condition</th>
<th>S/N 2</th>
<th>S/N 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (17–27°C)</td>
<td>1.37 x 10^{-14}/deg C</td>
<td>4.2 x 10^{-14}/deg C</td>
</tr>
<tr>
<td>Humidity (20–80% RH)</td>
<td>&lt;1 x 10^{-14}</td>
<td>&lt;1 x 10^{-14}</td>
</tr>
<tr>
<td>Barometric pressure (±6 kPa)</td>
<td>&lt;1 x 10^{-14}</td>
<td>&lt;1 x 10^{-14}</td>
</tr>
<tr>
<td>Magnetic field (±0.1 Gauss)</td>
<td>-1.42 x 10^{-13}/Gauss</td>
<td>-4.74 x 10^{-13}/Gauss</td>
</tr>
<tr>
<td>Power supply variations (24–28 VDC)</td>
<td>&lt;1 x 10^{-14}</td>
<td>&lt;1 x 10^{-14}</td>
</tr>
</tbody>
</table>
Fig. 1. Measurement system for frequency shift and Allan variance.

Fig. 2. Phase noise measurement system.

Fig. 3. Allan variance—Sigma Tau 2 versus 3.

Fig. 4. Allan variance—Sigma Tau 2 versus reference maser.
Fig. 5. Allan variance—Sigma Tau 3 versus reference maser.

Fig. 6. Phase noise at 5-MHz outputs.

Fig. 7. Phase noise at 10-MHz outputs.

Fig. 8. Phase noise at 100-MHz outputs.
Fig. 9. Output frequency versus temperature.
Appendix

Outline of a Test Plan for Sigma Tau Hydrogen Masers

A. Introduction

1. General Description. This test plan outlines the tests and test sequences required to characterize a pair of hydrogen masers and is intended to outline the minimum test requirements, but not necessarily limit the scope of testing.

2. Objective. This document establishes the procedures for testing a pair of hydrogen masers manufactured by the Sigma Tau Corporation for the National Radio Astronomy Observatory (NRAO), for use on the Very Large Array (VLA) Project. The maser performance will be tested under laboratory conditions with the environmental and operational parameters varied as specified herein to determine sensitivity to external influences.

3. Effectivity. This procedure is effective for the JPL Frequency Standards Laboratory (FSL).

B. Applicable Documents

The following documents, of the issue in effect on the date of release of this document, form a part of this document to the extent specified herein:

Specifications

National Radio Astronomy Observatory
A53308001 Hydrogen Maser Frequency Standard, Electrical Requirements

Sigma Tau Corporation

C. Test Equipment and Facilities

1. Test Equipment. Required test equipment is available in the Frequency Standards Test Laboratory (FSTL) and shall be selected by FSTL personnel as required to perform the tests delineated herein.

2. Facilities. All tests described herein are to be performed in the FSTL.

D. Test Procedures

1. Introduction. Tests in this section are to be performed generally as described. Additional tests may be performed as determined by FSTL personnel.

2. Test Data. All test data along with other pertinent information shall be recorded in the appropriate FSTL log book and the "Maser Operating Point and Test Conditions" form as a permanent record of the test results and conditions for each test series. If there is any question, record it in the log!

3. Initial Tests. Verify proper operation of each maser under room ambient conditions. Measure and record all operating points and test conditions as baseline data for subsequent tests. As a minimum, the initial tests to be performed are as follows:

   (1) RF output level at each output
   (2) Harmonic distortion at each output
   (3) Phase noise at each output
   (4) Allan variance (24-hour)
   (5) Output frequency versus reference
   (6) Verify proper operation of all operator controls
   (7) Zeeman frequency
   (8) Spin exchange frequency shift
   (9) Offset between autotuner and spin exchange tuning

4. Power Supply Versus Output Frequency. Measure the output frequency change versus input supply voltages as follows:

   (1) With PS2 and the external DC supply disconnected, measure the output frequency change as the input AC voltage on PS1 is varied through the range of 105 to 120 VAC.
   (2) With PS1 and the external DC supply disconnected, measure the output frequency change as the input AC voltage on PS2 is varied through the range of 105 to 120 VAC.
   (3) With PS1 and PS2 both disconnected, measure the output frequency change as the external DC supply voltage is varied through the range of 22 to 30 VDC.
   (4) Verify that both AC supplies are reconnected.

5. Temperature Coefficient of Frequency. Measure the output frequency change versus temperature over the range of +17 to +27 deg Celsius as follows:

   (1) With the maser stabilized at +22 deg, increase the chamber temperature to +27 deg and allow the maser
to stabilize until the output frequency is stable (48 hours minimum).

(2) Reduce the chamber temperature to +17 deg and again permit the maser to stabilize.

(3) Return the chamber temperature to +22 deg and permit the maser to stabilize.

6. Barometric Pressure Coefficient. Measure the output frequency versus barometric pressure over the range of ambient ±6 kPa (±24 inches of water) as follows:

(1) With the chamber temperature stabilized at +22 deg Celsius, increase the chamber pressure to 6 kPa above ambient pressure. Permit the maser to stabilize at this pressure (two hours minimum).

(2) Reduce the chamber pressure to ambient minus 6 kPa and again permit the maser to stabilize at this pressure or soak for two hours minimum.

(3) Restore the chamber pressure to ambient barometric pressure.

(4) Repeat the above cycle.

7. Humidity Test. Measure the output frequency versus ambient humidity over the range of 20 to 80 percent relative humidity as follows:

(1) With the chamber stabilized at +22 deg Celsius, elevate the chamber humidity to 80 percent and permit the maser to stabilize at this setting (two days minimum).

(2) Reduce the chamber humidity to 20 percent and again permit the maser to stabilize at this humidity or soak for two days minimum.

(3) Open the chamber to ambient humidity conditions, and permit the maser to stabilize for a minimum of two days prior to conducting further tests.

8. Magnetic Field Coefficient. With the maser at standard ambient operating conditions of temperature and humidity, install the Helmholtz coil over the maser in a horizontal plane, centered about the cavity. This position yields a vertical magnetic field about the maser cavity shields. Vary the applied magnetic field as follows:

(1) Increment the applied magnetic field ±100 mGauss, and measure the Zeeman frequency, IF level, and frequency shift at each step.

(2) Repeat step (1) using ±250 mGauss increments.

(3) Repeat step (1) using ±500 mGauss increments.

9. Reverification Tests. Repeat all of the tests previously listed in Section D.3 above to verify that the maser is operating within normal operating parameters prior to performance of the final Allan variance, drift, and synthesizer calibrations.

10. Allan Variance. Perform an Allan variance test for a minimum of 4 days (longer if possible) to obtain data out to $1 \times 10^5$ seconds.

11. Synthesizer Calibration. Adjust the maser synthesizer frequency so that the maser output frequency is equal to the FSTL reference masers.

E. Concluding Procedures

After completion of the above tests, verify that all test equipment has been disconnected, and that all controls, covers, and connector dust caps are locked in place in preparation for shipment.
State-of-the-Art Fiber Optics for Short Distance Frequency Reference Distribution

G. Lutes and L. Primas
Communications Systems Research Section

A number of recently developed fiber-optic components that hold the promise of unprecedented stability for passively stabilized frequency distribution links are characterized. These components include a fiber-optic transmitter, an optical isolator, and a new type of fiber-optic cable. A novel laser transmitter exhibits extremely low sensitivity to intensity and polarization changes of reflected light due to cable flexure. This virtually eliminates one of the shortcomings in previous laser transmitters. A high-isolation, low-loss optical isolator has been developed which also virtually eliminates laser sensitivity to changes in intensity and polarization of reflected light. A newly developed fiber has been tested. This fiber has a thermal coefficient of delay of less than 0.5 parts per million per °C, nearly 20 times lower than the best coaxial hardline cable and 10 times lower than any previous fiber-optic cable. These components are highly suitable for distribution systems with short extent, such as within a Deep Space Communications Complex. In this article these new components are described and the test results presented.

I. Introduction

The transmitter exciter, local oscillator, and receiver delay calibration system in a Deep Space Station (DSS) require stable frequency references. Hydrogen maser frequency standards generate these frequency references, which then must be distributed to the systems that use them. The distribution system must not add appreciable phase noise or frequency instability to the signal being distributed.

All distribution systems degrade the phase and frequency stability of transmitted frequency reference signals [1]. A reduction in the signal-to-noise ratio (SNR) of a transmitted signal and delay changes in the transmission path are the primary causes of degradation. These effects are caused by distribution system noise, which reduces the SNR, and variations in the environmental temperature, which cause delay changes. The degree of delay change is dependent on the Thermal Coefficient of Delay (TCD) of the distribution system components.

Fiber-optic systems have several major advantages over conventional distribution systems, which usually employ coaxial cables. Since fiber-optic systems use all dielectric cable, they are not subject to ground loops and are generally immune to pick-up of electromagnetic interference (EMI) and radio frequency interference (RFI). The very low loss at high frequencies in a fiber-optic system helps preserve the SNR of a transmitted signal. Also, new fiber-optic cables with very low TCD,
recently developed and available commercially, can greatly reduce temperature induced delay changes.

A major disadvantage of fiber-optic systems in frequency distribution applications has been the laser's sensitivity to reflections from the cable. Light reflected back into the laser from the cable affects the phase of the optical carrier's modulation as measured across the laser. Cable flexure and vibration cause changes in the polarization and amplitude of this reflected light. These changes in the reflected light result in phase changes across the laser and therefore across the fiber-optic link [2]. Recent developments, which will be described in this article, have virtually eliminated this problem.

Because of the potential improvements in performance, the Time and Frequency Systems Research Group is developing stable, short distance fiber-optic links to distribute local frequency references within the Deep Space Stations (DSSs) of the Deep Space Network (DSN). These links will distribute the frequency reference signals from the frequency and timing interface in each station to the users within the station.

The requirements for the short links are quite different from the requirements for the long links used for frequency reference distribution between stations at the Goldstone Deep Space Communications Complex (DSCC). Because of cost-performance tradeoffs between short fiber-optic links and coaxial cable links, the short fiber-optic links must be relatively inexpensive, simple, and reliable.

The long distance fiber-optic links are more expensive and more complex, requiring optical and electronic feedback to stabilize the delay of a transmitted signal. The long links enable the use of a centralized frequency and timing facility, thus reducing the number of expensive frequency standards needed in a DSCC. Therefore, a higher cost for these links can be justified.

The performance of a short fiber-optic link is expected to be considerably better than the performance of an equivalent coaxial cable link. The fiber-optic link will eliminate ground loops and provide considerable improvement in the thermal stability of the cable. The optical fiber's superior thermal stability will reduce the need to add mass and insulation to the cable to increase its time constant. It will also reduce the temperature stability requirement for the air conditioning systems in certain areas of the stations.

The cables used in short fiber-optic links within a station may be exposed to temperature variations that can exceed 6°C in 20 minutes and 30°C in 12 hours over some portion of their length. They cannot be buried like long links at Goldstone to benefit from temperature isolation provided by burial. These links may also be subjected to vibration from equipment such as air conditioners. For some applications the cables will be routed through the antenna wrap-up where they will be flexed when the antenna is moved. This relatively dynamic environment requires that the links be insensitive to cable vibration and flexure and that cables with low TCD be utilized.

In the remainder of this article, new technology that can be used to meet the special requirements of the short distance fiber-optic frequency reference distribution links will be discussed. Test results from an experiment that demonstrates an optically isolated laser's insensitivity to cable flexure and vibration will also be presented. Finally, a state-of-the-art fiber-optic frequency distribution link for short distance applications will be described.

II. Reducing Instabilities Caused by Reflections

Cable flexure can cause group delay changes as large as 200 psec across a fiber-optic link if no means is used to desensitize the laser diode to reflections. Optical isolation of the semiconductor laser diode can reduce such changes to less than 0.03 psec. The optical isolation can be obtained by the use of bulk optical isolators using the Faraday principle.

Optical isolators of this type consist of a polarizer to fix the polarization of the laser light, followed by a Faraday rotator which rotates the polarization vector by 45 degrees. The light at the output of the rotator enters an output polarizer with its axis rotated 45 degrees with respect to the polarization axis of the first polarizer. Therefore, the light passes through the output polarizer unimpeded. Because the Faraday principle is nonreciprocal in the forward and reverse directions, light reflected back into the isolator assembly experiences a rotation angle which is crossed with the axis of the input polarizer. The reflected light is therefore blocked, providing the reverse isolation.

The degree of isolation achieved by this type of isolator strongly depends on the amount of light scattered within the isolator. Once polarized reflected light scatters within the isolator, the polarization is lost, and components that do not have their axis crossed with the exit polarizer pass through and degrade the isolation.

Optical isolators of this type are manufactured by several companies. The isolation afforded is typically 35 to 40 dB and the forward loss is typically less than 2 dB. Although this level of isolation is very good, it is not adequate for precise fiber-optic frequency distribution. In order to improve laser isolation, one company in Japan has developed a laser diode with...
an integral dual (two isolators in series) optical isolator. This approach provides high isolation at the expense of an additional isolator and additional forward loss.

An optical isolator system developed at JPL to be used in frequency distribution links provides up to 70 dB isolation and 1.3 dB forward loss [3]. The JPL isolator system was assembled from a commercial bulk isolator, as described above, and expanded beam single-mode fiber connectors (Fig. 1). The first expanded beam connector expands and collimates the optical beam emitted by the fiber. The highly collimated beam passes through the isolator elements and is collected by the second connector. The total loss is only 1.3 dB in the forward direction.

The improvement in isolation of the JPL system is due to the narrow acceptance angle of the expanded beam connectors. The collimated reflected light with the appropriate polarization is rejected by the exit polarizer. The narrow acceptance angle of the input connector rejects the scattered reflected light exiting the isolator because it is not parallel to the axis of the isolator.

III. Low Thermal Coefficient of Delay Optical Fiber

Sumitomo Electric Industries, Ltd. of Japan has developed a low Thermal Coefficient of Delay (TCD) single-mode optical fiber [4]. This is an elegant means for reducing frequency instabilities in a reference frequency distribution system. It affords considerable improvement in transmission stability without adding to the complexity or reducing the reliability of the transmission system.

The TCD of this fiber has been measured at JPL and found to be less than 0.5 parts per million per °C (ppm/°C) from 0°C to 30°C. At around 0°C the TCD is zero. It rises slowly as the temperature rises and is 0.5 ppm at about 30°C. The curve in Fig. 2 shows the TCD for this fiber in ppm/°C versus temperature. Figure 3 compares the TCD of this fiber with the TCD of standard single-mode fiber and 7/8-inch diameter coaxial hardline (64-875 RG254/U). This coaxial hardline has the lowest average TCD for any coaxial cable measured by the Time and Frequency Systems Research Group at JPL. It can be seen that the TCD of the fiber at 25°C is 20 times lower than that of the coaxial cable. Use of the low TCD optical fiber would result in an Allan deviation 20 times lower than a system using the RSG254/U coaxial cable.

The TCD of a standard optical fiber results from two effects: the temperature dependence of the index of refraction of the fiber material, and the thermal coefficient of expansion of the fiber. An increase in temperature causes the index of refraction to decrease, which in turn decreases the group delay through the fiber. An increase in temperature also causes expansion of the fiber, which results in an increase in the group delay through the fiber. These two effects partially cancel resulting in a TCD for standard single-mode fiber of about +7 ppm/°C [5].

Sumitomo achieves a low TCD fiber by coating a standard fiber with an inner layer of elastic material and an outer layer of liquid crystal material having a negative thermal coefficient of expansion. This liquid crystal material compresses the fiber longitudinally with rising temperature. The compression of the fiber increases the index of refraction of the fiber material, which increases the group delay through the fiber. Compression of the fiber also decreases the change in length of the fiber, which decreases the group delay through the fiber. The result of these two effects is to impart a negative TCD to the fiber.

The thermal coefficient of expansion of the liquid crystal material is too high and would result in a net negative TCD for the fiber if it were applied directly to it. The layer of elastic material between the fiber and the liquid crystal coating couples the right amount of force from the liquid crystal material to the fiber to result in a near zero TCD for the fiber.

IV. Test Results

A single-mode fiber system using an isolated laser was tested in situ to demonstrate the capability to transmit precise reference frequencies through an antenna wrap-up. For this test a single-mode six-fiber cable was installed, as shown in Fig. 4, from the control room through the wrap-up of an antenna at the Goldstone DSCC. The cable, which is 850 meters long, is flexed when the antenna is moved.

A 100-MHz reference signal was transmitted through one fiber in the cable to the antenna and returned through another fiber back to the control room. At the control room the phase of the return signal was compared to the phase of the transmitted signal. Without the optical isolator between the cable and the laser transmitter, phase jumps were observed in the return signal when the antenna was moved. Figure 5(a) shows these phase jumps. However, when the optical isolator was used no phase jumps were observed as shown in Fig. 5(b).

The resultant Allan deviation for these measurements is shown in Fig. 6. The phase jumps observed when the optical isolator is not used cause the Allan deviation to be higher. The
optical isolator eliminates the phase jumps and therefore reduces the Allan deviation.

V. A Stable Distribution Link

Figure 7 is a block diagram of a stable fiber-optic distribution link which uses the developments described in this article. The reference signal to be transmitted is applied to the modulation input of the laser transmitter. The laser transmitter is either desensitized to reflections by dithering the bias or is followed by an optical isolator. A low TCD optical fiber carries the transmitted signal from the laser transmitter to the optical detector. The optical detector is followed by a high gain wideband amplifier with low TCD. A phase locked filter at the output of the link reduces the noise bandwidth of the receiver, which reduces the short term noise of the signal. The bandwidth of this PLL is adjusted for best overall frequency stability, which depends on the quality of the oscillator in the PLL and the quality of the signal being transmitted.

VI. Conclusion

Stable short distance fiber-optic links for frequency reference distribution have been demonstrated. They have been found to be as good as coaxial systems for short term noise and much better than coaxial systems for long term stability. This improved long term stability results in a lower Allan deviation than can be achieved with coaxial cable under identical environmental conditions. In some critical applications, active electronic feedback is used to reduce thermally generated delay change. The use of low TCD optical fiber may in some cases eliminate the need for active electronic reduction of delay variations. This could result in less complex distribution systems for some applications.
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Fig. 1. A block diagram of the optical isolator assembly used to isolate the semiconductor laser from external reflections.

Fig. 2. The rate of change of group delay with respect to temperature for the Sumitomo low-TCD fiber.

Fig. 3. A comparison of TCDs for the Sumitomo fiber, standard single-mode fiber, and 64-875 RG254/U, 7/8-inch diameter coaxial cable.
Fig. 4. A block diagram of the in-situ phase stability test.

Fig. 5. Phase measured across a fiber-optic link which was installed through an antenna wrap-up such that the cable was flexed when the antenna moved: (a) without an optical isolator after the laser transmitter, (b) with an optical isolator after the laser transmitter.

Fig. 6. The Allan variance of the phase noise shown in Fig. 3 (with and without an optical isolator) and for a coaxial cable installed in a similar route.

Fig. 7. A block diagram of a stable fiber-optic frequency reference distribution link.
Stabilized Fiber-Optic Frequency Distribution System

L. E. Primas, G. F. Lutes, and R. L. Sydnor
Communications Systems Research Section

A technique for stabilizing reference frequencies transmitted over fiber-optic cable in a frequency distribution system is discussed. The distribution system utilizes fiber-optic cable as the transmission medium to distribute precise reference signals from a frequency standard to remote users. The stability goal of the distribution system is to transmit a 100-MHz signal over a 22-km fiber-optic cable and maintain a stability of 1 part in $10^7$ for 1000-second averaging times. Active stabilization of the link is required to reduce phase variations produced by environmental effects, and is achieved by transmitting the reference signal from the frequency standard to the remote unit and then reflecting back to the reference unit over the same optical fiber. By comparing the phase of the transmitted and reflected signals at the reference unit, phase variations of the remote signal can be measured. An error voltage derived from the phase difference between the two signals is used to add correction phase.

I. Introduction

With the current advances in the development of precise frequency standards, greater emphasis is being placed on frequency distribution systems that can distribute the reference signal derived from a standard without appreciably degrading it. Often the reference signal must be distributed tens of kilometers. The high cost of developing and maintaining a state-of-the-art frequency standard makes it beneficial to have one precise standard at a complex and to distribute the reference signal from this standard to various users within the complex. Furthermore, future scientific experiments may also gain from having coherent signals at several remote locations.

The Deep Space Network, supported by NASA/JPL [1], is a prime contender for such a distribution system. Projects supported by the DSN that require this type of distribution system include unmanned space flight projects, flight radio science, radio and radar astronomy, very-long-baseline interferometry, geodynamic measurements, and the search for gravitational waves.

The frequency distribution system at Goldstone, California must distribute reference frequencies generated by a hydrogen maser over distances as great as 30 km. The 100-MHz signal generated by the maser typically has an Allan deviation of 1 part in $10^{15}$ for 1000-second averaging times. To ensure minimal degradation of the reference signal, the distribution system should be at least 10 times more stable than the frequency standard. With expected future improvements in frequency standards, even greater stability of the distribution system will be necessary.

There are two basic limitations in frequency distribution systems. The first is a distance limitation set by the signal-
to-noise-ratio (SNR) of the received signal. The SNR is limited by the amount of available input power from the frequency source and the loss in the distribution system. The second limitation is the degradation of the frequency stability due to variations in the group delay of the signal as it is transmitted through the medium. Variations in group delay are caused by physical changes in the transmission medium. A constant rate of change in group delay does not affect the frequency stability, but a change in the rate of group delay does degrade the frequency stability. This is shown in the following equation

\[ \frac{d(\Delta f)}{dt} = f \frac{d^2 D}{dt^2} \]

where \( D \) is the group delay, \( \Delta f \) is the frequency offset, and \( f \) is the transmitted frequency. Variations in group delay are due primarily to temperature changes in the transmission medium. Thus they can be reduced by decreasing the temperature change, increasing the time constant of the medium, choosing a medium with a small thermal coefficient of delay (TCD), or using optical and electronic feedback.

II. Previous versus Current Frequency Distribution Systems

As previously stated, frequency distribution systems have been primarily limited by the distance allowable for distribution and the effects of changing group delay. Coaxial distribution systems are especially subject to these limitations. The loss in 2.22-cm (7/8-inch) diameter coaxial cable at 100 MHz is 6.4 dB/km (0.5 dB/100 ft) and the TCD is greater than 15 ppm/°C at 25°C. The transmission length required to transmit a certain input power through a transmission medium and maintain a certain SNR is given by

\[ L = \frac{P_{in} - SNR + 204}{32.81\alpha} \]

where

\[ L \] = length of kilometers
\[ P_{in} \] = input power in dBW
\[ SNR \] = signal-to-noise ratio in dB
\[ \alpha \] = cable attenuation in dB/100 ft

Thus, with 1 kilowatt of input signal power, a 100-MHz reference signal can only be distributed 7 km and maintain a SNR of 120 dB, the level required by the fiber-optic link. This assumes a thermal noise power in a matched load resistance at 300 K of -204 dBW/Hz.

Microwave distribution systems have also been used in the Goldstone complex. Microwave distribution systems have shortcomings in that they are highly susceptible to interference and require large input powers and repeaters to go several kilometers. Because of the limited bandwidth of microwave systems, the 100-MHz signal cannot be transmitted directly over microwave links.

Fiber-optic cable is the best distribution medium for transmitting precise reference frequencies. The loss in typical fiber-optic cable is less than 0.5 dB/km at optical wavelength 1300 nm. A typical laser transmitter puts out 0 dBm and is attenuated less than 11 dB over 22 km. Standard single-mode fiber-optic cable has a TCD of 7 ppm/°C [2] making it less susceptible to temperature changes than coaxial cable. The fiber-optic cable used at the Goldstone complex is buried 1.5 m underground, making the fiber quite insensitive to diurnal temperature changes. Fiber-optic cable has additional advantages in that the fiber is insensitive to electromagnetic interference (EMI) and radio frequency interference (RFI) and can be made less sensitive to microphonics using an optical isolator between the laser transmitter and the fiber-optic cable [3]. Another advantage of using fiber-optic cable as the transmission medium is that the superior performance of the optical components make it quite practical to transmit the signal simultaneously in both directions in the same fiber. This proves to be a key factor in actively stabilizing the distribution system.

III. Active Stabilization of a Fiber-Optic Frequency Distribution System

Passive stabilization of fiber-optic transmission links, such as burial of the cable, limits achievable stabilities to one part in \( 10^{15} \) [4].

The frequency distribution system consists of a reference unit containing the frequency standard, and a remote unit, where the reference frequency is to be transmitted. The method for actively controlling the phase variations in the fiber is based on maintaining a constant phase relation between the input phase and the phase of the received signal.

A signal passing through the fiber-optic cable in both directions experiences identical delay in each of the two directions. The midpoint of the signal is at the far end of the cable and experiences exactly half of the round-trip delay. If the phases of the transmitted and received signals at the reference end of the cable are conjugate, the phase at the remote end is independent of phase delays in the medium (Fig. 1). An electronic device that detects the phases of the transmitted and received signals at the input to the fiber and adds enough phase to...
maintain conjugation is called a phase conjugator (Fig. 2). The phase conjugator is the key element of the actively controlled fiber-optic distribution system.

The reference unit consists of the frequency standard, the phase conjugator, a fiber-optic transmitter, a fiber-optic receiver, an optical coupler, and a phase-look loop (PLL) (Fig. 3). The remote unit consists of a 50/50 mirror, a fiber-optic receiver, and a PLL.

The phase conjugator compares the phase of the transmitted and received signals in the reference unit and an error voltage derived from the phased difference is used to control a voltage-controlled oscillator (VCO) (Fig. 4). The design of this phase conjugator requires a 100-MHz reference signal and a 20-MHz auxiliary signal. A previous design used a single 100-MHz reference signal, but required two precisely matched phase detectors and tightly controlled signal levels. By using the 20-MHz auxiliary signal, a single phase detector can be used to measure phase error.

The 100-MHz signal and the 20-MHz signals are multiplied together in mixer M1 to produce 80-MHz and 120-MHz signals [5]. A power splitter S1 separates the signal out of mixer M1 into two signal paths. Band-pass filters (BPFs) in each signal path separate the 80-MHz and 120-MHz signals. The 80-MHz signal and the 100-MHz signal from the VCO are multiplied in mixer M2 to produce a 20-MHz intermediate frequency (IF) signal. The 20-MHz IF signal contains the instantaneous phase difference between the VCO signal and the 80-MHz signal.

The 120-MHz signal and the 100-MHz signal reflected from the remote unit are multiplied together in mixer M3 to produce another IF signal. This 20-MHz IF signal contains the instantaneous phase difference between the reflected signal (100 MHz) and the 120-MHz signal.

The phase detector (PD) receives the two 20-MHz IF signals and produces an error voltage that is proportional to the phase difference between them. The error voltage is applied to the VCO control input through the inner loop filter (ILF). Delay changes in the fiber-optic cable result in changes in the control voltage; this voltage controls the phase of the VCO relative to the 100-MHz reference signal.

The output of the VCO is divided into two signals in the RF power splitter S2. One of the signals is received by mixer M2 and the other modulates the optical carrier emitted from the laser transmitter.

The modulated optical signal is transmitted to the remote unit through the optical coupler. The 50/50 mirror at the remote unit reflects half of the optical signal back toward the reference unit while the other half passes through the mirror to the optical receiver. The receiver demodulates the optical signal and amplifies the resulting 100-MHz RF signal. A PLL filters the signal to be used at the remote unit [6]. The reflected optical signal returns to the reference unit where it passes through the optical coupler and is detected by another optical receiver. This signal is also filtered by another PLL and provides a constant amplitude signal into mixer M3. With the signal back at the reference unit, the system loop is closed.

IV. Stabilizer Test Setup

The latest [7] version of the stabilizer has each element packaged in an aluminum RFI-shielded box with 60 dB of power supply filtering. A new laser is used that is less sensitive to reflections back into the laser. The 80-MHz and 120-MHz band-pass filters were also improved.

The stabilizer does require initialization using a manual phase shifter (Fig. 4). The phase shifter is used to compensate for the delays in the fiber-optic transmitter and fiber-optic receiver, to ensure that the phases of the transmitted and received signals are conjugate at the input to the fiber.

The stabilizer was tested with a 4-km link of fiber which was placed on a fiber-optic test rack (Fig. 5). The test rack consists of a remote unit consisting of a receiver, an optical coupler, and a phase-lock loop (PLL) (Fig. 3). The test rack was placed on a fiber-optic test rack (Fig. 5). The test rack was placed in a test chamber where the humidity, temperature, and pressure could be varied. The temperature in the chamber was varied in temperature steps of various sizes and over various time intervals. The phase at the reference unit (near-end) receiver and transmitter and the phase at the remote unit (far-end) receiver were compared to the 100-MHz reference signal (Fig. 6).

V. Results

Several tests were performed with the stabilizer. By measuring the response of the stabilizer to a step change and a linear variation in temperature, the correction factor of the stabilizer was determined. For a step change in temperature from 15 °C to 35 °C, the phase at the reference unit transmitter and receiver changed by 90 degrees and the phase at the remote unit changed by about 2 degrees; thus the stabilizer provided a 45 times improvement (Figs. 7(a)-7(d)). The glitch in the curve is probably due to optical leakage of the 100-MHz reference signal through the coupler directly into the reference unit receiver, causing a cross modulation of the leakage signal and the reflected signal. If the results of this experiment are considered over the first hour, the reference phases changed by 25 degrees while the remote phase changed by 0.5 degree,
for a 50 times improvement (Figs. 8(a)-8(d)). Results from the test with a linear change in temperature show 20 degrees of phase change at the reference unit and 0.1 degree of phase change at the remote unit, resulting in a 200 times improvement (Figs. 9(a)-9(d)). The ripple effect in the remote unit’s phase is probably due to reflections from the end of the fiber into the fiber-optic transmitter. With more optical isolation this effect should be reduced.

VI. Future Improvements

The results of initial tests on the stabilizer are encouraging. The factor of 10 times reduction in phase variations with the stabilizer seems to be readily attainable, with potential for even greater improvements. New tests with a sinusoidal variation in temperature over diurnal time periods need to be performed to simulate more realistic time and temperature variations. Current tests have put the stabilizer through conditions too severe to realistically simulate field conditions, but the tests provide a basis from which realistic measurements will result.

The first step in improving the stabilizer is to reduce the losses in the system. Once losses are reduced, the return signal will be much larger than the leakage signal through the coupler. The phase variation caused by the difference between the return signal and the leakage signal is

$$\Phi = \arctan \left[ 10^{-R/20} \right]$$

where $\Phi$ is the phase variation in degrees and $R$ is the difference between the return signal and the leakage signal in dB. Specifically, if the return signal is 40 dB greater than the leakage signal, the resulting phase variations will be 0.57 degree. By reducing the losses and making the return signal 60 dB greater than the leakage signal, the resulting phase variation will be 0.057 degree.

After the losses have been reduced, any further problems with leakage may be eliminated by using techniques such as transmitter/receiver switching. Switching the transmitter and receiver eliminates the interference problem of the leakage signal.

VII. Conclusion

A method of active stabilization of frequencies distributed over fiber-optic cable has been demonstrated and proves to be more than adequate for current frequency standards and distribution lengths. Current frequency standards require a 10 times reduction in phase variations, and the described stabilizer provides at least a 40 times reduction over a 4-km link. Theoretical calculations predict phase reduction factors of 500 will be attainable by reducing optical losses and leakage.
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Fig. 1. Phase conjugation at input to optical fiber.

\[ \theta_2 = (\theta_1 - \phi) + \frac{(\theta_1 + \phi) - (\theta_1 - \phi)}{2} = \theta_1 \]

Fig. 2. Phase conjugator.

Fig. 3. Fiber-optic frequency distribution system.
Fig. 4. Block diagram of fiber-optic stabilizer.

Fig. 5. Test rack for fiber-optic cable.
Fig. 6. Fiber-optic stabilizer measurement setup.

Fig. 7. Fiber-optic test results, phase step change in temperature 15 to 35 °C: (a) reference unit (near-end) transmitter; (b) reference unit (near-end) receiver; (c) remote unit (far-end) receiver; (d) test chamber temperature.
Fig. 8. Fiber-optic test results during the first hour, phase step change in temperature 15 to 35 °C: (a) reference unit (near-end) transmitter; (b) reference unit (near-end) receiver; (c) remote unit (far-end) receiver; (d) test chamber temperature.
Fig. 9. Fiber-optic test results, linear change in temperature 29 to 22 °C: (a) reference unit (near-end) transmitter; (b) reference unit (near-end) receiver; (c) remote unit (far-end) receiver; (d) test chamber temperature.
A New Method for Analysis of Limit Cycle Behavior of the NASA/JPL 70-Meter Antenna Axis Servos

R. E. Hill
Ground Antennas and Facilities Engineering Section

A piecewise linear method of analyzing the effects of discontinuous nonlinearities on control system performance is described. The limit cycle oscillatory behavior of the system resulting from the nonlinearities is described in terms of a sequence of linear system transient responses. The equations are derived which relate the initial and the terminal conditions of successive transients and the boundary conditions imposed by the nonlinearities. The method leads to a convenient computation algorithm for prediction of limit cycle characteristics resulting from discontinuous nonlinearities such as friction, deadzones, and hysteresis.

I. Introduction

Recent occurrences where degradation of hydromechanical components has led to excessive limit cycle oscillations of the 70-m antenna axis servos have prompted investigations of the cause and possible methods of minimization of those oscillations. Excessive limit cycling is objectionable because it degrades antenna pointing accuracy, and is presumed to accelerate the mechanical wear degradation of actuator gears, bearings, and hydraulic motors. It is therefore important to devise methods to minimize limit cycling by alteration of the controller design, and to a limited extent, by installation of improved servovalves and hydraulic motors. Also, since it is presumed that limit cycling is aggravated by otherwise acceptable wear of mechanical devices, a more robust controller design with respect to limit cycling is desirable insofar as it would necessitate less frequent component replacements due to wear.

This article describes the initial progress in the analytic assessment of the limit cycles resulting from various nonlinearities in the system. The ultimate product of this effort will be a set of quantitative relationships between limit cycle behavior and the control system parameters. Such relationships will facilitate the selection of control parameters to provide the best overall combination of linear servo and limit cycle performance.

The major nonlinearities in the axis servos result from friction associated with the hydraulic motors and gear reducers comprising the control actuators, as well as deadzone and
hysteresis effects in the associated hydraulic servovalves. Four such actuators are employed in each axis to apply control torque directly to antenna-mounted bull gears [1]. Because the gear reducers are heavily preloaded to prevent backlash, the gear tooth and bearing friction contribute a significant part of the total friction in the system.

Simulation studies of limit cycle behavior are of limited usefulness as a design tool because they provide little insight associating parameter adjustments with performance, and because they require long simulation runs to identify stable limit cycle conditions. The large magnitude of the friction, which is roughly 25 percent of the maximum available control moment, makes the simple simulation models frequently used for friction inadequate for application to the 70-m axis servos [2]. More precise computer simulation models for friction involve considerable complexity and also necessitate smaller integration times, thus increasing computation time and making broadbased parameter studies impractical.

Conventional analytic methods such as the second method of Liapunov [3], which require continuity of the system function and of its partial derivatives, are not directly applicable because friction represents a discontinuity. Describing function analysis can be applied to simple cases such as the hydraulic valve, where the nonlinearity can be represented by a cascade function block. However, the friction associated with the antenna axes introduces a degree of complexity to the computation of the describing functions which make that method unattractive. Because friction effects appear to be the least tractable by conventional methods, the new method was developed for systems involving friction with provisions for incorporation of other nonlinearities at a later stage in the development.

The accuracy of this approach is limited by two factors. First, the form of combination of effects from various nonlinearities is not considered and linear superposition is not expected to apply. Second, an ideal continuous time-state variable controller is assumed and consideration of friction-induced estimator error and correction effects is deferred until later in the study. Despite these limitations the method should still be effective in identifying the course of design to minimize limit cycle behavior.

II. Theoretical Background

The phenomenon of friction is discussed in most elementary textbooks on mechanics. In the case of the axis servos, friction results in a torque in a direction opposite to the direction of motion, or in the absence of motion, a direction opposite to the net applied torque. In the finite-motion case, the friction torque is a constant amplitude known as the Coulomb friction. In the zero-motion case, the friction torque is equal and opposite to the applied torque until a critical level known as the static friction is exceeded. Thus, for any applied torque less than the static friction, the acceleration is zero and the system remains at rest. Because the friction torque instantaneously changes direction and amplitude at zero velocity, it is described by a discontinuous function.

In the presence of friction, a closed-loop linear system in motion behaves according to its linear equations of motion with a constant external torque corresponding to the Coulomb friction torque. When the system velocity reaches zero, the friction torque instantaneously changes direction and amplitude, according to the friction law described above. In most cases of interest here, the control torques are insufficient to instantaneously overcome the static friction so the system remains at rest for a finite period of time. At zero velocity, the static friction prevents any motion and effectively opens the rate and acceleration feedback loops. The system therefore behaves according to a set of open-loop linear equations which are formed from the closed-loop equations by deleting terms involving rate and acceleration. This open-loop transient response ends at the time the actuator torque becomes sufficient to overcome the static friction and motion commences.

The undisturbed system behavior can thus be described by a succession of linear transient responses with specific initial conditions and with an external torque disturbance corresponding to the Coulomb friction torque. The transients alternate between the open-loop and closed-loop responses with the initial conditions of each transient equal to the terminal conditions of the previous transient and the external torque alternating according to the direction of the velocity. Depending upon the initial conditions at the start of this sequence, the system either converges or diverges to a stable limit cycle. Alternatively, if a stable equilibrium exists, the system converges to the equilibrium point.

III. Applications

A. Limit Cycles in an Elementary PID Controller

A few basic insights can be obtained from analysis of the elementary proportional, integral, and derivative (PID) feedback controller of Fig. 1. The block diagram represents a system consisting of a pure inertia with rate, position, and integral error feedback and a linear, frequency-independent control amplifier and torque motor actuation device. For generality and convenience of analysis the torque gain and load inertia are lumped together in the rate loop gain $K_3$. The single external input $U$ represents the external torque, and the three-
element output vector \( Y \) corresponds to integral error, position, and rate.

The state-space matrices for the linear closed-loop system of Fig. 1 are

\[
A = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-K_1 & -K_2 & -K_3
\end{bmatrix} \quad B = \begin{bmatrix}
0 \\
0 \\
J^{-1}
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
1 \\
1 \\
1
\end{bmatrix} \quad D = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
\]

where

\[
\dot{x} = Ax + BU
\]

and

\[
Y = Cx + DU
\]

with \( U \) equal to the effective Coulomb friction torque in addition to any other external disturbance.

The open-loop system matrices \( A_0, B_0, C_0, \) and \( D_0 \) are formed from the closed-loop matrices above by substituting zeros for the columns of \( A \) and \( C \) that correspond to rate. The \( B \) and \( D \) matrices are unchanged from their closed-loop values. Thus

\[
A_0 = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
-K_1 & -K_2 & 0
\end{bmatrix} \quad B_0 = \begin{bmatrix}
0 \\
0 \\
J^{-1}
\end{bmatrix}
\]

\[
C_0 = \begin{bmatrix}
1 \\
1 \\
0
\end{bmatrix} \quad D_0 = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
\]

The behavior of the elementary PID system can be inferred from the block diagram of Fig. 1 and the corresponding equations with the torque input adjusted according to the known characteristics of the friction. When the system is initially at rest, any finite position error produces an increasing control torque which eventually overcomes the friction, and the system begins to respond according to the closed-loop equations. The rate increases in a direction opposite to the initial position error until the control torque decreases to a level where the Coulomb friction decelerates the system toward zero rate. The closed-loop transient ends abruptly at the zero-rate points and subsequent behavior will again be governed by the open-loop equations.

The properties of the limit cycle oscillation are conveniently described by phase-plane projections of the three-dimensional state-space trajectories. For convenience of terminology, the plane corresponding to zero rate is referred to as the integral plane and the plane corresponding to zero integral is the rate plane. In the open-loop condition, the zero-rate condition defines a straight-line trajectory confined to the integral plane. The point of transition to closed-loop behavior is obtained from the equation describing the net torque acting on the inertia:

\[
-K_1 x_1 - K_2 x_2 - K_3 x_3 + \frac{T_f}{J} = 0
\]

where \( T_f \) assumes the algebraic sign of \( (K_1 x_1 + K_2 x_2) \).

In the integral plane, Eq. (1) defines two parallel lines which bound the open-loop condition. Outside the plane, Eq. (1) defines two parallel flat surfaces which correspond to the zero-acceleration conditions. All closed-loop trajectories cross these surfaces when the control torque decreases to the friction level and deceleration begins. These crossings thus indicate the peak-rate points and should not be confused with a return to open-loop conditions.

The form of the closed-loop transient is recognized from the block diagram of Fig. 1 as a combination of a damped sinusoid and a decreasing exponential. The relative phase of the sinusoid and amplitude of the exponential are linear functions of the initial conditions and of the friction level. Because the determination of conditions at the zero-rate crossings requires solution of transcendental equations, a numerical evaluation method of analysis was pursued in preference to a generalized closed-form analytic method. The numerical processing was facilitated by the use of PC Matlab, an interactive scientific calculation program with extensive linear algebra capabilities.

Figure 2 shows the integral plane phase portraits of a family of typical transients similar in form to the closed-loop transients and satisfying the initial conditions of Eq. (1), for a case where the static and Coulomb friction levels correspond to 1.5 and 1 rad/sec^2 respectively. The actual closed-loop transients differ from those shown in that they end at the points...
of zero rate which are recognized as the regions of zero slope in the integral plane. Figure 3 traces the sequencing between closed-loop and open-loop transients and shows convergence toward a stable limit cycle. Figure 4 shows the corresponding rate-plane projection. The open-loop portions of the trajectory are recognizable as constant position lines in the integral plane of Fig. 3 extending from the closed-loop terminal conditions (zero rate) to the open-loop initial condition line of Eq. (1). The general properties of this open-loop transient can be inferred from the eigenvalues of the open-loop $A_0$ matrix, which in this case indicate a simple integration.

A few fundamental properties of the system behavior can be identified from Fig. 2 where the convergence of the unterminated transient toward the respective nodal points is evident. From the block diagram of Fig. 1 it is seen that the two nodal points correspond to the equilibrium condition where the control and friction torques combine to produce zero acceleration, rate, and position. The points of convergence thus satisfy the condition

$$|K_1 x_1| \leq \frac{T_{cf}}{f}$$

where $T_{cf}$ is a positive constant corresponding to the Coulomb friction. It follows that any point on the straight line between the two nodal points corresponds to a stable equilibrium. Any point outside the nodal points or off their connecting line will result in finite acceleration and motion will continue until a stable equilibrium is reached.

Thus, the closed-loop initial conditions are dependent on the static friction and the nodal points are dependent on the Coulomb friction. Therefore, the initial condition lines will never intersect the stable equilibrium region unless the static and Coulomb levels are equal. Further, since Fig. 2 indicates that none of the possible trajectories cross zero rate at a zero-position condition, it follows that a finite limit cycle will always result unless the nodal points lie on the initial condition lines.

This leads to the conclusion that for any elementary PID controller with equal levels of static and Coulomb friction and in the absence of other nonlinearities, the system response will always converge to a stable equilibrium and no limit cycle will result. When the static friction exceeds the Coulomb friction level, the response from any initial condition off the line segment of stable equilibrium conditions will either converge or diverge to a stable limit cycle. A finite limit cycle condition will exist whether or not the closed-loop system response (the eigenvalues of $A$) is overdamped. Further, since the Coulomb friction increases the distance between the nodal points, its increase with a constant static-Coulomb friction differential is expected to increase the time required to transit the open-loop trajectory, thus increasing the limit cycle period.

To investigate the relationships between the control gain and limit cycle behavior, a set of 60 different combinations of gains was prepared and the properties of the resulting stable limit cycles were evaluated. To ensure that all results correspond to reasonable closed-loop stability, the gains were calculated to produce a family of left-hand plane (LHP) pole locations. The 60 combinations of pole locations included damping ratios of 50, 70.7, and 86.6 percent of critical and five magnitudes between 0.3535 and 1.414 sec$^{-1}$ for the complex pair, along with four real pole locations between –2.83 and –8.0 sec$^{-1}$. The static and Coulomb friction levels were arbitrarily set at 10 and 0 rad/sec$^2$ respectively for all combinations of gain.

The limit cycle properties of interest here are the position amplitude, the peak rate, and limit cycle period. These properties are readily determined once the initial conditions for a stable limit cycle have been identified. For the elementary PID controller, the initial conditions for a stable cycle are readily determined by Eq. (1), so all that is required is to start with an arbitrary initial condition and observe the terminal conditions of the resulting closed-loop transient. When the initial and terminal positions are equal and opposite, a stable limit cycle has been described. A simple recursive routine was used to implement this process, where the initial condition for each trial was equated to the geometric mean magnitude of the initial and terminal positions of the previous trial. Instability associated with small values was avoided by substituting the arithmetic mean in place of the geometric mean when either value was less than one-tenth of the other. This method was found to have superior convergence properties over methods using the arithmetic mean exclusively.

The position amplitude, peak rate, and period of the corresponding stable limit cycles are plotted against their corresponding gain parameters in Figs. 5, 6, and 7. The position amplitude of Fig. 5 approximates a 1.445 $\pi/K_2$ relationship. The dispersion in the data appears to be the result of errors in determining the precise zero crossings of the discrete time solution of the transient response. The peak limit cycle rate approximates $8.354/K_3$. In this case the apparent dispersion is presumed to be valid data since a correlation to the reciprocal of the position gain $K_2$ was also identified. The influence of the position and rate gains on the limit cycle period is readily apparent in the limit cycle period of Fig. 7. Taken together, Figs. 5, 6, and 7 indicate that simultaneous minimization of position amplitude and peak rate along with maximum period represent mutually exclusive constraints on the integral, position, and rate gains. However, this conflict may
be resolved by minimizing a mean square rate which can be approximated by the rate squared, divided by the period.

B. Application to the 70-m Axis Servos

The dynamics of the 70-m antenna axis servos are far more complicated than those of the elementary PID controller described above, but the same principles of analysis apply. A simplified dynamic block diagram of the typical axis rate servo is shown in Fig. 8 where a rigid body approximation of the actual antenna structure is assumed. To condense the state-space model to the minimum number of states, the lead network in the tachometer feedback path is replaced with the equivalent acceleration-state feedback in Fig. 9 and the network pole at $-P_1$ is ignored. To accommodate representation by open-loop and closed-loop state-space matrices, the position loop controller of Fig. 8 is replaced in Fig. 9 by the equivalent feedback gains which operate on the multivariable output $Y$. This distinction between the output and the states will become apparent when the nonlinearities are introduced.

With the conventional state-space representation of the system,

$$
\dot{x} = Ax + Bu
$$

$$
Y = Cx + Du
$$

The multivariable $A$, $B$, $C$, $D$ matrices, before incorporating the position loop control gain $K$, are

$$
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1/J_m \\
0 & 0 & -(V^2 + K_R)/C_h & 0 \\
0 & 0 & -K_R & 0 \\
1 & 0 & 0 & 0 \\
0 & 1/J_m & 0 & 0 \\
-K_R/C_h & -K_R/J_m Z_1/C_h & V/C_h & 0 \\
-K_R & -K_R/J_m Z_1 & 0 & 0
\end{bmatrix}
$$

$$
B = \begin{bmatrix}
K_R/C_h & -K_R/J_m Z_1/C_h & V/C_h & 0 \\
K_R & -K_R/J_m Z_1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1/J_m & 0 & 0 & 0
\end{bmatrix}
$$

$$
C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1/J_m & 0 & 0 & 0 & 0
\end{bmatrix}
$$

$$
D = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1/J_m & 0
\end{bmatrix}
$$

where the multivariable input $U$ and output $Y$ correspond to

$$
U = \begin{bmatrix}
-KY \\
\text{external torque} \\
\text{excess flow}
\end{bmatrix}
$$

$$
Y = \begin{bmatrix}
\text{integral position} \\
\text{position rate} \\
\text{acceleration}
\end{bmatrix}
$$

The excess flow element in the input vector $U$ is included to accommodate the future addition of a nonlinear representation of the hydraulic valve.

Incorporating the controller gain $K$ into the state equations involves some unusual complexity since $U$ includes $Y$ and $Y$ is also dependent on $U$ when the input matrix $D$ is nonzero. The
fundamental state equations for \( \dot{x} \) and \( Y \) can be expressed in a form to separate the \(-KY\) from the other elements of \( U \). Thus substituting \(-B_1KY + BU_{\text{Ext}}\) for \( BU \) and \(-D_1KY + DU_{\text{Ext}}\) for \( DU \) where \( B_1 \) and \( D_1 \) denote the first columns of \( B \) and \( D \) and \( U_{\text{Ext}} \) is \( U \) with the first element replaced by zero,

\[
\dot{x} = Ax - B_1KY + BU_{\text{Ext}} \\
Y = Cx - DU = Cx - D_1KY + DU_{\text{Ext}}
\]

which leads to

\[
Y = [I + D_1K]^{-1}(Cx + DU_{\text{Ext}})
\]

and

\[
\dot{x} = Ax - B_1K[I + D_1K]^{-1}(Cx + DU_{\text{Ext}}) + BU_{\text{Ext}}
\]

These expressions for \( Y \) and \( \dot{x} \) define new \( A \) and \( C \) matrices for the general case involving position controller gain \( K \).

In the specific case described here, the input \( U \) does not couple directly into \( Y \) since \( D_1 \) is a column of zeros. Thus \( C \) is unaffected by introduction of the controller gain \( K \) and the expressions for the closed-loop \( A_1 \) and \( B_1 \) simplify to

\[
A_1 = A - B_1KC \\
B_1 = B - B_1KD
\]

The open-loop system matrices \( A_0 \) and \( B_0 \) are formed by altering the closed-loop \( A_1 \) and \( B_1 \) to satisfy the constraint that the rate state \( \dot{x}_3 \) and the acceleration output \( y_4 \) must remain zero. This is accomplished by assigning zeros to the third rows of \( A_0 \) and \( B_0 \), to the second column of \( B \), and to elements \( a_{0,4,3}, a_{0,5,3}, \) and \( a_{0,5,4} \) of \( A_0 \) and changing \( a_{0,4,4} \) to \(-D_1/C_0 \). This process is the equivalent of breaking the forward paths through \( 1/J_m \) and the \((-1) \) and \((-V) \) rate feedback paths. In actual practice, modifying the third columns of \( A \) and \( C \) is unnecessary because \( x_3 \) is already constrained to zero. For convenience in determining the breakaway condition, \( C \) and \( D \) are used unmodified in the open-loop case. This results in a finite value of the acceleration output \( y_4 \), which is tested for a zero crossing to determine the end of the open-loop condition.

As in the case of the elementary PID controller discussed earlier, the end points of the open-loop and closed-loop transients are determined by the zero crossings of the rate and of the control-friction torque difference. The determination of initial conditions is more complicated, however, because the governing physical friction law fails to uniquely define more than two of the five state variables. In the case of the closed-loop initial condition, the requirements of zero rate and acceleration define the third and fourth variables, whereas in the open-loop case the sole requirement of zero rate defines only the third variable. This difficulty was partially overcome by arbitrarily assigning a small value to the position variable and small time derivatives to the fourth and fifth state variables. Thus with \( x_2 \) and \( x_4 \) defined and \( x_3 = 0, x_1, \) and \( x_5 \) can be determined from solution of the matrix equation

\[
\begin{bmatrix}
  a_{1,4,1} & a_{1,4,5} \\
  a_{1,5,1} & a_{1,5,5}
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_5
\end{bmatrix}
+ 
\begin{bmatrix}
  a_{1,4,2} & a_{1,4,4} \\
  a_{1,5,2} & a_{1,5,4}
\end{bmatrix}
\begin{bmatrix}
  x_2 \\
  x_4
\end{bmatrix}
= 
\begin{bmatrix}
  b_{1,4,1} & b_{1,4,2} & b_{1,4,3} \\
  b_{1,5,1} & b_{1,5,2} & b_{1,5,3}
\end{bmatrix}
\begin{bmatrix}
  0 \\
  T_{sf}
\end{bmatrix}
+ 
\begin{bmatrix}
  v_4 \\
  v_5
\end{bmatrix}
\]

where \( T_{sf} \) represents the static friction and \( v_4 \) and \( v_5 \) represent the assigned values for \( \dot{x}_4 \) and \( \dot{x}_5 \) at time \( t = 0^+ \). The use of the closed loop \( A_1 \) and \( B_1 \) in this expression ensures that the condition will be satisfied after the transient begins.

Figures 10, 11, and 12 illustrate the convergence resulting from the use of Eq. (2) for initial conditions with three different combinations of static and Coulomb friction. All three cases used initial conditions \( x_2 = 0.02 \) rad, \( v_4 = -0.12 \) rad/sec, and \( v_5 = -0.01 \) rad/sec. The plant variables are typical of the 70-m azimuth axis, and position control gain \( K \) is the phase-variable-form equivalent of the present values in the 70-m servo firmware [4]. Figures 10, 11, and 12 indicate that while the solutions always converge or diverge properly depending on the static-Coulomb friction difference, the initial conditions selected using Eq. (2) are far from those of the stable limit cycle.

Figure 11 indicates that unlike the elementary PID controller, the 70-m axis servos develops a finite limit cycle even when the levels of the static and Coulomb frictions are equal. A comparison of Figs. 10, 11, and 12 also seems to indicate a proportionality between the integral position amplitude and the static friction, as is the case for the elementary PID con-
troller. The magnitude of the proportionality constant is not obvious from the system equations.

IV. Conclusions

The piecewise linear method described here has been shown to be highly effective in evaluating friction-induced limit cycle behavior in the 70-m axis servos. The method is sufficiently general such that it should be readily applicable to treatment of hysteresis and deadzone effects in the hydraulic valve and other nonlinearities characterized by a discontinuity between linear properties. In the next stage of development it should be possible to identify the basic parametric relationships between the system parameters and limit cycle properties. A knowledge of these relationships will enable system designers to develop improved servo designs with less objectionable limit cycle properties.
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Fig. 1. Block diagram of an elementary PID controller.

Fig. 2. Phase portrait of typical linear responses of the system in Fig. 1.
Fig. 3. Typical limit cycle portrait of the system in Fig. 1.

Fig. 4. Rate-plane projection corresponding to Fig. 3.
Fig. 5. Limit cycle position amplitude versus position gain for the system in Fig. 1.

Fig. 6. Limit cycle peak-rate amplitude versus rate gain for the system in Fig. 1.

Fig. 7. Limit cycle period versus integral gain for the system in Fig. 1.
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Fig. 9. Simplified multivariable system block diagram of the 70-m antenna axis servos.
Fig. 10. 70-m axis servo limit cycle ($T_f = 500, \ T_ic = 250$): (a) integral plane; (b) rate plane.
Fig. 11. 70-m axis servo limit cycle ($T_{fs} = 500$, $T_{fc} = 500$): (a) integral plane; (b) rate plane.
Fig. 12. 70-m axis servo limit cycle \((T_R = 1000, T_K = 500)\): (a) integral plane; (b) rate plane.
Application of Optimal Control Theory to the Design of the NASA/JPL 70-Meter Antenna Axis Servos

L. S. Alvarez and J. Nickerson
Ground Antenna and Facilities Engineering Section

The application of Linear Quadratic Gaussian (LQG) techniques to the design of the 70-m axis servos is described. Linear quadratic optimal control and Kalman filter theory are reviewed, and model development and verification are discussed. Families of optimal controller and Kalman filter gain vectors were generated by varying weight parameters. Performance specifications were used to select final gain vectors.

I. Introduction

This article presents the design of the position control algorithm for NASA's Deep Space Network antennas. The antennas are of an elevation over azimuth design and have two sets of transducers for measuring axis position. A 20-bit encoder is geared to the bull gear of each axis and measures angular displacements to approximately a third of a millidegree. Another position-sensing device is an autocollimator. The autocollimator measures the misalignment between an intermediate reference structure beneath the main paraboloid and a small reference antenna that is structurally isolated from the 70-m antenna. A control algorithm must be designed for both encoder feedback (known as the computer-mode control algorithm) and autocollimator feedback (known as the precision-mode control algorithm).

A state feedback controller with a constant gain estimator is used to close both the computer- and precision-mode control loops. The controller is based on a fifth-order state model with an added sixth state which integrates position error. A Kalman filter estimates state variables by using encoder feedback during both the computer and precision modes of operation. In the computer-mode algorithm, gains are applied to the integral error and position error (both formed from the position estimate and commanded position) and also applied to the remaining estimated states. In the precision-mode algorithm, control gains are similarly applied with the exception that now the estimated position error is replaced by the hardware-filtered autocollimator error and the integral error is numerically calculated based on this same error signal. The present implementation of the algorithm allows for different gains to be used for the computer and precision modes.

The objective is to design control and filter gains that minimize control effort while meeting performance characteristics, thereby reducing control system excitation of the lightly damped structure. This provides motivation to apply optimal control design techniques to determine controller gains.

Presented in this article are a brief review of optimal control theory and the step-by-step design process. The design process includes system model generation and the calculation of optimal controller and Kalman filter gains. The design methodology utilizes the Loop Transfer Recovery (LTR) method to calcu-
late the filter gains, and then both these and the state feedback gains are combined to form a Linear Quadratic Gaussian (LQG) controller. Most of the design procedure follows that reported in [1], but the estimator design is novel. Test results based on linear and nonlinear simulations are presented.

II. Theory

The LQG design method is applied to arrive at optimal linear output feedback control systems for the 70-m axis servos. The solution of the LQG problem is a combination of the Linear Quadratic Regulator (LQR) and Kalman filter problems. Both the optimal properties of LQG designs and the systematic nature of the design process served as motivation for its application. The design is separated into two problems: (1) designing a target closed-loop feedback control system using optimal control theory (specifically, an LQR control design is developed and then adapted for tracking), and (2) designing a Kalman filter to estimate inaccessible states.

A. The LQR Optimal Control Technique

The plant can be linearly modeled by a set of first-order differential equations of the form

$$\dot{x}(t) = Ax(t) + Bu(t) \quad ; \quad x(0) = x_0$$

$$y(t) = Cx(t)$$

(1)

where \( x \) is an \( n \times 1 \) state column vector; \( u \) is an \( m \times 1 \) input column vector; \( y \) is an \( m \times 1 \) output column vector; and \( A, B, \) and \( C \) are coefficient matrices of appropriate dimensions. The control for a state variable feedback controller takes the form

$$u(t) = -Kx(t)$$

(2)

where \( K \) is a feedback gain vector, not necessarily producing an optimum controller. Substituting Eq. (2) into Eq. (1) yields

$$\dot{x}(t) = Ax(t) - BKx(t) = (A - BK)x(t)$$

(3)

The plant dynamics are thus modified by the feedback gain vector \( K \).

State feedback is attractive because the closed-loop eigenvalues of the system are arbitrarily specified by the proper selection of the feedback vector \( K \). Numerical procedures exist that calculate \( K \) for a desired set of eigenvalues [2]. Although a designer can iterate a pole selection until the closed-loop system meets performance criteria, there are no guarantees that the design is optimal.

The LQR optimal control problem to be presented is a specific example of a deterministic dynamic optimization problem. For a linear system, a quadratic performance index is used as a performance criterion. Given the system description in Eq. (1), the quadratic performance index \( J \) is of the form:

$$J = \int_0^\infty \left[ x^T(t) Q x(t) + \rho u^T(t) R u(t) \right] dt$$

(4)

where \( Q \) is a positive semi-definite matrix, \( R \) is a positive definite matrix, and \( \rho \) is a positive non-zero scalar. The first term penalizes transient deviation of the state from the origin. The second term penalizes the amount of control effort used to control the states. Parameters \( Q, R, \) and \( \rho \) are weighting terms that adjust the penalties for transient deviation and control effort. The optimization problem is then to find the control \( u(t), 0 < t < \infty \), that minimizes the performance index \( J \) subject to the following dynamic constraints:

1. The plant is controllable or can be stabilized
2. The final time is \( t = \infty \)
3. \( (A, Q^{1/2}) \) is observable

The solution for the standard LQR problem is given in [2–4]; therefore, only the results are summarized below. The optimal steady-state solution yields the control law

$$u(t) = -Kx(t)$$

(5)

with the feedback gain matrix \( K \) defined as

$$K = R^{-1}B^TP$$

(6)

where \( P \) is a symmetric positive semi-definite solution to the Riccati equation in matrix form

$$A^TP + PA + Q - PBR^{-1}B^TP = 0$$

(7)

Numerical procedures are used to solve the algebraic Riccati equation and calculate \( K \) knowing the system and weighting matrices [2]. The LQR optimal design for state feedback control guarantees that the closed-loop system described by Eq. (3) is stable and that the LQR control law (Eq. 5) generates the minimum possible value of the quadratic cost objective \( J \) given by Eq. (4). In addition to the nominal closed-loop stability guarantee of analog LQR designs are its properties of robustness. An LQR-based system guarantees an infinite upward gain margin and a gain reduction of at least 1/2, or \(-6 \text{ dB}\), and a phase margin of at least \(\pm 60 \text{ degrees}\). If the final implementation of this controller is in time-discretized (digital) form, then stability is degraded slightly from the continu-
ous case because of finite sampling time. This degradation should be investigated and quantified. A complete discussion of the discrete LQR problem may be found in [2] or [5]. It is stressed that all robustness and performance guarantees for continuous and discrete time LQR designs do not necessarily hold in observer/Kalman-filter-based feedback controllers. This fact may constitute a good argument to use state feedback when the physical states are accessible and do not cost an inordinate amount to sense.

**B. The Kalman Filter**

Implementation of state feedback requires knowledge of the entire state vector. When states are unmeasured they must be estimated. A closed-loop estimator is based on a plant model and the weighted difference between the estimated and actual output. Figure 1 describes state feedback implementation using an estimator. Typical errors in the estimated state vector may arise from modeling errors and from uncompensated deterministic and stochastic disturbances. These errors are corrected by feedback of the output estimation error with a feedback gain factor. In order to arrive at optimal estimation (or state reconstruction), the choice of this feedback gain can be based on the solution of the classical Kalman filter problem. Such an estimator, or filter, generates unbiased and minimum variance estimates of the plant state variables based upon past sensor measurements and applied controls.

Two of the many good references for optimal estimation theory (both in discrete and continuous time) and its application in optimal control problems are [4] and [5]. The following summarizes the solution to a simplified classical Kalman filter problem. The problem is based on the following stochastic plant dynamics:

\[ \dot{x}(t) = Ax(t) + Bu(t) + N\xi(t) \]
\[ y(t) = Cx(t) + \theta(t) \]

where \( \xi(t) \) and \( \theta(t) \) are assumed to be Gaussian, zero mean, additive white process and sensor noise, with constant intensity matrices \( \Sigma \) and \( \Theta \) characterized as follows:

\[ \text{covariance } [\xi(t); \xi(\tau)] = E\{\xi(t)\xi^T(\tau)\} = \Sigma \delta(t - \tau) \]
\[ \Sigma = \Sigma^T > 0 \]  
\[ \text{covariance } [\theta(t); \theta(\tau)] = E\{\theta(t)\theta^T(\tau)\} = \Theta \delta(t - \tau) \]
\[ \Theta = \Theta^T > 0 \]

where \( E\{\cdot\} \) is the expectation operator. It is also assumed that \( \theta(t) \) is independent of \( \xi(t) \). The filter is driven by the control, \( u(t) \), and by the noisy measurement vector, \( y(t) \), and generates a real-time state estimate and output estimate based on the following filter equations:

\[ \hat{x}(t) = A\hat{x}(t) + Bu(t) + L[y(t) - C\hat{x}(t)] \]
\[ \hat{y}(t) = C\hat{x}(t) \]

where \( L \) is the optimal feedback gain vector. The choice of \( L \) that yields the optimal solution to the formulated estimation problem is

\[ L = \Sigma C^T\Theta^{-1} \]

where the so-called error covariance matrix \( \Sigma \) is calculated from the following filter algebraic Riccati equation (FARE) in matrix form:

\[ O = \Sigma A + \Sigma A^T + L \Sigma L^T - \Sigma C^T\Theta^{-1} C \Sigma \]

A unique, steady-state, positive semi-definite solution matrix \( \Sigma \) to Eq. (12) exists if the following conditions are met:

(1) \([A,N]\) is stabilizable

(2) \([A,C]\) is detectable

Numerical solution methods to the FARE are given in [4]. The estimation error dynamics are obtained by subtracting Eq. (10) from Eq. (8) to yield

\[ \dot{\hat{x}}(t) = (A - LC)\hat{x}(t) + L\xi(t) \]

Thus, the error dynamics can be shown to be dependent on the selection of \( L \). The optimality of the Kalman filter can be interpreted as follows: if the measurements started at \( t = -\infty \), then the state estimation vector has zero mean, i.e.,

\[ E\{\hat{x}(t)\} = E\{x(t) - \hat{x}(t)\} = 0 \]

and the optimal error covariance matrix is \( \Sigma \), i.e.,

\[ \Sigma = E\{\hat{x}(t)\hat{x}^T(t)\} \]
such that any other gain \( L \) will yield state estimation errors with larger variances. Given the stabilizability and detectability assumptions of the stochastic plant dynamics, the Kalman filter, viewed as a dynamic feedback system described by the state equations of Eq. (10), is guaranteed to be stable. Thus the eigenvalues of \((A - LC)\) are strictly in the left-half \( s \)-plane.

### III. Modeling

The LQG tracking controller designs for the 70-m axis servos are based on simplified fourth-order rate loop models. Figure 2 presents the linear model for the rate loops of the 70-m Az-El antenna. Shown is the computer mode of operation. Since the physical hardware designs for the Az and El axis rate loops differ very slightly, only the Az rate loop model and controller design are presented. A high-order theoretical model was simplified by eliminating fast dynamics and normalizing to yield the transfer function:

\[
G(s) = \frac{Y(s)}{U(s)} = \frac{83.5(s + 80)(s + 4.4)}{(s + 61.25)(s + 2.39)\left[(s + 8.75)^2 + (11.36)^2\right]}
\]

where \( U(s) \) is the input rate in degrees per second and \( Y(s) \) is output rate in degrees per second. The simplified model in Eq. (16) represents a rigid antenna model.

Verification of the simple rate loop model of Eq. (16) was accomplished by using an HP 3562A dynamic signal analyzer to measure the swept sinusoidal frequency response of the azimuth rate loop at DSS-14. Figures 3 and 4 present the measured gain and phase responses, respectively. These responses were compared with the simplified theoretical model. The accuracy of the approximation is illustrated by superimposing measured data upon the frequency response of the theoretical transfer function (Eq. 16), shown in Figs. 5 and 6.

The design of the LQR and Kalman filter require a state-space representation of the plant model. The plant transfer function, Eq. (16), was transferred into a diagonal canonical set of state-space equations of the form of Eq. (1) to yield

\[
\dot{x}(t) =
\begin{bmatrix}
-61.25 & 0 & 0 & 0 \\
0 & -8.747 & 11.360 & 0 \\
0 & -11.360 & -8.747 & 0 \\
0 & 0 & 0 & -2.393
\end{bmatrix}
x(t) +
\begin{bmatrix}
0.7239 \\
-0.1982 \\
0.9802 \\
1.1421
\end{bmatrix}
u(t)
\]

\[
y(t) =
\begin{bmatrix}
0.7239 & 9.226 & 0 & 1.1421
\end{bmatrix}
x(t)
\]

\[
(16)
\]

where \( u \) is input rate and \( y \) is output rate. The state equations were then augmented to include states for position and integral of position. The augmented matrices are formed by using the output vector \( C \) to form the integration of rate or position state and then adding the integration of position to form an integral of position state. The result for azimuth is

\[
\dot{x}(t) =
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0.7239 & 9.226 & 0 & 1.1421 \\
0 & 0 & -61.25 & 0 & 0 & 0 \\
0 & 0 & 0 & -8.747 & 11.360 & 0 \\
0 & 0 & 0 & -11.360 & -8.747 & 0 \\
0 & 0 & 0 & 0 & 0 & -2.393
\end{bmatrix}
x(t) +
\begin{bmatrix}
0 \\
0 \\
0.7239 \\
-0.1982 \\
0.9802 \\
1.1421
\end{bmatrix}
u(t)
\]

\[
y(t) =
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix}
x(t)
\]

\[
(18)
\]
Augmenting increased the dimension of $A$ from $4 \times 4$ to $6 \times 6$, the dimension of $B$ from $4 \times 1$ to $6 \times 1$, and the dimension of $C$ from $1 \times 4$ to $1 \times 6$. The diagonal canonical form of the state equations was used to reduce computation and to ensure reasonable matrix numerical conditioning. Equation (18) describes a regulator, and will be used in the LQR design process.

IV. Linear Quadratic Regulator Design

The ultimate goal is to design an optimal tracking controller for the 70-m $\mathrm{A}z$ axis servo. However, the solution to a linear quadratic deterministic reference input tracking problem requires knowledge of the future values of the command input. For tracking systems in which the reference input is generated by an exogenous source, this uncertainty must be suitably translated to a stochastic optimization problem [4]. A different approach, taken in this article, was to proceed with an LQR design for the dynamic system of Eq. (18) and then adapt it to track command inputs. A visualization of this so-called LQ servo is presented in Fig. 7, in which the position state becomes the position error and the integral of position becomes the integral of position error. It is noted that the properties of the resultant LQR do not directly reflect the command-following properties of the LQ servo, which will ultimately dictate the choice of the final controller.

The LQR design depends on the selection of weighting matrices, which requires intuition and iteration. For the 70-m servo controller, the $Q$ matrix is $6 \times 6$, $p$ is scalar, and $R$ is taken to be the identity matrix. A general approach was used for the choice of the weighting matrix coefficients. The $Q$ matrix is a unit diagonal with two modifications. First, eigenvalues of the $A$ matrix which have a value greater than the foldover frequency are given minimal weighting. The final implementation of the controller is time-discretized with a sampling frequency $f = 20 \text{ Hz}$, so the foldover frequency computed by the formula $(f/2) \cdot 2f_f$ is $62.8$ radians/second. The eigenvalue at $-60.8$ is close to the foldover frequency and is therefore weighted lightly to minimize control effort applied to the eigenvalue frequency. The weighting matrix $Q$ takes the form

$$Q = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.0001 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}$$

The second modification to the unit diagonal structure of $Q$ allows the designer flexibility in selecting the optimal dynamics. The element $Q_{11}$ is varied to provide greater weight on the integral error state and thus minimize tracking error. In addition to iterating $Q_{11}$ to achieve desirable closed-loop performance and robustness, the scalar $p$ is varied. In general, increasing the value of $p$ increases penalty on the control and results in lower bandwidth designs, while conversely, a lower value of $p$ produces higher bandwidths because penalty on control effort is decreased. Figure 8 presents various closed-position loop step responses corresponding to various LQ-based designs obtained by setting $Q_{11}$ equal to 4 and iterating $p$. As the simulations indicate, the higher values of $p$ result in closed-loop responses exhibiting slightly larger overshoots and longer settling times.

The final LQ-servo controller design chosen must achieve a desired bandwidth, step response overshoot, and settling time, and ensure satisfactory robustness properties. Robustness evaluation must take into account parameter changes in the rate loop model that do not directly correspond to changes in the forward gain of the position loop, which defines the classical characteristics of gain and phase margin. The final iteration results (based on the continuous time model) are presented below:

$$Q_{11} \quad p \quad k_1 \quad k_2 \quad k_3 \quad k_4 \quad k_5 \quad k_6$$

<table>
<thead>
<tr>
<th>$Q_{11}$</th>
<th>$p$</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
<th>$k_5$</th>
<th>$k_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>10</td>
<td>0.6325</td>
<td>1.3417</td>
<td>0.0157</td>
<td>0.5338</td>
<td>0.6613</td>
<td>0.5270</td>
</tr>
</tbody>
</table>

Closed-loop poles, rad/sec: $-0.564 \pm 0.541/j, -2.4159$, $-8.7496 \pm 11.3605j, -61.25$

Settling time: 5.7 sec

Percent overshoot: 25.2 percent

Figures 9, 10, and 11 show the open-loop and closed-loop frequency responses and the step response using the gain vector chosen above. The gain margin for this continuous time design is infinite and the phase margin is 65 deg. The tracking bandwidth is approximately 0.259 Hz. These values of the resultant LQ-servo design indicate that this optimal feedback vector yields a robust controller design.

V. The Kalman Filter Design

The Kalman filter design procedure consisted of selecting estimator dynamics and computing the filter gain vector. The integral-of-position error is easily obtained in real time by numerical integration, therefore a fifth-order Kalman filter was designed using the continuous plant model of Eq. (1) (excluding the first equation). Presently, the encoder feedback to the
estimator is assumed to be a smooth DC signal and no convenient mathematical model is available to characterize any associated noise. Thus the measurement noise intensity \( \Theta \) can be utilized as a parameter in the filter design. Obviously, the different optimal gain vectors \( L \) will result for each choice of the filter parameters \( \Theta \) and the process noise intensity matrix \( Z \), which are both defined by Eq. (9). In this design the Loop Transfer Recovery (LTR) method is used to conveniently characterize these noise statistics of the stochastic plant model (Eq. 8).

A formal discussion of the LTR method is given in \[6,7\], where it is applied to multivariable-error-only control systems in conjunction with LQR designs to form so-called LQG/LTR feedforward compensators. Here, in the iteration process of calculating and evaluating the optimal filter gains, the results of the LTR method are used to effectively reduce the parameterization to one scalar variable \( \mu \). The method defines the noise intensities to be

\[
Z = BB^T \quad \Theta = \mu I
\]  

(20)

The design parameter is varied and the PC-based control system package PROGRAM CC is used to solve the resulting filter algebraic Riccati equation and compute \( L \). The Kalman filter performance is based on position response, estimator error dynamics, and noise rejection ability. The LQR and filter design are combined to form the LQG controller, and its position response should display the same performance as discussed for the LQ servo. The error dynamics should have adequate speed of response and minimal overshoot. The noise rejection of the LQG controllers is evaluated through simulations which include nonlinear plant dynamics, antenna structural dynamics, and encoder and D/A quantization effects. Several iterations of \( \mu \) were made and the final Kalman filter design was chosen to be the following

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>( L_1 )</th>
<th>( L_2 )</th>
<th>( L_3 )</th>
<th>( L_4 )</th>
<th>( L_5 )</th>
<th>( L_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.00</td>
<td>0.4118</td>
<td>0.00005</td>
<td>0.00311</td>
<td>-0.00048</td>
<td>0.04912</td>
</tr>
</tbody>
</table>

Closed-loop filter poles, rad/sec: \(-0.4045, -2.5146, -8.9027 \pm 11.4776i, -61.2521\)

VI. Simulation Results

The final implementation of the LQG controller is a time-discretized form. The linear system matrices \( A \) and \( B \) of Eq. (18) are transformed from the continuous time domain to the discrete (sampled data) time domain via sampling described by a zero-order hold to produce the necessary discrete time system matrices. The computations of the discrete system matrices are based on a specific (50-msec) sample interval and negligible time delay between each encoder input and the corresponding rate command output. Both LQ and Kalman filter gains designed for the continuous plant model (Eq. 18) are used with the discrete state matrices in the controller algorithm. Through simulations, the difference between the system response of the LQG controller with both the continuous and discrete state-space matrices has been shown to be negligible. Readers are referred to \[8\] for a more in-depth review of the implementation of the digital computer-based controller.

Simulations for the continuous linear antenna model with the final discretized LQG controller are presented in Figs. 12–15. Shown are the position, position estimation error, and rate input command responses for a 10-mdeg-step input with zero initial conditions. The position response exhibits the same performance as that of the LQ-servo response of Fig. 11 except for a slight lag due to the digitized controller. The estimation error response of Fig. 13 is due to the discretization of the controller and exhibits a desired speed of response and minimal error overshoot. The commanded rate of Fig. 14 is an ideal smooth, decreasing function.

A more accurate performance evaluation is based on the nonlinear simulation models developed in \[9\]. The results for a 10-mdeg-step input are shown in Figs. 15–17, where now the position is the output of a 20-bit encoder, the estimation error is the difference between encoder output and estimated position, and the commanded rate is equivalent to the output of the D/A converter. The position response of Fig. 15 illustrates the encoder quantizing effects and additional small time lags (at time zero and at 2.8 sec) due to the friction associated with the hydraulic motor and gear reducer. However, performance characteristics are not severely degraded from those shown for the linear system of Fig. 12. The position estimation error response of Fig. 16 shows roughly the same dynamics of the initial error transient as the linear case of Fig. 13. The peak estimation error is 0.6 mdeg, which corresponds to approximately two least-significant encoder bits (0.0003433 deg/bit) for the 20-bit encoders. Each new position quantization level causes a step in estimation error with peak magnitude of one encoder bit as shown. The rate command of Fig. 17 is seen to be a decreasing function that oscillates between D/A quantization levels. The overall performance of this selected LQG controller is deemed satisfactory.

VII. Summary

The Linear Quadratic Gaussian (LQG) optimal control method has been presented and applied to develop a new type-II, state-feedback antenna position controller. Theory on
the controller and state estimation techniques (specifically the Linear Quadratic Regulator and Kalman filter), which when combined make up the LQG design, was presented. A simplified experimental transfer function model was developed and mapped into a diagonal canonical set of state equations. The model was then augmented to include position and integral-of-position to form the final design plant model. Next an LQR was designed for this system and adapted for command following; the result is the so-called LQ servo. Finally, a new method for choosing the Kalman filter gains using the Loop Transfer Recovery method was presented. Performance specifications dictated the selection of the final gain vectors. Linear and nonlinear simulation results were presented.

VIII. Potential Improvements

The final LQG controller gain selections were based on performance specifications. However, design methods for the dynamic plant estimator can be improved further. Investigations are needed which will determine the estimator design criteria which take into account encoder quantization effects. Given this, the systematic LQG design process can be reapplied. Also, LQG/LTR error-only controllers as discussed in [6] should be developed for the precision mode of operation and be simulated against the current LQG controllers to evaluate any performance gains. The motivation for such an effort is that the Kalman filter (which estimates antenna rate and higher derivatives in precision mode) will now be driven by autocollimator measurements instead of encoder readings. Thus, quantization errors associated with the axis encoders can be avoided and high-resolution estimates based on the autocollimator signals will result. Both future position controller and estimator design work would utilize currently known values of the system nonlinearities, structure dynamics test data, estimates of modeling errors, and system component/disturbance stochastic models.
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Fig. 1. State feedback with a Kalman estimator for a continuous time regulator.

Fig. 2. Rate loop model.
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Precision Pointing Compensation for DSN Antennas With Optical Distance Measuring Sensors

R. E. Scheld
Guidance and Control Section

The pointing control loops of DSN antennas do not account for unmodeled deflections of the primary and secondary reflectors. As a result, structural distortions due to unpredictable environmental loads can result in uncompensated boresight shifts which degrade pointing accuracy.

The design proposed here can provide real-time bias commands to the pointing control system to compensate for environmental effects on pointing performance. The bias commands can be computed in real time from optically measured deflections at a number of points on the primary and secondary reflectors. Computer simulations with a reduced-order finite-element model of a DSN antenna validate the concept and lead to a proposed design by which a ten-to-one reduction in pointing uncertainty can be achieved under nominal uncertainty conditions.

I. Introduction

Current pointing system designs for DSN antennas do not incorporate effects beyond some reference plane which separates the control system from the antenna tipping structure, which includes the primary reflector, the secondary reflector, the quadripod, and the feedcone. For example, the DSN 70-meter antenna pointing system determines the main az-el pointing servo-drive error signals from a two-axis autocollimator mounted on the Intermediate Reference Structure (IRS) (see Fig. 1) [1]. By projecting a light beam onto a precision mirror mounted on the Master Equatorial (ME) and measuring the angular deviation of the reflected beam from the nominal orientation, the autocollimator determines an error signal which results from the nonparallelism of the two surfaces.

Because the tipping structure is outside the pointing control loop, uncompensated boresight shifts will typically result from the distortion of the structure due to environmental loads. Self-compensating effects in the structural design of the antenna limit the net peak pointing offset to approximately 100 millidegrees even though structural deformations of the components of the antenna system can individually produce equivalent pointing shifts of nearly 1 degree due to unmodeled environmental loads.

The schematic diagram in Fig. 2 illustrates the effect of structural distortion on pointing capability. According to design specifications, the axes of the main reflector paraboloid and the subreflector hyperboloid lie on an axis normal to the IRS, which passes through the vertex of the paraboloid. As indi-
cated by the broken line, environmental forces which distort the structure prevent rays reflected from different segments of the antenna from being focused onto the IRS reference axis. The design objective of a pointing error compensation system is to bias the pointing command so that the centroid of energy with respect to the target falls along the IRS reference axis. Other DSN antennas also employ compensator designs which do not correct for the effect of distortions due to unmodeled environmental loads on the tipping structure.

The principal environmental factors acting on the antenna are gravity, wind, and thermal effects. Gravity, the largest but most predictable load on the structure, causes sagging in the primary reflector and varies as a function of elevation angle. In addition, the gravitational effects lead to a displacement of the quadripod structure and a resultant displacement of the subreflector. The effects of gravity can be modeled by means of the finite element models which are available for DSN antennas, and, since the effects are predictable, the resulting boresight errors can be offset through a calibration process. The resulting look-up tables then provide an elevation pointing command bias signal to compensate for gravitationally induced pointing errors as a function of elevation angle. Wind and thermal effects on the structure lead to considerably less severe distortions but are also much less predictable.

By using look-up tables to bias the elevation pointing command to compensate for gravitational effects, a blind pointing capability of approximately 10 millidegrees is currently achievable in weather conditions that range from benign to moderately windy. With the recently completed upgrades to enlarge and improve the shape of the large DSN tracking antennas in combination with future plans to quadruple the upper operating frequency, it is desirable to improve pointing precision to 1 millidegree so as to fully realize the benefits of the upgrades for 32-GHz (Ka-band) operation.

The following presents a description and analysis of a real-time optical measurement and processing concept which delivers real-time pointing system bias commands to compensate for the effects of environmentally induced structural distortions. The concept requires optical measurements of the displacements of selected points on the primary and secondary reflectors relative to some reference coordinate system which lies at the base of the feedcone (e.g., the pointing reference plane in Fig. 2).

The Spatial High-Accuracy Position Encoding Sensor (SHAPES) system under development at JPL [2] was taken as the baseline sensor for the measurement system since it is capable of delivering multiple simultaneous high-speed (10 frames per second) ranging measurements with accuracies at the submillimeter level. SHAPES is a time-of-flight laser ranging sensor which measures ranges from multiple sources to retroreflector targets placed at optically unobstructed locations. By means of a system of fiber-optic connections, each SHAPES sensor head can accommodate up to 24 targets, whose actual locations can be physically remote from the head. By means of triangulation, the range measurements taken from sensor heads fixed with respect to a known reference coordinate system can be combined to give two- and three-dimensional displacement coordinates for a given retroreflector. A discussion of the effects on the SHAPES system due to anticipated environmental uncertainties in DSN applications can be found in [3].

The discussion here deals only with the effects of unmodeled structural distortions beyond the reference coordinate plane (i.e., primary reflector, secondary reflector, quadripod, and feedcone) and assumes an a priori spatial knowledge of a reference coordinate system, the determination of which is a subject of current investigations in this technology. While others have approached the problem of real-time compensation by combining SHAPES technology with purely geometrical analysis [4], the treatment here is based on the solution of an underlying structural estimation problem combined with a geometrical synthesis. It is the framework of the estimation problem that provides for a meaningful quantitative evaluation of a given compensator design.

Section II begins with a general description of the proposed compensator design and continues with a more detailed discussion of the resulting structural and geometrical problems. Section III presents the simulation results based on a reduced-order finite-element model of a DSN antenna. Section IV outlines the conclusions of this work.

II. Problem Formulation
A. Compensator Design

The current compensator design is based on a calibration process for the effects of external loads such as gravity which can be predicted by finite-element (FE) modeling analysis (Fig. 3). The result is a tabulation of compensation signals which depends on the current attitude of the antenna tipping structure.

As a starting point for the calibration process, the modeled external forces are taken as static load inputs to a high-order finite-element model, and this results in a predicted estimate for the shape of the main reflector as well as location estimates for the subreflector and the feed. From this a parabolic fit routine is used to obtain a least-squares fit of the main reflector to a parabola of revolution. The effective boresight axis can then be determined as a linear combination of terms...
which depends on the parameters of the best-fit parabola and
the position of the other rigidly modeled structural compo-
nents of the system [5]. More precisely, the boresight error
is determined as a linear combination of the vertex shift and
the rotation of the best-fit parabola, the lateral translation and
rotation of the subreflector, and the lateral translation of the
feed.

Such a control process is called open-loop in that there is
no feedback from the state of the system. The development
proposed here is a real-time structural-optical compensator
(Fig. 4) which incorporates measurement data into the process
of estimating the state of the structural system. The blocks of
the design which indicate the parabolic best fit and the bores-
sight determination can be used as before. The crucial block
of this real-time compensator design is the structural-optical
estimator which combines modeled responses to static loads
with real-time measurement data (Fig. 5).

This block has the structure of a predictor-corrector system
whereby the difference between the observed data and what
can be predicted by a priori modeling leads to a correction
which is added to the prediction derived before measurements
are taken. Thus the dashed box in Fig. 5 denotes the structural
predictor leading to the estimate which conceptually deter-
mines the current structural compensator (Fig. 4). The key
ingredient in the structural-optical estimator is the filter gain
which is determined by the solution to an optimization prob-
lem posed in the finite-element space.

In the next subsections, key components of the structural-
optical compensator design are discussed in more detail. The
structural-optical estimator is derived by means of a shape-
determination problem posed in a finite-element space. Next
the parabolic fit analysis is discussed and specialized to the
two-dimensional case, which was the version used in the simu-
lations subsequently undertaken.

B. Static Shape Determination

A number of important emerging applications in the tech-
nology of large space structures can be appropriately analyzed
as statically loaded structural systems. This approach is appli-
cable to systems where the time-dependent effects are negli-
gible and where the relevant forces do not significantly excite
dynamic behavior in the system. More generally, one can con-
sider problem settings where the stiffness properties dominate
the mass properties in determining the energy balances. Then
a static response of the structure defines a reference configura-
tion about which motions can be resolved with greater accu-

These quasi-static disturbances may, for example, include
gravitational and thermal effects.

The introduction of statistical model errors allows the
smearing of effects which have been ignored in the modeling
or which occur on too fine a scale to be adequately modeled.
This treatment of the system error distinguishes this approach
from purely dynamic treatments of the problem. As a result
the observational data can be statistically referenced to a
plant, and questions regarding the validity of the estimates
can be treated in a statistical framework which includes model-
ing errors as well as observational errors. The approach devel-
oped here leads to a framework which is suitable for combin-
ing a variety of geometric and structural models with a variety
of mechanical and electro-optical sensing systems.

Of particular interest are the many large space antenna
systems such as the DSN antennas. Performance requirements
in communications and radiometry call for antennas with
increasingly large diameters and surface-error requirements
far beyond current capabilities.

This section summarizes the basic analysis which supports
the static shape determination algorithms. This approach to
shape estimation is part of an integrated methodology com-
bining the techniques of modeling, identification, and esti-
mation for static control of distributed systems. A more com-
plete discussion of this framework is given in [6] and [7].

Let the state variable be given by \( \tilde{u} \). The models considered
have the general form

\[
A \tilde{u} = C \tilde{f} + B \tilde{\omega}
\]

(1)

\[
\tilde{y} = H \tilde{u} + F \eta
\]

(2)

Here \( A \) is an operator representing the system model. The pre-
liminary analysis can begin with coarse geometric models
which are suitable for resolving overall features. More detailed
resolutions are then obtained by taking \( A \) to be a stiffness
matrix. This type of fine-scale resolution can be idealized by
taking \( A \) to be an invertible self-adjoint elliptic differential
operator defined over some spatial domain. The operator \( A \)
assumed to be invertible with inverse \( \Phi \); this gives

\[
\Phi A = I
\]

where \( I \) is the identity. The two terms on the right-hand side
of Eq. (1) respectively represent the modeled and unmodeled
loads on the system. In particular \( C \) is an operator that charac-
terizes the relevant deterministic forces, while \( B \) is an operator
that characterizes the process errors that influence the state.
The vector $\vec{y}$ represents an observation of the system (i.e., a set of measurements). $H$ is an operator that characterizes the state-to-observation map. It is assumed that the observation space has dimension $N_y$ which corresponds to a finite-dimensional sensing scheme. The second term on the right-hand side of Eq. (2) represents the measurement errors present in the observation $\vec{y}$. The integrated form of the observation equation is given by

$$\vec{y} = H \Phi C\hat{f} + H \Phi B \omega + F \vec{\eta}$$

There are three inner-product spaces of primary interest: the input space $S_1$ to which the process error $B \vec{\omega}$ and the deterministic input $C\hat{f}$ belong; the state space $S_2$ containing the state $\vec{u}$; and the measurement space $S_3$ where the data $\vec{y}$ and the observation error $F \vec{\eta}$ belong. The inner product between two arbitrary elements $u$ and $v$ in the space $S_i$ is denoted by $\langle u, v \rangle_i$ or by the simpler notation $u \cdot v = \langle u, v \rangle_i$.

The appropriately dimensioned operators $B$ and $F$ model the statistical influence of the process error and the measurement error; these errors, $\omega$ and $\eta$, form the model error vector $\xi = (\omega, \eta)$

which represents spatial white noise and is characterized by the covariance operator

$$E(\xi \xi^*) = I$$

where $E(\cdot)$ denotes the expectation operator. More precisely, for $x_1 \in S_1$ and $x_3 \in S_3$, one has

$$E[\omega] = 0 \quad E[\langle x_1, \omega \rangle_1 \omega] = x_1$$

$$E[\eta] = 0 \quad E[\langle x_3, \eta \rangle_3 \eta] = x_3$$

The limiting cases $\|B\| \to 0$ and $\|F\| \to 0$ respectively represent the assumptions of perfect modeling and perfect measurements.

The abstract quantities in Eqs. (1) and (2) take on relevant physical meanings in the context of the application under consideration. Here the state $\vec{u}$ represents the elastic deformation of the antenna tipping structure as modeled by $A$, a finite-element stiffness matrix. The modeled forces $C\hat{f}$ are restricted to gravity only while the process-error term $B \vec{\omega}$ represents all unmodeled environmental loads as well as inaccuracies in the finite-element model. The vector of observations $\vec{y}$ results from the sampling of the state by the measurement system (i.e., SHAPES), which is characterized by the state-to-observation map $H$ and the measurement error term $F \vec{\eta}$.

The preceding assumptions lead to an appropriate framework for the analysis of minimum variance estimators of the state. Here the expected observation $\vec{m}$ is characterized by

$$\vec{m} = H \Phi C\hat{f}$$

$$E[\vec{y}] = \vec{m} \quad E[(\vec{y} - \vec{m})(\vec{y} - \vec{m})^*] = HR_\omega H^* + R_\eta$$

and the expected process and measurement covariances $R_\omega$ and $R_\eta$

$$R_\omega = \Phi BB^* \Phi^* \quad R_\eta = FF^*$$

The resulting formulas are similar to the typical Kalman gain formulations used in the analysis of dynamical systems [8].

The minimum-variance estimate $u_{est}$ has the form

$$u_{est} = u_o + g(\vec{y} - \vec{m})$$

$$u_o = C\hat{f}$$

where the gain $g$ is given by

$$g = R_\omega H^* (R_\eta + HR_\omega H^*)^{-1}$$

Thus, as illustrated in Fig. 5, the structural-optical estimator acts as a predictor-corrector scheme where the prediction comes from the modeled value of the state and where the correction is determined by the discrepancy between the modeled state and the actual measurements.

The covariance operator associated with the estimation error is given by

$$P = R_\omega - R_\omega H^* (R_\eta + HR_\omega H^*)^{-1} HR_\omega$$

The covariance then can be used to determine the expected error before and after measurements:

$$E[\|u - u_o\|^2] = tr[R_\omega]$$

$$E[\|u - u_{est}\|^2] = tr[P]$$
From Eqs. (3), (4), and (5) it follows that

\[ E \left[ \| \mathbf{u} - \mathbf{u}_{ext} \| \right] < E \left[ \| \mathbf{u} - \mathbf{u}_0 \| ^2 \right] \]

That is, the incorporation of measurements reduces the expected error in the estimate of the state (i.e., the shape of the antenna tipping structure).

In the case where \( A \) represents a finite-element stiffness matrix, a number of static loading problems must be solved in order to approximate the gain and the covariance. For example, when the state-to-observation map \( H \) returns point-values of the state, one needs to compute fundamental solutions which correspond to unit static loads at the observed points.

One can also consider possibilities for recursive batch processing of data sets obtained by means of different sensing strategies. For example, Eq. (2) can be replaced by two sets of observations:

\[
\begin{aligned}
\mathbf{y}_1 &= H_1 \mathbf{u} + F_1 \mathbf{n}_1 \\
\mathbf{y}_2 &= H_2 \mathbf{u} + F_2 \mathbf{n}_2
\end{aligned}
\]

An analysis of the second-order statistics of the related estimation error can also be conducted. Such an approach was implemented in [9] to combine optical measurements with data taken from radiation patterns to obtain optimal estimates for antenna surface deformations.

C. Parabolic Fit Analysis

The problem of fitting a reflector deformation model with many degrees of freedom to a parabola of revolution has been treated for DSN applications elsewhere in detail (see, for example, [10], [11]). The problem is generally treated in a least-squares formulation about the undisturbed dish, and the minimization is carried out with respect to the sums of squares of the pathlength errors associated with each point in the discretization. It can be shown that the pathlength error at a point can be trigonometrically related to the normal component of the surface error (cf. Eq. (7)). Here is a summary of the analysis when specialized to two spatial dimensions. The relevant equation is

\[ z = \frac{y^2}{4f} \]

\[-1 \leq y \leq 1 \]

where the coordinates \( y \) and \( z \) and the focal parameter \( f \) have been normalized by the radius of the dish.

The grid \( G = \{ (y_i, z_i) \} \) is chosen so that the deformation can be represented sufficiently accurately by these point values. For this application the \( y_i \)-values are the nodal locations of the finite-element model, and the corresponding \( z_i \)-values are the displacements at the nodes. The differential distortion of the parabola is represented by the so-called homology parameters \( \mathbf{h} = (h^{(1)}, h^{(2)}, h^{(3)}, h^{(4)})^T \) where

\[
\begin{aligned}
h^{(1)} &= \text{shift in vertex } (y\text{-coordinate)} \\
h^{(2)} &= \text{shift in vertex } (z\text{-coordinate)} \\
h^{(3)} &= \text{rotation about origin in the } y/z \text{ plane} \\
h^{(4)} &= \text{relative change in focal length } (\Delta f/f)
\end{aligned}
\]

The analysis is very similar in the three-dimensional case, where there are two additional homology parameters (one for the shift in vertex, one for the rotation).

Retaining only first-order terms, one can compute the differential distortion at the point \((\mathbf{z})\):

\[
\begin{bmatrix}
h^{(1)} \\
h^{(2)} \\
h^{(3)} \\
h^{(4)}
\end{bmatrix}
+ \begin{bmatrix}
1 & -h^{(3)} \\
h^{(3)} & 1
\end{bmatrix}
\begin{bmatrix}
y \\
z
\end{bmatrix}
+ \begin{bmatrix}
0 \\
-zh^{(4)}
\end{bmatrix}
\]

where geometrically these three terms respectively represent the translation, rotation, and focal shift of the parabola. Thus the differential displacement of the parabolic point is given by

\[ \hat{\mathbf{c}}(y, z) \mathbf{h} \]

where the \( 2 \times 4 \) matrix \( \hat{\mathbf{c}}(y, z) \) is defined by

\[
\begin{bmatrix}
1 & 0 & -z & 0 \\
0 & 1 & y & -z
\end{bmatrix}
\]

The normal to the surface at \((\mathbf{z})\) is given by

\[
\hat{\mathbf{n}}(y, z) = \frac{1}{\sqrt{\frac{z^2}{f^2} + 1}} \begin{bmatrix}
-y \\
\frac{z}{2f} \\
1
\end{bmatrix}
\]

Then projecting the deflection onto the normal gives

\[
\hat{\mathbf{b}}(y, z) = \hat{\mathbf{n}}(y, z)^T \hat{\mathbf{c}}(y, z) = \frac{1}{\sqrt{\frac{z^2}{f^2} + 1}} \begin{bmatrix}
-y \\
\frac{z}{2f} \\
1 \\
y^2 \\
z \\
yz + y \\
z
\end{bmatrix}
\]
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The deflection at each point is also projected onto the normal direction

\[ \rho(y, z) \vec{n}(y, z) \]

where \( \rho(y, z) \) is a scalar.

It is now possible to form the normal equations on the grid \( G \) by defining the \( N \times 4 \) matrix

\[ \vec{\hat{A}} = \begin{bmatrix} \hat{B}(y_1, z_1) \\ \hat{B}(y_2, z_2) \\ \vdots \\ \hat{B}(y_N, z_N) \end{bmatrix} \]

and the \( N \)-dimensional vector

\[ \vec{\hat{b}} = \begin{pmatrix} \rho(y_1, z_1) \\ \vdots \\ \rho(y_N, z_N) \end{pmatrix} \]

This allows one to form the \( N \)-dimensional residual vector for the normal deflections

\[ \vec{r} = \vec{\hat{A}} \hat{h} - \vec{\hat{b}} \]

The best-fit optimization problem is now posed as a minimization of the residual with respect to the norm

\[ \| \vec{r} \|_W^2 = \vec{r}^T W \vec{r} \]

where \( W \) is an \( N \times N \) symmetric positive definite matrix (see, for example, \[12\]). The resulting normal equations are given by

\[ (\vec{\hat{A}}^T W \vec{\hat{A}}) \hat{h} = \vec{\hat{A}}^T W \vec{\hat{b}} \] (6)

or equivalently

\[ (\vec{\hat{A}}^T \vec{\hat{A}}) \hat{h} = \vec{\hat{A}}^T \vec{\hat{b}} \]

\[ \vec{\hat{A}} = W^{1/2} \vec{\hat{A}} \]

\[ \vec{\hat{b}} = W^{1/2} \vec{\hat{b}} \]

\( W \) can be chosen as a diagonal matrix

\[ W = \text{diag} \left[ w_1, w_2, \ldots, w_N \right] \]

where \( w_i \) has the form

\[ w_i = a_i \left( \frac{f}{f + z_i} \right) \] (7)

Here \( a_i \) is the length (or area) associated with each point. The additional factor results in a minimization with respect to path length.

The solution of Eq. (6) is then given by

\[ \vec{h} = \hat{T} \vec{b} \]

\[ \hat{T} = (\vec{\hat{A}}^T W \vec{\hat{A}})^{-1} \vec{\hat{A}}^T W \vec{\hat{b}} \] (8)

Here the \( 4 \times N \) matrix \( \hat{T} \) is often called the pseudo-inverse.

### III. Model Description and Simulation Results

The functional block diagram in Fig. 6 outlines the conceptual framework in which the boresight determination problem is treated in this article. The relevant synthesis problem focuses on the determination of three antenna boresights:

1. A gravitational boresight derived from a model for gravitational deformations combined with a parabolic fit.
2. A true boresight derived from a model for gravitational plus unmodeled deformations combined with a parabolic fit.
3. An estimated boresight derived from an estimator which integrates structural finite-element models, gravitational deformation models, sampled measurements of the true deformation vector, and a parabolic fit.

As has been previously noted, current boresight pointing technology is based on a calibration with respect to forces whose effects can be adequately predicted (e.g., gravity). However, this calibration process is less successful when the disturbance forces cannot be adequately modeled (e.g., thermal effects, wind, etc.). The subsequent simulations were intended to determine the requirements for a boresight estimator which, under nominal uncertainty conditions, would recover the true boresight to within 1 millidegree, a requirement beyond the capabilities of the current calibration process. The design parameters included the properties of the disturbance forces (modeled and unmodeled) as well as the requirements for the sensing configuration (number, placement, and accuracy). In
order to make the simulations more tractable, simplifications were introduced in the structural, geometrical, and statistical analyses.

For the structural analysis a reduced two-dimensional antenna deformation model was derived from a high-order finite-element model of a 34-meter DSN antenna (DSS-15). More precisely, two ribs were designated as the north and south ribs, and all deformations calculated from the three-dimensional model were projected onto this pair (see Fig. 7). The total number of nodal values retained was 26, and these were evenly divided between the two ribs.

For the geometrical analysis of the parabolic fit, the two-dimensional least-squares formulation given in Section II.B was implemented. In addition, only the third component of the homology vector \( h(3) \) was used in the estimate of the boresight. This component, the rotation about the origin in the \( y/z \) plane, is the geometrical boresight of the best-fit parabola and corresponds to the largest term in the computation of the structural boresight [5]. Thus, in the spirit of the analysis of Section II.B this work focuses on the boresight errors associated with the structural deformations of the primary reflector, and attention is restricted to the dominant contribution. The other relevant components of the structural boresight noted in Section II.A (vertex shift of best-fit parabola, lateral translational and rotation of the subreflector, and lateral translation of the feed) could also have been included in the analysis, making the simulations somewhat more complex. Instead, the boresight errors associated with estimating these contributions were acceptably bounded. In particular, it was determined that the SHAPES system when combined with a charge-coupled device (CCD) angle-measuring camera is capable of measuring the subreflector position with sufficient accuracy so that the resulting uncertainty in the boresight is smaller than the errors considered here.

For the statistical analysis the weighting matrices for the process error and the measurement error were taken to be scalar:

\[
F = \sigma_{\eta} I \\
B = \sigma_{\omega} I
\]

where \( I \) is the identity. More general forms for \( F \) and \( B \) could be used to characterize such features as a structural finite-element model which is less reliable at some nodes than at others, or a measurement system with some components that are more accurate than others.

The preceding assumptions lead to the following version of the formulations given in Section II:

\[
A \tilde{u} = C \tilde{f} + \sigma_{\omega} \tilde{\omega} \\
\tilde{y} = H \tilde{u} + \sigma_{\eta} \tilde{\eta} \\
\tilde{\beta} = \hat{Q} \hat{T} \tilde{N} \tilde{u}
\]

where Eqs. (10) and (11) are simply Eqs. (1) and (2) combined with the simplification given by Eq. (9). In Eq. (12), \( \hat{T} \) is the pseudo-inverse given in Eq. (8) which maps the normal deflections onto the vector of homology parameters \( \hat{h} \). And finally, \( \hat{Q} \) maps the homology parameters onto the boresight value. In accordance with the simplifying assumptions outlined here, \( \hat{Q} \) is given by

\[
\hat{Q} = [0, 0, 1, 0]
\]

That is, \( \hat{Q} \) is a projection onto the third homology parameter \( h(3) \), which denotes the rotation about the origin in the \( y/z \) plane. More generally, the dimension of \( \hat{\beta} \) could be increased to account for the other rotational degree of freedom which must be treated in the full three-dimensional problem. Also, the input-space could be augmented to include the measured estimates of the subreflector and feedcone positions. By a principle of optimality for linear systems [8], the minimum-variance estimate for \( \hat{\beta} \) can be written in terms of the minimum-variance estimate for \( \tilde{u} \) as

\[
\hat{\beta}_{est} = \hat{Q} \hat{T} \hat{N} \tilde{u}_{est}
\]

The other statistical qualities are similarly transformed. Thus, with the definitions

\[
\hat{\beta}_\omega = \hat{Q} \hat{T} \hat{N} \tilde{u}_\omega \\
(a_\beta^{\omega})^2 = E[(\beta - \hat{\beta}_\omega)^2] \\
(a_\beta^{\omega})^2 = E[(\beta - \beta_{est})^2]
\]

one can show the precise relationship between the state covariances (cf. Eqs. (3), (4)) and the boresight covariances as

\[
(a_\beta^{\omega})^2 = (\hat{Q} \hat{T} \hat{N}) R_\omega (\hat{Q} \hat{T} \hat{N})^* \\
(a_\beta^{\omega})^2 = (\hat{Q} \hat{T} \hat{N}) P(\hat{Q} \hat{T} \hat{N})^*
\]
These quantities can be identified with the outputs of the block diagram in Fig. 6. Thus, the quantities $\beta_o$, $\beta_o$, and $\beta_{est}$ respectively represent the true boresight, the modeled boresight, and the estimated boresight. The expected boresight errors before and after measurements are respectively given by $\sigma^2_\beta$ and $\sigma^2_{\beta o}$. To these one can add a fourth boresight value

$$\tilde{\beta}_{est} = \beta_o + \tilde{\mathbf{w}}_f \tilde{\mathbf{N}}_f (\mathbf{y} - \mathbf{H} \mathbf{w}_o)$$

Here $\beta_o$, $\mathbf{y}$, $\mathbf{u}_o$, and $\mathbf{H}$ are as previously given, the matrix $\tilde{\mathbf{N}}_f$ gives the normal projection at the observed points only, and the matrix $\tilde{\mathbf{T}}_f$ is the pseudo-inverse (cf. Eq. (8)) which carries out the parabolic fit with respect to the values at the observed points only. The quantity $\tilde{\beta}_{est}$ represent the boresight estimate which is obtainable by purely geometrical analysis. In correspondence to Eq. (13), one also has an expression for the covariance:

$$\langle \tilde{\mathbf{e}}_\beta \rangle^2 = E [(\tilde{\beta}_{est} - \beta)^2]$$

$$= (\sigma_\omega)^2 (\tilde{\mathbf{T}} \tilde{\mathbf{N}})^* R_\omega (\tilde{\mathbf{T}} \tilde{\mathbf{N}})^*$$

$$+ (\sigma_\eta)^2 (\tilde{\mathbf{T}}_{fit} \tilde{\mathbf{N}}_{fit})^* R_\omega (\tilde{\mathbf{T}}_{fit} \tilde{\mathbf{N}}_{fit})^*$$

$$+ (\sigma_\eta)^2 (\tilde{\mathbf{T}}_{fit} \tilde{\mathbf{N}}_{fit}) R_\omega (\tilde{\mathbf{T}}_{fit} \tilde{\mathbf{N}}_{fit})^*$$

$$- (\sigma_\omega)^2 (\tilde{\mathbf{T}} \tilde{\mathbf{N}})^* R_\omega (\tilde{\mathbf{T}}_{fit} \tilde{\mathbf{N}}_{fit})^*$$

$$- (\sigma_\omega)^2 (\tilde{\mathbf{T}}_{fit} \tilde{\mathbf{N}}_{fit})^* R_\omega (\tilde{\mathbf{T}} \tilde{\mathbf{N}})^*$$

The simulations focused on the covariance analysis of the estimates. Thus, given the expected boresight error before measurements ($\sigma^2_\beta$), the number and placement of targets where measurements are taken ($\mathbf{H}$), and the accuracy of the measurements ($\sigma_\omega$), one can calculate the expected boresight error of the estimates ($\sigma^2_{\beta o}$, $\sigma^2_{\beta est}$). For the results presented in Fig. 8, the following specifications were made. First, the model error parameter $\sigma_\omega$ was chosen so that the expected error before measurements $\sigma^2_\beta$ would be 10 millidegrees. The observation error parameter $\sigma_\eta$ was taken as 50 micrometers, a value consistent with the capability of the SHAPES system [3]. The only additional specifications required are the number and placement of targets where the displacement values are measured. Thus, in Fig. 8 the quantities $\sigma^2_{\beta est}(j)$ and $\sigma^2_{\beta est}(j)$, where $j$ is an even number, refer to the expected boresight errors with $j/2$ optimally located targets on each of the two ribs in the reduced-order antenna model. Here the optimization was carried out by evaluating all possible distinct target locations and choosing the set which gave the lowest values for the expected boresight error.

Thus, with a total of six optimally placed measurement points the structural-optical estimator achieves a ten-to-one reduction in the expected error of the estimated boresight. One should note that the structurally-based estimators are superior to the purely geometrical estimators, but they are not substantially better. This observation may be interpreted as being supportive of compensator designs based on real-time optical measurements. That is, the sophistication of the underlying estimator and the fidelity of the model may not be too important so long as measurements are available. The simulation results presented in Fig. 8 are the main quantitative outcome of this work; they demonstrate that under nominal uncertainty conditions a ten-to-one reduction in the boresight error can be achieved by integrating structural models, geometrical fitting analysis, and a real-time optical measurement system. Even though the underlying structural finite-element model may have a large dimension, the real-time computational requirements involve only matrix and vector operations where the relevant dimensions are determined by the number of measurements taken.

The results of a test case derived from the gravity model at horizon (elevation angle equals zero) are given in Fig. 9. To test the estimator’s ability to recover the boresight from the measurement values only, the modeled gravitational boresight before measurements was taken to be zero ($\beta_o = 0$). For this trial the deflection was scaled to correspond to a 10-millidegree offset in the boresight, and the measurement locations were evenly spaced on each of the two ribs in the model. (The tips of the ribs were always included as measurement locations.) The measurement error was taken to be zero ($\sigma_\eta = 0$). Thus, $\beta_{est}(j)$ and $\beta_{est}(j)$ are the estimated boresight offsets with $j$ evenly spaced measurement locations.

This may be thought of as a worst-case scenario for the structurally-based estimator since the deflection is spatially biased (i.e., distorted in a preferred direction), and the estimators were designed to perform best with all distortion directions equally likely [6], [7]. Nevertheless, a ten-to-one reduction in the error is achieved. Again the geometrical estimators perform well with no structural information incorporated into the design.

Since the simple geometrical fit recovered the spatially biased component so well, this suggests that the two designs might be used in combination. First a simple geometrical fit can be performed to recover the spatially biased component, then a version of the structural-optical estimator can be implemented to obtain a finer resolution about this set point.

While additional simulations with the full three-dimensional model will be necessary to advance the design process, it is
already possible to estimate the number of measurements required to achieve a ten-to-one reduction in the pointing uncertainty. For example, two adequately resolved cross-sections would determine all the relevant parameters of a three-dimensional parabola of revolution (paraboloid). This would lead to a requirement of twelve measurements (six per cross-section). Another proposed baseline would require eighteen targets to similarly cover three cross-sections. This last design is motivated by the observation of three cross-sectional nodal lines on the main reflector of some DSN antennas; these nodal lines apparently lie on or near the best-fit paraboloid derived from the gravitational models (see, for example, [13]).

In Fig. 10 the key locations on the antenna for the measurement system are noted. The proposed design would include approximately three SHAPES sensor heads mounted on the quadripod near the subreflector. These sensor heads would return range measurements from the targets located on the main reflector, and triangulation methods would be used to recover the displacement values relative to the sensor heads. The connection from the sensor heads to the reference plane would be made by taking additional range measurements at targets located near the origin of the reference coordinate system (base of feedcone). Calculated error estimates indicate that an additional angle-measuring camera (CCD array) at the base of the feedcone would adequately measure the angular displacement of the subreflector and the sensor heads from their nominal positions.

IV. Conclusions

The concept proposed and analyzed in this article combines a real-time measurement system, a structural estimator, and a parabolic fitting algorithm to determine DSN antenna pointing offsets resulting from unmodeled structural distortions. This pointing offset data can be used to generate real-time command biases to correct for pointing errors. Simulations with a reduced-order antenna finite-element model have demonstrated that a ten-to-one reduction in boresight uncertainty can be achieved. The concept requires optical measurements of the displacements of selected points on the primary and secondary reflectors relative to some reference coordinate system at the base of the feedcone.

This work represents one method of improving the pointing capabilities of DSN antennas by using the techniques of the spatially random analysis of static systems. As illustrated in Fig. 11, this approach is suitable for investigating many aspects of antenna analysis related to surface deformations. While this work mainly concerns the justification of algorithms which estimate the structural boresight of an antenna, other relevant problems concerning the analysis of rms surface errors and the synthesis of antenna radiation patterns also can be studied in this framework.
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Fig. 1. 70-meter DSN antenna.

Fig. 2. Antenna deformation under loads.

Fig. 3. Current compensator design.
Fig. 4. Structural-optical compensator.

Fig. 5. Structural-optical estimator.
Fig. 6. Analysis of boresight synthesis problem.

Fig. 7. Reduced-order finite-element model of main reflector.

Fig. 8. Expected boresight error ($\sigma_{\beta}^2 = 10$ millidegrees).
| NUMBER OF EVENLY SPACED TARGETS | \(|\beta - \beta_{est}| /\) | \(|\beta - \beta_{est}| /\) |
|---------------------------------|-----------------|---------------------|
| 2                              | 12.8            |                     |
| 4                              | 7.5             | 0.8                 |
| 6                              | 0.2             | 0.3                 |

Fig. 9. Boresight error in simulations with gravity model \((\beta = 10\) millidegrees, \(\beta_o = 0\) millidegrees).

Fig. 10. Key locations on antenna for measurement system.

Fig. 11. Antenna estimator design by means of spatially random disturbances.
The Effects of Atmospheric Turbulence on Precision Optical Measurements Used for Antenna-Pointing Compensation

N. Nerheim
Guidance and Control Section

Blind pointing of the Deep Space Network (DSN) 70-meter antennas can be improved if distortions of the antenna structure caused by unpredictable environmental loads can be measured in real-time, and the resulting boresight shifts evaluated and incorporated into the pointing control loops. The measurement configuration of a proposed pointing compensation system includes an optical range sensor that measures distances to selected points on the antenna surface.

This article examines the effect of atmospheric turbulence on the accuracy of optical distance measurements and describes a method to make in-situ determinations of turbulence-induced measurement errors.

I. Introduction

A method has been investigated [1] to improve the pointing accuracy of the DSN antennas. The method uses optical distance measurements to estimate the shape of the antenna surface and the direction of the associated RF boresight axis. At present, a blind pointing error of about 4–6 millidegrees is achievable. The pointing error increases to about 12 millidegrees under moderately windy conditions. If the full benefits of future plans to increase the operating frequency of the 70-meter antennas to 32 GHz are to be realized, it will be necessary to reduce the blind pointing error to 1-millidegree rms. The goal of the precision optical pointing research is to achieve 1-millidegree pointing accuracy by compensating for wind, thermal, and gravity loadings through the use of precision optical distance measurements.

Analytical study results [1] indicate that 1-millidegree geometric pointing accuracy relative to a stable reference base may be achieved if the distance measurements can be made with an accuracy of about 25–50 μm. The present work examines the effect of atmospheric turbulence on the accuracy of the optical distance measurements and describes a method to make in-situ determinations of turbulence-induced distance errors. The effect of precipitation on optical measurements is discussed briefly.

II. Optical Distance Measurements

The distance measurements will be made with SHAPES (Spatial, High-Accuracy, Position-Encoding Sensor), a JPL-developed time-of-flight range sensor capable of making simultaneous range measurements to multiple targets with submillimeter precision [2].

Optical distance measurements are dependent on the speed of light and therefore on the value of the index of refraction,
A. Turbulence and Measurement Errors

The literature concerning the propagation of light through a turbulent atmosphere is extensive. General review articles, of which [3] and [4] are examples, contain long lists of references. Problems associated with turbulence are important for astronomical measurements, laser communication systems, precision optical measurements of distances, and the direction of high-power laser beams. Atmospheric turbulence causes variations of the optical wave amplitude and phase, resulting in beam steering, beam spreading, image blurring, scintillation, and phase fluctuations [5, 6]. Of these effects only phase fluctuations (a 2π-variation of the phase of the optical wave is equivalent to a path-length change of one optical wavelength) affect the accuracy of distance measurements. In [7] and [8] are experimental studies that have a direct bearing on the present work.

Turbulent pressure and humidity fluctuations produce negligible refractive index changes compared to temperature variations; consequently, for optical purposes, "turbulence" refers to atmospheric temperature fluctuations. Nearly all theoretical studies, notably those of Tatarski [9], are based on a model of turbulence proposed by Kolmogorov [10]. The model, which is applicable to both temperature and velocity fluctuations, contains the concept of local isotropy in the fine structure of turbulent flow and justifies the use of statistical methods to study turbulence.

Tatarski’s approach to the problem of wave propagation through random media involves the direct solution of a scalar form of the optical wave equation in terms of amplitude and phase fluctuations of the wavefront. Phase variations are formulated in terms of a phase structure function, $D_p(\rho)$. For a plane wave of wavelength $\lambda$ traveling distance $L$, this structure function is given by

$$ D_p(\rho) = 2.91 \left( \frac{2\pi}{\lambda} \right)^2 \rho^{5/3} C_n^2 L \quad \text{(radians)}^2 $$

(1)

where $C_n$ is a measure of the intensity of the turbulence and $\rho$ is the separation of two points on the wavefront normal to the direction of propagation. (For a spherical wave, the constant 2.91 in Eq. (1) is replaced by 1.05.) The phase structure function is related to the more familiar standard deviation of single path phase $\sigma_p$, by

$$ D_p(\rho) = 2\sigma_p^2 \left[ 1 - B(\rho) \right] $$

(2)

where $B(\rho)$ is the phase autocorrelation function [11].

The $5/3$ power dependence on $\rho$ expressed by Eq. (1) is valid out to some maximum value of $\rho$ which is called the "outer scale of turbulence." The outer scale of turbulence, designated here as $\rho_m$, is roughly equal to the largest eddies in the turbulence. For $\rho > \rho_m$, $B(\rho) = 0$, the rms phase errors of two paths separated by more than $\rho_m$ are not correlated and the relative phase variation between the two paths is just $2\sigma_p^2$. This translates into a relative rms path length variation, $\sigma_L$, where

$$ \sigma_L^2 = \left( \frac{\lambda}{2\pi} \right)^2 2\sigma_p^2 = 2.91 \rho_m^{5/3} C_n^2 L \quad \text{m}^2 $$

(3)

The maximum value of $D_p(\rho)$ for which Eq. (1) remains valid is not provided by the theory, nor has it been established by experiment. A number of experimental studies of the phase structure function have been made, but none for the condition of very intense turbulence that would cause a problem for the proposed measurements. Consequently, the estimates made below are extrapolated from available experimental data.

The work of Clifford, et al., [8] provides a context for these estimates. The results reported in [8] show excellent agreement with theory (for a spherical wave) up to $D_p(\rho) = 100$ (radians)$^2$ for $\rho = 30$ cm on a 70-meter propagation path. Temperature measurements were used to determine the turbulence intensity ($C_n^2 = 10^{-13}$ m$^{-2/3}$) and to determine the outer scale of turbulence. Over a 24-hour period, $\rho_m$ varied between 1 and 2 m with an average of 1.3 m.

The maximum measured value of $D_p(\rho)$ reported by Clifford corresponds to an rms distance error of 1 μm. Extrapolating the experimental results to $\rho_m = 1.3$ m yields $D_p(\rho) = 1200$ radians$^2$ and $\sigma_L = 3.4$ μm.

B. Turbulence-Induced Measurement Errors in SHAPES

SHAPES measures the displacement of selected points on the main reflector relative to a reference point on the sensor optical head. The measurement error includes the intrinsic instrumental error (about 25 μm) and the error due to turbulence. As discussed above, an estimate of the turbulence-induced measurement errors may be obtained from Eq. (3),
provided reliable values of $\rho_m$ and $C^2_n$ are known. Unfortunately, neither $C_n$ nor $\rho_m$ at the antenna site can be predicted with accuracy. For the present analysis, $\rho_m$ is assumed to be 1.5 m, a value within the range reported in [8], and the value of $C^2_n$ that would produce a 25-µm distance error (the approximate SHAPES instrumental error) is calculated. If $L = 80$ m is a typical round-trip optical path length and $\rho_m = 1.5$ m, Eq. (3) becomes $\alpha^2 = 458 C^2_n$, and $\sigma_L = 25 \mu m$ requires $C^2_n = 1.4 \times 10^{-12}$ m$^{-2/3}$.

This value of $C^2_n$ may be compared with measurements made by a number of workers for various conditions. As an example, a plot [12] of $C^2_n$ as a function of the time of day is shown in Fig. 1. The measurements were taken on a clear day at a position 2 m above a grassy plain. The figure indicates $C^2_n$ exceeds $10^{-12}$ m$^{-2/3}$ only for short periods of time when the effects of solar heating are most strongly felt. Insofar as the underlying theory remains valid and the cited conditions resemble those above the antenna, it appears that turbulence will only infrequently degrade the nominal 1-millidegree pointing accuracy.

C. Effect of Precipitation

1. Attenuation by Rain and Fog. The effects of clouds, fog, and rain on electromagnetic wave propagation have been studied extensively [13-17]. Rain (but not fog) strongly attenuates microwaves; consequently, the antennas are situated in rather dry climates [14]. Both fog and rain are known to attenuate optical radiation.

The effect of fog at visible wavelengths is generally reported as visibility, which is defined in terms of attenuation [18]. For example, if the visibility is 0.25 km, an optical signal would be reduced by 3.4 dB over an 80-m path. Attenuation of optical signals degrades the SHAPES measurement accuracy; part of the instrumental error is inversely proportional to the square root of the received signal energy. A 3.4-dB loss of signal would increase the instrument error from a nominal value of 25 µm to about 32 µm.

The effects of rain on the propagation of optical radiation have been measured at a number of wavelengths. It has been shown [15] that the attenuation, $\alpha$, in heavy rain may be expressed as $\alpha = 0.155 r + 2.66$ dB/km where $r$ is the rate of rainfall in mm/hr. At a rate of 15 mm/hr, which is considered moderate to heavy rainfall, the optical attenuation over an 80-m path is about 0.4 dB, a value that would increase the SHAPES measurement error by only about 2 percent. The impact of such rainfall on microwave antenna performance would be much more severe [14], leading to the observation that rain is a more serious problem for antenna operation than for SHAPES measurements.

2. Average Rain and Fog at Goldstone and Their Impact on SHAPES Operation. Climatological data for airfields have been published by the U.S. Navy [19]. The data for fog applicable to the present problem are expressed as a percentage of weather observations for which visibility was less than one mile for any period of time during 3-hour observation periods. At Daggett, California, (about forty miles south of and climatologically similar to the JPL antenna site at Goldstone), visibility less than one mile was reported for 0.5 percent of the observations.

The annual rainfall at Daggett [19] is 3.6 inches. Studies have shown that the duration of any rainfall rate (e.g., 15 mm/hr) is well-correlated with the total annual rainfall [14]. Based on this correlation, the rate at Goldstone should not exceed 15 mm/hr for more than about 15 minutes per year. One concludes that because of the dry climate at Goldstone, the effects of rain and fog on SHAPES operation are negligible.

III. SHAPES Measurements of Turbulence-Induced Path Length Variations

The following describes a method by which SHAPES can be used to determine the rms magnitude of turbulence-induced variations in optical path length. The method relies on the form of SHAPES measurement errors and the use of two coincident but separable optical paths to isolate turbulence-induced variations.

A. SHAPES Measurement Errors

SHAPES range measurements are based on the time required for a laser pulse to travel the round-trip distance from source to detector, usually via an intermediate retroreflector target. The laser is pulsed at frequency $f$ and the pulses are separated by an effective wavelength $\lambda$, given by

$$\lambda = \frac{c}{nf}$$

where $c$ is the speed of light and $n$ is the refractive index at the optical wavelength (0.78 µm) of the laser pulse along the optical path.

The target range relative to a reference position may be written as

$$R = N\frac{\lambda}{2} + \Delta R = \frac{Nc}{2nf} + \Delta R$$

where $N$ is the integer number of wavelengths in the optical path and $\Delta R$ is the SHAPES measurement. $N$ may be calcu-
lated exactly from the known geometry of the antenna measurements.

Measurement errors consist of the SHAPES instrument error and errors in $\lambda$. Variation of the SHAPES operating frequency is negligible; hence, from Eq. (4), only errors in the atmospheric refractive index contribute to the error in $\lambda$ and $\sigma_\lambda = \lambda \sigma_n$ for $n = 1.0$.

Standard error analysis applied to Eq. (5) now yields

$$\sigma_R^2 = \left( \frac{N \lambda^2}{2} \right) \sigma_\lambda^2 + \sigma_{AR}^2$$

or

$$\sigma_R^2 = R^2 \sigma_\lambda^2 + \sigma_{AR}^2$$

where $\sigma_{AR}$ is the SHAPES instrument error, and $R^2 \sigma_\lambda^2$ is the portion of the range variance that is due to the random fluctuations of $n$ as given by $\sigma_L$ of Eq. (3).

**B. Evaluation of Turbulence Effects with SHAPES**

As noted above, SHAPES range measurements typically involve laser pulses that travel a round trip from a pulsed laser mounted very near the sensor head to a retroreflector and back to the sensor head. However, the tip of an optical fiber may be co-located with the retroreflector and used to direct a train of laser pulses at SHAPES; the optical path length through the air for these pulses is half that for the retro-reflected pulses. Measurements of turbulence-induced range error may then be obtained by comparing the standard deviations of simultaneous measurements made over the fiber and retro-reflected paths. The pulse propagation time through the fiber will vary with temperature but this verification has a long time constant and is unaffected by turbulence during the measurement period.

For the fiber-originated path, Eq. (7) becomes

$$\sigma_R^2 = \left( \frac{R^2 \lambda^2}{2} \right) \sigma_\lambda^2 + \sigma_{AR}^2$$

Because the instrument error is identical for the two simultaneous measurements of the same signal strength, the difference of Eqs. (7) and (8) is

$$\sigma_2^2 - \sigma_1^2 = 0.75 R^2 \sigma_\lambda^2$$

where the subscripts 2 and 1 refer to the double and single paths respectively. Equation (9) indicates that SHAPES can be used to measure the effects of turbulence on antenna distance measurements provided these effects are sufficiently large compared to the sensor's intrinsic resolution.

**IV. Laboratory Demonstration of Turbulence Measurements Using SHAPES**

**A. Experimental Procedure**

The sensitivity of SHAPES to turbulence-induced errors in range measurements has been demonstrated in laboratory experiments. No attempt was made to reproduce the open air turbulence of the antenna site: the measurements merely demonstrate the capability of SHAPES to detect and measure errors due to turbulence.

A sketch of the experimental setup is shown in Fig. 2. Two retroreflector targets, $T_a$ and $T_b$, located about 10 m from the sensor, were illuminated by laser $L_a$. A second target, $T_b$, also located at a distance of 10 m, was illuminated by a second laser, $L_b$. Turbulence was generated in the optical path between the sensor and target $T_b$ by an electrical heater.

The return from each target ultimately forms an image on the SHAPES CCD. The relative position of the image's centroid, $x$, is directly related to the target's range. The reference centroid, $x_r$, is subtracted from each of the other target centroids $x_i$, to form the quantity $y_i = x_i - x_r$. The standard deviation of each $y_i$, $\sigma_{y_i}$, was calculated from 94 consecutive measurements.

The targets $T_a$ and $T_b$ are located at the same range and are illuminated by a single laser; the measurement error $\sigma_{ya}$ thus consists of only the CCD readout errors, $\sigma_{ya} = \sigma_{yr} = \sigma_x$, of the two centroids,

$$\sigma_{ya}^2 = \sigma_x^2 + \sigma_{AR}^2 = 2 \sigma_x^2$$

Because targets $T_b$ and $T_r$ are illuminated by separate lasers, determination of $y_b$ is subject to an additional error, $\sigma_{yb}$, associated with jitter in the relative firing times of the two lasers. Thus, in the absence of turbulence,

$$\sigma_{yb}^2 = 2 \sigma_x^2 + A^2 \sigma_\phi^2$$

where $A$ is a constant proportional to the streak tube drive voltage.
Detection of turbulence depends on the increase in $\sigma_y^b$ caused by the turbulence. If the turbulence-induced error is designated by $\sigma_t$, the variance of $y_b$ becomes

$$\sigma_{y2}^2 = 2\sigma_x^2 + A^2 \sigma_o^2 + \sigma_t^2$$  \hspace{1cm} (12)

The difference of Eqs. (12) and (11) gives the desired turbulence-induced error.

Laboratory measurements were made with and without the heater-generated turbulence, and the difference in the calculated variance with and without turbulence was assigned to $\sigma_t^2$. Measurements of $\sigma_o^2$ verified that the turbulence did not affect the optical path of $L_a$.

The laboratory experiments used to determine $\sigma_t$ require that both $\sigma_x$ and $\sigma_o$ remain constant for all measurements. The method proposed for determining $R\sigma_n$ above the DSN antennas eliminates this requirement by performing simultaneous measurements of single- and double-path values of $\sigma_y$.

### B. Results and Discussion

The results of one set of experiments are shown in Table 1. The relationship between range and CCD centroid position depends on the amplitude of the streak tube drive voltage: for this experiment, $\sigma_{AR} = 800 \sigma_y \mu m$ and thus

$$R \sigma_n = 800 \sigma_t \mu m = \sqrt{\sigma_{AR}^2 - (12 \mu m)^2}$$

where $12 \mu m$ is the average value of $\sigma_{AR}$ with no turbulence.

The results shown in Table 1 vary with heater power and heater location. Increasing heater power, which was expected to increase the turbulence intensity, caused an increase in the measurement error. Moving the heater to increase the turbulence path length also produced increased measurement error. The use of a constant value of $12 \mu m$ for the instrument error is validated by the nearly constant value of $\sigma_{AR}$ ($10-13 \mu m$) when the heater was turned off.

The results of the laboratory experiments demonstrate that SHAPES measurements may be used to sense atmospheric turbulence. Although natural turbulence at the antenna site is expected to be very different from that produced in the laboratory, the laboratory experiments suggest that SHAPES may be used to make in-situ measurements of turbulence on the antenna. The results also show that, in the presence of sufficient turbulence intensity, optical range measurements may be in error by an amount that is significant for the proposed compensation scheme.

### V. Conclusions

A proposed method to achieve 1-millidegree geometric pointing accuracy of the DSN 70-meter antennas makes use of multi-point optical measurements of high precision. Heavy rain and intense fog degrade optical measurements. However, because of the dry climate at most antenna sites, these events occur infrequently and their effect on antenna operation is negligible. Atmospheric turbulence produces errors in the optical measurements that degrade the derived pointing precision. The results of the present study suggest that turbulence will not seriously degrade the pointing precision except for very limited periods of intense turbulence caused by solar heating of the air above the antenna. The precision pointing system [1] requires knowledge of the measurement error to evaluate the pointing error. During operational periods, the variance of the SHAPES measurements, turbulence-related and otherwise, can be determined and the degradation of the pointing accuracy assessed. Additional measurements allow the part of the error caused by turbulence to be determined.
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<table>
<thead>
<tr>
<th>Test No.</th>
<th>Description</th>
<th>$\sigma_{\Delta R}, \mu m$</th>
<th>$R\sigma_R, \mu m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Turbulence</td>
<td>19</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>No turbulence</td>
<td>10</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>Turbulence (repeat no. 1)</td>
<td>19</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>Turbulence (increase heater power)</td>
<td>26</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>Turbulence (move heater to increase turbulence)</td>
<td>38</td>
<td>35</td>
</tr>
<tr>
<td>6</td>
<td>No turbulence</td>
<td>13</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>Turbulence (reduce power)</td>
<td>22</td>
<td>18</td>
</tr>
<tr>
<td>8</td>
<td>No turbulence</td>
<td>12</td>
<td>–</td>
</tr>
</tbody>
</table>
Fig. 1. Refractive index structure parameter versus time of day. The measurements were derived from temperature measurements made on a clear day at an elevation of 2 m above a grassy plain [11].

Fig. 2. Sketch of a laboratory experiment to demonstrate the sensitivity of SHAPES to turbulence-induced range errors.
A Multiflare Horn With 1-Megawatt Power Handling Capability

D. J. Hoppe
Radio Frequency and Microwave Subsystems Section

This article describes the design and testing of the prototype horn for the proposed 1-megawatt radar. The unique features of this square horn include a multiflare design in which flare angle changes rather than corrugations are used to generate the required higher-order modes. A five-port combining section is used at the input. The design of this section and the multiflare section are described in this article. Measured radiation patterns are in good agreement with theoretical patterns.

I. Introduction

Deep Space Network (DSN) plans call for increasing the transmitting power of the Goldstone Solar System Radar from the present 365 kW to 1 MW [1]. In the proposed 1-MW configuration, the output from four 250-kW klystron amplifiers must be combined to form the 1-MW signal. This article focuses on the proposed horn for the 1-MW radar, including the input section where the four 250-kW signals will be combined. The horn design closely resembles the design of the horn used at the Haystack Observatory in Westford, Massachusetts [2], with some important simplifications.

The first section of this article describes the input section of the horn and how it interfaces with the four high-power amplifiers and waveguide system. Computer simulation of the combiner section and multiflare sections of the horn are described, and radiation patterns for the final design are presented. The following section compares these theoretical patterns with measured patterns for the prototype horn. Finally, conclusions are drawn and remaining areas of concern are described.

II. Horn Input Section

A. Combiner Section

A simplified block diagram for the proposed 1-MW radar transmitter system is shown in Fig. 1. Four 250-kW klystron amplifiers are fed by a common drive signal and produce the required 1-MW signal. These four signals are carried through a WR125 waveguide to the horn input, where they are further split into eight 125-kW signals. Four of these signals (one pair of klystrons) feed the in-line ports of four orthomode junctions, while the other klystron pair feeds the ortho ports. By correctly adjusting the relative phase of the signals of these klystron pairs, either circular or linear polarization can be generated in the output port of the four orthomodes. For this design, the orthomode output is through 0.95-in. square waveguides rather than the circular waveguides used in the DSN. These four square waveguides then enter the combiner section of the horn, which is described next.

In order to design the combiner section, the possible propagating waveguide modes for a particular dimension of the
square waveguide must be known. The critical dimension \(a_{\text{max}}\) where a \(\text{TE}_{mn}\) or \(\text{TM}_{mn}\) begins to propagate is given by:

\[
a_{\text{max}} = \frac{\lambda_s (m^2 + n^2)^{1/2}}{2}
\]

For the frequency of interest (8.51 GHz), the critical dimension for several of the most important modes is given in Table 1. It is seen that in the feeding waveguides where \(a = 0.95\) in., only the two orthogonally polarized \(\text{TE}_{10}\) modes propagate. When the four guides are combined as shown in Fig. 2, the output waveguide has an inner dimension of 2.060 in. From Table 1 it is seen that this is just below the critical dimension for the \(\text{TE}_{30}\) and \(\text{TE}_{03}\) modes. For symmetric (in-phase) excitation of the four feeding waveguides, this is the first higher-order mode that is excited in the large waveguide. Therefore, for the chosen dimensions, only the \(\text{TE}_{10}\) and \(\text{TE}_{01}\) modes exist in the large output waveguide section of the combiner. Since the \(\text{TE}_{30}\) and \(\text{TE}_{03}\) modes are strongly excited at the junction but decay away from the edge, a straight section follows the combiner in order to allow these modes to decay at least 30 dB before the horn begins to flare out. A wall thickness of 0.160 in. between the four input waveguides was chosen to allow sufficient room for cooling channels in the web region. Maximum dimensions were chosen to obtain the highest possible power handling capability.

B. Multiflare Section

Next, the horn must be flared out in order to properly illuminate the 70-m dual-reflector antenna. Since the antenna is a dual-shaped system, optimum efficiency is obtained when the feed radiation pattern matches that of the design feed (in this case the DSN standard 22.37-dB corrugated horn) over the 16 degrees of angle subtended by the subreflector. The \(\text{TE}_{10}\) mode itself has unequal E- and H-plane patterns and is, therefore, not suitable for illuminating the 70-m antenna alone. In order to obtain equal E- and H-plane patterns for a square horn, higher-order modes must be added to the \(\text{TE}_{10}\) mode. A method for generating the required modes by using changes in horn flare angle rather than steps or corrugations has been described by Cohn [3]. The multiflare horn is ideally suited for high-power applications, as has been shown by the success of the Haystack system.

The required modes were determined by calculating the radiation from square apertures of different sizes with varying mode mixtures. An extensive computer study determined that the mixture given in Table 2 most closely reproduced the 22.37-dB corrugated horn pattern over the 16-degree range. It is evident from the table that three modes must be added to the \(\text{TE}_{10}\) mode. These three modes will contain about 17 percent of the propagating power in the ideal design.

The next task was to determine the flare angle changes required to generate such a mode mixture. Initial guesses were made from information in Cohn's original paper, and a more detailed analysis was carried out to fine-tune the horn dimensions. For this part of the analysis, the horn was step-approximated by 200 segments, and the aperture modes were calculated for a \(\text{TE}_{10}\) mode incident at the input, using a mode-matching method [4]. Two flare angle changes were found to be necessary to generate the required modes. The dimensions of the final horn design are shown in Fig. 3.

Many iterations were required to determine these final dimensions. The mode generation along the length of the horn may be traced by examining the mode content after each of the segments during the analysis. This is only strictly true if reflections from the remainder of the horn are zero, but in this case reflections in the horn are small enough for this to be an excellent approximation. The modes present at various positions along the horn are plotted in Fig. 4. At the input \((z = 0)\), only the \(\text{TE}_{10}\) mode carries power, and this remains the case through the first 6-in. section of straight guide. At the abrupt flare angle change \((z = 6\) in.) three additional modes are excited, and coupling between these four modes takes place continuously during the first flared section. This coupling occurs because the waveguide modes are only independent (uncoupled) in a perfectly straight waveguide, not in a tapered horn. Once the guide straightens out again \((z = 14.75\) in.), the modes propagate independently through the phasing section. The next flare angle change near \(z = 32\) in. generates the mode content required in the aperture. Note that the mode amplitudes are plotted on a linear scale, and the power carried by a particular mode is given by the amplitude squared. At each point in the horn, the sum of the squares of the four mode amplitudes is unity, indicating that power is conserved.

C. Radiation Patterns

The theoretical radiation patterns for the horn in the principal planes are shown in Fig. 5. Important characteristics are the nearly perfectly identical E- and H-plane patterns over the 16-degree angle subtended by the subreflector, and the relatively low sidelobe level. When comparing these patterns with the 22.37-dB circular corrugated horn patterns, one notes that they are virtually identical over the required 16-degree angle. The H-plane pattern for this horn has a higher first sidelobe than the 22.37-dB pattern, while the first sidelobe in the E-plane is lower. The 22.37-dB pattern actually has a filled-in first sidelobe that peaks at about -25 dB. Calculated patterns for the multiflare horn are nearly sidelobe free in the 45-degree plane. These effects help to compensate for the higher side-
lobe in the H-plane. Calculated 70-m antenna gain for this multiflare horn and the 22.37-dB horn are within 0.03 dB of agreement.

III. Measured Results

A photograph of the prototype horn for which radiation patterns were measured is shown in Fig. 6. The E-plane and H-plane patterns of this horn were measured and are compared to the theoretical patterns in Fig. 7. Good agreement can be seen throughout the main beam region, with discrepancies of a few dB in the sidelobe levels in both planes. Although the agreement for this horn is not as close as that for circular horns analyzed using the mode-matching method, the accuracy is adequate for design purposes.

IV. Conclusions

A design for a 1-megawatt feedhorn has been presented, including a review of the design method. Measured patterns for a prototype horn are in good agreement with those predicted by the theory. Before a final high-power version of this horn is fabricated, work must be completed on the matching of the combiner section and also on the specifics of the cooling passages, due to the high power levels involved.
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Table 1. Square waveguide cutoff dimension for lower order modes at 8.51 GHz

<table>
<thead>
<tr>
<th>Mode</th>
<th>8.51-GHz cutoff dimension, in.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE_{10,01}</td>
<td>0.69343</td>
</tr>
<tr>
<td>TE_{11, TM_{11}}</td>
<td>0.98066</td>
</tr>
<tr>
<td>TE_{20,02}</td>
<td>1.38606</td>
</tr>
<tr>
<td>TE_{21,12}, TM_{21,12}</td>
<td>1.55056</td>
</tr>
<tr>
<td>TE_{22}, TM_{22}</td>
<td>1.96132</td>
</tr>
<tr>
<td>TE_{30,03}</td>
<td>2.08029</td>
</tr>
<tr>
<td>TE_{31,13}, TM_{31,13}</td>
<td>2.19282</td>
</tr>
<tr>
<td>TE_{32,23}, TM_{32,23}</td>
<td>2.50020</td>
</tr>
<tr>
<td>TE_{33}, TM_{33}</td>
<td>2.94197</td>
</tr>
</tbody>
</table>

Table 2. Modes required in a 6.1-in. square waveguide to duplicate 22.37-dB corrugated horn pattern

<table>
<thead>
<tr>
<th>Mode</th>
<th>Mode amplitude</th>
<th>Mode power, percent</th>
<th>Mode phase, deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE_{10}</td>
<td>0.91</td>
<td>83.2</td>
<td>0</td>
</tr>
<tr>
<td>TE_{30}</td>
<td>0.07</td>
<td>0.5</td>
<td>90</td>
</tr>
<tr>
<td>TE_{12}</td>
<td>0.16</td>
<td>2.6</td>
<td>180</td>
</tr>
<tr>
<td>TM_{12}</td>
<td>0.37</td>
<td>13.7</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1. 1-MW radar transmission line system.

Fig. 2. 1-MW horn combiner section.

Fig. 3. 1-MW multiflare horn dimensions.
Fig. 4. Mode generation along the multiflare horn.

Fig. 5. Theoretical horn patterns.

Fig. 6. Prototype horn.
Fig. 7. Comparison between theoretical and measured patterns: (a) H-plane; (b) E-plane.
Thermal Measurements of Microwave Transmitter Feedhorn Window

R. M. Perez and D. J. Hoppe
Radio Frequency and Microwave Subsystems Section

Thermal measurements of microwave transmitter feedhorn windows were performed using an imaging infrared radiometer. The measurement technique is described and results are presented for windows made of 0.001-in. Kapton (trademark of Dupont Chemical Co.) and 0.1-in. HTP-6 (Space Shuttle tile material). Measured and calculated temperatures agree well.

I. Introduction

The use of a nonpermeable cover is required on microwave transmitter feedhorns to prevent rainwater and wind-borne debris from entering the transmitter waveguide. This window must be manufactured of a low-loss material to minimize heating of the window due to the passing Radio Frequency (RF) beam. In addition, the window material must tolerate high temperatures without permanent damage. Heating of the window is caused both by dielectric heating due to the RF beam and by the burning of debris resting on the window surface.

Present transmitters operating at 8.5 GHz employ a Kapton (trademark of Dupont Chemical Co.) window at power levels up to 400 kW. Performance of the Kapton window is adequate, with some failures due to debris burning on the window (insects or oil droplets). Future transmitters at this frequency will be capable of output power levels of 1 MW [1].

Since no temperature data were available for Kapton windows operating at 400 kW, this information was needed to predict the suitability of using a Kapton window at 1 MW. Based on data obtained for Kapton, the use of alternate window material may be required. Other possible choices include fused quartz and sapphire. Another promising material is High Thermal Performance (HTP), developed by Lockheed and used on the Space Shuttle for heat shield insulation. This material possesses excellent thermal and electrical properties for this application (see Table 1). In order to investigate the actual performance of HTP under the action of intense RF beams, a 0.1-in. thick window was fabricated from HPT-6 (6 lb/ft³).

II. Method

It is exceedingly difficult to make direct temperature measurements of a microwave transmitter feedhorn window. The use of thermocouples and other means of electrical thermometry is not possible due to rapid and intense heating of any metal in the path of the RF beam. Direct viewing of the window by infrared imaging equipment is also not a viable method, as almost any direct optical path to the window will also be in the RF beam path, possibly damaging the instrument, even if remotely controlled. RF reflections from metal on a
measuring instrument could also be potentially harmful to personnel nearby.

In order to overcome these difficulties, a highly-reflective infrared mirror was erected on a nonmetallic stand parallel to the feedhorn, 14 feet away, at an angle of 45 degrees (see Fig. 1). The mirror was fabricated from a 16-in. by 16-in. by 1-in.-thick soda lime float-glass blank with a highly-reflective gold finish electrodeposited on one side. An Inframetrics 600 infrared radiometer with a 3X telescope lens was placed 54 feet away, allowing viewing of the feedhorn window image on the mirror (see Fig. 2). To ensure the safety of the radiometer operator, the power density was calculated in the vicinity of the radiometer assuming reflection from the mirror surface. Using a worst-case analysis, at no time was a power density greater than 1 mW/cm² calculated. In addition, during the performance of the test, a Narda radiation monitor was used to constantly survey the area about the radiometer.

Calibration of the radiometer was accomplished by setting a large tub of hot water on the transmitter window (with no RF present). A metal can, painted flat black, was placed in the water to serve as a black body radiator, and a mercury thermometer was immersed in the water. After calibration, agreement of better than 1 degree C was obtained between the temperature indication of the radiometer and the true water temperature as measured by the mercury thermometer.¹

Measurements of both peak temperature and the temperature profile across the face of the window were then performed for both Kapton and HPT-6 for transmitted power levels in the range of 200–365 kW.

III. Results

The highest temperature observed using the Kapton window was approximately 100 degrees C at a power level of 360 kW. However, due to 45-degree F air temperature with winds gusting at 30 – 35 mi/hr and the very low thermal mass of the 0.001-in. Kapton window, it was not possible to obtain an accurate representation of the typical operating conditions. A retest in the future under calm conditions is required to properly evaluate the performance of the Kapton window.

More stable temperature data were obtained for the HTP-6 window. A peak operating temperature of 475 degrees C was observed at 365-kW transmitted power. The power-temperature relationship for HTP-6 is shown in Fig. 3. Simple calculations were made of the temperature of a 0.1-in. HTP-6 window at 365 kW using two different models. Assuming a uniformly heated disk model, a temperature of 270 degrees C was predicted. Using a model of a Gaussian temperature distribution over the disk, a temperature of 580 degrees C was predicted. Given the Gaussian distribution of the RF beam passing through the window (see Fig. 4), the second estimate was the better one. The lower measured temperature value was due to neglecting conductive cooling through the window mounting surface in the calculations.

As of April 1989, testing using the X-band radiometer of the Radio Frequency and Microwave Subsystems Section produced values for the noise temperature contribution and insertion loss of the 0.1-inch thick HTP-6 feedhorn window. These values are 0.2 Kelvin and 0.003 dB. This measurement was performed by M. Britcliffe.

IV. Conclusion

A high-power microwave transmitter feedhorn window was successfully imaged using an infrared radiometer-mirror technique. Agreement between the measured and actual temperature of a body was excellent with this method, which is also useful in other remote thermal imaging applications. Good data were not taken for a 0.001-in. thick Kapton window due to the weather conditions. A reevaluation of the Kapton window needs to be performed under better conditions. Measurements of low-loss quartz and lower-density HTP windows would also be of interest.
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Table 1. Some physical properties of HTP-6

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>6 lb/ft$^3$</td>
</tr>
<tr>
<td>Dielectric constant</td>
<td>1.07</td>
</tr>
<tr>
<td>Loss tangent</td>
<td>0.0005</td>
</tr>
<tr>
<td>Maximum operating temperature</td>
<td>980 degrees C</td>
</tr>
</tbody>
</table>
Fig. 1. Microwave window infrared imaging test configuration.

Fig. 2. Infrared image of window in mirror.
Fig. 3. HTP-6 window temperature versus transmitted power.

Fig. 4. Temperature distribution across window surface.
A New Analysis of Beam-Waveguide Antennas Considering the Presence of the Enclosure

A. G. Cha
Ground Antenna and Facilities Engineering Section

Beam-waveguide (BWG) antennas provide multiple frequency band operations and other operational benefits for large ground-station antennas. Present design practices use diffraction analyses that ignore the presence of the BWG enclosure and may be inaccurate at lower frequency bands for ground-station antennas operating over multiple frequency bands. This article introduces a new analysis approach that considers the presence of the BWG enclosure. Results based on the new analysis have revealed new understandings of the performance degradation mechanisms in a BWG antenna and have provided direction for potential design improvements.

I. Introduction

Beam-waveguide (BWG) technology offers wide frequency-band coverages, improved gain/temperature (G/T) performance for ultra-low-noise ground antennas by providing a more stable operating environment for masers, advantages in maintenance and operations, and reduced life-cycle cost for ground-station antennas. For these reasons, there has been a trend towards adopting the BWG design in new ground-station antenna projects. Examples are the Japanese 45-m and 64-m antennas at Nobeyama and Usuda, and various 30-m class Intelsat and Comsat ground antennas. Additionally, the Deep Space Network (DSN) is building a 34-m BWG antenna at Goldstone, California.

The BWG feed operating principle is based on geometric optics (GO). By using a pair of properly shaped and positioned mirrors, the radiation pattern of a feedhorn can be reproduced at a point in space that is some distance away from the physical location of the feedhorn. For finite-size BWG systems and at finite frequencies, some loss and some pattern distortions are experienced. At present, such effects are predicted from diffraction analysis developed for mirrors in open space. Common analysis techniques are Gaussian mode analysis and physical optics (PO) analysis. In actuality, the BWG mirrors are enclosed by metal walls for safety when transmitting, and for sensitivity (noise temperature) and protection against radio frequency interference (RFI) when receiving. The absence of the metal wall in the current analysis models leads to an error whose magnitude is not well understood, especially at lower frequencies when the wall diameter is 20 wavelengths or less. In practice, this means one is forced to make decisions about, for example, building a 6-ft- or 8-ft-diameter BWG system based on weak assumptions. Such decisions often have major impacts on antenna microwave/structural performances and project cost tradeoffs.

This article presents a new analysis of BWG antennas which considers the presence of the wall. This analysis is based on
replacing the free-space Green's function used in PO analysis with the dyadic Green's function for a cylindrical waveguide, satisfying the boundary condition at the metallic BWG wall. The results from this analysis have revealed some new understandings of the performance degradation mechanisms in a BWG antenna and have pointed to potentially significant design improvements. Some of these ideas are discussed here. Full realization of all benefits from BWG wall analysis and design concepts will take some time. It is hoped that the discussions in this article will induce further innovative ideas and designs.

II. The Optics of BWG Systems

Figures 1(a) and 1(b) show the microwave optics of BWG systems. A basic cell consists of a pair of curved mirrors (reflectors). In practice, a pair of flat mirrors is often added to form a four-mirror system. However, the BWG characteristics are largely determined by the pair of curved mirrors. The conditions for distortionless transmission of feedhorn patterns based on GO are discussed in [1]. It is shown that a paraboloid pair oriented as shown in Fig. 1(a) is one choice that meets the Mizusawa condition. This case is used here to discuss the diffraction effects.

The Mizusawa condition guarantees distortionless transmission of the feedhorn pattern from focus F1 to focus F2 at infinite frequency where GO is valid. The only loss is at the first mirror as it does not collect all the GO rays. In practice, BWG antenna designs must consider diffraction effects which cause further degradations as shown in Fig. 1(b). Figure 1(b) illustrates how the diffraction effects are presently modeled. Mirror 1 is illuminated by the feedhorn and radiates into the whole space. Assuming mirror 2 is in the near-field zone of mirror 1, one can visualize mirror 2 intercepting the bulk of the rays bounced off mirror 1, but there is a small amount of energy loss due to the divergence of the beam of rays. In addition, it can also be expected that the rays reflected from mirror 2 will now not be focused to a single point F2. This implies that the image pattern at F2 compared to the real feedhorn pattern at F1 will have amplitude and phase distortions. If the real feedhorn pattern at F1 is the ideal pattern needed to illuminate a reflector antenna, then the distorted pattern at F2 gives rise to further performance degradations in addition to the spillover loss at each mirror.

Such mechanisms of performance degradation are predicted from present analytical techniques, including Gaussian mode analysis [2], physical optics [3], and geometrical theory of diffraction (GTD). It is generally accepted that these techniques yield good results under the very near-field approximation.

\[ L < C \left( \frac{D^2}{\lambda} \right) \]  \hspace{1cm} (1)

where \( L \) is the distance between mirrors 1 and 2, \( D \) is the mirror diameter, \( \lambda \) is the wavelength, and \( C \) is a constant generally taken as between 0.1 and 0.2 [3]. None of the above analyses recognizes the presence of the wall and thus they are likely to lead to errors in BWG antenna performance analysis when the condition in Eq. (1) is not met. The following introduces a new analytical approach that recognizes the wall presence. The new analysis is theoretically more satisfactory and should in time lead to significantly better analysis and design of BWG antennas.

III. New BWG Antenna Analysis That Considers the Wall Presence

The new BWG wall analysis presented in this article is conceptually similar to the PO analysis used in reflector antenna analysis; Fig. 2 shows this analogy. The PO analysis and the BWG wall analysis can each be conceptualized as a superpositioning process whereby the radiation field of a current distribution is found by integrating the radiation field of point sources. Assuming a time dependence \( e^{j\omega t} \), the PO far field is written as

\[ \vec{E}(\vec{R}) = I_\theta \hat{\theta} + I_\phi \hat{\phi} \]  \hspace{1cm} (2)

where

\[ \vec{I} = -j \omega \mu \int \vec{K}(\vec{R}') g(\vec{R}, \vec{R}') \, ds' \]  \hspace{1cm} (3)

and

\[ g(\vec{R}, \vec{R}') = \frac{e^{-jkr}}{4\pi |\vec{R} - \vec{R}'|} \]  \hspace{1cm} (4)

In Eqs. (2), (3), and (4), \( \omega \) is the angular frequency, \( \mu \) is the permeability, \( \vec{R} \) is the position vector of the observer, \( \vec{R}' \) is the position vector of a point source, and \( g(\vec{R}, \vec{R}') \) is the free-space Green's function. The integration is over the surface current as determined from the PO approximation, i.e.,

\[ \vec{K}(\vec{R}') = 2\hat{n} \times \vec{H}_{inc}(\vec{R}') \]

where \( \hat{n} \) is the unit normal vector and \( \vec{H}_{inc} \) is the incident magnetic field. For BWG analysis, the approach in this article is based on a very elegant dyadic Green's function formulation.
discussed in [4]. For the one-mirror BWG system, the field scattered by the BWG mirror in the waveguide can be written as

\[ \mathbf{E} = -j \omega \mu \int \overline{G}_1(\mathbf{R}, \mathbf{R}') \mathbf{K} ds' \]  \hspace{1cm} (5)

where \( \overline{G}_1(\mathbf{R}, \mathbf{R}') \) is the dyadic Green's function that satisfies Maxwell's equations and the boundary conditions of the BWG metal wall, i.e., no field exists outside the BWG wall. For a cylindrical waveguide, the dyadic Green's function has been derived and is given in Eq. (15) of [4] as

\[ \overline{G}_1(\mathbf{R}, \mathbf{R}') = -\frac{j}{4\pi} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \sum_{m=1}^{\infty} (2 - \delta) \left[ -\frac{1}{\mu^2 I_{\mu}^n (k_{\mu}) \tilde{M}_{o}^{n m} (-k_{\mu})} \right. \\
\left. \times \delta_{nm} \prod_{n} \left( k_{\lambda} \tilde{N}_{e}^{n m} (-k_{\lambda}) \right) \right] \]

\[ -\frac{1}{k^2} z \delta (\mathbf{R} - \mathbf{R}'), \quad z > 0 \]  \hspace{1cm} (6)

where \( \delta (\mathbf{R} - \mathbf{R}') \) is the Dirac delta function, \( \delta \) is the Kroenecker delta, \( \delta = 0 \) if \( n \neq 0 \) and \( \delta = 1 \) if \( n = 0 \), and the \( 1 \)-summation is over even and odd modes. Note that in Eq. (6), \( \mu, I_{\mu}, \lambda, \nu, k_{\mu}, \) and \( k_{\lambda} \) are understood to have double indices \( m \) and \( n \).

In Eqs. (9) and (10), \( a \) is the radius of the waveguide, \( k \) is the free-space wave number, and \( J_n \) is the Bessel function of the first kind.

To satisfy the radiation condition, when \( k_{\mu} \) and \( k_{\lambda} \) are real,

\[ k_{\mu} = |(k^2 - \mu^2)^{1/2}| \]

\[ k_{\lambda} = |(k^2 - \lambda^2)^{1/2}| \]

When they are imaginary \( (k^2 < \mu^2, k^2 < \lambda^2) \),

\[ k_{\mu} = (-j) |(\mu^2 - k^2)^{1/2}| \]

\[ k_{\lambda} = (-j) |(\lambda^2 - k^2)^{1/2}| \]

In Eqs. (11) and (12), \( q_{nm} \) and \( p_{nm} \) are the \( m \)th root of \( J_n(x) \) and \( J'_n(x) \).

\[ \frac{d J_n(x)}{dx} \bigg|_{x=q_{nm}} = 0 \]

\[ k = \frac{2\pi}{\lambda_0} \]

where \( \lambda_0 \) is the free-space wavelength.
Note that $M$ and $N$ in Eqs. (7) and (8) represent $TE$ and $TM$ waves propagating in the $\pm z$ direction. Individually, each mode satisfies Maxwell's equation, the boundary conditions at the wall, and the “radiation condition” as $z \to \infty$. It is clear that Eq. (5) is conceptually the equivalent of PO in the beam-waveguide world. The difference is in Green's functions, which must meet different boundary conditions, including the radiation condition.

### IV. Numerical Results and Assessment

The results of the wall analysis of a 34-m antenna under construction (designated DSS-13 in the DSN) are shown in Fig. 3. The projected mirror diameter is approximately 2.4 m, or approximately 19 wavelengths at the analysis frequency of 2.295 GHz. These initial results revealed some exciting potential for BWG antenna design improvement. A very important finding is that there are only a few significant modes propagating between the two curved mirrors. This is despite the facts that the waveguide diameter is 19 wavelengths, and that a large number of modes are theoretically above their cutoff frequencies. As shown in Fig. 3, the electromagnetic (EM) field scattered from mirror 1 consists of mainly $TE_{11}$ and $TM_{11}$ modes. This is not surprising, as the incident field is assumed to be from a horn with a symmetric radiation pattern, similar to that of a corrugated horn. By normalizing the mode power to the $TE_{11}$ mode, the third and fourth significant modes $TE_{21}$ and $TM_{21}$ are already about 30 dB down in power.

Given that hundreds of modes may propagate, this result must be viewed with some caution. It is encouraging that the results described above are in qualitative agreement with some results in [2]. By expanding the reflected field from a curved mirror in Gaussian modes, the field can be represented approximately by just two Gaussian modes, $TEM_{00}$ and $TEM_{01}$. Note that the field line of the $TEM_{00}$ Gaussian mode bears a striking similarity to that of the aperture field of a dual-mode ($TE_{11}$ and $TM_{11}$) horn, with the two modes in appropriate amplitude and phase relationships. Furthermore, the $TEM_{01}$ Gaussian mode field lines are similar to the $TE_{21}$ cylindrical waveguide mode. These observations are shown in Fig. 4. Thus the results in [2] are in qualitative agreement with the present analysis with regard to the scattered field from mirror 1 in the immediate neighborhood of mirror 1.

The major difference between a Gaussian mode analysis and the present analysis is that Gaussian modes and cylindrical waveguide modes propagate with distinctly different characteristics between mirrors 1 and 2. One significant difference is that the dominant Gaussian $TEM_{00}$ is seen to be more like two cylindrical waveguide modes. For large mirror separations, there is phase slippage between the two cylindrical waveguide modes not predicted by the $TEM_{00}$ mode. Clearly, the Gaussian mode analysis is appropriate for BWG systems not enclosed by metal walls. When it is applied to an enclosed BWG system, it is a good approximation only while Eq. (1) is valid. The present analysis is valid when the BWG system is enclosed in metal walls and does not appear to be bound by Eq. (1), at least in principle.

A discussion follows of the mechanisms that cause performance degradation in an enclosed BWG system. These are

1. mode generation
2. mode dispersion
3. spillover loss at each mirror
4. multiple scattering between mirrors
5. dissipative loss in the wall

Assume that an $HE_{11}$ mode horn or equivalently a dual $TE_{11}$ and $TM_{11}$ mode horn illuminates mirror 1. Each curved mirror may be viewed as a mode generator whose scattered field contains unwanted higher-order modes in the sense that at the output end of the BWG system, only the $TE_{11}$ and $TM_{11}$ modes in the correct complex ratio are desired. It appears that mode dispersion is a limiting factor, i.e., propagation with different phase velocities in the BWG causes the various modes to appear in wrong phases at the output of the BWG system. Undoubtedly, the present analysis provides the correct basis for calculating mode dispersion in an enclosed system compared to existing approaches such as Gaussian mode, PO, GTD, or others. Mechanisms (4) and (5) listed above have not been modeled, although a description of dissipative loss that ignores mechanisms (3) and (4) is within reach in the context of the present analysis. Ignoring the multiple-scattering mechanism nonetheless yields good results, as it appears to be much less important than mode generation and dispersion effects in a first-order analysis.

In terms of design improvements, the greater accuracy of the wall analysis model at lower frequencies should lead to more cost-effective designs of BWG antennas. Specifically, the diameter of the BWG tube is determined by low-frequency performance requirements. A less accurate analysis tends to lead to an unnecessarily large BWG tube, which raises antenna construction costs. Since a section of the BWG tube runs parallel to the antenna elevation axis, a larger tube requires the reflector and its backup structure to be raised higher, increasing the moment of the reflector and backup structure about the elevation axis. This reduces the antenna's pointing performance in wind, which must be compensated for by a
heavier, more expensive design. The alternative is that a reduced antenna wind pointing performance must be accepted. In addition, the analytical results showing that there are only a few significant modes likely between mirrors 1 and 2 suggest some further improvements to the BWG antenna and feed design. Since most of the power is in the $TE_{11}$ and $TM_{11}$ modes and the differential propagating phase of the modes can be computed, it appears possible to design a dual-mode or multimode horn to compensate for the mode generation and mode dispersion effects discussed above.
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Fig. 1. Optics of BWG systems: (a) geometric optics approximation; (b) diffraction analysis with mirrors in open space.

Methods of solution

Physical optics

- Mirror
- $R = \text{Surface current}$
- $E = I_0 \hat{\theta} + I_0 \hat{\phi}$
- $\mathcal{I} = -j\omega \int \mathcal{R}(\mathcal{R}) \cdot \mathcal{G}(\mathcal{R}, \mathcal{R}) \, d\mathcal{r}$
- $g(\mathcal{R}, \mathcal{R}) = e^{j/k} \frac{|\mathcal{R} - \mathcal{R}'|}{4\pi |\mathcal{R} - \mathcal{R}'|}$
- Free-space Green's function

BWG wall analysis

- Mirror
- $\mathcal{R} = \text{Surface current}$
- $E = -j\omega \int \mathcal{G}_1 \, d\mathcal{r}$
- $\mathcal{G}_1(\mathcal{R}, \mathcal{R})$
- $\mathcal{G}_1$ is a solution of Maxwell's equations and satisfies boundary conditions

Fig. 2. Enclosed BWG system analysis approaches.
Fig. 3. Results of one-mirror BWG system wall analysis.

Fig. 4. Two-mode decomposition of aperture field.
Multipurpose Exciter With Low Phase Noise

B. Conroy and D. Le
Radio Frequency and Microwave Subsystems Section

This article reports results of an effort to develop a lower-cost exciter with high stability, low phase noise, and controllable phase and frequency for use in Deep Space Network and Goldstone Solar System Radar applications. It includes a discussion of the basic concept, test results, plans, and concerns.

I. Introduction

The advanced exciter development effort arose from a desire to use a high-quality commercial synthesizer to produce a new generation of exciters for the Deep Space Network (DSN) and Goldstone Solar System Radar (GSSR) transmitters. The design is based on the fact that multiplying a frequency also multiplies its phase noise, while translating frequency only adds a fixed amount of phase noise. Since a major part of the phase noise of an exciter is produced by the synthesizer, the synthesizer should not be followed by a frequency multiplier. Frequency translation, however, generates image frequencies that must be filtered. When the synthesizer frequency is above 300 MHz, image filtering is practical for all bands up to 35 GHz. Figure 1 is a block diagram of the translation system [1].

II. Preliminary Design

The Hewlett-Packard (HP) 8662A synthesizer has very low added phase noise in the range of 320 to 640 MHz. Two limitations for exciter applications, however, are that frequency resolution is limited to 0.1 Hz and that phase continuity is not guaranteed when changing frequency. Both these problems are addressed by the factory-supplied option C-03 [2]. This option provides an extra input to the HP 8662A for the injection of a signal between 10 and 20 MHz, which is added to the output frequency. The range of phase-continuous operation is restricted because the HP 8662A must be reprogrammed if the auxiliary frequency changes by more than 2 MHz. When the signal to be added is derived from an HP 3325A function generator, it provides phase-continuous frequency changes over any 2-MHz range with 0.001-Hz resolution. There is, however, increased phase noise. Figure 2 shows measured phase noise of the HP 8662A at 640 MHz by itself and with the ability to adjust the absolute phase of the output with a precision of 0.1 degree.

Different multiplier configurations were evaluated for long-term stability. Figure 3 shows three such configurations, and Fig. 4 is the resulting Allan variance at X-band of each. In these figures, (a) uses a step recovery diode (SRD) harmonic generator driven by an auxiliary 640-MHz output of the HP 8662; (b) is an SRD harmonic generator driven by 400 MHz derived from the frequency and timing subsystem (FTS); and (c) is a single-frequency multiplier driven by 100 MHz from the FTS. These data indicate that the single-frequency multiplier is preferable to the SRD harmonic generator.

Based on these data, the prototype X-band exciter, shown in Fig. 5, was assembled for further evaluation.
III. Test Data

Figure 6 presents measured phase noise of three X-band exciters. The GSSR exciter was measured at Goldstone by the authors, the current DSN X-band exciter data were published in [5], and the prototype exciter shown in Fig. 5 was measured by the JPL Frequency Standards Test Lab (FSTL).

Figure 7 is a comparison of the Allan variance of the current DSN X-band exciter and the prototype exciter. Data for the DSN system come from [5], and the advanced exciter was measured by the FSTL using the system shown in Fig. 8. The measurement technique is described in [4].

The measured data indicate that the proposed advanced exciter yields a substantial improvement in phase noise and is comparable to the more complex DSN exciter in long-term stability (Allan variance).

IV. Configuration

The first operational test of the prototype advanced exciter will be for the GSSR X-band transmitter. Figure 9 is a block diagram of the intended configuration, with heavy lines indicating new elements and dotted lines for deleted elements. In this test configuration, the advanced exciter can also function as the first local oscillator for the receiver since the transmitter and receiver never operate at the same time. Additional effort will be required on the predicted Doppler interface, however, before this part of the test can be completed.

A rough analytical model of the noise sources in the exciter has been developed. The reason the results of the SRD harmonic generator were so disappointing needs to be learned. The multiplier and filters required to measure phase noise and Allan variance at S-band have been ordered. Tests at Ka-band are also possible.

V. Discussion and Conclusions

The present work has shown the feasibility of producing an advanced exciter using commercial equipment. The exciter will have a number of desirable features, including the following:

1. Low phase noise;
2. High long-term stability;
3. Phase-continuous frequency adjustment with 2-MHz range and 0.001-Hz resolution at any frequency;
4. Absolute phase control with 0.1-degree resolution at any frequency;
5. Computer-driven frequency and phase control, so that a phase versus time record can be kept and used for digital Doppler extraction;
6. Ability to function as the first local oscillator for the receive channel. In this use it can track (remove) predicted Doppler. This function is necessary for GSSR use, and can improve performance in DSN applications by allowing lower receiver bandwidth.

VI. Concerns

Absolute phase accuracy of the advanced exciter still needs to be demonstrated. One factor that affects it is any uncertainty in the time in which frequency changes are executed. Although this is a small effect, it may accumulate to an error in absolute phase. Another factor is that the HP 8662A synthesizer has a reputation for being susceptible to “popcorn noise” or occasional phase steps. This has not been observed in the prototype exciter, but testing of additional units is required to determine if this will be a problem in operational systems.
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Fig. 1. Frequency translation system.

Fig. 2. Added noise from option C-03, single-sideband (SSB) phase noise at 640 MHz.

(a) AUX 640 MHz FROM HP 8662A
(b) 100 MHz FTS REFERENCE
(c) 100 MHz FTS REFERENCE

Fig. 3. Multiplier configurations: (a) SRD driven by 640-MHz auxiliary output of HP 8662A; (b) SRD driven by 400 MHz from FTS reference; (c) x81 fixed multiplier.

Fig. 4. Allan variance versus multiplier type, measured at X-band.
Fig. 5. Prototype X-band exciter.

Fig. 6. SSB phase noise, measured at X-band.

Fig. 7. Allan variance, measured at X-band.

Fig. 8. Allan variance test setup.
Fig. 9. Block diagram exciter installation, GSSR.
Software Package for Performing Experiments About the Convolutionally Encoded Voyager 1 Link

U. Cheng
Communications Systems Research Section

A software package enabling engineers to conduct experiments to determine the actual performance of long constraint-length convolutional codes over the Voyager 1 communication link directly from JPL has been developed. Using this software, engineers are able to enter test data from the Laboratory in Pasadena, California. The software encodes the data and then sends the encoded data to a personal computer (PC) at the Goldstone Deep Space Complex (GDSC) over telephone lines. The encoded data are sent to the transmitter by the PC at GDSC. The received data, after being echoed back by Voyager 1, are first sent to the PC at GDSC, and then are sent back to the PC at the Laboratory over telephone lines for decoding and further analysis. All of these operations are fully integrated and are completely automatic. Engineers can control the entire software system from the Laboratory. The software encoder and the hardware decoder interface were developed for other applications, and have been modified appropriately for integration into the system so that their existence is transparent to the users. This software provides (1) data entry facilities, (2) communication protocol for telephone links, (3) data displaying facilities, (4) integration with the software encoder and the hardware decoder, and (5) control functions.

I. Introduction

For several years, a goal of TDA Advanced Systems has been to find a convolutional code which, when concatenated with an appropriate outer Reed-Solomon code, would perform 2 dB better than the concatenated code currently used by the Voyager spacecraft [1]. When such a code was found, an “experiment” was planned: data would be encoded, transmitted to a spacecraft (e.g., Voyager 1) on a ranging channel, recovered at Goldstone, and decoded. Because the Galileo mission adopted a coding experiment with a code similar to this 2-dB code [2], [3], the original experiment is now unlikely to be performed. The software package developed for the experiment may have another use, and hence it is presented here.

The software and hardware configuration is illustrated in Fig. 1. The software package comprises two programs, both running on IBM personal computers (PCs) or compatibles. The first program is run by the engineers at the Laboratory; it is referred to as Program I in this article. The second program,
which runs on a PC at the Goldstone Deep Space Complex (GDSC), is the gateway to the transceiver; it is referred to here as Program II. The software package has eight features:

1. menu-driven user interface
2. data entry facilities
3. interface to the software convolutional encoder
4. interface to the hardware convolutional decoder
5. stop-and-wait protocol for the telephone link with variable packet size and error detection
6. split-screen display for the transmitted and returned data
7. command coding with error-correction and error-detection capabilities for software operational control (see the subsequent discussion), and
8. dedicated coding protection for the carriage-return byte

Program II has three operational modes: command, receiving, and transmitting. Program II always recognizes the "enter the command mode" command regardless of the current operational mode. For instance, by issuing this command, Program I can interrupt Program II to obtain control during the transmission of the returned data. Program I always puts Program II in the command mode before issuing any further commands. In the command mode, Program II is able to accept other commands from Program I, such as (1) enter the receiving mode, (2) enter the transmitting mode, or (3) clear all buffers. In this manner, the users of Program I can always control Program II remotely. In the receiving mode, Program II receives the encoded data from Program I. In the transmitting mode, Program II sends the returned data to Program I.

The software encoder and the hardware decoder interface were developed by Charles Lahmeyer of the Communications Systems Research Section for other applications. They have been modified appropriately for integration into the system. During transmission, the data entered by the users are first converted into a bit stream which is saved in a file. The software encoder is then invoked to encode the data. During reception, Program I converts the received data into a bit stream which is saved in a file. The decoder interface software is then invoked to decode the data.

The command coding for software operational control is explained in Section II. The stop-and-wait protocol is explained in Section III. The coding protection for the carriage-return byte is described in Section IV.

II. Command Coding

Coding for every operational command is necessary because of the noisy telephone link. Since the data are sent by bytes through the asynchronous telephone link, which has a low byte error rate, the command coding should be designed in bytes (i.e., a 256-symbol alphabet). Let a command code consisting of \( N \) bytes be denoted by \( A = \{a_1, a_2, \ldots, a_N\} \). The detection of this command code is done by straight correlation. Let \( r_1, r_2, r_3, \ldots \) denote the received bytes and let

\[
D(j) = \sum_{i=1}^{N} \left(1 - W(a_i, r_{i+1})\right)
\]

where \( W(x, y) \) is the Hamming distance between two bytes, i.e., \( W(x, y) = 0 \) if \( x = y \), and \( W(x, y) = 1 \) if \( x \neq y \). Then if \( D(j) > \delta \), one declares that \( A \) has been detected at the \( j \)th received symbol; otherwise, the symbol stream starting at the next received symbol will be tested. The threshold \( \delta \) is predetermined, based on the error rate of the asynchronous telephone link.

In this software package, five command codes are provided to trigger the following actions, namely:

1. enter the command mode
2. enter the receiving mode
3. enter the transmitting mode
4. clear the operational buffer, and
5. acknowledge command acceptance

The same acknowledgment code is also used in the stop-and-wait protocol for acknowledging acceptance of the most recently transmitted data packet. The first four command codes are referred to as the active command codes. They can only be issued by Program I. The acknowledgment code is a passive command code. It is issued by either program upon acceptance of a data packet or a command code. In order to allow Program I to maintain control of Program II even in noisy situations, an active command code must be repeated until an acknowledgment is received from Program II.

III. Stop-and-Wait Protocol

The stop-and-wait protocol is used for both the forward (JPL to GDSC) and the return (GDSC to JPL) telephone links to control the byte error rate. The probability of undetected errors over the telephone links must be made very low compared to the error rate of the Voyager 1 link. Low byte error rate can be accomplished through the addition of an adequate
number of parity-check bytes. In the current design, every data packet is protected by five parity-check bytes. These parity-check bytes are generated as follows:

1. one byte derived by the overall bytewise exclusive-OR operation, and
2. four bytes derived by the overall long-integer sum [4]

Each packet can be of any size up to 100 bytes. The first two bytes of each packet are the packet length. Two bytes are reserved for packet length out of consideration for software expandability. This allows the software to be usable should packets of length greater than 256 bytes be handled in the future. Each packet is transmitted repeatedly until an acknowledgment is received. On the receiving side, an acknowledgment is sent if a packet is received correctly.

The data transmission session is started by Program I using one of two commands: "enter the receiving mode" or "enter the transmitting mode." The session is terminated by Program I using the "enter the command mode" command. During data transmission, the programs display the number of packets transmitted, the number of packets received, and the length of the current packet. Program I attempts to collect the returned data from Program II whenever possible. For instance, when users are looking at the menu or examining the returned data, Program I will put Program II in the transmitting mode automatically in order to obtain as much returned data as possible. This strategy maximizes the link utilization and minimizes the waiting time for the users.

IV. Coding Protection for the Carriage-Return Byte

An important feature of this software package is to let users send plain-English text. Users can easily compare the transmitted text with the returned text. Errors which are not corrected by the convolutional decoder will be obvious to them.

In displaying the plain-English text, there is a control character of particular importance, the carriage-return character. This character tells when a new line begins. If the carriage-return character is received in error, the received text will have a disturbed format that makes the visual comparison between the transmitted and the received text more difficult. Therefore, it is worth protecting this character by coding. The codeword must be designed so that when Program I searches for it in the data bit stream, the probability of detecting it is high but that of false alarm is low. The data bit stream has a bit error rate ranging from \(10^{-5}\) to 0.2 (typical of the convolutionally encoded Voyager 1 link). The command coding concept described in Section II can be applied here. In this case, however, the codeword should be over binary alphabets and bitwise correlation should be performed:

\[
D(j) = \sum_{i=1}^{M} \left( 1 - W(c_i, b_{j+i}) \right)
\]

where \(b_1, b_2, b_3, \ldots\), are the received bits, \(C = (c_1, c_2, \ldots, c_M)\) is the carriage-return codeword, and \(W(x, y)\) is the Hamming distance between two bits, \(i.e., W(x, y) = 0\) if \(x = y\), and \(W(x, y) = 1\) if \(x \neq y\). Then if \(D(j) > \delta_1\), one declares that \(C\) has been detected at the \(j\)th received bit; otherwise, the bit stream starting at the next received bit will be tested. The threshold is predetermined based on the bit error rate.

When Program I is transmitting, it examines each byte prior to transmission. If a carriage-return byte is encountered, the carriage-return codeword is sent instead. When Program I is receiving, it examines the received bit stream constantly to detect the carriage-return codeword. If this codeword is found, it is removed from the data and a carriage-return byte is inserted at that position.

V. Conclusion

The software described in this article enables engineers to conduct experiments to determine the actual performance of long constraint-length convolutional codes over the Voyager 1 communication link from the Laboratory. The concept behind this software should also be useful for other applications. Its control features allows engineers to conduct off-lab experiments from the Laboratory. The implemented protocol guarantees nearly error-free transmission of data from the remote sites to the Laboratory over standard telephone lines. High-speed modems can be used if a great amount of data must be transferred.
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Fig. 1. Software and hardware configuration.
The Use of Interleaving for Reducing Radio Loss in Trellis-Coded Modulation Systems

D. Divsalar
Communications Systems Research System

M. K. Simon
Telecommunications Systems Section

In this article, it is demonstrated how the use of interleaving/deinterleaving in trellis-coded modulation (TCM) systems can reduce the SNR loss due to imperfect carrier demodulation references. Both the discrete carrier (phase-locked loop) and suppressed carrier (Costas loop) cases are considered and the differences between the two are clearly demonstrated by numerical results. These results are of great importance for future communication links to the DSN, especially from high Earth orbiters, which may be bandwidth limited.

I. Introduction

In a previous publication [1], the authors demonstrated how in convolutionally coded BPSK systems, the degradation in signal-to-noise ratio (SNR) performance due to imperfect carrier demodulation references (often referred to as radio or noisy reference loss) could be reduced by employing interleaving/deinterleaving. Specific closed form results were derived for both discrete and suppressed carrier systems and the differences between the two were discussed and numerically illustrated. Here these former results are generalized to trellis-coded MPSK systems [2]. As a numerical example used for illustration, the case of a rate 1/2 trellis-coded QPSK system with a 2-state trellis shall be considered.

II. Upper Bound on the Average Bit Error Probability Performance of TCM

A. Perfect Carrier Phase Synchronization

In previous work by the authors [3-6] on TCM transmitted over a perfectly phase-synchronized additive white Gaussian noise (AWGN) channel, an upper bound on the average bit error probability was obtained as

$$P_b \leq \sum_{x, \hat{x} \in C} a(x, \hat{x}) p(x) P(x \rightarrow \hat{x})$$  \hspace{1cm} (1)$$

where $a(x, \hat{x})$ is the number of bit errors that occur when the sequence $x$ is transmitted and the sequence $\hat{x} \neq x$ is chosen by the decoder, $p(x)$ is the a priori probability of transmitting $x$, and $C$ is the set of all coded sequences. Also, in Eq. (1), $P(x \rightarrow \hat{x})$ represents the pairwise error probability, i.e., the probability that the decoder chooses $\hat{x}$ when indeed $x$ was transmitted. The upper bound of Eq. (1) is efficiently evaluated using the transfer function bound (generating function) approach [7] applied to TCM.

In general, evaluation of the pairwise error probability depends on the proposed decoding metric, the presence or absence of channel state information (CSI), and the type of detection used, i.e., coherent versus differentially coherent.
For the case of interest here, namely, coherent detection with no CSI and a Gaussian metric (optimum for the AWGN channel), it is well known [7] that the pairwise error probability is given by

\[ P(x \rightarrow \hat{x}) \leq \exp \left\{ -\frac{E_s}{4N_0} d^2 (x, \hat{x}) \right\} \quad (2) \]

where

\[ d^2 (x, \hat{x}) = \sum_{n \in \eta} \left| x_n - \hat{x}_n \right|^2 \triangleq \sum_{n \in \eta} \delta_n^2 \quad (3) \]

represents the sum of the squared Euclidean distances between the two symbol sequences \( x \) (the correct one) and \( \hat{x} \) (the incorrect one) and \( \eta \) is the set of all \( n \) for which \( x_n \neq \hat{x}_n \). Also, in Eq. (3), \( E_s \) is the energy per output coded symbol and \( N_0 \) is the single-sided noise spectral density.

### B. Imperfect Carrier Phase Synchronization

1. Discrete Carrier (No Interleaving). When a carrier phase error \( \phi (t) \) exists between the received signal and the locally generated demodulation reference, then the result in Eq. (2) is modified as follows.

Assuming the case where the data symbol rate \( 1/T_s \) is high compared to the loop bandwidth \( B_L \), then \( \phi (t) \) can be assumed constant (independent of time), say \( \phi \), over a number of symbols on the order of \( 1/B_L \). Since the decoder has no knowledge of \( \phi \), the decoding metric can make no use of this information and as such is mismatched to the channel. Under these conditions, it can be shown (Appendix A) that using the maximum-likelihood metric for a perfectly phase-synchronized AWGN, one obtains

\[
P(x \rightarrow \hat{x} | \phi ; \lambda) \leq \begin{cases} \frac{1}{2} \exp \left\{ -\frac{E_s}{4N_0} \sum_{n \in \eta} 4\lambda (\cos \phi + \alpha_n \sin \phi - \lambda) \delta_n^2 \right\} ; \\ \sum_{n \in \eta} \delta_n^2 (\cos \phi + \alpha_n \sin \phi) > 0 \\ 1; \sum_{n \in \eta} \delta_n^2 (\cos \phi + \alpha_n \sin \phi) \leq 0 \end{cases} \quad (4) \]

where

\[ \alpha_n \triangleq \sqrt{\frac{4 - \left| x_n - \hat{x}_n \right|^2}{\delta_n^2}} = \sqrt{\frac{4 - \delta_n^2}{\delta_n^2}} \quad (5) \]

and \( \lambda \geq 0 \) is a parameter to be optimized. Note that for \( \phi = 0 \), the parameter \( \lambda \) can be optimized independent of the summation index \( n \). In particular, the expression \( 4\lambda (1 - \lambda) \) is maximized by the value \( \lambda = 1/2 \) which when substituted in Eq. (4) yields Eq. (2) as it should.

Letting \( p(\phi) \) denote the probability density function (p.d.f.) of the phase error \( \phi \), then the average bit error probability is upper bounded by

\[ P_b \leq \sum_{x, \hat{x} \in C} a(x, \hat{x}) p(\chi) \min_{\lambda} \{ P(x \rightarrow \hat{x} | \phi ; \lambda) \} \quad (6) \]

where \( E_\phi \{ \} \) denotes statistical averaging over the p.d.f. \( p(\phi) \).

To somewhat simplify notation, the Bhattacharyya parameter [7] is introduced

\[ D \triangleq \exp \left\{ -\frac{E_s}{4N_0} \right\} \quad (7) \]

in which case

\[
E_\phi \{ P(x \rightarrow \hat{x} | \phi ; \lambda) \} \leq \frac{1}{2} \int_{\mathcal{R}} \left( \prod_{n \in \eta} D_n^{\delta_n^2} \right) [4\lambda (\cos \phi - \lambda) \sin \phi] p(\phi) d\phi \\
\times + \int_{\mathcal{R}} p(\phi) d\phi \quad (8)
\]

where \( \mathcal{R} \) is the set of all \( \phi \) in \( (-\pi, \pi) \) for which

\[ \sum_{n \in \eta} \delta_n^2 (\cos \phi + \alpha_n \sin \phi) > 0 \quad (9) \]

\[ \sum_{n \in \eta} \delta_n^2 (\cos \phi + \alpha_n \sin \phi) \leq 0 \]

1 Later on a tighter bound for this case shall be presented by optimizing on \( \lambda \) prior to performing the expectation over \( \phi \).
and $\mathcal{R}$ is the complement of $\mathcal{R}$, i.e., the remaining values of $\phi$ in $(-\pi, \pi)$ that do not satisfy Eq. (9). Defining

$$\phi_1 = \tan^{-1} \frac{\sum \alpha_n \delta_n^2}{\sum \delta_n^2} = \tan^{-1} \frac{\sum \sqrt{\delta_n^2 (4 - \delta_n^2)}}{\sum \delta_n^2}$$

(eq. 10)

then $\mathcal{R}$ corresponds to the interval $0 \leq |\phi - \phi_1| \leq \pi/2$ and $\mathcal{R}$ corresponds to the interval $\pi/2 < |\phi - \phi_1| \leq \pi$.

2. Discrete Carrier (With Interleaving). Ordinarily, one thinks of using interleaving/deinterleaving to break up the effects of error bursts in coded communication systems. For example, in TCM systems operating in a multipath fading environment, it has been shown [2] that interleaving/deinterleaving is essential for good performance. To see how it may be applied in systems with noisy carrier phase reference, one can gain an intuitive notion by considering the $\cos \phi$ degradation factor as an “amplitude fade” whose duration is on the order of $1/B_L T_s$ symbols. Thus, if one breaks up this “fade” by interleaving to a depth on the order of $1/B_1 T_1$, then, after deinterleaving, the degradation due to $\cos \phi$ and $\sin \phi$ will be essentially independent from symbol to symbol. From a mathematical standpoint, this is equivalent to replacing Eq. (4) by

$$
\begin{aligned}
&\frac{1}{2} \exp \left\{ -\frac{E_s}{4N_0} \sum_{n \in \eta} 4\lambda (\cos \phi_n + \alpha_n \sin \phi_n - \lambda) \delta_n^2 \right\}; \\
&P(\mathcal{X} \rightarrow \mathcal{Z} | \phi; \lambda) \leq \\
&\quad \sum_{n \in \eta} \delta_n^2 (\cos \phi_n + \alpha_n \sin \phi_n) > 0 \\
&\quad \sum_{n \in \eta} \delta_n^2 (\cos \phi_n + \alpha_n \sin \phi_n) \leq 0
\end{aligned}
$$

(eq. 11)

where the $\phi_n$'s are independent identically distributed (i.i.d.) random variables with p.d.f. $p(\phi)$ and $\phi$ refers to the vector whose components are the $\phi_n$'s. The expectation required in Eq. (6) now involves computation of multidimensional integrals over regions of $\phi$ corresponding to the inequalities in Eq. (11). Since, in these regions, the intervals of integration per dimension are dependent on one another, the expectation required in Eq. (6) is extremely difficult to compute.

Thus, instead a looser upper bound on conditional pairwise error probability is considered, which has the advantage of not having to separate the multidimensional integration required in Eq. (6) into two disjoint regions. Indeed, it is straightforward to see that the right-hand side of Eq. (11) is upper bounded by the exponential in its first line (without the factor of $1/2$) over the entire domain of $\phi$, i.e., $(\phi_n \in (-\pi, \pi), n \in \eta)$. Hence,

$$
P(\mathcal{X} \rightarrow \mathcal{Z} | \phi; \lambda) \leq \prod_{n \in \eta} \int_{-\pi}^{\pi} D_n \sum_{\phi_n} \exp \left\{ -\frac{E_s}{4N_0} \sum_{n \in \eta} 4\lambda (\cos \phi_n + \alpha_n \sin \phi_n - \lambda) \delta_n^2 \right\} p(\phi_n) d\phi_n
$$

(eq. 12)

which is identically equal to the Chernoff bound. Now, substituting Eq. (12) into Eq. (6) gives the much simpler result

$$
E_p [P(\mathcal{X} \rightarrow \mathcal{Z} | \phi; \lambda)] \leq \\
\prod_{n \in \eta} \int_{-\pi}^{\pi} \mathcal{D}_n [4\lambda (\cos \phi_n + \alpha_n \sin \phi_n - \lambda)] p(\phi_n) d\phi_n
$$

(eq. 13)

3. Suppressed Carrier (No Interleaving). When the carrier synchronization loop used to track the input phase is of the suppressed carrier type (e.g., a Costas loop), then the results of Section II.B.1 have to be somewhat modified since the appropriate domain for $\phi$ is no longer $(-\pi, \pi)$. In fact, for suppressed carrier tracking of MPSK with a Costas-type loop, and assuming perfect phase ambiguity resolution, $\phi$ takes on values only in the interval $(-\pi/M, \pi/M)$. Thus, the regions $\mathcal{R}$ and $\mathcal{R}$ required in Eq. (8) are reduced relative to those defined below Eq. (10), which assume that $\phi$ is allowed to take on values in $(-\pi, \pi)$. Specifically, $\mathcal{R}$ will now be the intersection of the intervals $0 \leq |\phi| \leq \pi/M$ and $0 \leq |\phi - \phi_1| \leq \pi/2$ where $\phi_1$ is defined in Eq. (10). Similarly, $\mathcal{R}$ is defined by the intersection of $\pi/M \leq |\phi| \leq \pi/2$ and $\pi/2 \leq |\phi - \phi_1| \leq \pi$. 
It can be shown (see Appendix B) that, for any pair of paths \( \mu \) and \( \nu \) (which define the set \( \eta \)), \( \pi/2 - \phi \leq \pi/M \). Thus, the intersection of the intervals \( 0 < |\phi| < \pi/M \) and \( 0 < |\phi - \phi_1| < \pi/2 \) is simply \( 0 < |\phi| < \pi/M \), which defines \( \mathcal{R} \), and the intersection of \( |\phi| < \pi/2 \) and \( |\phi - \phi_1| < \pi/2 \) is the null set which defines \( \mathcal{R} \). In short, for suppressed carrier tracking, the second integral in Eq. (8) disappears and the limits on the first integral become \( (-\pi/M, \pi/M) \), i.e.,

\[
E_\phi \{ P(\mu \rightarrow \nu|\phi; \lambda) \} \leq \frac{1}{2} \int_{-\pi/M}^{\pi/M} \left( \prod_{n \in \eta} D_n^2 \right)^{\frac{4\lambda |\cos\phi - \lambda|}{\delta_n^2}} \times \left( \prod_{n \in \eta} D_n^2 \right)^{\frac{4\lambda \sin\phi}{\delta_n^2}} p(\phi) d\phi
\]

(14)

The significance of the second integral in Eq. (8) being equal to zero will be mentioned shortly relative to a discussion of irreducible error probability.

4. Suppressed Carrier (With Interleaving). Once again, assuming suppressed carrier tracking of MPSK with a Costas-type loop, and perfect phase ambiguity resolution, one obtains, analogous to Eq. (13),

\[
E_\phi \{ P(\mu \rightarrow \nu|\phi; \lambda) \} \leq \frac{1}{2} \prod_{n \in \eta} \left( \int_{-\pi/M}^{\pi/M} D_n^2 \right)^{\frac{4\lambda |\cos\phi_n + \alpha_n \sin\phi_n - \lambda|}{\delta_n^2}} p(\phi_n) d\phi_n
\]

(15)

III. Carrier Synchronization Loop Statistical Model and Average Pairwise Error Probability Evaluation

To evaluate Eq. (6) using Eqs. (8), (13), (14), or (15), one must specify the functional form of the p.d.f. \( p(\phi) \) of the modulo-\( 2\pi \)-reduced phase error \( \phi \). For a discrete carrier synchronization loop of the phase-locked type, \( p(\phi) \) is given by the Tikhonov p.d.f. [8]

\[
p(\phi) = \begin{cases} 
\frac{\exp(\rho \cos\phi)}{2\pi I_0(\rho)} & |\phi| < \pi \\
0 & \text{otherwise}
\end{cases}
\]

(16)

where \( \rho \) is the SNR in the loop bandwidth.

In order to allow evaluation of Eq. (6) in closed form, one must recognize that, for the case of no interleaving, Eq. (8) can be further upper bounded by using \( (-\pi, \pi) \) instead of \( \mathcal{R} \) in the first integral. Then, making this replacement one obtains

\[
\min_{\lambda} \frac{1}{2} \exp \left( \frac{d^2(x, \nu) \lambda^2 E_s}{N_0} \frac{I_0(\rho')}{I_0(\rho)} + I \right)
\]

(17)

where

\[
\rho' = \left( \rho - d^2(x, \nu) \lambda^2 E_s \frac{N_0}{N_0} \right)^{1/2}
\]

\[
d^2 \triangleq \sum_{n \in \eta} \alpha_n^2 \delta_n^2
\]

\[
I = \frac{1}{2\pi I_0(\rho)} \left[ \int_{\pi/2 + \phi_1}^\pi \exp(\rho \cos\phi) d\phi \right. + \left. \int_{-\pi/2 + \phi_1}^{-\pi} \exp(\rho \cos\phi) d\phi \right]
\]

When Eq. (17) is substituted into Eq. (6), the term \( I \) will contribute an irreducible error probability, i.e., the system will exhibit a finite error probability when \( \rho \) is held fixed and \( E_s/N_0 \) approaches infinity.

Note that the factor of 1/2 can be included here since for \( 0 < |\phi_1| < \pi/M \), the condition on the first line of Eq. (11) is always satisfied (see Appendix B) and thus one needs not use the looser upper bound of Eq. (12).
When interleaving is employed, Eq. (15) (minimized over $\lambda$) together with Eq. (16) becomes

$$\min_{\lambda} E_{\phi} \{P(x \rightarrow y | \phi; \lambda)\}$$

$$\leq \min_{\lambda} \left\{ \prod_{n \in \eta} \exp \left\{ \delta_n^2 \lambda^2 \frac{E_s}{N_0} \frac{I_0(\rho_n)}{I_0(\rho)} \right\} \right\}$$

$$= \min_{\lambda} \left\{ \exp \left\{ d^2(x, \overrightarrow{z}) \lambda^2 \frac{E_s}{N_0} \right\} \prod_{n \in \eta} \frac{I_0(\rho_n)}{I_0(\rho)} \right\}$$ (18)

$$\rho_n \triangleq \left( \rho - \delta_n^2 \lambda \frac{E_s}{N_0} \right)^2 + \left( \alpha_n \delta_n^2 \lambda \frac{E_s}{N_0} \right)^2 \right)^{1/2}$$

For suppressed carrier tracking with an $M$-phase Costas loop, $p(\phi)$ again has a Tikhonov-type p.d.f. which is given by

$$p(\phi) = \begin{cases} \frac{\exp \left( \frac{\rho \cos M \phi}{(2\pi/M)I_0(\rho)} \right)}{(2\pi/M)I_0(\rho)}, & |\phi| \leq \frac{\pi}{M} \\ 0; & \text{otherwise} \end{cases}$$ (19)

Here $\rho$ is the "effective" loop SNR which includes the effects of signal × signal (S × S), signal × noise (S × N), and noise × noise (N × N) degradations commonly referred to as "squeezing loss" or, more accurately, "$M$th power loss" [8]. Since suppressed carrier systems of this type derive their carrier demodulation reference from the data-bearing signal, the loop SNR, $\rho$, is directly proportional to $E_s/N_0$; thus there can be no irreducible error probability since $\rho \to \infty$ when $E_s/N_0 \to \infty$. Furthermore, for perfect phase ambiguity resolution, we have previously shown that, for no interleaving, the term $I$ is identically zero since the region $\mathcal{R}$ corresponds to the null set. Thus, the average pairwise error probability results become

$$\min E_{\phi} \{P(x \rightarrow y | \phi; \lambda)\}$$

$$\leq \min_{\lambda} \left\{ \prod_{n \in \eta} \exp \left\{ \delta_n^2 \lambda^2 \frac{E_s}{N_0} f_n(\rho) \right\} \right\}$$

$$= \min_{\lambda} \left\{ \exp \left\{ d^2(x, \overrightarrow{z}) \lambda^2 \frac{E_s}{N_0} \right\} \prod_{n \in \eta} f_n(\rho) \right\}$$

$$f_n(\rho) \triangleq \frac{M}{2\pi} \int_{-\pi/M}^{\pi/M} \exp \left\{ \rho \cos M \phi - \frac{E_s}{N_0} \left( \cos \phi + \alpha_n \sin \phi \right) \right\} d\phi$$

for the case of interleaving.

In arriving at Eqs. (17), (18), (20), and (21), the "same" type of Chernoff bound has been assumed, in the sense that in all cases, the minimization over $\lambda$ was performed after the averaging over $\phi$. The principal reason for doing this is to allow comparison of performance with and without interleaving using bounds with "similar degrees of looseness." For the case of no interleaving, one can actually achieve a tighter bound than that given above by performing the minimization over $\lambda$ on the conditional pairwise probability in Eq. (4). When this is done, one obtains

$$\lambda_{\text{opt}} = \frac{1}{2} \left[ \cos \phi + \xi(x, \overrightarrow{z}) \sin \phi \right]$$

$$\xi(x, \overrightarrow{z}) \triangleq \frac{d^2(x, \overrightarrow{z})}{d^2(x, \overrightarrow{z})} \sum_{n \in \eta} \delta_n^2 \leq 4 - \delta_n^2$$

for no interleaving and
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and Eq. (4) becomes

\[
P(\varphi \rightarrow \tilde{\varphi} | \phi) \leq \frac{1}{2} \exp \left\{ -\frac{E_s}{4\lambda} d^2 (\varphi, \tilde{\varphi}) \right\} \times \left( \cos \phi + \xi (\varphi, \tilde{\varphi}) \sin \phi \right)^2 ;
\]

where \( d^2 (\varphi, \tilde{\varphi}) \) is again defined by Eq. (3).

Unfortunately, the integral of Eq. (23) over the p.d.f.s of Eqs. (16) and (19) cannot be obtained in closed form. Defining the integral

\[
E_{\phi} \left\{ \min_{\lambda} P(\varphi \rightarrow \tilde{\varphi} | \phi; \lambda) \right\} \leq \frac{1}{2} L (\xi (\varphi, \tilde{\varphi}); M)
\]

where \( \xi (\varphi, \tilde{\varphi}) \) in the integral of Eq. (24) now corresponds to the interval \((-\pi/M, \pi/M)\).

Using Eqs. (25) and (26) (rather than Eqs. 17 and 20) will result in a smaller improvement in performance due to interleaving/deinterleaving since Eqs. (25) and (26) result in a tighter bound on \( P_b \) (no interleaving).

### IV. A Trellis-Code Example

Consider a rate 1/2 trellis-coded QPSK using a simple 2-state trellis. The code trellis structure with the appropriate QPSK symbol assignment is illustrated in Fig. 1 and the corresponding pair-state transition diagram is shown in Fig. 2 where \( a, b, \) and \( c \) are branch label gains to be specified below. The transfer function of the pair-state diagram is

\[
T(D, I) = \frac{Iac}{1 - Ib}
\]

#### A. No Interleaving

For the case of no interleaving, one has

\[
\left. \frac{dT(D, I)}{df} \right|_{f=1} = \frac{ac}{(1-b)^2} = \sum_{k=0}^{\infty} (k+1)abc^k
\]

where

\[
a = D^{16} \lambda (\cos \phi - \lambda)
\]

\[
b = c = D^{8} \lambda (\cos \phi + \sin \phi - \lambda)
\]

and \( D \) is the Bhattacharyya parameter for the ideal AWGN channel, namely

\[
D = \exp \left\{ -\frac{E_s}{4\lambda} \right\}
\]

Using Eq. (28) and the result of Eq. (23), the upper bound on average bit error probability can be represented as

\[
P_b \leq \sum_{k=0}^{\infty} (k+1) \int P_k(\phi) p(\phi) d\phi
\]
where
\[
P_k(\phi) = \begin{cases} 
\frac{1}{2} D 2^{(k+3)} \left( \cos \phi + \frac{k+1}{k+3} \sin \phi \right)^2; \\
\phi - \tan^{-1} \frac{k+1}{k+3} \left( \frac{\pi}{2} \right); \\
1; \quad \phi - \tan^{-1} \frac{k+1}{k+3} \geq \frac{\pi}{2}
\end{cases}
\]  
(32)

For discrete carrier synchronization, \( p(\phi) \) is given by Eq. (16) and for suppressed carrier tracking with a 4-phase Costas loop, \( p(\phi) \) is given by Eq. (19) with \( M = 4 \).

**B. Interleaving**

When interleaving is employed, then analogous to Eq. (28) one has
\[
\left. \frac{dT(D, I)}{dt} \right|_{t=1} = \frac{\tilde{a} c}{(1 - \tilde{b})^2} = \sum_{k=0}^{\infty} (k+1) \tilde{a} c \tilde{b}^k 
\]
(33)

where
\[
\tilde{a} = \int D^{16 \lambda (\cos \phi - \lambda)} p(\phi) d\phi \\
\tilde{b} = \int D^{8 \lambda (\cos \phi + \sin \phi - \lambda)} p(\phi) d\phi
\]
(34)

For discrete carrier synchronization, Eq. (34) can be represented in closed form as
\[
\tilde{a} = \exp \left\{ \frac{4 \lambda^2 E_s}{N_0} \right\} I_0(\rho_0) I_0(\rho) \\
\tilde{b} = \exp \left\{ \frac{2 \lambda^2 E_s}{N_0} \right\} \frac{I_0 \left( \sqrt{\rho - \frac{2 \lambda E_s}{N_0}} \right)^2 + \left( \frac{2 \lambda E_s}{N_0} \right)^2}{I_0(\rho)}
\]
(35)

where \( \rho_0 \) is defined by
\[
\rho_0 = \rho - \left| \frac{4 \lambda E_s}{N_0} \right|
\]
(36)

Using Eq. (33), an expression for the upper bound on average bit error probability, analogous to Eq. (31), is given by
\[
P_b \leq \sum_{k=0}^{\infty} (k+1) \min_{\lambda} \gamma \tilde{a}(\tilde{b})^{k+1}
\]
(37)

where \( \gamma = 1 \) for discrete carrier and \( \gamma = 1/2 \) for suppressed carrier.

The upper bounds of Eqs. (31) and (37) are plotted in Figs. 3 and 4 for discrete carrier tracking and loop SNRs \( \rho = 13 \) and \( 15 \) dB, respectively. In Figs. 5 and 6, the comparable results for the suppressed carrier case are illustrated. Here a 4-phase Costas loop with integrative-and-dump filters has been assumed whose equivalent loop SNR is
\[
\rho = \frac{1}{16} \left( \frac{S}{N_0 B_L} \right) \mathcal{P}_L = \frac{1}{16} \left( \frac{E_b}{N_0} \right) \left( \frac{1}{B_L T_b} \right) \mathcal{P}_L
\]
(38)

with \( \mathcal{P}_L \) now denoting the "4th power loss" and given by
\[
\mathcal{P}_L = \left[ 1 + \frac{9}{2} \left( \frac{E_s}{N_0} \right)^{-1} + \frac{1}{2} \left( \frac{E_s}{N_0} \right)^{-2} + \frac{3}{2} \left( \frac{E_s}{N_0} \right)^{-3} \right]^{-1}
\]
(39)

Also, in evaluating the numerical results, the series in Eqs. (31) and (37) has been truncated to 15 terms.

**V. Concluding Remarks**

It has been shown that by interleaving the transmitted coded symbols in a trellis-coded system, the radio loss can be significantly reduced. The amount of this reduction depends on the particular trellis code used and the region of operation of the system as characterized by such parameters as bit error rate and loop SNR. In this article, a simple example (2-state, rate 1/2 trellis-coded QPSK) has been used strictly for the purpose of illustrating the theoretical results. More complex trellis codes with a larger number of modulation levels and a larger number of states will show even more gain due to interleaving.

In general, whether or not coding and interleaving are employed, suppressed carrier systems have smaller radio losses than discrete carrier systems since they are not subject to
irreducible error probability. This is true despite the fact that for practical passive arm filters (e.g., RC filters) in the suppressed carrier tracking loop (Costas loop), one will experience larger squaring losses and thus larger radio losses than those shown here for active integrate-and-dump arm filters [9]. Thus, if the radio loss is, without interleaving, small (as tends to be true in suppressed carrier systems), the use of interleaving cannot be of much additional help. Nevertheless, if the system can tolerate the delay associated with the interleaving/deinterleaving process, it is useful to include it in the system design since it also helps to reduce other impairments of a bursty nature such as intersymbol interference, fading, etc.
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Fig. 1. (a) QPSK signal point constellation and (b) trellis diagram showing QPSK signal assignments to branches.

Fig. 2. Pair-state transition diagram for trellis diagram of Fig. 1.

Fig. 3. Upper bound on average bit error probability versus bit energy-to-noise ratio for rate 1/2, trellis-coded QPSK; 2 states; loop SNR = 13 dB; discrete carrier.
Fig. 4. Upper bound on average bit error probability versus bit energy-to-noise ratio for rate $1/2$, trellis-coded QPSK; 2 states; loop SNR $= 15$ dB; discrete carrier.

Fig. 5. Upper bound on average bit error probability versus bit energy-to-noise ratio for rate $1/2$, trellis-coded QPSK; 2 states; $1/B_L T_0 = 10$; suppressed carrier.
Fig. 6. Upper bound on average bit error probability versus bit energy-to-noise ratio for rate 1/2, trellis-coded QPSK; 2 states; $1/B_L T_b = 20$; suppressed carrier.
Appendix A

Derivation of an Upper Bound on the Pairwise Error Probability for Trellis Coded MPSK with Imperfect Carrier Phase Reference

Let $y = (y_1, y_2, \ldots, y_N)$ denote the received sequence when the normalized (to unit power) sequence of MPSK symbols $\hat{x} = (x_1, x_2, \ldots, x_N)$ is transmitted. A pairwise error occurs if $\hat{\mathbf{x}} = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_N) \neq \mathbf{x}$ is chosen by the receiver, which, if the receiver uses a distance metric to make this decision, implies $y$ is closer to $\hat{x}$ than to $x$. Assuming that distance metric which is maximum-likelihood for ideal coherent detection (perfect carrier phase reference), then such an error occurs whenever

$$\sum_{n=1}^{N} |y_n - \hat{x}_n|^2 < \sum_{n=1}^{N} |y_n - x_n|^2 \quad (A-1)$$

Since MPSK is a constant envelope signaling set, one has $|x_n|^2 = |\hat{x}_n|^2$ is a constant, and Eq. (A-1) reduces to

$$\sum_{n=1}^{N} \text{Re} \left\{ y_n \hat{x}_n^* \right\} > \sum_{n=1}^{N} \text{Re} \left\{ y_n x_n^* \right\} \quad (A-2)$$

Letting $n_n$ represent the additive noise in the $n$th signaling interval, and $\phi_n$ the phase shift introduced by imperfect carrier demodulation in that same interval, then $y_n$ and $x_n$ are related by

$$y_n = x_n e^{i \phi_n} + n_n ; \quad n = 1, 2, \ldots, N \quad (A-3)$$

Substituting Eq. (A-3) into Eq. (A-2) and simplifying gives

$$\text{Re} \left\{ \sum_{n \in \eta} (\hat{x}_n - x_n)^* n_n \right\} > \text{Re} \left\{ \sum_{n \in \eta} x_n (x_n - \hat{x}_n)^* e^{i \phi_n} \right\} \quad (A-4)$$

where $\eta$ is the set of all $n$ such that $x_n \neq \hat{x}_n$.

Since for an AWGN channel, $n_n$ is a complex Gaussian random variable whose real and imaginary components have variance

$$E \left\{ |\text{Re}(n_n)|^2 \right\} = E \left\{ |\text{Im}(n_n)|^2 \right\} = \sigma^2 \quad (A-5)$$

then

$$\text{var} \left\{ \text{Re} \left[ \sum_{n \in \eta} (\hat{x}_n - x_n)^* n_n \right] \right\} = \sigma^2 \sum_{n \in \eta} |x_n - \hat{x}_n|^2$$

and the conditional pairwise error probability $P(x \rightarrow \hat{x} | \phi)$ is given by

$$P(x \rightarrow \hat{x} | \phi) = \text{Pr} \left\{ \text{Re} \left[ \sum_{n \in \eta} (\hat{x}_n - x_n)^* n_n \right] > \text{Re} \left[ \sum_{n \in \eta} x_n (x_n - \hat{x}_n)^* e^{i \phi_n} \right] \right\}$$

$$= Q \left( \frac{\text{Re} \left[ \sum_{n \in \eta} x_n (x_n - \hat{x}_n)^* e^{i \phi_n} \right]}{\sigma \sqrt{\sum_{n \in \eta} |x_n - \hat{x}_n|^2}} \right) \quad (A-7)$$

where $\phi = (\phi_1, \phi_2, \ldots, \phi_N)$ is the sequence of carrier phase errors and $Q(x)$ is the Gaussian integral defined by

$$Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} \exp \left( -\frac{y^2}{2} \right) dy \quad (A-8)$$

To simplify Eq. (A-7), proceed as follows. Since for constant envelope signals

$$2\text{Re} \left\{ x_n (x_n - \hat{x}_n)^* \right\} = |x_n - \hat{x}_n|^2 \quad (A-9)$$

$$2\text{Im} \left\{ x_n (x_n - \hat{x}_n)^* \right\} = (x_n - \hat{x}_n)^* (x_n + \hat{x}_n)$$
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the numerator of the argument of the Gaussian integral in Eq. (A-7) becomes

\[
\sum_{n \in \eta} \text{Re} \left\{ x_n (x_n - \bar{x}_n)^* e^{i\phi_n} \right\} = \frac{1}{2} \sum_{n \in \eta} |x_n - \bar{x}_n|^2 \cos \phi_n + j (x_n - \bar{x}_n)^* (x_n + \bar{x}_n) \sin \phi_n
\]

\[
= \frac{1}{2} \sum_{n \in \eta} |x_n - \bar{x}_n|^2 \left\{ \cos \phi_n + j \frac{(x_n + \bar{x}_n)}{(x_n - \bar{x}_n)} \sin \phi_n \right\}
\]

Performing some further trigonometric simplification of Eq. (A-10) gives the desired result

\[
\sum_{n \in \eta} \text{Re} \left\{ x_n (x_n - \bar{x}_n)^* e^{i\phi_n} \right\} = \sum_{n \in \eta} |x_n - \bar{x}_n| \cos(\phi_n - \eta_n)\]

\[
\eta_n = \tan^{-1} \alpha_n
\]

\[
\alpha_n = \frac{\sqrt{4 - |x_n - \bar{x}_n|^2}}{|x_n - \bar{x}_n|^2} = \sqrt{\frac{4 - \delta_n^2}{\delta_n^2}}
\]

The argument of the Gaussian integral in Eq. (A-7) is in the form \(a/\sqrt{b}\). For \(a > 0\), one can upper bound this integral by\(^1\)

\[
Q\left( \frac{a}{\sqrt{b}} \right) \leq \frac{1}{2} e^{-a^2/2b}
\]  

(A-12)

Since for any \(\lambda\), one has \((a - 2\lambda b)^2 > 0\), rearranging this inequality gives the equivalent form

\[
\frac{a^2}{b} \geq 4\lambda a - 4\lambda^2 b
\]  

(A-13)

Thus, for \(a > 0\),

\[
Q\left( \frac{a}{\sqrt{b}} \right) \leq \frac{1}{2} \exp \left\{ -2\lambda |a - \lambda b| \right\}
\]  

(A-14)

For \(a < 0\), one must use the loose upper bound

\[
Q\left( \frac{a}{\sqrt{b}} \right) = Q \left( \frac{-|a|}{\sqrt{b}} \right) = 1 - Q\left( \frac{|a|}{\sqrt{b}} \right) \leq 1
\]  

(A-15)

Finally, using Eq. (A-11) together with Eqs. (A-14) and (A-15) in Eq. (A-7) gives the desired upper bound on pairwise error probability as

\[
P(x - \bar{x} | \phi; \lambda) \leq \left\{ \begin{array}{ll}
\frac{1}{2} \exp \left\{ - \frac{E_s}{4N_0} \sum_{n \in \eta} 4\lambda (\cos \phi_n + \alpha_n \sin \phi_n) \delta_n^2 \right\} ; \\
\sum_{n \in \eta} \delta_n^2 (\cos \phi_n + \alpha_n \sin \phi_n) > 0 \\
1; \sum_{n \in \eta} \delta_n^2 (\cos \phi_n + \alpha_n \sin \phi_n) \leq 0
\end{array} \right.
\]

(A-16)

In Eq. (A-16), use has been made of the fact that for the unnormalized system, \(1/2\sigma^2 = E_s/N_0\) where \(E_s\) is the symbol energy and \(N_0\) the noise spectral density, and \(\lambda\) has been replaced by the normalized quantity \(\lambda \sigma^2\). Also, note that if Eq. (A-16) is minimized over \(\lambda\), then it is identically in the form of a Chernoff bound.

---

\(^1\) Note that for perfect carrier demodulation, i.e., \(\phi = 0\), one always has \(a > 0\).
Appendix B

Derivation of the Integration Region \( \mathcal{R} \) for Suppressed Carrier Tracking

First it will be shown that for any error event path, the intersection of the intervals \( 0 \leq |\phi| \leq \pi/M \) and \( 0 \leq |\phi - \phi_1| \leq \pi/2 \), where \( \phi_1 \) is defined in Eq. (10), is indeed \( 0 \leq |\phi| \leq \pi/M \), which then defines the region \( \mathcal{R} \) for the no-interleaving case. This is equivalent to showing that for any error event path, \( \pi/2 - \phi_1 \geq \pi/M \). From Eq. (10), this inequality can be expressed as

\[
\sum_{n \in \eta} \sqrt{\delta_n^2 (4 - \delta_n^2)} \leq \cot \frac{\pi}{M} \quad (B-1)
\]

or, equivalently,

\[
\sum_{n \in \eta} \sqrt{\delta_n^2 (4 - \delta_n^2)} \leq \sum_{n \in \eta} \frac{\delta_n^2}{\tan \frac{\pi}{M}} \quad (B-2)
\]

Equation (B-2) will be satisfied if for each \( n \in \eta \),

\[
\delta_n^2 (4 - \delta_n^2) \leq \frac{\delta_n^4}{\tan^2 \frac{\pi}{M}} \quad (B-3)
\]

or, equivalently,

\[
\delta_n^2 \geq \frac{4 \tan^2 \frac{\pi}{M}}{1 + \tan^2 \frac{\pi}{M}} = 4 \sin^2 \frac{\pi}{M} \quad (B-4)
\]

However, for an MPSK signaling set, the smallest squared Euclidean distance occurs between adjacent points in the constellation and has value \( 4 \sin^2 \pi/M \). Thus, Eq. (B-4) is satisfied for all \( n \in \eta \). Q.E.D.

For the interleaving case, it must be shown that for \( 0 \leq |\phi_n| \leq \pi/M \),

\[
\sum_{n \in \eta} \delta_n^2 (\cos \phi_n + \alpha_n \sin \phi_n) \geq 0 \quad (B-5)
\]

where, from Eq. (5),

\[
\alpha_n = \sqrt{\frac{4 - \delta_n^2}{\delta_n^2}} \quad (B-6)
\]

Since, if all the \( \phi_n's \) are equal to \(-\pi/M\), the left-hand side of Eq. (B-5) is most negative, then, equivalently, it must be shown that

\[
\sum_{n \in \eta} \delta_n^2 \left( \cos \frac{\pi}{M} - \alpha_n \sin \frac{\pi}{M} \right) \geq 0 \quad (B-7)
\]

The inequality in Eq. (B-7) is satisfied if each term in the sum is greater than or equal to zero. Thus, it must be shown that

\[
\cos \frac{\pi}{M} \sqrt{\frac{4 - \delta_n^2}{\delta_n^2}} \sin \frac{\pi}{M} \geq 0 \quad (B-8)
\]

or, equivalently,

\[
\tan^2 \frac{\pi}{M} \leq \frac{\delta_n^2}{4 - \delta_n^2} \quad (B-9)
\]

which is the identical inequality to Eq. (B-3) whose validity was established above. Q.E.D.
Performance of Concatenated Codes Using 8-Bit and 10-Bit Reed-Solomon Codes

F. Pollara and K.-M. Cheung
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The performance improvement of concatenated coding systems using 10-bit instead of 8-bit Reed-Solomon codes is measured by simulation. Three inner convolutional codes are considered: (7,1/2), (15,1/4), and (15,1/6). It is shown that approximately 0.2 dB can be gained at a bit error rate of $10^{-6}$. The loss due to nonideal interleaving is also evaluated. Performance comparisons at very low bit error rates may be relevant for systems using data compression.

I. Introduction

Concatenated codes consisting of an inner convolutional code and an outer Reed-Solomon (RS) code are used in several current and planned deep-space missions. The Voyager spacecraft, for example, employs a concatenated coding system based on a (7,1/2) convolutional code as the inner code and an 8-bit (255,223) RS code as the outer code. The Galileo mission will use an experimental (15,1/4) convolutional code [1] concatenated with the same 8-bit RS code. Future missions may use the recently discovered (15,1/6) convolutional code [2] together with a 10-bit (1023,959) RS code.

The plan to develop a switchable (8-bit and 10-bit) Reed-Solomon decoder\(^1\) suggested a study of the performance improvement that can be obtained by using the 10-bit RS code in place of the 8-bit RS code. The results of this study are the main subject of this article.

Since maximum-likelihood decoding of convolutional codes generates errors in bursts, a block interleaver is used between the convolutional encoder and the RS encoder to randomize the symbol errors. The deinterleaving operation performed at the receiving station removes most of the dependency among errors that enter the RS decoder, given that the interleaving depth $I$ is sufficiently large. It is important to assess the performance degradation resulting from interleaving at a given depth with respect to ideal interleaving that assumes totally independent errors.

The availability of a hardware Viterbi decoder built by C. Lahmeyer made it possible to generate enough error bursts to compute the performance degradation due to nonideal interleaving, as described in [3]. Simulation results have been stored on disk files in a compressed format which allows for

easy reconstruction of the actual decoded bit stream. The hardware decoder uses the traceback method to compute the decoded bits. Paths are traced back starting from a random state. Traceback is accomplished by three buffers, each 170 bits long, storing the results of comparisons of merging paths. Received symbols are quantized by a uniform 8-bit quantizer. Operations internal to the decoder are performed with 16-bit precision.

II. Results for Convolutional Codes

Three convolutional codes are considered: Voyager's (7,1/2) code, Galileo's (15,1/4) code, and the (15,1/6) code described in [2].

Figure 1 shows the bit error rate (BER) and the symbol error rates (8- to 16-bit symbols) for the (7,1/2) code as a function of the bit signal-to-noise ratio (bit SNR). These are the only results described in this article that were obtained by using software simulation instead of the hardware decoder, since the software decoding speed is reasonable for constraint length 7 codes. The software decoder operates with no quantization of the received symbols and uses a path truncation length of 64 bits. The survivors are updated by the register exchange method, and the decoded bits are taken from the survivor with the lowest accumulated metric. Each data point in Fig. 1 is the result of a simulation run of at least 10 million information bits. Figure 1 has been included primarily for comparison with other more powerful codes.

Figure 2 shows the same performance results for the (15,1/4) code, obtained by hardware simulation. The data points below the bit error rate curve are the results of software simulation [1] with no quantization and a path truncation length of 128 bits.

Similar results are shown in Fig. 3 for the (15,1/6) code. The performance of the (15,1/6) code found by hardware simulation is slightly worse than that previously found in [2] by software simulation. To facilitate the comparison of the (15,1/4) and the (15,1/6) codes, their bit error rates are shown together in Fig. 4.

III. Results for Concatenated Codes

Figures 5 to 13 show the performance of concatenated codes with ideal and nonideal interleaving, and point out the difference in performance between 8-bit and 10-bit RS codes. The bit SNR shown in these figures is the bit signal-to-noise ratio of the concatenated system, which includes a penalty of 0.58 dB due to the rate of the 8-bit RS code, or 0.28 dB for the 10-bit RS code. The bit error rate at the RS decoder output is computed from the bit and symbol error rates of the Viterbi decoder.2

Figures 5 and 6 show the bit error rate of the (7,1/2) code concatenated with the 8-bit and 10-bit RS codes, respectively. Interleaving depths I = 2 and I = 4 are shown along with ideal interleaving. Higher values of I had nonmeasurable performance degradation relative to ideal interleaving. Larger constraint length codes suffer more from shallow interleaving since the average length of bursts grows with the constraint length. It must be observed that results for nonideal interleaving need very large amounts of data (decoded bits) and are not very accurate even with runs of 10 million or more bits. The 1σ statistical uncertainty for BER estimates lower than 10^-5 is more than 100 percent for nonideal interleaving, but only approximately 20 percent for ideal interleaving. Figure 7 shows a comparison of the bit error rates of the 8-bit and 10-bit codes concatenated with the (7,1/2) code and ideal interleaving. The advantage of the 10-bit RS code becomes apparent only at very low bit error rates. A different 10-bit RS code specifically optimized for concatenation with the (7,1/2) code could offer a larger improvement over the 8-bit RS code than the (1023,959) RS code, which was optimized for the (15,1/6) code.

Figures 8 and 9 show the bit error rate of the (15,1/4) code concatenated with the 8-bit and 10-bit RS codes, respectively. Figures 5 and 8 appeared in [3], and are repeated for comparison. Figure 10 shows a comparison of the bit error rates of the 8-bit and 10-bit codes concatenated with the (15,1/4) code and ideal interleaving. Now the advantage of the 10-bit RS code over the 8-bit RS code is approximately 0.2 dB at BER = 10^-6. This advantage grows to approximately 0.3 dB at BER = 10^-12.

Finally, Figs. 11 and 12 show the bit error rate of the (15,1/6) code concatenated with the 8-bit and 10-bit RS codes, respectively. Figure 13 shows a comparison of the bit error rates of the 8-bit and 10-bit codes concatenated with the (15,1/6) code and ideal interleaving. The advantage of the 10-bit code is slightly less than 0.2 dB at BER = 10^-6, and approximately 0.3 dB at BER = 10^-12.

IV. Conclusions

In summary, the improvement offered by the 10-bit RS code over the 8-bit RS code is approximately 0.2 dB at BER = 10^-6. Further improvements are possible by using nonideal interleaving. Lower bit error rates can be achieved by using different RS codes.

$10^{-6}$ for both the Galileo system and the new (15,1/6) code proposed for future missions. For systems that transmit heavily compressed data and may have to operate at $\text{BER} = 10^{-12}$, the improvement increases to approximately 0.3 dB.

This improvement is quickly eroded by insufficient interleaving. From our limited results on interleaving losses it is nevertheless possible to conclude that interleaving depths of eight or higher will produce insignificant losses at $\text{BER} \geq 10^{-6}$.

A comparison of three concatenated systems is shown as a summary in Fig. 14. This figure includes Voyager's coding system, the Galileo experimental code, and a concatenated code available for future missions.
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Fig. 3. Convolutional code performance: (15,1/6) code.

Fig. 4. Convolutional code performance comparison: (15,1/4) and (15,1/6) codes.
Fig. 5. Concatenated code performance: (7,1/2) convolutional and 8-bit (255,223) RS.

Fig. 6. Concatenated code performance: (7,1/2) convolutional and 10-bit (1023,959) RS.
Fig. 7. Concatenated code performance comparison: 8-bit (255,223) and 10-bit (1023,959) RS concatenated with (7,112) convolutional.

Fig. 8. Concatenated code performance: (15,1/4) convolutional and 8-bit (255,223) RS.

Fig. 9. Concatenated code performance: (15,1/4) convolutional and 10-bit (1023,959) RS.

Fig. 10. Concatenated code performance comparison: 8-bit (255,223) and 10-bit (1023,959) RS concatenated with (15,1/4) convolutional.
Fig. 11. Concatenated code performance: (15,1/6) convolutional and 8-bit (255,223) RS.

Fig. 12. Concatenated code performance: (15,1/6) convolutional and 10-bit (1023,959) RS.

Fig. 13. Concatenated code performance comparison: 8-bit (255,223) and 10-bit (1023,959) RS concatenated with (15,1/6) convolutional.

Fig. 14. Comparison of three concatenated codes.
Decoding of 1/2-Rate (24,12) Golay Codes

T.-K. Truong
Communications Systems Research Section
I. S. Reed and X. Yin
Department of Electrical Engineering, University of Southern California

In this article, a decoding method for a (23,12) Golay code is extended to the important 1/2-rate (24,12) Golay code.

I. Introduction

The 23-bit Golay code is a very useful code, particularly for those applications where a parity bit is added to yield a 1/2-rate code. Recently a simplified procedure was developed for decoding this important (24,12) Golay code [1]. It is shown here that this procedure can be extended to any decoding method which can correct three errors in the (23,12) Golay code.

There are several known decoding procedures for correcting the three possible errors of (23,12) Golay code:

1. The minimum-distance method [2]
2. The standard-array method [2], [3]
3. The majority-logic method, suggested by Goethals [4]
5. The shift-and-search procedure [1]
6. Algebraic algorithms which include Berlekamp's method [2], [6] as well as the extended Bose-Chaudhuri-Hocquenghem (BCH) algorithm suggested recently by M. Elia in [7]

In this article, a simple method is given to extend any of these procedures to the 1/2-rate (24,12) Golay code so that three errors can be corrected and four errors can be detected.

II. Theorem for Close-Packed Error-Correcting Codes

The (23,12) Golay code is a close-packed error-correcting code for which the following theorem can be proved:

Theorem: Let $C$ be the set of codewords of a Golay code. Also let $E_i$ be the set of vectors of weight $i$. Then for any $g \in C$, and any $g_4 \in E_4$, there is a $g' \in C$ such that

$$g + g_4 = g' + e_3$$

where $e_3 \in E_3$.

Proof: See Appendix and [1].

III. The (24,12) Golay Code

A (24,12) Golay codeword can be formed by adding an even or odd parity-check bit to the (23,12) Golay codeword. It is well known that such a (24,12) Golay code has the minimum distance $d_{min} = 8$. Thus any decoding algorithm can be extended to the (24,12) Golay code with the correction of three or fewer errors and the detection of four errors.
There is no loss in generality to assume that the parity of a (24,12) Golay codeword is even. That is, the sum of the 24 bits modulo 2 is equal to zero. Now assume during transmission that four errors are added to the codeword. There are two cases to consider:

(1) If the four errors occur in the first 23 bits, then by the Theorem in Section II, the addition of an error vector of Hamming weight 4 to a codeword produces a 23-bit vector that is equal to some other (23,12) Golay codeword plus an error vector of weight 3. Thus if one of the decoding algorithms in Section I is applied to the first 23 bits, an error vector of weight 3 is added to the received codeword. As a consequence the parity of the (24,12) codeword also is changed. Hence by checking the parity of the decoded codeword, the decoder detects the presence of four errors.

(2) On the other hand, if three errors occur in the first 23 bits, and one error occurs in the parity bit, the decoding algorithm corrects the three errors in the first 23 bits. The parity of the 23-bit decoded codeword now differs from the received parity bit. Hence the decoder detects the presence of four errors.

The extended decoding algorithm for the (24,12) Golay code is summarized as follows:

Apply any decoding algorithm which can correct three errors to the first 23 bits. If the number of errors is less than three, the decoding procedure terminates normally. If the number of errors is greater than or equal to three, the parity of the decoded codeword is compared with the received parity bit. If they are different, the decoder detects the presence of four errors. The detailed flowchart of this decoding procedure is shown in Fig. 1.

IV. An Example of Implementation

A complete algebraic decoding algorithm for the (23,12) Golay code was found recently by M. Elia [7]. To illustrate this method, define

\[ E(x) = e_{22}x^{22} + e_{21}x^{21} + \ldots + e_1x + e_0 \]

to be the error polynomial. Then the received codeword has the form

\[ R(x) = C(x) + E(x) = q(x)g(x) + E(x) \]

Suppose that three errors occur in the received code word \( R(x) \) and assume that \( 2t < d - 1 \). Since \( \alpha, \alpha^3, \) and \( \alpha^9 \) are the roots of \( g(x) \), one has

\[ s_1 = E(\alpha) = R(\alpha), \quad s_3 = E(\alpha^3) = R(\alpha^3), \quad s_9 = E(\alpha^9) = R(\alpha^9) \]

where \( s_1, s_3, \) and \( s_9 \) are called the syndromes of the code. Assume \( z_1, z_2, \) and \( z_3 \) are the positions of the three errors. Then the error-locator polynomial is defined by

\[ \sigma(z) = \prod_{i=1}^{3} (z - z_i) = z^3 + a_1z^2 + a_2z + a_3 \]

where \( a_1 = z_1 + z_2 + z_3, \quad a_2 = z_1z_2 + z_2z_3 + z_1z_3, \) and \( a_3 = z_1z_2z_3. \) Then from [7],

\[ \sigma_1 = s_1 \]

\[ \sigma_2 = s_1^2 + D^{1/3} \]

\[ \sigma_3 = s_3 + s_1 D^{1/3} \]

where

\[ D = \frac{(s_1^3 + s_3)^2 + (s_1^9 + s_9)}{(s_1^3 + s_3)} \]

Hence under different conditions for the syndromes, the error location polynomial has the following forms:

\[ \sigma(z) = \begin{cases} 1 & \text{if } s_1 = s_3 = s_9 = 0 \\ z + s_1 & \text{if } s_3 = s_1^3 \text{ and } s_3^3 = s_9 \\ z^2 + s_1z & \text{if } s_1 \neq s_2 \text{ and } s_3 = s_1 D^{1/3} \\ z^3 + s_1z^2 & \text{otherwise two errors} \\
+ (s_1^2 + D^{1/3})z & \text{otherwise three errors} \\
+ (s_3 + s_1 D^{1/3}) & \text{otherwise three errors} \end{cases} \]
Note that the cube root \( D^{1/3} \) is in \( GF(2^{11}) \) and can be computed recursively, i.e.,

\[
D^{1/3} = D^{1365} = D^{2^{10} + 2^8 + 2^6 + 2^4 + 2^2 + 2^0} = D^{2^{10}D^{2^8}D^{2^6}D^{2^4}D^{2^2}D}
\]

After using the Chien search to find the error locations, one can apply the decoding procedure in this article to decode the \((24,12)\) Golay code as described in Fig. 2.

A shift-and-search procedure for decoding Golay codes is given in [1]. In a computer simulation, this procedure is compared with the Elia algebraic technique in terms of CPU time. For three and four errors this comparison shows that the algebraic method is more than twice as fast as the shift-and-search method in [1]. These results are shown in detail in Table 1.

V. Conclusion

The procedure given in this article extends the decoding of the \((23,12)\) Golay code to the \((24,12)\) Golay code. This extension generalizes to any close-packed error-correcting code. However, since there is only one other nontrivial multiple-error-correcting perfect code—the \((11,6)\) Golay code over \( GF(3) \)—such a generality may be somewhat academic.
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<table>
<thead>
<tr>
<th>CPU time, ms</th>
<th>Number of errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algebraic method</td>
<td>15.5  16  20  21  22</td>
</tr>
<tr>
<td>Shift-and-search method</td>
<td>15    15.5  20  44.5  47</td>
</tr>
</tbody>
</table>
Fig. 1. Flowchart for decoding (24,12) Golay codes.

Fig. 2. Flowchart of Elia's algebraic procedure.
Appendix

Proof of Theorem

It is well known that the (23,12) Golay code is a close-packed code, i.e., the following equation holds:

$$2^{23} = \left[ 1 + \binom{23}{1} + \binom{23}{2} + \binom{23}{3} \right] 2^{12}$$

Let $C$ be the set of codewords of the Golay code. Also let $E_i$ be the set of vectors of weight $i$. Therefore, for any $c \in C$, and any $e_4 \in E_4$, then $\bar{x} = c + e_4 = c' + e$ where weight of $e$ satisfies $w(e) \leq 3$. Hence $e = \bar{x} + e'$ so that by property $w(x + y) \geq |w(x) - w(y)|$ one has the inequality

$$w(e) = w(c + c' + e_4) \geq |w(c + c') - w(e_4)|$$

where $w(c + c') = dis(c, c')$. Since minimum distance of the code is $d_{\text{min}} = 7$, one has finally that $w(e) \geq 3$, and the theorem is proved.
The Weight Distribution and Randomness of Linear Codes

K.-M. Cheung
Communications Systems Research Section

Finding the weight distributions of block codes is a problem of theoretical and practical interest. Yet the weight distributions of most block codes are still unknown except for a few classes of block codes. In this article, by using the inclusion and exclusion principle, an explicit formula is derived which enumerates the complete weight distribution of an \((n,k,d)\) linear code using a partially known weight distribution. This expression is analogous to the Pless power-moment identities—a system of equations relating the weight distribution of a linear code to the weight distribution of its dual code.

Also, an approximate formula for the weight distribution of most linear \((n,k,d)\) codes is derived. It is shown that for a given linear \((n,k,d)\) code over \(GF(q)\), the ratio of the number of codewords of weight \(u\) to the number of words of weight \(u\) approaches the constant \(Q = q^{(n-k)}\) as \(u\) becomes large. A relationship between the randomness of a linear block code and the minimum distance of its dual code is given, and it is shown that most linear block codes with rigid algebraic and combinatorial structure also display certain random properties which make them similar to random codes with no structure at all.

I. Introduction

Finding the weight distribution of block codes is a problem of theoretical and practical interest. When an incomplete decoding algorithm is used (e.g., bounded distance decoding), the probabilities of correct decoding, decoding error, and decoding failure can all be expressed in terms of the code's weight enumerator [2].

Let \(C\) be a linear \((n,k,d)\) code over \(GF(q)\), and \(C^\perp\) be its \((n,n-k,d^\perp)\) dual code. Let \(G\) be the generator matrix of \(C\). Let the number of codewords of weight \(u\) be denoted by \(A_u\). MacWilliams [3] showed that the weight enumerator of the dual \(C^\perp\) of a linear code \(C\) is given by a linear transformation of the weight enumerator of \(C\). Pless [1] introduced the power-moment identities—a system of equations relating the weight distribution of a linear code to the weight distribution of its dual code. In this article, by using the inclusion and exclusion principle, it is shown in Section III that the complete set of \(A_u\)'s, \(0 \leq u \leq n\), can be generated if only the partial set of \(A_u\)'s, \(d \leq u \leq n-d^\perp\), is known.

By modifying the techniques used in the above derivation, an approximate formula for \(A_u\) of most \((n,k,d)\) nonbinary linear codes is derived. This formula, together with the approximate formula for \(A_u\) of binary linear code derived by Kasami et al. [4], shows that the distribution \(q^{-n-k} \binom{n}{u} (q-1)u\) is a close approximation to \(A_u\) for most \((n,k,d)\) codes over \(GF(q)\).
The intrinsic randomness of a linear \((n,k,d)\) block code over \(GF(q)\) is implicit in the Pless identities which show that the \(v\)th binomial moment, for \(v = 0, 1, \ldots, d^2 - 1\), is independent of the code and is equal to that of the whole vector space, i.e., the \((n,n,1)\) code \(GF(q)^n\). In this article, an explicit relationship between the randomness of a linear block code and the minimum distance of its dual code is given, and it is shown that for large \(u\),

\[
\frac{\text{no. of codewords of weight } u}{\text{no. of vectors of weight } u} \rightarrow \frac{\text{total no. of codewords}}{\text{total no. of vectors}} = q^{-(n-k)} \stackrel{\text{def}}{=} Q \quad (1)
\]

Equation (1) states that if the vector space \((GF(q))^n\) is partitioned into weight classes according to the Hamming weights of the vectors, then the ratio of the number of codewords in a weight class to the number of vectors in that weight class approaches a constant \(Q\), where \(Q\) is the ratio of the size of the code to the size of the whole vector space \((GF(q))^n\). This remarkable relationship shows that most linear block codes with rigid algebraic and combinatorial structure also display certain intrinsic random properties which make them similar to random codes with no structure at all.

II. Mathematical Preliminaries

In this section combinatorial and coding techniques required to derive the results in later sections are introduced.

A. Principle of Inclusion and Exclusion \([5]\)

Let \(\chi\) be a set of \(N\) objects, and \(P(1), P(2), \ldots, P(u)\) be a set of \(u\) properties. Let \(N(i_1, i_2, \ldots, i_j)\) be the number of objects with properties \(P(i_1), P(i_2), \ldots, P(i_j)\). The number of objects \(N(\emptyset)\) with none of the properties is given by

\[
N(\emptyset) = N - \sum_i N(i) + \sum_{i_1 < i_2} N(i_1, i_2) + \ldots + (-1)^v \sum_{i_1 < i_2 < \ldots < i_v} N(i_1, i_2, \ldots, i_v) + \ldots
\]

\[
+ (-1)^w N(1, 2, 3, \ldots, u) \quad (2)
\]

There are \(u + 1\) terms in the RHS of Eq. (2), with the 0th term representing the total number of objects in \(\chi\). If the RHS of Eq. (2) is truncated at the \(r\)th term, where \(r\) is even, the truncated sum represents a lower bound on \(N(\emptyset)\). Similarly, if the RHS of Eq. (2) is truncated at an odd term, an upper bound on \(N(\emptyset)\) is obtained. Thus the maximum error magnitude introduced by the inclusion and exclusion formula by truncating the sum at the \(r\)th term does not exceed the magnitude of the \(r\)th term. This fact will be used later to upper bound the magnitude of the errors of the approximate weight distribution formula.

B. Facts on Coding Theory

A linear \((n,k,d)\) code over \(GF(q)\) can be generated by a \(k \times n\) generator matrix \(G\), not necessarily unique and such that \(\text{rank}(G) = k\). Let \(l\) be the maximum number such that no \(l\) or fewer columns of \(G\) add to zero. Then

\[
l \leq k \quad (3)
\]

Equality in Eq. (3) is achieved in the case of \textit{maximum distance separable} (MDS) codes. Since \(G\) is the parity-check matrix of \(C^\perp, I = d^2 - 1\). Let \(\text{col}_{i_1}, \text{col}_{i_2}, \ldots, \text{col}_{i_j}\), be any \(j\) particular columns of \(G, j \leq l \leq k\). It is obvious that there exists a \(k \times n\) generator matrix \(G'\) of \(C\) and a \(k \times k\) non-singular matrix \(K\) such that

\[
G' = KG \quad (4)
\]

and \(\text{col}_{i_1}, \text{col}_{i_2}, \ldots, \text{col}_{i_j}\) of \(G'\) form a \(k \times j\) submatrix of the form \(\left(\begin{array}{c} c_1 \\ \vdots \\ c_j \end{array}\right)\). This fact guarantees that the number of codewords with zeros on the \(i_1\)th, \(i_2\)th, \ldots, \(i_j\)th coordinates equals \(q^{k-nj}\) for \(j \leq l\).

III. Derivation of Formula

Let \(c\) be a codeword of \(C\) with Hamming weight \(u, u \geq n - l\). Let the coordinates of \(c\) be indexed by \(\{0, 1, \ldots, n - 1\}\). Then \(c\) has \(v\) zeros \((v \leq l)\), where \(v = n - u\). Let \(V\) be a set of \(v\) coordinates, \(|V| = v\). Let \(\{i_1, i_2, \ldots, i_j\} \subseteq \{0, 1, \ldots, n - 1\} - V\) be a set of \(j\) coordinates. Define \(S(i_1, i_2, \ldots, i_j) = \{c : c \in C\} \text{ and } c\) has zeros in \(V \cup \{i_1, i_2, \ldots, i_j\}\}. A codeword \(c \in S(i_1, i_2, \ldots, i_j)\) always has at least \(v + j\) zeros. Let

\[
T_j = \sum_{|V| = v} \sum_{i_1 < i_2 < \ldots < i_j} |S(i_1, i_2, \ldots, i_j)|
\]

That is, \(T_j\) is the \(j\)th term in the inclusion and exclusion formula. From the discussion in Section II.B, the number of codewords in \(S(i_1, i_2, \ldots, i_j)\) is

\[
|S(i_1, i_2, \ldots, i_j)| = q^{k-nj} \quad \text{for } 0 \leq j \leq l - v \quad (5)
\]
There are \( \binom{n}{k} \) ways to choose \( V \) from 0, 1, \ldots, \( n - 1 \) and for each choice of \( V \) there are \( \binom{u}{v} \) \((u = n - v)\) ways to choose \( i_1, i_2, \ldots, i_j \) from the remaining set of \( u = n - v \) coordinates. Thus

\[
T_j = \binom{n}{v} \binom{u}{j} q^{k-v-j} \quad \text{for} \quad 0 \leq j \leq l - v \quad (6)
\]

For \( l - v + 1 \leq j \leq n - d - v \), the number of zeros in the codewords of \( S(i_1, i_2, \ldots, i_j) \) exceeds \( l \) and therefore \( T_j \) cannot be expressed using Eq. (5). In this case \( T_j \) is evaluated by counting the number of \( S(i_1, i_2, \ldots, i_j) \) each codeword can contribute to. For a given \( v \) and \( j \), the codewords that can contribute to \( T_j \) are the zero codeword and the codewords of weight \( n - m, v + j \leq m \leq n - d \). For the zero codeword, there are \( \binom{n}{0} \) ways of choosing \( V \) and \( \binom{m}{v} \) ways of choosing the remaining \( j \) zero coordinates. Thus, there are \( A_{n-m} \) codewords of weight \( n - m \). Thus

\[
T_j = \binom{n}{v} \binom{u}{j} + \sum_{m=m(v)}^{n-d} \binom{m}{v} \binom{m-v}{j} A_{n-m} \quad \text{for} \quad l - v + 1 \leq j \leq n - d - v \quad (7)
\]

For \( n - d - v + 1 \leq j \leq n - v \), the number of zeros in the codewords of \( S(i_1, i_2, \ldots, i_j) \) exceeds \( n - d + 1 \). Since the code has minimum distance \( d \), \( S(i_1, i_2, \ldots, i_j) = \emptyset \). Thus

\[
|S(i_1, i_2, \ldots, i_j)| = 1 \quad \text{for} \quad n - d - v + 1 \leq j \leq n - v \quad (8)
\]

As in the case for \( 0 \leq j \leq l - v \), there are \( \binom{v}{j} \) ways to choose \( V \) and for each \( V \) there are \( \binom{u}{i} \) ways to choose \( i_1, i_2, \ldots, i_j \). Thus

\[
T_j = \binom{n}{v} \binom{u}{j} \quad \text{for} \quad n - d - v + 1 \leq j \leq n - v \quad (9)
\]

By the principle of inclusion and exclusion, the number of codewords of weight \( u \) \((v \) zeros\), which is denoted by \( A_u \), is given as follows:

\[
A_u = \sum_{j=0}^{u} (-1)^j T_j \quad (10)
\]

Although the above derivation is based upon the assumption that \( u \geq n - l \), it is not hard to show that Eq. (10) is indeed true for all \( u, 0 \leq u \leq n \). For \( d \leq u \leq n - l + 1 \), Eq. (10) is reduced to the identity \( A_u = A_u \) (proof omitted).

It is observed from the above that the only derivation of \( T_j \)'s in the range \( l - v + 1 \leq j \leq n - d - v \) \((l + 1 \leq v + j \leq n - d \) where \( v + j \) is the number of zeros in a codeword\) requires prior knowledge of \( A_{n-m} \)'s (weight enumerator of codewords with \( m \) zeros\), where \( v + j \leq m \leq n - d \). Thus the complete set of \( A_u \)'s, \( 0 \leq u \leq n \), can be generated if only the partial set of \( A_u \)'s, \( d \leq u \leq n - d^\perp \), is known. An example which generates the weight distribution of the \((7,4)\) Hamming code is given in Appendix A.

The above results are summarized in the following theorem and corollary.

**Theorem 1.** If \( C \) is an \((n,k,d)\) code over \( GF(q) \), then

\[
A_u = \sum_{j=0}^{u} (-1)^j T_j \quad \text{for} \quad n - d^\perp + 1 \leq u \leq n
\]

where

\[
T_j = \binom{n}{v} \binom{u}{j} q^{k-v-j} \quad \text{for} \quad 0 \leq j \leq l - v
\]

\[
T_j = \binom{n}{v} \binom{u}{j} + \sum_{m=m(v)}^{n-d} \binom{m}{v} \binom{m-v}{j} A_{n-m} \quad \text{for} \quad l - v + 1 \leq j \leq n - d - v
\]

**Corollary 1.** If \( A_u \), \( d \leq u \leq n - d^\perp \), of an \((n,k,d)\) linear code \( C \) over \( GF(q) \) are given, the remaining \( A_u \)'s, \( n - d^\perp + 1 \leq u \leq n \), can be evaluated explicitly using the equations given in Theorem 1.

**IV. Approximate Formula**

Theorem 1 and Corollary 1 in Section III enable one to enumerate the complete weight distribution \( A_u \), \( 0 \leq u \leq n \), given that the partial set of \( A_u, d \leq u \leq n - d^\perp \), is known. This partial set of \( A_u \) is required in the calculation of \( T_j, l - v + 1 \leq j \leq n - d - v \). In cases in which knowledge of this partial set is not available, one can still derive an approximate formula for \( A_u \) as follows. For a given coordinate set \( V, |V| = v \), let \( A_{uV} \) denote the number of codewords with exactly \( v \) zeros in \( V \).
Using a similar derivation as in Section III, $\mathcal{A}'_v$ can be represented by the inclusion and exclusion principle as follows:

$$
\mathcal{A}'_v = |\mathcal{S}(\emptyset)| + (-1)^1 \sum_{i_1} |\mathcal{S}(i_1)| + \ldots
$$

$$
+ (-1)^v \sum_{i_1 < i_2 < \ldots < i_v} |\mathcal{S}(i_1, i_2, \ldots, i_v)| + \ldots
$$

$$
+ (-1)^{n-v} \mathcal{S}(i_1, i_2, \ldots, i_{n-v})
$$

$$
= \sum_{j=0}^{l-v} (-1)^j \binom{u}{j} q^{k-v-j}
$$

$$
+ \sum_{j=l-v+1}^{n-d-v} (-1)^j \sum_{i_1 < i_2 < \ldots < i_j} |\mathcal{S}(i_1, i_2, \ldots, i_j)|
$$

$$
+ \sum_{j=n-d-v+1}^{n-v} (-1)^j \binom{u}{j}
$$

(11)

If the above inclusion and exclusion formula is truncated at the $(l-v)$th term, Eq. (7) is reduced to

$$
\mathcal{A}'_v = \sum_{j=0}^{l-v-1} (-1)^j \binom{u}{j} q^{k-w-j} + E_1
$$

(12)

where

$$
E_1 = (-1)^{l-v} \binom{u}{l-v} q^{k-1}
$$

$$
+ \sum_{j=l-v+1}^{n-d-v} (-1)^j \sum_{i_1 < i_2 < \ldots < i_j} |\mathcal{S}(i_1, i_2, \ldots, i_j)|
$$

$$
+ \sum_{j=n-d-v+1}^{n-v} (-1)^j \binom{u}{j}
$$

From the discussion in Section II.A, $|E_1| \leq \binom{n}{l} q^{k-1}$. If

$$
E_2 = \sum_{j=l-v}^{u} (-1)^j \binom{u}{j} q^{k-w-j}
$$

is added to and subtracted from Eq. (12), one has

$$
\mathcal{A}'_v = \frac{(q-1)^u}{q^{n-k}} + E_1 + E_2
$$

(13)

If $\binom{u}{l} q \geq \binom{u}{l-v+1}$, that is, if $u \geq \lceil (q+1)/q \rceil (n-l) - 1$, $E_2$ is a sum of terms with alternate signs and decreasing magnitude. Then $|E_2| \leq \binom{u}{l} q^{k-1}$. Thus

$$
\mathcal{A}'_v = \frac{(q-1)^u}{q^{n-k}} + E
$$

(14)

where $E = E_1 + E_2$ and $|E| \leq 2 \binom{u}{l} q^{k-1}$. $\mathcal{A}'_v$ can thus be approximated by $\binom{n}{u} q^{k-1}/|E|$, and the goodness of approximation depends on how small the ratio $R = E/\binom{n}{u} q^{k-1}$ is. By using the upper bound on $|E|$, an upper bound on this ratio is given by

$$
R \leq \frac{2 \binom{u}{n-1} q^{k-1}}{(q-1)^u}
$$

Since $v \ll l$, there are $\binom{n}{v} = \binom{n}{u}$ ways to choose $v$ zeros from \{0, 1, \ldots, n-1\}. Then $A_u$ can be approximated by the following expression:

$$
A_u = \sum_{|V|=n-u} A'_V \approx q^{-(n-k)} \binom{n}{u} (q-1)^u
$$

(15)

for $u \geq \max \{n-l, \lceil (q+1)/q \rceil (n-l) - 1\}$.

Strictly speaking, the derivation of Eq. (15) is only valid for $u \geq \max \{n-l, \lceil (q+1)/q \rceil (n-l) - 1\}$. However, it is observed that in most cases, $q^{-(n-k)} \binom{n}{u} (q-1)^u$ is also a close approximation to $A_u$ for $u$ considerably smaller than $n-l$ (as in the case of Reed-Solomon codes). The upper bound of $R$ derived above has a denominator term $(q-1)^u$ and this indicates that this approximation formula is good for nonbinary linear codes, and is not useful for binary linear codes. The looseness of this approximation for binary linear codes is best illustrated by extended binary codes which only have even weights. However, it is observed that for most extended binary codes, the number of codewords of weight $u$, where $u$ is even and is not close to 0 or $n$, can be approximated by the sum of two adjacent binomial coefficients $2^{-n-1} \binom{n-k}{u} + 2^{-n-1} \binom{n-1}{u-1}$. This is obvious since an $(n,k,d)$ extended binary code can always be constructed from an $(n-1,k,d-1)$...
binary code by appending each codeword with a parity bit. The weight distribution and its approximation for the (128, 113, 6) binary extended BCH code are given in Fig. 1. In the case of binary primitive codes, Kasami et al. [4] generalized Sidel'nikov's approach [6] and showed that the weights of most binary primitive codes have approximate binomial distribution. For nonbinary linear codes, the upper bound on \( R \) for the (31, 15, 17) Reed-Solomon code over \( GF(32) \) is given in Fig. 2. The weight distribution and its approximation (using Eq. 11) of the (31, 15, 17) Reed-Solomon code are given in Fig. 3.

V. Randomness of a Linear Block Code

In this section, the approximation for the weight distribution of linear codes will be used to investigate the randomness of linear block codes. It was shown in [7] that in the case of MDS codes, where both the weight distribution of the codes and the weight enumerators of decodable words are known, the following relationships are obtained:

\[
\frac{\text{no. of MDS codewords of weight } u}{\text{no. of vectors of weight } u} = \frac{q^{-(n-k)} \binom{n}{u} (q-1)^u}{\binom{n}{u} (q-1)^u}
\]

(16)

and

\[
\frac{\text{no. of decodable words of weight } u}{\text{no. of vectors of weight } u} = \frac{q^{-(n-k)} V_n(t)}{\binom{n}{u} (q-1)^u}
\]

(17)

where \( V_n(t) \) is the volume of the Hamming sphere of the codes. In this article, by using the approximation in Eq. (11), Eq. (12) is generalized to all linear block codes. That is, for an \((n,k,d)\) linear code \( C \),

\[
\frac{\text{no. of codewords of weight } u}{\text{no. of vectors of weight } u} = \frac{q^{-(n-k)} \binom{n}{u} (q-1)^u}{\binom{n}{u} (q-1)^u}
\]

(18)

for \( u \geq \max \{ n - l, [(q + 1)/2][(n - l) - 1] \} \). As was discussed in Section III, in the case of nonbinary block codes, the goodness of the approximation in Eq. (14) depends upon the ratio \( R = E/[(q-1)^u q^{-(n-k)}] \), which is upper bounded by \( [2(\binom{n}{u}/q^{k-1})/(q-1)^u] \). A larger weight \( u \) and/or a larger \( d^1 \) of \( C \) correspond to a better approximation of the weight distribution of \( C \) by the formula \( \binom{n}{u} (q-1)^u \). This in turn implies that if \( d^1 \) of \( C \) is large, the ratio of the number of codewords of weight \( u \) to the number of words of weight \( u \) approaches \( q^{-(n-k)} \) more quickly as \( u \) gets large. This result is, in some way, analogous to Pless power-moment identities [1] which state that for a linear \((n,k,d)\) block code, there are \( d^1 \) \((0, 1, \ldots, d^1 - 1)\) binomial moments that are independent of the code and are equal to the binomial moments of the whole vector space.

VI. Conclusion

In this article, by using the inclusion and exclusion principle, an explicit formula which enumerates the complete weight distribution of an \((n,k,d)\) linear code using a partially known weight distribution is derived. Using similar combinatoric and coding techniques an approximate formula for the weight distribution of most linear \((n,k,d)\) codes is derived. A relationship between the randomness of a linear block code and the minimum distance of its dual code is given, and it is shown that most linear block codes with rigid algebraic and combinatorial structure also display certain random properties which make them similar to random codes with no structure at all. The results presented can help to simplify the calculations of the probabilities of correct decoding, decoding error, and decoding failure which are all expressed in terms of the code's weight enumerator.
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\[ \text{Fig. 1. Weight distribution and its approximation of the (128, 113, 6) BCH code.} \]

<table>
<thead>
<tr>
<th>( u )</th>
<th>( A_u ) (Exact)</th>
<th>( A'_u ) (Approx.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000e+000</td>
<td>1.000e+000</td>
</tr>
<tr>
<td>2</td>
<td>0.000e+000</td>
<td>4.961e-001</td>
</tr>
<tr>
<td>4</td>
<td>0.000e+000</td>
<td>6.511e+002</td>
</tr>
<tr>
<td>6</td>
<td>3.414e+005</td>
<td>3.310e+005</td>
</tr>
<tr>
<td>8</td>
<td>8.729e+007</td>
<td>8.726e+007</td>
</tr>
<tr>
<td>10</td>
<td>1.385e+010</td>
<td>1.385e+010</td>
</tr>
<tr>
<td>12</td>
<td>1.448e+012</td>
<td>1.448e+012</td>
</tr>
<tr>
<td>14</td>
<td>1.061e+014</td>
<td>1.061e+014</td>
</tr>
<tr>
<td>16</td>
<td>5.697e+015</td>
<td>5.697e+015</td>
</tr>
<tr>
<td>18</td>
<td>2.315e+017</td>
<td>2.315e+017</td>
</tr>
<tr>
<td>20</td>
<td>7.303e+018</td>
<td>7.303e+018</td>
</tr>
<tr>
<td>22</td>
<td>1.827e+020</td>
<td>1.827e+020</td>
</tr>
<tr>
<td>24</td>
<td>3.683e+021</td>
<td>3.683e+021</td>
</tr>
<tr>
<td>26</td>
<td>6.070e+022</td>
<td>6.070e+022</td>
</tr>
<tr>
<td>28</td>
<td>8.272e+023</td>
<td>8.272e+023</td>
</tr>
<tr>
<td>30</td>
<td>9.413e+024</td>
<td>9.413e+024</td>
</tr>
<tr>
<td>32</td>
<td>9.020e+025</td>
<td>9.020e+025</td>
</tr>
<tr>
<td>34</td>
<td>7.332e+026</td>
<td>7.332e+026</td>
</tr>
<tr>
<td>36</td>
<td>5.087e+027</td>
<td>5.087e+027</td>
</tr>
<tr>
<td>38</td>
<td>3.029e+028</td>
<td>3.029e+028</td>
</tr>
<tr>
<td>40</td>
<td>1.555e+029</td>
<td>1.555e+029</td>
</tr>
<tr>
<td>42</td>
<td>6.914e+029</td>
<td>6.915e+029</td>
</tr>
<tr>
<td>44</td>
<td>2.672e+030</td>
<td>2.672e+030</td>
</tr>
<tr>
<td>46</td>
<td>8.998e+030</td>
<td>8.998e+030</td>
</tr>
<tr>
<td>48</td>
<td>2.649e+031</td>
<td>2.649e+031</td>
</tr>
<tr>
<td>50</td>
<td>6.834e+031</td>
<td>6.834e+031</td>
</tr>
<tr>
<td>52</td>
<td>1.548e+032</td>
<td>1.548e+032</td>
</tr>
<tr>
<td>54</td>
<td>3.082e+032</td>
<td>3.082e+032</td>
</tr>
<tr>
<td>56</td>
<td>5.406e+032</td>
<td>5.406e+032</td>
</tr>
<tr>
<td>58</td>
<td>8.359e+032</td>
<td>8.359e+032</td>
</tr>
<tr>
<td>60</td>
<td>1.141e+033</td>
<td>1.141e+033</td>
</tr>
<tr>
<td>62</td>
<td>1.374e+033</td>
<td>1.374e+033</td>
</tr>
<tr>
<td>64</td>
<td>1.462e+033</td>
<td>1.462e+033</td>
</tr>
</tbody>
</table>

* \( A_u = 0 \) for odd \( u \).

** \( A_u = A_{(128-u)} \) and \( A'_u = A'_{(128-u)} \).**

\[ \text{Fig. 2. Upper bound on } R \text{ for the (31, 15, 17) RS code over GF(32).} \]

<table>
<thead>
<tr>
<th>( u )</th>
<th>( A_u ) (Exact)</th>
<th>( A'_u ) (Approx.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000e+000</td>
<td>8.272e-025</td>
</tr>
<tr>
<td>1</td>
<td>0.000e+000</td>
<td>7.949e-022</td>
</tr>
<tr>
<td>2</td>
<td>0.000e+000</td>
<td>3.696e-019</td>
</tr>
<tr>
<td>3</td>
<td>0.000e+000</td>
<td>1.108e-016</td>
</tr>
<tr>
<td>4</td>
<td>0.000e+000</td>
<td>2.404e-014</td>
</tr>
<tr>
<td>5</td>
<td>0.000e+000</td>
<td>4.024e-012</td>
</tr>
<tr>
<td>6</td>
<td>0.000e+000</td>
<td>5.405e-008</td>
</tr>
<tr>
<td>7</td>
<td>0.000e+000</td>
<td>5.984e-008</td>
</tr>
<tr>
<td>8</td>
<td>0.000e+000</td>
<td>5.565e-006</td>
</tr>
<tr>
<td>9</td>
<td>0.000e+000</td>
<td>4.409e-004</td>
</tr>
<tr>
<td>10</td>
<td>0.000e+000</td>
<td>3.077e-002</td>
</tr>
<tr>
<td>11</td>
<td>0.000e+000</td>
<td>1.780e+000</td>
</tr>
<tr>
<td>12</td>
<td>0.000e+000</td>
<td>9.195e+001</td>
</tr>
<tr>
<td>13</td>
<td>0.000e+000</td>
<td>4.166e+003</td>
</tr>
<tr>
<td>14</td>
<td>0.000e+000</td>
<td>1.660e+005</td>
</tr>
<tr>
<td>15</td>
<td>0.000e+000</td>
<td>5.833e+006</td>
</tr>
<tr>
<td>16</td>
<td>0.000e+000</td>
<td>1.808e+008</td>
</tr>
<tr>
<td>17</td>
<td>8.221e+009</td>
<td>4.946e+009</td>
</tr>
<tr>
<td>18</td>
<td>9.591e+010</td>
<td>1.193e+011</td>
</tr>
<tr>
<td>19</td>
<td>2.629e+012</td>
<td>2.530e+012</td>
</tr>
<tr>
<td>20</td>
<td>4.676e+013</td>
<td>4.705e+013</td>
</tr>
<tr>
<td>21</td>
<td>7.646e+014</td>
<td>7.690e+014</td>
</tr>
<tr>
<td>22</td>
<td>1.076e+016</td>
<td>1.077e+016</td>
</tr>
<tr>
<td>23</td>
<td>1.306e+017</td>
<td>1.306e+017</td>
</tr>
<tr>
<td>24</td>
<td>1.349e+018</td>
<td>1.349e+018</td>
</tr>
<tr>
<td>25</td>
<td>1.171e+019</td>
<td>1.171e+019</td>
</tr>
<tr>
<td>26</td>
<td>8.380e+019</td>
<td>8.380e+019</td>
</tr>
<tr>
<td>27</td>
<td>4.811e+020</td>
<td>4.811e+020</td>
</tr>
<tr>
<td>28</td>
<td>2.130e+021</td>
<td>2.130e+021</td>
</tr>
<tr>
<td>29</td>
<td>6.832e+021</td>
<td>6.832e+021</td>
</tr>
<tr>
<td>30</td>
<td>1.412e+022</td>
<td>1.412e+022</td>
</tr>
<tr>
<td>31</td>
<td>1.412e+022</td>
<td>1.412e+022</td>
</tr>
</tbody>
</table>

\[ \text{Fig. 3. Weight distribution and its approximation for the (31, 15, 17) RS code over GF(32).} \]
Appendix A

An Example Which Generates the Complete Weight Distribution of the (7,4,3) Hamming Code from an Incomplete Weight Distribution

This example illustrates the use of Theorem 1 to evaluate the complete weight distribution of the (7,4,3) Hamming code $C$. It is given that $C$ has minimum distance $d = 3$ and $C^\perp$ has minimum distance $d^\perp = 4$. According to Theorem 1 it is also required to know the partial weight distribution $A_u$, $3 = d \leq u \leq n - d^\perp = 3$. It is given that $A_3 = 7$, $A_4$, $A_5$, $A_6$, and $A_7$ are now evaluated as follows:

1. $u = 4$ ($v = 3$). In this case $T_0$, $T_1$, $T_2$, $T_3$, and $T_4$ are $(\binom{7}{0} 2^2$, $(\binom{7}{3} 2^2) + (\binom{4}{3} 7$, $(\binom{4}{4})$, $(\binom{4}{3})$, and $(\binom{4}{4})$ respectively. Thus,

\[ A_4 = 70 - 168 + 210 - 140 + 35 = 7 \]

2. $u = 5$ ($v = 2$). In this case $T_0$, $T_1$, $T_2$, $T_3$, $T_4$, and $T_5$ are $(\binom{7}{2} 2^2$, $(\binom{7}{2} 2^2)$, $(\binom{5}{5}) + (\binom{4}{3} 7$, $(\binom{4}{4})$, $(\binom{4}{4})$, and $(\binom{4}{4})$ respectively. Thus,

\[ A_5 = 84 - 210 + 252 - 210 + 105 - 21 = 0 \]

3. $u = 6$ ($v = 1$). In this case $T_0$, $T_1$, $T_2$, $T_3$, $T_4$, and $T_5$ are $(\binom{7}{1} 2^3$, $(\binom{7}{2} 2^2$, $(\binom{6}{6}) + (\binom{4}{3} 7$, $(\binom{4}{3})$, $(\binom{4}{3})$, and $(\binom{4}{3})$ respectively. Thus,

\[ A_6 = 56 - 168 + 210 - 168 + 105 - 42 + 7 = 0 \]

4. $u = 7$ ($v = 0$). In this case $T_0$, $T_1$, $T_2$, $T_3$, $T_4$, $T_5$, $T_6$, and $T_7$ are $(\binom{7}{0} 2^4$, $(\binom{7}{1}) 2^3$, $(\binom{6}{6}) 2^2$, $(\binom{5}{5}) 2 + (\binom{4}{3} 7$, $(\binom{4}{3})$, $(\binom{4}{3})$, and $(\binom{4}{3})$ respectively. Thus,

\[ A_7 = 16 - 56 + 84 - 70 + 42 - 21 + 7 - 1 = 1 \]
Effective Amplifier Noise for an Optical Receiver Based on Linear Mode Avalanche Photodiodes

C.-C. Chen
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The rms noise charge induced by the amplifier for an optical receiver based on the linear-mode avalanche photodiode (APD) was analyzed. It is shown that for an amplifier with a 1-pF capacitor and a noise temperature of 100 K, the rms noise charge due to the amplifier is about 300. Since the noise charge must be small compared to the signal gain, APD gains on the order of 1000 will be required to operate the receiver in the linear mode.

I. Introduction

The use of silicon avalanche photodiodes (APDs) in photon detection has been reported by several authors [1–4]. Compared to photomultiplier tubes (PMTs), the APDs offer smaller size and higher quantum efficiency. Since it is a solid state device, the APD is also inherently more reliable than the PMT. Additionally, the APD can be operated at a moderate supply voltage.

In order to apply the APD to photon-counting operation, the APD can be operated in either the Geiger mode [1–4] or the linear mode [5]. Most of the research in APD-based photon counters has been carried out with Geiger-mode APDs. In the Geiger-mode operation, the detector is biased beyond the breakdown voltage and cooled to reduce the number of thermally excited carriers. Since the device is biased beyond its normal breakdown voltage, an easily observable avalanche event will be initiated when a photon is absorbed by the device. Detector gain on the order of $10^5$ to $10^6$ can be achieved. The principal disadvantage of the Geiger-mode operation is the requirement to quench the detector after each photon event to stop the avalanche. Both passive [1, 2] and active [3, 4] quenching schemes have been investigated. Since the quenching operation requires a direct feedback from the detector, the operating bandwidth is limited. Device speeds on the order of tens of megacounts per second have been reported. Another disadvantage associated with the Geiger mode operation is the large amount of after-pulsing observed. This is caused by the release of carriers that are trapped by the shallow potential wells during the avalanche. Since the receiver cannot differentiate between a photon event and after-pulsing, the after-pulsing effect must be minimized for reliable photon-counting operation.

An alternative to operating the APD in the Geiger mode is to operate the device in the linear mode, under normal bias condition. Under this mode, the detector is biased at just below the breakdown voltage so that the detection gain is large but finite. Since the detector is biased at below the breakdown voltage, the avalanche action does not persist and
the diode recovers quickly for the next photon event. Furthermore, since the number of carriers flowing through the junction is relatively small compared to the Geiger mode, the effect of after-pulsing is practically negligible. The low detection gain, however, poses a significant problem for the post-detection amplifier design. The amplifier must be designed to have an equivalent noise that is small compared to the total charge developed by the APD. The purpose of this article is to perform the noise analysis of such a detector.

II. Simplified Noise Model

The APD can be modeled as a current source which outputs $G$ electrons for each detected photon. The avalanche gain, $G$, is random and its statistics depend on the bias voltage. An amplifier is needed to convert the current signal from the APD into a voltage signal. The two amplifier configurations that are most commonly used are the trans-impedance or shunt-feedback configuration, and the high impedance or integrating configuration. The effects of amplifier noise in these configurations are considered separately.

A. Shunt Feedback Configuration

The block diagram for a shunt-feedback receiver circuit is shown in Fig. 1. The output current (charge) from the APD is integrated by the amplifier, which consists of an op-amp and a feedback capacitor. The reset switch with a low resistive load is included so that the charge accumulated by the capacitor can be quickly discharged, thereby improving the response time of the circuit.

The photodiode can be modeled as an ideal current source with a shunt resistor $R_D$, a shunt capacitor $C_D$, and a series resistance $R_s$. The shot noise and the excess noise of the diode are summarized by the current source $I_s$. The amplifier can be characterized by an input noise voltage $v_n$, an input noise current $i_n$, an input impedance $Z_i$, and an effective gain $A$. Both the amplifier gain and the input impedance are assumed to be large. Because of the large input impedance of the amplifier, charge flowing from the detector will tend to accumulate over the feedback capacitor $C_F$, resulting in a voltage signal at the inverting input given by

$$v_\text{in} - v_o = \frac{Q_F}{C_F}$$

where $Q_F$ is the amount of charge accumulated across the feedback capacitor, and is related to the amount of charge accumulating over the diode capacitance, $Q_D$, by

$$(A + 1) \frac{Q_D}{C_D} = \frac{Q_F}{C_F}$$

In order to achieve effective charge transfer into the integrating capacitor, the capacitance of the diode must be small compared to the effective feedback capacitance, $(A + 1)C_F$. Current state-of-the-art APDs have capacitance on the order of 1–2 pF. Future devices may have capacitance less than 1 pF. The total charge generated by the APD, or $Q$, is simply the sum of $Q_F$ and $Q_D$

$$Q = Q_F + Q_D$$

For a sufficiently large $A$, it is reasonable to assume that most of the charge developed across the diode is accumulated across the feedback capacitor. In other words, the signal charge accumulated over the integrating capacitor is equal to the avalanche gain, $G$, of the detector.

The effect of noise on the integrating amplifier can be seen from the noise-equivalent circuit shown in Fig. 2. The rms voltage noise at the input to the amplifier, $v_n$, will induce an effective charge over the capacitor, $Q_{n,v}$. For an integrating amplifier with integration period $T_s$, the total noise charge is given by

$$Q_{n,v} = C_F v_n = C_F v_n / \sqrt{T_s}$$

Note that the amplifier noise voltage, $v_n$, which is generally specified in volts per root hertz, should be multiplied by the root bandwidth $(1 / \sqrt{T_s})$ to provide the rms input voltage.

The effect of current noise can be similarly analyzed. The shunt resistance of the diode, $R_D$, is typically on the order of several hundred megohms to a few gigohms. Because of its large value, the thermal noise generated by the diode can be practically ignored, and the dominating source of current noise is the amplifier noise current $i_n$. In general, since the noise current is shunted by $C_D$ and $R_D$, the effective current noise flowing into $C_F$ will be smaller than $i_n$. However, since the feedback capacitor is much larger than the diode capacitance for effective charge transfer, most of the noise current will flow across $C_F$. As a result, the effect of diode shunt is small and will be ignored in subsequent calculations. For a white current noise with power spectral density $i_n^2$, the rms charge accumulated during the integrating period can be calculated as

$$Q_{n,i} = \sqrt{\langle \int_{-\infty}^{\infty} i_n(t) i_n(t) dt \rangle} = \sqrt{i_n^2 T_s}$$

where the notation $\langle x \rangle$ denotes the expectation of $x$. By assuming that the current noise and the voltage noise are
uncorrelated, the total rms noise charge sensed by the integrating amplifier is therefore

\[ Q_n = \sqrt{\left( C_F \frac{v_n}{i_n} \right)^2 + i_n^2 T_s} \]  

(6)

Note that the effective noise charge depends on the noise current and noise voltage of the amplifier. For an amplifier operating at an equivalent noise temperature \( T_n \), the noise charge can be optimized by choosing the noise impedance, \( R_n \), equal to

\[ R_n = \frac{v_n}{i_n} = \frac{T_s}{C_F} \]  

(7)

The resulting optimal amplifier noise charge is given by

\[ Q_n = C_F \frac{v_n \sqrt{2}}{T_s} = \sqrt{2kT_n C_F} \]  

(8)

where we have used the fact that

\[ v_n i_n = kT_n \]  

(9)

In an optical communication receiver using an APD, the detector output should be integrated over the slot time. With a 10-nsec slot time, a 1-pF feedback capacitor, and an amplifier noise temperature of 100 K, the optimum effective noise charge as seen by the amplifier input is equal to 330 electrons. In order to effectively distinguish the detector output from system noise, the total signal charge must be several times the noise charge. In other words, the APD must provide a gain on the order of 1000. In practice, the noise voltage and noise current of an amplifier will not be optimized, and an even larger detector gain will be required.

### B. High Impedance Configuration

The block diagram of the high impedance integrating amplifier is shown in Fig. 3. The configuration is simpler than the shunt feedback amplifier in that no feedback impedance is employed to develop the voltage signal. Instead, a high input impedance, \( Z_i \), is used to convert the current signal from the APD into a voltage signal. Since the amplifier does not rely on the closed-loop feedback, the frequency response for the high \( Z \) configuration is generally better than that of the shunt feedback configuration.

The noise analysis for this configuration is straightforward. Again, the effect of diode series resistance \( R_s \) shall be ignored. The effect of amplifier noises, \( v_n \) and \( i_n \), can be analyzed in a similar way to the shunt feedback case. The results are

\[ Q_{n,v} = C_D v_n = C_D v_n / \sqrt{T_s} \]  

\[ Q_{n,i} = \sqrt{i_n^2 T_s} \]  

Note that for the high impedance configuration, the device capacitance \( C_D \) dominates the voltage noise contribution. In addition to the amplifier current and voltage noises, the thermal noise of the input impedance \( Z_i \), is also important. For a resistive load of \( R_i \), the rms noise charge at the diode capacitor due to the thermal noise can be calculated by substituting into Eq. (5) the spectral density of the thermal noise, \( i^2 T = 4kT/R_i \). The result is

\[ Q_{n,T} = \sqrt{\frac{4kT}{R_i} T_s} \]  

(12)

where \( T \) is the operating temperature of the amplifier. Note that \( T \) is in general different from the noise equivalent temperature \( T_n \). The total rms noise charge at the amplifier input is the root mean square sum of \( Q_{n,v}, Q_{n,i}, \) and \( Q_{n,T} \). For an input impedance of 100 kilohms and an operating temperature of 300 K, the equivalent noise charge is about 250. This number can be reduced significantly, of course, by increasing the amplifier input impedance \( R_i \). For a 10-megohm input impedance, the noise count due to \( R_i \) is only about 30. By choosing the high input impedance, therefore, the effect of thermal noise can be ignored compared to the effects of amplifier current and voltage noises, and the optimal rms noise charge can again be approximated by Eq. (8).

### III. Limitations

Practical limitations on the application of linear-mode APDs include the following: non-ideal amplifier noise impedance, gain-bandwidth limitation of the amplifier, and stray (parasitic) capacitance and dynamic resistance.

The effect of amplifier noise impedance can be seen as follows: For a system operating with a 1-pF capacitance and 10-nsec slot time, the optimal noise impedance is 10 kilohms. With a 10:1 mismatch, the equivalent noise charge is about 740 electrons rms. This is large compared to the 300 electrons rms of a matched amplifier. The gain-bandwidth product is another factor that limits the application of linear mode APDs. For the shunt feedback configuration, the amplifier gain must be high enough to ensure effective charge transfer from the diode, and yet must be low enough to provide a reasonable bandwidth. In order to achieve an effective integration period of 10-nsec, a closed-loop bandwidth in excess of 1 GHz will be required. The high input impedance configuration, on the
other hand, does not rely on the active feedback to achieve high trans-impedance gain. Consequently, it is easier to achieve the desired frequency response with the high impedance configuration. Finally, the effect of stray capacitance is also important. Excessive capacitance at the input of the amplifier can reduce the charge transfer and increase the effective noise charge. And any stray capacitance at the output can reduce the frequency response of the circuit.

IV. Conclusions

Operating the APD under linear mode removes the need for quenching the detector after each photon event. The large, but finite, charge gain resulting from the avalanche can be integrated by either a shunt-feedback or an integrating amplifier to generate a detectable signal at the output. The rms noise charge introduced by the amplifier was analyzed. It is shown that for a receiver operating with a 1-pF capacitance and an equivalent amplifier noise temperature of 100 K, APD gain in excess of 300 is required to provide a detectable signal (SNR = 1). The required detection gain can be even higher if the amplifier noise impedance is not perfectly matched. In order to provide a detection threshold that is several times higher than the noise level, a detection gain on the order of 1000 will be required for a matched system. It should be noted, however, that this analysis was carried out only for the two basic amplifier configurations shown in Figs. 1 and 3. Further reduction in amplifier noise at the same noise temperature is possible with other circuit configurations, and more studies are needed to fully understand the lower limit on the amplifier noise.
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Fig. 1. Configuration of a shunt-feedback integrating amplifier.

Fig. 2. Noise-equivalent circuit of the integrating amplifier.

Fig. 3. Noise-equivalent circuit of high impedance trans-impedance amplifier.
A Visibility Characterization Program for Optical Communications Through the Atmosphere

K. Cowles
Communications Systems Research Section

A program is described for characterizing the atmosphere as it affects optical communications from a spacecraft. Cloud cover patterns and optical transmission will be determined by setting up three automated observatories in the Southwestern United States. Methods of site selection and operation of hardware and software components are presented, as well as plans for term deployment.

I. Introduction

Optical communication links to a ground-based station or network from a spacecraft experience degradation from the atmosphere. Cloud cover and other atmospheric effects can greatly attenuate laser signals or prevent transmission. The Atmospheric Visibility Monitoring (AVM) Program has been created to validate models for the effects of the Earth’s atmosphere on optical communications. Three automated photoelectric telescopes (APTs) will be deployed in the Southwestern United States to measure atmospheric attenuation and determine cloud cover patterns. The telescopes will be located in areas that exhibit low correlation of weather patterns in order to determine the maximum percentage of time during which at least one area has favorable atmospheric conditions for deep space optical communications.

II. Preliminary Weather Model

A study conducted early in the project found that three sites with low correlation of weather patterns yield a joint visibility probability of 94 percent [1]. Fewer sites do not yield a probability of clear skies sufficient for reliable communications. (Two sites yield an 83 percent probability.) More sites do not provide enough improvement for their additional cost. (Four sites yield a 97 percent probability.) An extensive investigation of sites and site characteristics was then begun to determine what characteristics are most important to the AVM project and which sites possess them.

III. Site Selection Criteria

Only sites in the Southwestern United States were considered since they hold the highest percentage of days with clear skies in the continental United States [2]. For ease of travel, no sites out of the country were considered. Nor were sites in Hawaii considered because they would be too far away from the mainland sites to measure any significant spatial correlation of weather, and because of the higher cost of Hawaiian travel. If only one site were going to be used, or if a “belt” of sites were to be strung around the Earth (experimental or operational), Hawaii would be a prime choice for
a site because of the excellent observing conditions and high probability of clear skies (90 percent on Mauna Kea).

Each site to be considered needs to exhibit other characteristics, such as low probability of cloud cover, fog, smog, and haze; low particle scattering; and low turbulence. These characteristics are discussed in depth in another report [3]. Since the telescopes are to be run remotely, there is also a need to locate them at present observatory sites so that someone can be on-hand to do maintenance and handle emergencies. There needs to be a degree of security to protect the system. Power, telephone lines, and roads also need to be easily accessible. All of the criteria have been weighted according to their importance to the program so that an educated decision can be made about which sites possess the best of the most important qualities [3].

IV. Candidate Sites

A search of sites in the southwest that presently have observatories was conducted, and further research was done to determine which sites possess favorable conditions. These sites include Mt. Hamilton, Table Mountain Observatory (TMO), Mt. Wilson, and Mt. Laguna in California; Mt. Hopkins, Mt. Lemmon, and the Hualapai Indian Reservation in Arizona; South Baldy and Sacramento Peak in New Mexico; and Mt. Locke in Texas. Other sites originally considered but eliminated for various reasons are Anderson Mesa, Mt. Graham, and Kitt Peak in Arizona; and Palomar and Goldstone in California. Goldstone was eliminated at this time because it is a very poor optical site. Its low elevation and location in the desert give rise to large amounts of particle scattering, turbulence, and atmospheric attenuation. Particle scattering is of great importance to the project because with large amounts of scattering, as is found at Goldstone, the number of stars able to be detected during the day is greatly reduced. Turbulence has been measured to be as much as ten times greater at Goldstone than at other sites.

The present sites have been split up into three categories by geographic location and general weather patterns in order to analyze the expected weather correlation factor between sites. The first category includes sites in southern California that experience storms from January to March: Mt. Wilson, TMO, and Mt. Laguna. The second includes sites in southern Arizona that experience storms in July and August: Mt. Hopkins and Mt. Lemmon. Areas in these two categories are known to be quite good for observing and have low correlation of weather patterns.

The question then arises as to where to locate the third telescope system. All the other sites fall into the third category. They exhibit some of the same weather as the first two categories, only there might be a time lag, or the storms might not be as severe or as large when they are passing over the site. The site having the lowest correlation with the others while still having a considerable amount of cloud-free hours needs to be determined. The best way to determine this is to analyze satellite data collected over several years, comparing cloud cover at the rest of the sites with the ones in southern California and southern Arizona. These data are being acquired and will be used to determine cloud cover patterns, including the size of an average storm and the time frames in which storms travel, over each site. The site that is clear the most often when both southern California and southern Arizona are cloudy should be the site picked for the third telescope.

The satellite data can also be used after the study has acquired some of its own cloud cover data to determine if the relatively short study is in fact a representative sample of weather conditions or if special conditions apply to the years for which AVM data are collected.

Three of the mountains have been visited, and excellent locations for the telescope systems have been found at each site. These mountains are Mt. Hopkins (Fig. 1), the Hualapai Indian Reservation (Fig. 2), and most recently, Mt. Wilson. The directors of the observatories were interested in this program and felt there would not be any difficulties in acquiring sites for the project should these three mountains be chosen [3].

V. System Hardware

Meade 10-inch Schmidt-Cassegrain telescopes are to be used to monitor starlight transmission through the atmosphere. Optec SSP-3A solid-state photometers are to use different filters mounted on a filter slider to count photons from each star. The mounts for the system, along with roll-off roof enclosures, are being manufactured by Autoscope Corp. The mounts have right ascension and declination drives that can step in increments of 0.46 arcsec. The enclosures have a 1/2 horsepower motor that can open and close the roof in case of inclement weather. Photos of the telescope, mount, and enclosure are shown in Figs. 3 and 4. A weather station is attached to each enclosure to measure wind speed, wind direction, barometric pressure, and temperature, and to detect precipitation. Alarms are set off for conditions of high wind speed, extreme temperature, or precipitation. Uninterruptible power supplies (UPS) supply emergency power in case there is a sudden power outage. If the power goes out, a UPS supplies enough power to close the roof until power is reconnected. All of the equipment is controlled by International Business Machines personal computer (PC)-AT compatibles that are
able to communicate with a MicroVAX II over telephone lines via modems. WWV clocks are connected to the computers to keep accurate time, allowing for faster acquisition of stars. WWV clocks are radios that monitor a satellite clock. A heat exchanger is attached to the enclosure housing the electronics to keep them cool. All of the equipment is being integrated by Autoscope Corp. since they are also writing the software to control the equipment. Each individual observatory is to be assembled and tested on the Mesa at JPL. Since the Autoscope system is only designed for nighttime use, some slight modifications in hardware may be required to allow daytime detection.

To enable more efficient acquisition of the stars, additional hardware, namely a charge-coupled device (CCD) camera for faster nighttime centering, a second photometer modified for daytime use, and an instrument selector to move between these devices, may be added.

VI. System Software

The software that will control the telescope and enclosure and analyze the data received by the photometer and weather sensors is being written by Autoscope Corp. A large portion of this software will need to be rewritten to accommodate the needs of the AVM project. In its present state, the Autoscope software will accommodate typical astronomy applications for nighttime photometry. Some functions of the present software will not be used, and some code will need to be added to do tasks specific to this project, especially daytime photometry. These modifications should not be extensive. The code will be written in Turbo Pascal.

Telescope and enclosure control are to be entirely run by the PCs, although they can be manually run for testing purposes. There are audible alarms for conditions that cause the roof to close or open. Alarm conditions, as well as other operating conditions such as weather, time, zenith angles, etc., are recorded along with the data. The system should be able to run for several months with only short checks by local personnel.

The data that is received from the telescope photometer and the weather sensors will need to be compiled into a data base and analyzed. It will be transferred from the PCs at the sites to a MicroVAX II computer at JPL, where reduction and correlation algorithms will enable presentation of the data in an interpretable form.

VII. Daytime Viewing

Several different techniques that were considered for detecting cloud cover and transmission during the day are discussed in another report [4]. It was decided that the best method is to modify the photometer and software to allow daytime photometry. This makes possible the gathering of the same type of data as is gathered at night and the reception of atmospheric transmission as well as cloud cover data, although it will not be possible to search the sky as finely as at night.

The determination of where to locate the third telescope needs to wait until the satellite data on each area have been analyzed. Once tested and deployed, the telescopes can begin acquiring the data necessary to determine percentage of cloud cover, correlation effects, and atmospheric transmission.

VIII. Conclusions

An experimental data collection program for analysis of optical atmospheric transmission and verification of existing optical communications models has been described. A thorough study to determine the characteristics and locations of the sites for the telescope systems is almost completed. Site selection is an inexact science, as weather and other atmospheric conditions are constantly changing. Past years of satellite data will help to establish common yearly conditions for each location.

The AVM telescope systems have been configured and will be operating on the Mesa after slight modifications to the hardware. There is still a large amount of software that will need to be incorporated for telescope control and data reduction.
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Fig. 1. Mount Hopkins. The AVM systems could be located on the knoll farthest to the left in the foreground.

Fig. 2. Hualapai Indian Reservation. The AVM systems could be located on the plateau to the right.

Fig. 3. AVM telescope and mount.

Fig. 4. AVM telescope enclosure with roll-off roof.
Options for Daytime Monitoring of Atmospheric Visibility in Optical Communications

D. Erickson and K. Cowles
Communications Systems Research Section

Techniques for daytime detection of atmospheric transmission and cloud cover to determine the capabilities of future deep-space optical communications links are considered. A modification of the planned nighttime photometry program will provide the best data while minimizing the need for further equipment. Greater degrees of modification will provide increased detection capabilities. Future testing of the equipment will better define the improvement offered by each level of modification. Daytime photometry is favored at certain wavelengths because of higher transmission and lower background noise, thus giving an increased signal-to-noise ratio. A literature search has provided a list of stars brighter than second magnitude at these wavelengths.

I. Introduction

The Atmospheric Visibility Monitoring (AVM) program will monitor the presence and correlation of cloud cover and transmission through the atmosphere at certain laser wavelengths to determine the feasibility of accommodating a cluster of ground-based optical communications transceivers. The sky must be continuously monitored, 24 hours a day, to detect clouds and transmission at varying zenith angles. At night, starlight will be detected using differential stellar photometry from three automatic photoelectric telescopes (APTs) on mountains in the southwestern United States. Equipment for nighttime photometry has already been purchased. During the day, detection of clouds and measurement of atmospheric transmission using stellar photometry are more challenging because of the background noise caused by scattered sunlight. Several different options were considered for use in monitoring the atmosphere during the day.

II. Criteria

The criteria which need to be met by a daytime AVM detection scheme are as follows:

1. Detect the presence of clouds as a percentage of sky cover
2. Monitor the entire sky, especially near the ecliptic, throughout the day
3. Measure atmospheric transmission at varying zenith angles
4. Maintain autonomous operation
5. Keep additional equipment costs to a minimum
6. Require minimal maintenance (a system could operate for periods of 2–3 months without trained personnel traveling to the site for maintenance)
(7) Do not point the telescope at the sun because of potential damage

III. Candidate Monitoring Techniques

Several monitoring options were considered, including:

1. Pyroheliometer mounted on a solar tracker
2. A pair of pyranometers, one with a shadow band
3. Polaris monitor
4. All-sky camera
5. Blue-sky monitor
6. Modified daytime stellar photometry

A. Pyroheliometer

This technique uses a simple solar radiation sensor mounted on a solar tracker. The sensor measures normally incident solar radiation [1]. The advantages of this technique are that it is capable of measuring atmospheric transmission as a function of solar intensity, is simple, needs very little direct maintenance, and eliminates the need to use the telescope when the sun is up.

However, several disadvantages arise from the fact that only normally incident radiation is measured. Cloud and transmission information would only be measured from a direct line to the sun. Broadband transmission would be measured instead of transmission at specific wavelengths. Cloud cover would not be measured as a percentage of the whole sky, but only if a cloud was between the sun and the detector. Changing solar zenith angle and solar magnitude would complicate the data processing and make the results less well-defined. Also, new equipment would have to be purchased. The added hardware expense would be approximately $10,000 per station.

B. Pyranometers

This is also a passive solar radiation system. This technique uses two all-sky, solar radiation sensors [1]. One sensor is exposed to the whole sky. The other sensor has a shadow band that blocks the sun's path. By comparing the measurements of the two pyranometers, direct solar radiation can be calculated.

This system is simpler than the pyroheliometer because it has no moving parts. The cost is approximately the same. It has basically the same advantages and disadvantages as a pyroheliometer, but would make it slightly easier to process the data. This is because changes in solar magnitude will cancel out.

C. Polaris Monitor

A Polaris monitor uses a smaller telescope system to monitor the star Polaris throughout the day. This has the advantage of being simple. Polaris, also known as the North Star, moves approximately 90 arc minutes during a 24-hour period. The Polaris monitor also has the advantage of obtaining atmospheric transmission data. This technique's major disadvantage is that it is not an all-sky technique. In fact, it looks at the sky as far away from the ecliptic as possible. It would also require purchasing a second telescope and controller for each site at a cost of approximately $10,000 apiece.

D. All-sky Camera

Two institutions are using a camera with a wide-angle lens (170-deg FOV), to obtain cloud-cover information. One institution uses film and the other uses a charge-coupled device (CCD) camera [2,3]. Of the six options studied, these cameras have the best all-sky capabilities. However, they both have the disadvantage of being difficult to run remotely for long periods of time. The film camera must have its film changed regularly. The CCD system gathers approximately 150 megabytes of data in a 12-hour day. Transferring this data over a modem would be time- and cost-prohibitive. Storage of the data for long periods would also be very difficult. Another major disadvantage of this technique is that it would not gather any atmospheric transmittance data. It can only describe where the clouds are at any given time. The CCD systems cost approximately $25,000 each.

E. Blue-sky Monitor

By using the photometer on the APT, the sky could be monitored for clouds. This idea calls for the telescope to sweep periodically across the daytime sky and take photometric measurements using red and blue filters. The data received would be nearly identical to the all-sky camera data. The hardware cost would be minimal. However, developing the data-reduction algorithm and filter design might be difficult. Like the all-sky camera, this scheme would not obtain any atmospheric transmittance data. A worrisome aspect of this technique is the potential damage to the telescope and photometer if the telescope sweeps across the sun. This problem should be solved if the control software is written with enough care.

F. Modified Daytime Stellar Photometry

Using the same methods day and night would be highly convenient when processing and comparing data. Just as it

1 According to R. W. Johnson, manager of the CCD All-sky Camera project at the Scripps Institution in San Diego, California, the blue-red filter techniques they use were difficult to develop.
would at night, photometry used during the day will yield the most interesting transmission and cloud cover data. Performing standard UBV-differential photometry in the daytime would be difficult with the present system. UBV photometry measures starlight at three spectral bands: ultraviolet or U (centers at 350 nm), blue or B (Centers at 435 nm), and visible or V (Centers at 550 nm). The background noise caused by solar irradiance is too high at these wavelengths to perform daytime photometry. Two ways in which daytime photometry could be modified using the APT are selecting the correct band-pass filters and optically modifying the photometer.

Five issues need to be considered for selecting the correct band-pass filters for use during the day. They are as follows:

1. Photometric Standards. Doing stellar photometry would be simplified and more accurate if the system monitors wavelengths that have well-documented intensities. Some possible photometric standards that are within the range of the existing photometer are ultraviolet/blue/visible/red/infrared (UBVRI) filters, as established by Johnson [4, 5]. The UBVRI bands center near 350 nm, 435 nm, 555 nm, 700 nm, and 860 nm, respectively. They have bandwidths that range from 90-140 nm. The Wing MA, MB, and MI filters, a fairly new standard, center at 712 nm, 754 nm, and 1025 nm, respectively [5]. Their bandwidths are 10-40 nm.

2. Photometer Range. The photometer uses a Hamamatsu silicon PIN-photodiode with a usable spectral range of 320-1050 nm [5].

3. Solar Radiation. Solar irradiance peaks around 500 nm and then decreases sharply with increasing wavelength. Figure 1 shows that at 1000 nm the solar irradiance is at about one-third of the irradiance at 500 nm. The signal-to-noise ratio will improve at longer wavelengths.

4. Atmospheric Absorption. Certain wavelengths will not transmit as well through the atmosphere because of molecular absorption bands; however, in general the atmospheric transmission increases with wavelength, as shown in Fig. 2.

5. Communication Wavelengths. The most likely wavelengths to be used for future deep-space optical communication links are 532 nm, 810 nm, and 1064 nm.

After considering these five variables, it has been determined that the best filters to use for daytime photometry in the AVM project are the MI filter at 1025 nm and the I filter at 860 nm.

Daytime photometry can also be optimized by optically modifying the photometer. Decreasing the photometer's diaphragm diameter by one-half can improve the signal-to-noise ratio by a factor of four. The standard photometer has a diaphragm diameter of 1 mm, producing a 90-arc-second field of view. A simple Barlow lens mounted in the telescope's optical path, normally used as an image magnifier, will decrease the field of view of the telescope by the power of the lens. This can also increase the signal-to-noise ratio. Making these modifications will enable the detection of stars 1.5 to 3 magnitudes dimmer than possible with an unmodified APT. This will more than double the number of stars that can be observed.

Decreasing the diaphragm and using a Barlow lens does create some difficulties. The APTs search and centering function will be slowed down substantially since the field of view is decreased. This slowdown will decrease the number of stars the system can monitor in a given period of time. In the day, this may not present a problem because of the limited number of bright stars. At night, however, the longer search and centering function will greatly limit the quantity of stars observed. Adding an instrument selector with day and night photometers will increase the day performance without limiting the night program. An instrument selector and a second photometer will cost approximately $7,000 for each system.

A dew cap will be used at night to prevent dewing problems. During the day the dew cap will act as a simple sunshade, preventing some scattered sunlight from entering the aperture of the telescope.

Modified daytime stellar photometry meets all the criteria. It has the advantage of requiring minor equipment changes. It will provide daytime data in the same form as nighttime data, thus simplifying data analysis.

There is the possibility of damage to the telescope and photometer if the telescope sweeps across the sun. The control software can be written to avoid this problem. Some modifications will slow down the search and centering of stars. Modifying the APTs could cost as much as $7,000 each. Despite these disadvantages, the best daytime technique appears to be modified daytime photometry.

IV. Estimated Capabilities of Daytime Photometry

Some daytime measurements have been made using manual location techniques on an amateur mount. Conditions present during the measurements were as follows:

(1) Date: September 17, 1988
(2) Time: 9:30 a.m. PST
(3) Location: Chilao, Angeles National Forest
Elevation: approximately 6000 ft
Weather conditions: hazy skies
Telescope: 10-inch Meade Cassegrain
Detector: Optec SSP-3 Solid State Photometer
Filter: MB (centers at 754 nm, 10-nm bandwidth)

The star 19\(\beta\) Orion (HD 34085) was monitored at an approximate zenith angle of 60 deg. The photometer measured 2800 counts/sec with the star in the field of view and 1400 counts/sec for the sky near the star. The starlight can thus be calculated as 1400 counts/sec. This reading yielded a signal-to-noise ratio of two. To make searching and centering of stars accurate, a signal-to-noise ratio of ten or greater is desirable. It is useful to calculate what is expected from a star of comparable magnitude in the MI band. Using this observation as a simple performance baseline for the APTs, some broad assumptions can be made. In the MB band used in the above observation, \(\beta\) Orion is 0.6 magnitude. The solar irradiance, which comprises most of the daytime background noise, is approximately 9000 \(\text{Wm}^{-2}\mu\text{m}^{-1}\) in the MB band. If the measurements were made in the MI band, the solar irradiance would be 5500 \(\text{Wm}^{-2}\mu\text{m}^{-1}\). The solar irradiance of the MI band is 0.6 times that of the MB band (see Fig. 1). The atmospheric transmission would improve from approximately 43 percent to 57 percent (see Fig. 2). This will increase the light from the star 1.33 times. From this one can see that when using the APT at 1025 nm, the signal-to-noise ratio is roughly equal to

\[
\frac{1.33 \times \text{Starlight} + 0.6 \times \text{Background light}}{0.6 \times \text{Background light}} = \frac{1.33 \times (1400) + 0.6 \times (1400)}{0.6 \times (1400)} = 3.2
\]

A star 3.1 times brighter than the above example (or -0.5 magnitude in the MI band) has a signal to noise ratio of ten. There are thirteen stars brighter than -0.5 magnitude at 1025 nm (see Table 1). By allowing the telescope to view down to a zenith angle of 60 deg, eight hours of right ascension can be viewed. Any given eight hours of right ascension will provide a minimum of three, a maximum of seven, and an average of four-and-a-half observable stars brighter than -0.5 at 1025 nm (MI band). If the field of view is decreased by using a smaller, 0.5-mm diaphragm or a 2\(\times\) Barlow lens, one can see stars as dim as first magnitude. There are 61 stars brighter than first magnitude at 1025 nm. With both a smaller diaphragm and a 2\(\times\) Barlow lens, stars of the second magnitude would be obtainable. There are 105 stars that are brighter than second magnitude at 1025 nm.

A search has been conducted of possible daytime stars brighter than second magnitude between 1000 nm and 1200 nm [8, 9, 10]. Table 1 lists those stars visible from the southwestern United States (at least 20 deg above the horizon from a latitude of 34 deg). Figure 3 shows how these stars are distributed across the heavens. Many of the brightest of these stars are late-type stars. The blackbody curves of these older stars peak in the red and infrared. Quite a few of these late-type stars are variables [10]. The project will be able to accommodate variables with long periods or small variations (less than 0.2 magnitude). Stars with long periods will have predictable small daily variations. Small variations will not be significant in measurements. Less than seven percent of the stars listed in Table 1 are variables that cannot be used [10].

With minor equipment modifications to the APTs, daytime stellar photometry in the near infrared can produce daytime cloud cover and atmospheric transmission information.

V. Conclusions

Only one of the evaluated techniques, the modified photometry technique, is able to meet all the monitoring criteria. The degree of optimization will determine the quantity of stars the system can acquire during the day and thus how finely the sky will be monitored.

By simply using an MI filter, this technique can produce limited daytime atmospheric information. By using a single photometer and modifying it with a smaller diaphragm and/or a Barlow lens, the daytime performance will be improved. However, there will be a decrease in the number of stars obtained at night since the search routine will take longer to cover the same area. How the various daytime photometry techniques affect the project can be evaluated after the APTs are tested. The first of the APTs should have been delivered about March 1989.

By using an instrument selector and a second photometer, the systems can be modified to increase the number of stars that are seen in the day without changing the performance at night. With this minor equipment change, daytime stellar photometry can provide atmospheric transmission data derived from an average of 30 evenly distributed stars at any given time.
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Table 1. Stars brighter than second magnitude (1000 nm to 1200 nm)

<table>
<thead>
<tr>
<th>Henry Draper (HD) no.</th>
<th>Right Ascension</th>
<th>Declination</th>
<th>Magnitude</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>432</td>
<td>00 07 47.5</td>
<td>+59 08 59</td>
<td>1.65</td>
<td>F2I-III-V</td>
</tr>
<tr>
<td>1760</td>
<td>00 21 46.3</td>
<td>-20 03 28</td>
<td>1.02</td>
<td>M5Ie</td>
</tr>
<tr>
<td>3627</td>
<td>00 39 19.6</td>
<td>+30 51 40</td>
<td>1.24</td>
<td>K3I</td>
</tr>
<tr>
<td>3712</td>
<td>00 40 30.4</td>
<td>+56 32 15</td>
<td>0.42</td>
<td>K0IIIa</td>
</tr>
<tr>
<td>4128</td>
<td>00 43 35.3</td>
<td>-17 59 12</td>
<td>0.39</td>
<td>K0IIIa</td>
</tr>
<tr>
<td>6860</td>
<td>01 09 43.8</td>
<td>+35 37 14</td>
<td>-0.25</td>
<td>M0IIIa</td>
</tr>
<tr>
<td>12533</td>
<td>02 03 53.9</td>
<td>+42 19 47</td>
<td>0.26</td>
<td>K3-IVb</td>
</tr>
<tr>
<td>12929</td>
<td>02 07 10.3</td>
<td>+23 27 45</td>
<td>0.28</td>
<td>K2IIIab</td>
</tr>
<tr>
<td>14536</td>
<td>02 19 20.7</td>
<td>-02 58 39</td>
<td>-1.70</td>
<td>M7IIIa</td>
</tr>
<tr>
<td>17506</td>
<td>02 50 41.8</td>
<td>+55 53 44</td>
<td>1.05</td>
<td>M3Ib-IIa</td>
</tr>
<tr>
<td>18884</td>
<td>03 01 40.6</td>
<td>+04 05 23</td>
<td>-0.29</td>
<td>M1.5IIIa</td>
</tr>
<tr>
<td>18925</td>
<td>03 03 47.7</td>
<td>+53 30 23</td>
<td>1.70</td>
<td>G8III+AV</td>
</tr>
<tr>
<td>19058</td>
<td>03 05 10.5</td>
<td>+38 50 25</td>
<td>-0.10</td>
<td>M4II</td>
</tr>
<tr>
<td>20720</td>
<td>03 19 30.9</td>
<td>-21 45 28</td>
<td>0.00</td>
<td>K2III</td>
</tr>
<tr>
<td>20902</td>
<td>03 24 19.3</td>
<td>+49 51 41</td>
<td>0.87</td>
<td>F5Ib</td>
</tr>
<tr>
<td>23475</td>
<td>03 49 31.2</td>
<td>+65 31 34</td>
<td>0.51</td>
<td>M2Iab</td>
</tr>
<tr>
<td>25025</td>
<td>03 58 01.7</td>
<td>-13 30 31</td>
<td>0.35</td>
<td>M0.5III</td>
</tr>
<tr>
<td>29139</td>
<td>04 35 55.2</td>
<td>+16 30 33</td>
<td>-1.16</td>
<td>K5III</td>
</tr>
<tr>
<td>29755</td>
<td>04 40 26.4</td>
<td>-19 40 18</td>
<td>0.69</td>
<td>M4III</td>
</tr>
<tr>
<td>31398</td>
<td>04 56 59.6</td>
<td>+33 09 58</td>
<td>-0.74</td>
<td>K3II</td>
</tr>
<tr>
<td>32068</td>
<td>05 02 28.6</td>
<td>+41 04 33</td>
<td>1.10</td>
<td>K4IIB8V</td>
</tr>
<tr>
<td>32887</td>
<td>05 05 27.6</td>
<td>-22 22 16</td>
<td>1.48</td>
<td>K3IIV</td>
</tr>
<tr>
<td>33664</td>
<td>05 11 22.8</td>
<td>-11 50 57</td>
<td>-0.10</td>
<td>M6III</td>
</tr>
<tr>
<td>34085</td>
<td>05 14 32.2</td>
<td>-08 12 06</td>
<td>1.15</td>
<td>B8Iae</td>
</tr>
<tr>
<td>34029</td>
<td>05 16 41.3</td>
<td>+45 59 53</td>
<td>-1.17</td>
<td>G5IIIe</td>
</tr>
<tr>
<td>35497</td>
<td>05 26 17.5</td>
<td>+58 36 27</td>
<td>1.96</td>
<td>B7III</td>
</tr>
<tr>
<td>36079</td>
<td>05 28 14.7</td>
<td>-20 45 34</td>
<td>-1.33</td>
<td>G5II</td>
</tr>
<tr>
<td>36389</td>
<td>05 32 12.7</td>
<td>+18 35 39</td>
<td>0.82</td>
<td>M2Iab-Ib</td>
</tr>
<tr>
<td>37128</td>
<td>05 36 12.7</td>
<td>-01 12 07</td>
<td>2.00</td>
<td>BOIae</td>
</tr>
<tr>
<td>39801</td>
<td>05 55 10.3</td>
<td>+07 24 25</td>
<td>-2.68</td>
<td>M2Ia-Iab</td>
</tr>
<tr>
<td>40183</td>
<td>05 59 31.7</td>
<td>+44 56 51</td>
<td>1.85</td>
<td>A2IV</td>
</tr>
<tr>
<td>40239</td>
<td>05 59 56.1</td>
<td>+45 56 13</td>
<td>0.30</td>
<td>M3III</td>
</tr>
<tr>
<td>42995</td>
<td>06 14 52.6</td>
<td>+22 30 24</td>
<td>-0.23</td>
<td>M3III</td>
</tr>
<tr>
<td>44478</td>
<td>06 22 57.6</td>
<td>+22 30 49</td>
<td>-0.28</td>
<td>M3IIIab</td>
</tr>
<tr>
<td>47105</td>
<td>06 37 42.7</td>
<td>+16 23 57</td>
<td>1.91</td>
<td>AOIV</td>
</tr>
<tr>
<td>48329</td>
<td>06 43 55.9</td>
<td>+25 07 52</td>
<td>0.99</td>
<td>G8IIb</td>
</tr>
<tr>
<td>48915</td>
<td>06 45 08.9</td>
<td>-16 42 58</td>
<td>-1.33</td>
<td>AIVm</td>
</tr>
<tr>
<td>52089</td>
<td>06 58 37.5</td>
<td>-28 58 20</td>
<td>1.97</td>
<td>B2II</td>
</tr>
<tr>
<td>52877</td>
<td>07 01 43.1</td>
<td>-27 56 06</td>
<td>0.93</td>
<td>K7IIb</td>
</tr>
<tr>
<td>54605</td>
<td>07 08 23.4</td>
<td>-26 23 35</td>
<td>0.07</td>
<td>F8Ia</td>
</tr>
<tr>
<td>60179</td>
<td>07 34 35.9</td>
<td>+31 53 18</td>
<td>1.55</td>
<td>AIV</td>
</tr>
<tr>
<td>61421</td>
<td>07 39 18.1</td>
<td>+05 13 30</td>
<td>-0.41</td>
<td>F5IV-V</td>
</tr>
<tr>
<td>62509</td>
<td>07 45 18.9</td>
<td>+28 01 34</td>
<td>-0.35</td>
<td>K0IIIb</td>
</tr>
<tr>
<td>69267</td>
<td>08 16 30.9</td>
<td>+09 11 08</td>
<td>1.09</td>
<td>K4II</td>
</tr>
<tr>
<td>76294</td>
<td>08 55 23.6</td>
<td>+05 56 44</td>
<td>1.48</td>
<td>G9-II-III</td>
</tr>
<tr>
<td>80493</td>
<td>09 21 03.2</td>
<td>+34 23 33</td>
<td>0.65</td>
<td>K7IIab</td>
</tr>
<tr>
<td>81797</td>
<td>09 27 35.2</td>
<td>-08 39 31</td>
<td>-0.36</td>
<td>K3III-III</td>
</tr>
<tr>
<td>84748</td>
<td>09 47 33.4</td>
<td>+11 25 43</td>
<td>-0.40</td>
<td>M8IIIe</td>
</tr>
<tr>
<td>87901</td>
<td>10 08 22.3</td>
<td>+11 58 02</td>
<td>1.47</td>
<td>B7V</td>
</tr>
<tr>
<td>89484</td>
<td>10 19 58.3</td>
<td>+19 50 30</td>
<td>-0.67</td>
<td>K1-IIIb</td>
</tr>
<tr>
<td>89758</td>
<td>10 22 19.7</td>
<td>+41 29 58</td>
<td>0.60</td>
<td>M0III</td>
</tr>
<tr>
<td>93813</td>
<td>10 49 37.4</td>
<td>-16 11 37</td>
<td>1.06</td>
<td>K2III</td>
</tr>
<tr>
<td>95689</td>
<td>11 03 43.6</td>
<td>+61 45 03</td>
<td>0.05</td>
<td>K0IIIa</td>
</tr>
<tr>
<td>100029</td>
<td>11 31 24.2</td>
<td>+64 19 52</td>
<td>1.62</td>
<td>M0III</td>
</tr>
<tr>
<td>102647</td>
<td>11 49 03.5</td>
<td>+14 34 19</td>
<td>1.99</td>
<td>A3V</td>
</tr>
<tr>
<td>105707</td>
<td>12 10 07.4</td>
<td>-22 37 11</td>
<td>1.61</td>
<td>K2.5IIIa</td>
</tr>
<tr>
<td>109379</td>
<td>12 34 23.2</td>
<td>-23 23 48</td>
<td>1.23</td>
<td>G5II</td>
</tr>
</tbody>
</table>
### Table 1 (contd)

<table>
<thead>
<tr>
<th>Henry Draper (HD) no.</th>
<th>Right Ascension</th>
<th>Declination</th>
<th>Magnitude</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>112300</td>
<td>12 55 36.1</td>
<td>+03 23 51</td>
<td>0.08</td>
<td>M3III</td>
</tr>
<tr>
<td>113226</td>
<td>13 02 10.5</td>
<td>+10 57 33</td>
<td>1.52</td>
<td>G6IIIab</td>
</tr>
<tr>
<td>116658</td>
<td>13 25 11.5</td>
<td>−11 09 41</td>
<td>1.50</td>
<td>B1III-IV</td>
</tr>
<tr>
<td>120315</td>
<td>13 47 32.3</td>
<td>+49 18 48</td>
<td>−0.19</td>
<td>B3V</td>
</tr>
<tr>
<td>120285</td>
<td>13 49 02.0</td>
<td>−28 22 03</td>
<td>−1.12</td>
<td>M7.5-M9pe</td>
</tr>
<tr>
<td>121370</td>
<td>13 54 41.0</td>
<td>+18 23 51</td>
<td>1.65</td>
<td>GOIV</td>
</tr>
<tr>
<td>124897</td>
<td>14 15 39.6</td>
<td>+19 10 57</td>
<td>−1.95</td>
<td>K1IIIb</td>
</tr>
<tr>
<td>127665</td>
<td>14 31 20.1</td>
<td>+30 22 17</td>
<td>1.46</td>
<td>K3III</td>
</tr>
<tr>
<td>129988</td>
<td>14 44 29.1</td>
<td>+27 04 27</td>
<td>0.65</td>
<td>KOI-IIII</td>
</tr>
<tr>
<td>131873</td>
<td>14 50 42.2</td>
<td>+79 09 19</td>
<td>1.47</td>
<td>K4III</td>
</tr>
<tr>
<td>132813</td>
<td>14 57 34.8</td>
<td>+65 55 56</td>
<td>0.73</td>
<td>M5III</td>
</tr>
<tr>
<td>133216</td>
<td>15 04 04.1</td>
<td>−25 16 55</td>
<td>0.02</td>
<td>M3IIIa</td>
</tr>
<tr>
<td>140573</td>
<td>15 44 16.0</td>
<td>+06 25 32</td>
<td>1.99</td>
<td>K2 III</td>
</tr>
<tr>
<td>146051</td>
<td>16 14 20.6</td>
<td>−03 41 39</td>
<td>0.54</td>
<td>M0.5III</td>
</tr>
<tr>
<td>148387</td>
<td>16 23 39.3</td>
<td>+61 30 51</td>
<td>1.17</td>
<td>G8IIIb</td>
</tr>
<tr>
<td>148478</td>
<td>16 29 24.3</td>
<td>−26 25 55</td>
<td>−2.69</td>
<td>M1.5Iab-Ib</td>
</tr>
<tr>
<td>148783</td>
<td>16 28 38.4</td>
<td>+41 52 54</td>
<td>−0.20</td>
<td>M6III</td>
</tr>
<tr>
<td>148856</td>
<td>16 30 13.1</td>
<td>+21 29 22</td>
<td>1.21</td>
<td>G7IIa</td>
</tr>
<tr>
<td>150680</td>
<td>16 41 17.1</td>
<td>+31 36 10</td>
<td>1.70</td>
<td>G0IV</td>
</tr>
<tr>
<td>156014</td>
<td>17 14 28.8</td>
<td>+14 23 25</td>
<td>−2.11</td>
<td>M5II-II</td>
</tr>
<tr>
<td>156283</td>
<td>17 15 0.26</td>
<td>+36 48 33</td>
<td>0.80</td>
<td>K3IIab</td>
</tr>
<tr>
<td>159181</td>
<td>17 30 25.8</td>
<td>+52 18 05</td>
<td>1.29</td>
<td>G2IIb-IIa</td>
</tr>
<tr>
<td>159561</td>
<td>17 34 55.9</td>
<td>+12 33 36</td>
<td>1.71</td>
<td>A5III</td>
</tr>
<tr>
<td>164058</td>
<td>17 56 36.2</td>
<td>+51 29 20</td>
<td>−0.39</td>
<td>K5III</td>
</tr>
<tr>
<td>168454</td>
<td>18 20 59.5</td>
<td>−29 49 42</td>
<td>1.20</td>
<td>K3IIIa</td>
</tr>
<tr>
<td>169916</td>
<td>18 27 58.1</td>
<td>−25 25 18</td>
<td>1.72</td>
<td>K1IIIb</td>
</tr>
<tr>
<td>172167</td>
<td>18 36 56.2</td>
<td>+38 47 01</td>
<td>−0.02</td>
<td>A0Va</td>
</tr>
<tr>
<td>175865</td>
<td>18 55 19.9</td>
<td>+43 56 46</td>
<td>−0.32</td>
<td>M5III</td>
</tr>
<tr>
<td>180711</td>
<td>19 12 33.1</td>
<td>+67 39 41</td>
<td>1.43</td>
<td>G9III</td>
</tr>
<tr>
<td>183912</td>
<td>19 30 43.1</td>
<td>+27 57 35</td>
<td>+1.13</td>
<td>K3III</td>
</tr>
<tr>
<td>186791</td>
<td>19 46 15.4</td>
<td>+10 36 48</td>
<td>0.24</td>
<td>K3II</td>
</tr>
<tr>
<td>187076</td>
<td>19 47 23.0</td>
<td>+18 32 03</td>
<td>0.37</td>
<td>M2II+AOV</td>
</tr>
<tr>
<td>187642</td>
<td>19 50 46.8</td>
<td>+08 52 06</td>
<td>0.39</td>
<td>A7V</td>
</tr>
<tr>
<td>189319</td>
<td>19 58 45.3</td>
<td>+19 29 32</td>
<td>1.79</td>
<td>M0III</td>
</tr>
<tr>
<td>192909</td>
<td>20 15 28.1</td>
<td>+47 42 51</td>
<td>1.19</td>
<td>K3IIb+B3V</td>
</tr>
<tr>
<td>194093</td>
<td>20 22 13.5</td>
<td>+40 15 24</td>
<td>1.22</td>
<td>F8Vb</td>
</tr>
<tr>
<td>197345</td>
<td>20 41 25.8</td>
<td>+45 16 49</td>
<td>0.91</td>
<td>A2Iae</td>
</tr>
<tr>
<td>197989</td>
<td>20 46 12.5</td>
<td>+33 58 13</td>
<td>0.91</td>
<td>K0III</td>
</tr>
<tr>
<td>200905</td>
<td>21 04 55.7</td>
<td>+43 55 40</td>
<td>1.26</td>
<td>K4-5Ib-II</td>
</tr>
<tr>
<td>204867</td>
<td>21 31 33.3</td>
<td>−05 34 16</td>
<td>1.61</td>
<td>G0Ib</td>
</tr>
<tr>
<td>205730</td>
<td>21 36 02.2</td>
<td>+45 22 29</td>
<td>−1.41</td>
<td>M5Iae</td>
</tr>
<tr>
<td>210745</td>
<td>22 10 51.1</td>
<td>+58 12 05</td>
<td>0.97</td>
<td>K1.5b</td>
</tr>
<tr>
<td>213310</td>
<td>22 29 31.7</td>
<td>+47 42 25</td>
<td>1.65</td>
<td>M0II+B8V</td>
</tr>
<tr>
<td>216386</td>
<td>22 52 36.6</td>
<td>−07 34 47</td>
<td>0.92</td>
<td>M2.5IIIa</td>
</tr>
<tr>
<td>216956</td>
<td>22 57 38.9</td>
<td>−29 37 20</td>
<td>1.99</td>
<td>A3V</td>
</tr>
<tr>
<td>217906</td>
<td>23 03 46.3</td>
<td>+28 04 58</td>
<td>−0.64</td>
<td>MK2.5II-II</td>
</tr>
<tr>
<td>224935</td>
<td>00 01 57.5</td>
<td>−06 00 51</td>
<td>1.44</td>
<td>M3III</td>
</tr>
</tbody>
</table>
Fig. 1. Solar spectral irradiance with the sun at zenith. Absorption bands are shown shaded [6].

Fig. 2. LOWTRAN6 calculation of space-to-ground transmission as a function of wavelength in the presence of mid-latitude winter haze. The curves correspond to transmitter altitude [7].
Fig. 3. Stars brighter than second magnitude at 1025 nm.
Site Selection Criteria for the Optical Atmospheric Visibility Monitoring Telescopes
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A description of each of the criteria used to decide where to locate the Atmospheric Visibility Monitoring (AVM) telescope systems is given, along with a weighting factor for each of them. These criteria include low probability of clouds, fog, smog, haze, low scattering, low turbulence, availability of security and maintenance, and suitability of a site for a potential optical reception station. They will be used to determine which three of several sites under consideration will be used for monitoring visibility through the atmosphere as it applies to an optical ground-based receiving network as may be used in NASA space missions in decades to come.

I. Introduction

The Atmospheric Visibility Monitoring (AVM) program is designed to set up three optical telescope systems on mountains in the southwestern United States to observe atmospheric transmission at possible laser communication wavelengths and monitor cloud cover correlation between the three different locations. A goal is to find three sites which experience a low correlation of weather patterns such that at least one of the sites is clear at any given time. A previous study has determined that with three such sites there is a joint probability of visibility of 94 percent [1]. Since this project will only use three telescope systems, to attempt to determine the actual amount of time in which at least one site is operational it is crucial to carefully consider the characteristics of each candidate observatory site.

II. Criteria

The criteria being considered for selection of AVM telescope sites are low probability of clouds, fog, smog, and haze; low particle scattering; low turbulence; availability of security and maintenance; and suitability of the site for a potential deep-space optical reception station. Also, the sites must exist in locations which exhibit low correlation of weather patterns. Each site being considered already has available roads, power, and telephone lines.

Each site will be rated on a 1-10 basis in each category. This rating will be multiplied by a weighted percentage (each weight based on the relative importance of that criterion to the project), and all the weighted ratings will be summed. Each site will then be judged based on this weighted comparison of conditions.

A. Low Probability of Cloud Cover, Fog, Smog, and Haze

Many factors go into the evaluation of the rating of each site for a particular characteristic. Sites are judged for their low probability of cloud cover, fog, smog, and haze based on...
a history of annual percentage of sunshine, orographic effects, the height of the temperature inversion, and low correlation with other sites in question.

In [2] is a study of annual percentage of sunshine for the continental United States, however, it is unclear how exact the estimates are in some areas because the amounts of annual sunshine can differ by several hundred hours in a distance of fifty miles (see Fig. 1). A minimum number of sunshine hours has been set at 3,200 hours, and the corresponding areas are shown in the figure. The number of sunshine hours does not take into consideration orographic effects, i.e., clouds “clinging” to some mountains. These effects vary with the altitude of the mountain. Generally, mountains and ridges above 9,000 feet will exhibit more of this behavior, although if the peak is above 12,000 feet, it may rise above the cloud line, as is the case with Mauna Kea. Another consideration is the height of the temperature inversion in relation to the elevation of the observatory. Fog and smog tend to stay below the inversion, so if the site is a few hundred feet above the inversion layer it should not generally be affected. The fourth item considered is the low correlation of weather patterns with other possible sites. The sites have already been broken down into three different areas, but some areas in Arizona, California, New Mexico, and Texas suffer from the same weather patterns, possibly to a smaller degree. For example, northern Arizona falls prey to some of the winter storms from California as well as some of the summer storms that are known to attack southern Arizona. New Mexico experiences the same summer storms as southern Arizona, but sometimes there is a time delay between sites if the storm is not too large. Several such relationships exist.

Lack of cloud cover is the most important criterion because the basis of this study is to find clear skies in at least one of three places as often as possible. Some astronomical observers look for other characteristics which are also considered here, but they are usually trying to find the best “seeing,” even if it only happens for a small fraction of the time. “Seeing” refers to image quality, which is enhanced when atmospheric turbulence is low. Since the goal here is counting photons, not imaging, clear skies are needed as often as possible and atmospheric turbulence is a lesser consideration.

B. Low Particle Scattering

Low scattering is important to atmospheric visibility because as many photons as possible need to be detected. Future missions may require detection of extremely weak signals, thus locating a receiving station away from areas exhibiting large amounts of aerosols and larger particles (i.e., sand blowing from a desert area) would be desirable. Aerosol content diminishes with elevation, improving visibility with higher elevation. A shorter path through the atmosphere will decrease scattering making it possible to receive weaker signals since the amount of atmospheric attenuation will be lower. Vegetated areas tend to decrease the amount of dust by holding down the soil. Desert areas would cause problems with even the slightest wind. A small amount of wind is usually beneficial for turbulence effects, but larger amounts will cause scattering. Sites should therefore be located away from sources of aerosols and dust, and at elevations above 5,000 feet.

Scattering will be a larger problem during the daytime because signals will already be very weak compared to the background. Solar observatories are very concerned with scattering and daytime conditions, so choosing sites near solar observatories will prove beneficial for daytime studies.

C. Low Turbulence

Turbulence is caused by microthermal fluctuations in the atmosphere. It can cause effects such as scintillation, beam broadening, loss of spatial coherence, and phase distortions [3]. Astronomers characterize turbulence by rms image motion, a characteristic which has been measured at most of the observatories under consideration. Turbulence will degrade an optical communications signal by creating a larger blur circle at the receiver detector. Complete signal detection (capture) can still be accomplished in operational systems by opening up the detector field-of-view, although with an increase in system background noise susceptibility. Although cost considerations will not permit monitoring of the atmospheric turbulence at this time with the AVM project, published values of turbulence will be included in the site evaluation criteria. Because of its secondary impact on future possible operational systems, the turbulence criterion will be given a reduced weighting factor.

D. Availability of Security and Maintenance

The automated telescopes are designed to operate remotely, so there will be no operator present at the telescope to keep an eye on the equipment or to fix any problems that may arise. It is therefore important to locate the telescopes at a present observatory site, where someone familiar with the system could periodically check up on it for a small fee. If anything went wrong he or she could fix it, or at least make sure the roof was closed in inclement weather until JPL personnel could arrive and make repairs.

Some observatories are open to the public. People can walk around and look at the different telescopes and viewing galleries. In such a case a fence may have to be built around the telescope enclosure to make sure no one interferes with its operation or gets injured by a moving roof or telescope.
E. Suitability of a Site for a Potential Optical Reception Station

The results of the AVM research will provide knowledge of transmission, daytime conditions, and weather conditions at three different locations. If a ground-based optical receiver is developed in the future, it would be a great advantage to locate it at one of these sites providing the site proved to be favorable. Therefore, the feasibility of this potential future need is being taken into consideration. Any site under consideration for the AVM study should also be able to accommodate a larger transceiver station. The people who manage the land where the receiver would be located need to accept this idea and be willing to have a large facility operating there. Also, there needs to be enough space on the mountain to expand to a larger facility. Security and safety become an added issue for a large photon bucket and an earth-to-space laser system. Weighting for this criterion applies to how well suited a site would be for a potential station; however, for a site to be considered in the first place, it must be possible to locate a potential station at the site.

III. Rating

After consideration of all of the factors, it has been decided to weight the criteria in the following manner, as a percentage according to what is most important to the project:

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low probability of cloud cover, fog, smog, haze</td>
<td>30</td>
</tr>
<tr>
<td>Low particle scattering</td>
<td>20</td>
</tr>
<tr>
<td>Suitability of the site for a potential optical reception station</td>
<td>20</td>
</tr>
<tr>
<td>Low turbulence</td>
<td>15</td>
</tr>
<tr>
<td>Availability of security and maintenance</td>
<td>15</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>

Each location will be rated on a 1 – 10 basis for each criterion. Then each criterion value will be multiplied by its corresponding percentage, and the weighted ratings will be summed. Site selection is a very inexact science, so the percentages and ratings chosen are loosely defined. However, they are the best estimates that can be given at this time. The benefits need to be weighted individually, while still producing a result which has some general meaning. Site selections for other telescopes have faced similar difficulties in determining what is important as the problem becomes more complex with logistical, financial, and technical factors [4].

These weighting factors are being used to rate sites which have not been already eliminated by other factors. Examples include Mt. Graham, where environmentalist opposition has limited new construction, or Kitt Peak, where there is no space to put another telescope.

Sites still under consideration include Mt. Hamilton, Table Mountain Observatory (TMO), Mt. Wilson, and Mt. Laguna in California; Mt. Hopkins, Mt. Lemmon, and the Hualapai Indian Reservation in Arizona; South Baldy and Sacramento Peak in New Mexico; and Mt. Locke in Texas. Data is presently being gathered which will allow the rating system to be applied to these sites.

IV. Conclusions

In weighting the criteria for the site selection, it has been determined that the most important factor is a low probability of cloud cover, fog, smog, and haze. If a site does not have clear skies to allow communications, none of the other factors matter. The criteria take into account the needs of the visibility monitoring telescopes as well as general considerations for a ground-based optical receiving station. A full list of criteria for a possible future optical transceiver is not known at this time, although a minimal set of criteria has been determined. These future needs are also given a fairly large weighting in the present criterion list.
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Fig. 1. Annual mean total hours of sunshine ≥ 3200; from [2].
A Novel Approach to a PPM-Modulated Frequency-Doubled Electro-Optic Cavity-Dumped Nd:YAG Laser

D. L. Robinson
Communications Systems Research Section

This article describes a technique which can provide frequency doubling, with high efficiency, while cavity dumping a laser for pulse position M-ary modulation while being used for an optical communication link. This approach uses a secondary cavity that provides feedback of the undoubled fundamental light, which is normally lost, into the primary cavity to be recirculated and frequency doubled. Specific operations of the electro-optic modulator and frequency-doubling crystal are described along with the overall modulation scheme and experimental setup.

I. Introduction

For deep space communication, optical frequencies provide many advantages over presently used technologies. Higher data rates, less power and mass consumption, and smaller beam divergence are some of the benefits provided by laser communications. Current link analyses incorporate either a ground-based station or an Earth-orbiting spacecraft to send to, and receive optical signals from, the mission spacecraft. Design considerations require the transmitter on the spacecraft to consist of a pulse position M-ary (PPM) modulated frequency-doubled Nd:YAG laser operating at 0.532 μm. The anticipated range of communication rates for deep space is between 20 kbits/sec and 50 Mbits/sec (dependent on the range of the mission). If we assume $M = 256$, this corresponds to nominal laser repetition rates between 2.5 kHz and 6.3 MHz. To achieve these rates of modulation, Q-switching is utilized at the lower rates and cavity dumping is utilized for the higher rates. In this article, a unique design, which efficiently incorporates both cavity dumping and frequency doubling for deep space optical communication is described.

II. Technical Background

In laser Q-switching, lasing is held off by introducing loss into the resonator cavity while energy is pumped into and stored in the atomic population inversion. Once the desired inversion is attained, cavity losses are reduced to allow lasing. In this mode, it is possible to attain a single large pulse output from the laser. The frequency range of Q-switching extends up to 50–100 kHz [1], with no lower boundary. The upper repetition rate is limited by the finite time to repump the inversion in the gain medium of the laser. To extend the frequency further, cavity dumping must be used. In cavity dumping, energy is stored in the photon field instead of the atomic inversion. The photon field is generated between two mirrors of maximum reflectivity. To extract a pulse from the resonator, the beam is electro-optically or acousto-optically switched out of the main resonator. Repetition rates achievable with cavity dumping have been demonstrated between 125 kHz and 10 MHz [1]. The lower limit is reached when the photon field within the resonator is reduced to one photon after dumping the field. At this point, the beginning of the
buildup is dependent on the statistical variance of spontaneous emission. Hence, if the cavity is dumped of all its energy, cavity dumping becomes unstable [1]. If the cavity is not dumped of all its energy, for example by inducing an incomplete polarization flip with the electro-optic modulator, this lower limit can be extended. The upper limit of cavity dumping is limited by the switching time of the modulator. To extend pulse rates beyond 10 MHz, a mode-locked laser must be used.

Additionally, frequency doubling of the laser radiation is often desired for efficient detection at the receiver. The frequency-doubling conversion efficiency is a function of the intensity in the nonlinear doubling crystal. As the intensity increases, the conversion efficiency also increases. Therefore, to maximize efficiency, intra-cavity doubling is desirable because photon flux levels are much higher inside the laser resonator. Techniques for intra-cavity doubling of Q-switched lasers are well known. However, intra-cavity frequency doubling/cavity dumping is less desirable since placing a frequency-doubling crystal in the primary cavity would reduce the stored energy in the laser resonator. Once the energy is frequency doubled it can no longer stimulate emission in the gain medium and, therefore, will not experience gain in the laser resonator. On the other hand, in external frequency doubling the fundamental wavelength that is undoubled is lost, resulting in lower conversion efficiency. Therefore, a scheme has been conceived that efficiently frequency doubles while cavity dumping. The doubling crystal is placed outside the resonator and a third mirror is used to recycle the undoubled light back into the primary resonator. Since output beam losses are low in cavity dumping, switching light electro- or acousto-optically out of the primary cavity maintains a high-intensity beam, resulting in efficient frequency doubling. The third mirror, M₃, placed at a right angle to the primary cavity and used in conjunction with a polarizing beam splitter (other angles with other types of polarizing prisms may be used), forms a secondary cavity with M₄, which reflects the undoubled 1.06-µm light back into the primary cavity (see Fig. 1). Care must be taken to match the spatial modes of both resonators. The following section describes, in more detail, this technique for semi-intra-cavity doubling while cavity dumping.

### III. Design Configuration

A unique design has been conceived to incorporate both cavity dumping and frequency doubling while reusing the undoubled light. This scheme incorporates an electro-optic modulator; however, the overall concept can be applied to cavity dumping with an acousto-optic modulator as well. Two schematics of the optical design are illustrated in Figs. 1(a) and (b). As is normal for cavity dumping, a photon field is built up between two resonator mirrors, M₁ and M₂. As seen in Figs. 1(a) and (b), a polarizing beam splitter (PBS) is inserted in the primary optical path to polarize the initial beam horizontally. When the appropriate field has been realized, a transverse electric field is applied to the electro-optic modulator (EO) to induce a quarter-wave phase retardation to the beam. A double pass through the electro-optic modulator creates a half-wave phase shift resulting in a 90-degree rotation of the polarization which is then reflected by the PBS. Upon reflection, the beam is directed through a frequency doubler (FD) and reflected by M₃. By utilizing a type-I frequency doubler,¹ that portion of the beam that is doubled will be rotated 90 degrees, resulting in horizontally polarized light which will be transmitted through the polarizing beam splitter and coupled out of the resonator. If instead a type-II frequency doubler is utilized, the doubled portion of the beam is rotated only 45 degrees. Since part of this beam would be reflected back into the cavity, a dichroic beam splitter must be used to efficiently couple out the 0.532-µm portion of the beam. In either case, the undoubled light remains in the vertical polarization and is reflected back into the primary cavity. As long as an electric field is applied to the electro-optic modulator, this returned 1.06-µm light will be preserved and rotated back to the original horizontal polarization. When the desired output pulse width has been attained, typically 10-20 nsec, the electric field applied to the modulator is switched to zero allowing the photon field in the original cavity to build up once again to accommodate a second pulse.

### IV. Experimental Setup

A standard 2-watt 1.06-µm laser was procured from General Photonics to provide the basic resonator cavity: pump cavity, Nd:YAG rod, mirror-mounting hardware, and overall structural support. Modifications to the basic laser design were necessary to obtain appropriate beam waists and mirror reflectivities within the laser cavity for frequency doubling and cavity dumping. Since the efficiency of frequency doubling increases proportionately with the optical intensity, a tightly focused beam within the doubling crystal is desirable. A second design limitation was the aperture size of the electro-optic modulator. To aid in the determination of the modifications, a computer program was written to analyze the spatial mode size within the laser resonator. Mirror curvatures were optimized until desired beam waists within the cavity were formed. In Fig. 2, a typical output from the optimizing pro-

---
¹ Type-I frequency doubling converts two horizontally (or two vertically) polarized photons to one vertically (or one horizontally) polarized photon. Type-II frequency doubling converts one vertically and one horizontally polarized photon to one vertically (or horizontally) polarized photon.
gram is shown. The diameter of the spatial mode is plotted versus the length of the resonator cavity. Labels $M_1$ and $M_2$ designate the two mirrors of the primary laser resonator, while $R$ and $EO$ denote the rod and the electro-optic modulator, respectively. Between the rod and the front mirror, $M_2$, a tight focus is formed. Likewise, when the modulator rotates the field’s polarization causing the beam to be reflected by the PBS into the secondary cavity formed by $M_3$, the beam will be tightly focused in the doubling crystal.

To maintain a low half-wave voltage on the electro-optic modulator, a LiNbO$_3$ or LiTaO$_3$ crystal is used. These crystals require lower half-wave voltages than traditionally used crystals like KDP. The KDP crystal requires half-wave voltages of approximately 3 kV and is hydroscopic. Both LiNbO$_3$ and LiTaO$_3$ are trigonal, 3m-symmetry, non-hydroscopic-class crystals that require half-wave voltages between 500 and 900 volts, resulting in power consumptions between 0.5 and 2.5 watts. Appendix A describes specific calculations and theory pertinent to electro-optic modulation with LiNbO$_3$ and LiTaO$_3$ crystals.

A crystal of KTiOPO$_4$ (KTP) will be used to frequency double the laser. KTP is a fairly new crystal which exhibits a very high frequency-doubling efficiency at 1.06 $\mu$m. Furthermore, KTP is a non-hydroscopic crystal, has a high damage threshold, and is thermally stable with wide angular and thermal bandwidths when phase matched in a type-II configuration. These physical properties make KTP one of the best available materials for frequency doubling [2]. Conversion efficiencies between 30 and 45 percent can be achieved with KTP. Specific calculations and relevant theory for frequency doubling with KTP are included in Appendix B.

Equipment for the above design has been ordered and received. However, failures of the commercially procured laser resulting from a design flaw in that unit have necessitated the return of the laser to the manufacturer. Upon receipt of the repaired laser, the dual-cavity design will be reassembled and tested.

V. Conclusion

In conclusion, a method has been described for efficiently frequency doubling while cavity dumping a solid-state laser. Using this technique provides a means for PPM modulating an optical communications link for deep space exploration at data rates between 1 Mbit/sec and 80 Mbit/sec (this assumes nominal laser repetition rates of 126 kHz — 10 MHz with $M = 256$). Lower data rates, up to approximately 500 kbits/sec, however, can be achieved by Q-switching the laser. The region between 500 kbits/sec and 1 Mbit/sec is considered an unstable region [3]; however, it is believed that by using some techniques as described above, either Q-switching or cavity dumping may be used to achieve these data rates for optical communication.
Fig. 1. Two overall optical schematics used for efficient frequency doubling while cavity dumping.

Fig. 2. A typical spatial spot size within the laser resonator where diameter of the beam is plotted as a function of the length of the laser cavity.
Appendix A  
Electro-Optic Modulation with LiNbO₃ and LiTaO₃ Crystals

The following analysis describes electro-optic modulation using LiNbO₃ and LiTaO₃. Both LiNbO₃ and LiTaO₃ are trigonal, 3m-symmetry-class crystals. The electro-optic coefficients of a 3m crystal in tensor notation are of the form

\[
\begin{pmatrix}
0 & -r_{22} & r_{13} \\
0 & r_{22} & r_{13} \\
0 & 0 & r_{33} \\
0 & r_{51} & 0 \\
r_{51} & 0 & 0 \\
-r_{22} & 0 & 0
\end{pmatrix}
\]

The specific values of the coefficients for LiTaO₃ and LiNbO₃ at 0.633 μm are as given for high-frequency operation [4]:

\[
\begin{align*}
\text{LiNbO}_3 & : \\
& \begin{align*}
& r_{13} = 8.6 \times 10^{-12} \text{ m/V} \\
& r_{22} = 3.4 \times 10^{-12} \text{ m/V} \\
& r_{33} = 30.8 \times 10^{-12} \text{ m/V} \\
& r_{51} = 28.0 \times 10^{-12} \text{ m/V}
\end{align*}
\end{align*}
\]

\[
\begin{align*}
\text{LiTaO}_3 & : \\
& \begin{align*}
& r_{13} = 7.5 \times 10^{-12} \text{ m/V} \\
& r_{22} = 33.0 \times 10^{-12} \text{ m/V} \\
& r_{33} = -1.0 \times 10^{-12} \text{ m/V} \\
& r_{51} = 20.0 \times 10^{-12} \text{ m/V}
\end{align*}
\end{align*}
\]

These values are dependent on the resonant frequencies of the crystal and will vary according to pulse rise time, crystal size, and frequency of operation. Given a specific crystal, these values must be calculated from the experimentally determined half-wave voltage. In the presence of an electric field \( E(E_x, E_y, E_z) \) the equation of the index ellipsoid for the 3m crystal is as follows:

\[
\frac{1}{n_o^2} - r_{22} E_y + r_{13} E_z \right) x^2 + \left( \frac{1}{n_e^2} + r_{22} E_y + r_{13} E_z \right) y^2 \\
+ \left( \frac{1}{n_o^2} + r_{33} E_z \right) z^2 + 2 \left( -r_{22} E_x \right) xy + 2 \left( r_{51} E_y \right) yz \\
+ 2 \left( r_{51} E_y \right) yz = 1
\]

where \( n_o \) denotes the ordinary and \( n_e \) denotes extraordinary indices of refraction.

Generally, in electro-optic modulation an electric field is only applied along one axis of the crystal, so this equation can be simplified to some extent. Since we are interested in transverse electro-optic modulation (as opposed to longitudinal electro-optic modulation) to rotate the polarization, we can eliminate cases where the axis of propagation is parallel to the electric field. Since highly efficient systems are needed for deep space optical communications, maximum phase retardation with the minimum amount of applied voltage is desirable. By applying an \( E \) field parallel to the \( z \)-axis, maximum phase retardation results with light propagating parallel to the \( x \)- or \( y \)-axis. Phase retardation for the case of \( x \)-axis propagation is given in Eq. (2) [5].

\[
\Gamma = \frac{\pi E_x V_x}{\lambda_o d_z} \left( n_e^3 r_{33} - n_o^3 r_{13} \right) \text{ rad}
\]

However, when used in this orientation, the indices of refraction are strongly dependent on temperature [6]. By applying an \( E \)-field parallel to the \( x \)- or \( y \)-axis, the temperature dependence can be eliminated for light propagating parallel to the \( z \)-axis. Phase retardation for this case of propagation, specifically for \( E_x \), is given in Eq. (3). This is typically the orientation used with 3m crystals.

\[
\Gamma = \frac{2\pi E_x V_x n_o^3 r_{22}}{\lambda_o d_x} \text{ rad}
\]

In order to quantitatively compare Eqs. (2) and (3) for crystals of interest, we solve for the half-wave voltage and substitute appropriate electro-optic coefficients. The half-wave voltage is defined as the voltage required to induce a phase retardation of \( \pi \). Half-wave voltages for LiNbO₃ and LiTaO₃
are summarized below for the indicated orientations. The length of the crystal is \( L \) and \( d \) is the crystal thickness.

<table>
<thead>
<tr>
<th></th>
<th>( V )</th>
<th>( \frac{d}{L} )</th>
<th>( \frac{d}{L} )</th>
<th>( \frac{d}{L} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiNbO₃</td>
<td>1.3 \times 10^4</td>
<td>4706.5</td>
<td>4706.5</td>
<td>4706.5</td>
</tr>
<tr>
<td>LiTaO₃</td>
<td>5.0 \times 10^4</td>
<td>4005.9</td>
<td>4005.9</td>
<td>4005.9</td>
</tr>
</tbody>
</table>

When applying a field parallel to the \( x \)- or \( y \)-axis and propagating light parallel to the \( z \)-axis, LiNbO₃ is the preferred material to obtain lower required voltages. Even lower voltages can be obtained, however, by propagating in the \( x \)- or \( y \)-direction with an electric field parallel to the \( z \)-axis for both LiNbO₃ and LiTaO₃. In this crystal orientation the indices of refraction are more dependent on temperature, and thermally induced birefringence becomes a problem. This effect can be eliminated for uniform temperature variations across the crystal by utilizing two crystals with optic axes rotated 90 degrees. However, any temperature-induced gradient will be uncorrected by this technique. Since temperature gradients can result from nonuniformities in the laser beam or the applied electric field, the advantages of reduced required voltages are offset by thermally induced birefringence. Furthermore, it is difficult to obtain good optical quality LiTaO₃ with a high damage threshold appropriate for intra-cavity modulation. Further investigation is planned to quantitatively determine thermal birefringent effects since required voltages are less in the crystal orientation with the \( E \)-field applied parallel to the \( x \)- or \( y \)-axes. If thermal effects can be tolerated and good optical quality can be obtained, using LiTaO₃ would further reduce the half-wave voltage.

For a spacecraft optical communication link, the overall power consumption of the modulator is important. In order to calculate this, the modulator can be treated as a capacitor. The capacitance, \( C \), may be written as

\[
C = \varepsilon \varepsilon_0 \frac{A}{d}
\]

where \( A \) = electrode area, \( d \) = modulator thickness, \( \varepsilon_0 \) = the free space permittivity constant, 8.85 \( \text{pf/m} \), \( \varepsilon \) = the dielectric constant. For LiNbO₃, \( \varepsilon = 78.2 \). The resistance of the modulator is very small and can be neglected. However, the load resistance due to capacitance must be accounted for. Using well-known equations, the overall power consumption can be calculated

\[
P = \frac{V^2}{R_c}
\]

For a LiNbO₃ modulator of dimensions \( 30 \times 2 \times 2 \text{ mm} \) \((L \times d \times d)\), \( C = 20.7 \text{ pf} \). Using a pulse width of 20 nsec \((\omega = 50 \text{ MHz})\), \( R_c = 153.8 \text{ ohms} \). For a quarter-wave voltage of \( V = 433.3 \text{ volts} \), peak power consumption is 1.2 kW. Assuming an average modulation rate of 100 kHz and a pulse width as given above, average power consumption is 2.4 watts.

\(^1\)T. Noricky, private communication, Engineering Manager, Inrad Corp.

\(^2\)Ibid.
Appendix B

Frequency Doubling With KTP Crystals

The following analysis describes frequency doubling with KTiOPO₄ (KTP). KTP is a biaxial orthorhombic crystal of symmetry class mm2. The nonlinear optical tensor for the mm2 crystal is as follows:

\[
\begin{pmatrix}
0 & 0 & 0 & d_{15} & 0 \\
0 & 0 & 0 & d_{24} & 0 \\
d_{31} & d_{32} & d_{33} & 0 & 0
\end{pmatrix}
\]

where

\[
\begin{align*}
d_{15} &= 5.40 \times 10^{-23} \text{ m/V} \\
d_{31} &= 5.75 \times 10^{-23} \text{ m/V} \\
d_{32} &= 4.43 \times 10^{-23} \text{ m/V} \\
d_{33} &= 12.12 \times 10^{-23} \text{ m/V} \\
d_{24} &= 6.73 \times 10^{-23} \text{ m/V}
\end{align*}
\]

for KTP (including \(\varepsilon_0\)) [2]. Multiplying this tensor by the \(E^2\) column tensor leads to the following optical polarizations for KTP:

\[
\begin{align*}
P_x(2\omega) &= 2d_{15}E_x(\omega)E_z(\omega) \\
P_y(2\omega) &= 2d_{24}E_y(\omega)E_z(\omega) \\
P_z(2\omega) &= d_{31}E_x^2(\omega) + d_{32}E_y^2(\omega) + d_{33}E_z^2(\omega)
\end{align*}
\]

By applying various axis rotations, these expressions can be simplified to an expression of the form

\[P = d_{\text{eff}} \mathcal{E}(\omega_1) \mathcal{E}(\omega_2)\]

where \(d_{\text{eff}}\) is an effective nonlinear coefficient obtained from the axis of rotation of the crystal and \(\mathcal{E}(\omega_1)\) and \(\mathcal{E}(\omega_2)\) are the electric fields applied at the respective frequencies.

Since KTP is a biaxial crystal, coordinate axis rotation is not a trivial problem and has been treated elsewhere [7]. Upon attaining the form of the above equation, Yao and Fahlen [7] have determined \(d_{\text{eff}}\) to be of the following form:

\[d_{\text{eff}} \approx 0.974 d_{24} = 17.7 \times 10^{-9} \text{ e.s.u.} = 6.51 \times 10^{-23} \text{ m/V}\]

(MKS, where \(\varepsilon_0\) is included in the coefficient)

There is some variance in the literature as to the experimental agreement with this value. Experimental values of \(d_{\text{eff}}\) range between \(16.8 \times 10^{-23} \text{ m/V}\) [8] and \(1.5 \times 10^{-23} \text{ m/V}\) [9]. These discrepancies from the theoretical \(d_{\text{eff}}\) values are most likely due to varying methods of crystal growth, material impurities, and phase matching techniques.

Knowing \(d_{\text{eff}}\), the power conversion efficiency can be calculated with the following equation, assuming a depleted input source and complete phase matching [10, 11]

\[
\eta = \frac{P(2\omega)}{P(\omega)} = \tanh^2 \left( \frac{1}{2} K A(0) z \right)
\]

where

\[K = d_{\text{eff}} \sqrt{\frac{\mu_0 \omega_1^2 \omega_2}{\varepsilon_0 n_1^2 n_2}}\quad \text{for} \quad 2\omega_1 = \omega_2\]

and \(A(0)\) can be derived from the following:

\[I = \frac{P}{A^2} = \frac{1}{2} \sqrt{\frac{\varepsilon_0}{\mu_0}} \omega |A|^2\]

where

\[A = \sqrt{n_\omega E}\]

and \(\omega_1, \omega_2, n_1,\) and \(n_2\) are the frequencies and indices of refraction at the fundamental and second harmonic, respectively. The length of the crystal is \(Z\), the incident intensity, \(P\) is the incident power, and \(A\) is the area of the incident beam.

Since the power conversion efficiency is directly proportional to the length of the crystal and the intensity within the crystal, trade-offs result. As the beam is focused tighter, the
beam diverges faster, resulting in less efficient frequency conversion at the entrance and exit faces of the crystal. The confocal parameter \( z_0 \), gives guidance as to a reasonable crystal length

\[
z_0 = \frac{\pi \omega_0^2 n}{\lambda}
\]

where \( \omega_0 \) = beam waist radius, \( n \) = index of refraction, and \( \lambda \) = the fundamental wavelength. As long as \( k < 2z_0 \), acceptable conversion efficiency occurs. Therefore, the beam radius must be greater than

\[
\omega_0 > \sqrt{\frac{\lambda k}{2\pi n}}
\]

Staying within this criterion, frequency-doubling efficiencies between 30 and 45 percent can be achieved. See [11] for a more detailed analysis of frequency doubling.
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Microwave Time Delays for the X/S-Band Feed System at X-Band

J. Chen
Ground Antenna and Facilities Engineering Section

The X-band time delays for the X/S feed system of the 34-meter high efficiency antenna are required to refine current X-band downlink (8450 ± 50 MHz) calibrations and prepare for the Magellan uplink (7190 ± 45 MHz). The time delays of elements in the X-band feed system are obtained mostly via computer calculation and partly via measurement. The methods used and results obtained are presented in this article. There is good agreement with theory.

I. Introduction

The X/S feed is a large corrugated horn with extremely deep corrugations that are suitable for both the X-band and S-band (Fig. 1). In order to have the two very similar radiation patterns at X- and S-band, the feed operates in a “beamwidth saturation” mode at X-band. In other words, the beamwidth for this saturated condition depends only on the horn flare angle, and not on the aperture size. As a result, the pattern phase center is moved back into the throat of the horn, instead of its usual position near the horn aperture [1].

II. Time Delay for X/S Feedhorn

The X/S corrugated feedhorn, which is 74.397 inches long with an aperture size of 42.061 inches, is analyzed using a mode matching method [2]. In order to apply the circular waveguide computer program, the feedhorn is broken up into 230 circular waveguides with different radii. The program calculates the modes propagating from each discontinuity between circular sections from the feed throat to the radiating aperture of the X/S feedhorn. Since the aperture is about 30 times the X-band wavelength, many modes are generated at the aperture surface. The radiation pattern of the X/S feedhorn at X-band is calculated using the amplitude and phase of the transmission coefficients for the aperture modes calculated by the circular waveguide program. The phase of the X-band radiation pattern at 0 degree from the center line of the horn changes as the X-band frequency changes. The time delay of the X/S feedhorn was obtained according to the following equation:

\[ t_s = \frac{d\phi}{2\pi df} \]

where \( \phi \) is the phase of the radiation pattern at 0 degree from the center line of the horn and \( f \) is the frequency.

The time delays of the X/S feedhorn from the throat to the aperture are 6.520 nsec at 8.45 GHz and 6.723 nsec at 7.19 GHz. The phase center is in the center of the X/S feed throat.
and 67.5 inches behind the X/S feed aperture. By using the same method, the time delays from the feed throat to the phase center are found to be 0.769 nsec at 8.45 GHz and 0.869 nsec at 7.19 GHz.

III. Time Delay for Orthomode Junction and Quarter-wave Plate Polarizer

The time delays of the orthomode junction and the quarter-wave plate polarizer were measured with a Hewlett-Packard (HP) 8510 network analyzer. The orthomode junction is a three-way junction with one side connected to circular waveguide WC137, one straight path to rectangular waveguide WR125, and the other orthogonal path to WR125. The time delays of the orthomode junction are 0.947 nsec and 0.961 nsec at 8.45 GHz, and 1.253 nsec and 1.279 nsec at 7.19 GHz for the orthogonal path and straight path, respectively. A quarter-wave plate polarizer is a piece of WC137 waveguide with fins inside. The measured time delay of the quarter-wave plate is 0.457 nsec at 8.45 GHz and 0.525 nsec at 7.19 GHz.

The time delays of the rest of the elements are calculated using the group velocity of straight waveguides [3]. The H-plane bend waveguide and the E-plane bend waveguide, which are 3.5 inches by 3.5 inches by 90 degrees, are considered for this purpose to have an equivalent length (arc length) of 5.498 inches.

IV. Results

The time delays of all of the elements in the X/S feed system at X-band are shown in Table 1. The total time delays from the X/S feedhorn aperture to the ranging coupler are 10.689 nsec at 8.45 GHz and 11.567 nsec at 7.19 GHz. These values are adjusted for the distance to the phase center, which is 67.5 inches behind the feedhorn aperture. The total time delays from the phase center of the X/S feedhorn to the ranging coupler are 4.938 nsec at 8.45 GHz and 5.713 nsec at 7.19 GHz.

A simple experiment was made to measure the total time delay from the X/S feedhorn to the orthomode junction through the straight path using the time-domain feature of an HP 8510 network analyzer. A reflector was put in front of the feedhorn to obtain the round-trip time delay. The measured time delay was about 9.0 nsec at 8.45 GHz, which is close to the calculated value of 8.836 nsec at 8.45 GHz with an error of less than 1.8 percent. Although the experimental technique is not yet mature, good agreement with theory has been obtained in this case.
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Table 1. Time delay of each element in the X/S feed system from feedhorn aperture (or the phase center) to the ranging coupler at 8.45 GHz and 7.19 GHz

<table>
<thead>
<tr>
<th>Element</th>
<th>$t_{p}$, ns</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Downlink, 8.45 GHz</td>
</tr>
<tr>
<td>Feedhorn (from aperture)</td>
<td>6.51977</td>
</tr>
<tr>
<td>(from phase center)</td>
<td>0.76855</td>
</tr>
<tr>
<td>Bethe hole coupler (4.500 in.)</td>
<td>0.47567</td>
</tr>
<tr>
<td>Rotary joint (2.000 in.) x 2</td>
<td>0.21141 x 2</td>
</tr>
<tr>
<td>Quarter-wave plate polarizer</td>
<td>0.45661</td>
</tr>
<tr>
<td>Orthomode junction</td>
<td>0.9475</td>
</tr>
<tr>
<td>Spacer (0.280 in.)</td>
<td>0.02860</td>
</tr>
<tr>
<td>H-plane bend (3.500 in. x 3.500 in. x 90 degrees)</td>
<td>0.56163</td>
</tr>
<tr>
<td>E-plane bend (3.500 in. x 3.500 in. x 90 degrees)</td>
<td>0.56163</td>
</tr>
<tr>
<td>54-dB ranging coupler (7.000 in.)</td>
<td>0.71510</td>
</tr>
<tr>
<td>Total time delay</td>
<td></td>
</tr>
<tr>
<td>(from aperture)</td>
<td>10.689</td>
</tr>
<tr>
<td>(from phase center)</td>
<td>4.938</td>
</tr>
</tbody>
</table>
Fig. 1. X/S feed system of 34-meter high-efficiency antenna.
The DSN Radio Science System presently implemented within the Deep Space Network was designed to meet stringent requirements imposed by the demands of the Voyager-Neptune encounter and future missions. This article elaborates on one of the initial parameters related to frequency stability. It describes the requirement, specification, design, and methodology for measuring this parameter. It also includes the description of special instrumentation that was developed for the test measurements and initial test data resulting from the system tests performed at Canberra, Australia and Usuda, Japan.

I. Introduction

The Voyager-Neptune encounter and new deep space missions have imposed very stringent requirements upon the Deep Space Communications Complex (DSCC) Radio Science System, and have prompted a new design to meet these demands. The design requirements apply not only to the basic system, but also to the test methodology and instrumentation necessary to test and verify the system's performance at the complexes. This article describes some of the parameters that were critical to the design, the design configuration, and the test methodology and instrumentation. Presented are results of initial measurements performed at the Canberra Deep Space Communications Complex (CDSCC) and the Deep Space Tracking Complex in Usuda, Japan. The Usuda facility consists of the associated 64-meter antenna, which will gather radio science data from the Voyager 2 spacecraft for post-encounter data correlation with the CDSCC 70-meter antenna. The CDSCC antenna receives S-/X-band data and Usuda receives data at S-band.

Short-term and long-term frequency stability are two of the critical parameters that demanded extra attention. The long-term stability is important to enhance the correlation efficiency of the received data from the separate facilities as one factor and for spacecraft orbit tracking measurements as another. The short-term or phase-noise spectral density characteristics of the receiving system are important to permit the reception of the spacecraft's radio-frequency carrier signal which contains basic scientific information after occulting the medium. This phase-noise parameter is related to the Radio Science System's inherent reference frequency source and the complementary active circuit elements which process and utilize this signal.

It is important that the received carrier signal which contains radio science data in the form of its amplitude, phase, and frequency perturbations not be contaminated, degraded, or masked by the receiving and data acquisition system. Analysis of the carrier used by some of the spacecraft radio science
Spacecraft radio science comprises two broad categories of investigation:

1. Occultation measurements of the radio signal as it passes through and probes the media of interest (planetary atmosphere, ionosphere, and rings) while the spacecraft is on the far side of the planet.

2. Tracking measurements wherein the perturbations of the spacecraft orbit are analyzed for information on gravity or other effects [1].

A stabilized frequency reference source on board Voyager 2, called an ultra-stabilized oscillator (USO), is used for generating the dual S- and X-band RF signals and achieves its maximum stability over time intervals of 1 to 600 seconds. This permits the use of a one-way downlink mode of transmission and reduces any discontinuity in the transmitted signal versus time. It is apparent that the ground radio science receiving and data acquisition system must possess greater stability than the USO, both in the short and long term, to maintain suitable accuracy in the radio science measurements. The use of hydrogen-maser frequency standards in the ground systems provides long-term frequency stability; however, careful design and special emphasis are required to maintain this long-term capability and to ensure good short-term stability as well.

The short-term stability can also be defined in the frequency domain as the phase-noise spectral density distribution (or spectrum) about the carrier signal. The Voyager 2 USO possesses good phase-noise spectral density for frequencies offset from the carrier 1 Hz to 10,000 Hz. These good characteristics aided the collection of Saturn ring data [1].

As a result of differential frequency shifts from different parts of the rings, ring occultation signals arrive at the Earth receivers with a frequency spectrum which is broadened by this interaction. Figure 1(a) shows the relative positions and motion of the spacecraft, planetary ring, and Earth, with the resulting spectrum of the received signal. The geometry of ring occultation is shown, with the signal on a direct and indirect path to Earth. Figure 1(b) displays the power spectrum of the received X-band signal when Voyager 1 was behind the midpoint of Saturn's Ring A. Primary features of this spectrum are the well-defined spectral line at the free-space frequency, corresponding to the direct spacecraft-to-Earth ray path, the broad irregular distribution of energy over a range of frequencies, corresponding to scattered waves, and the noise floor [1].

II. Ground System Design Requirements

The noise-power spectral density characteristics of the Earth receiving and data acquisition system should be considerably better than the spacecraft signal, so that the system's contributing noise floor does not mask the spectrum of the received signal during the process of frequency downconverting the carrier to a low-frequency video-band signal for digitization and data acquisition by tape recording.

Similarly, the long-term frequency stability should be adequate to maintain accuracy in the radio science measurements. The Voyager-Neptune encounter requirement for this is specified in terms of the square root of the Allan variance as \(6 \times 10^{-13}\) for 1-second integration time \(\tau\) reducing to \(3 \times 10^{-13}\) as a function of \(1/\tau\) at 10 seconds and remaining at this value out to 1000 seconds.

The ground receivers produce two basic noise sources which compete against the received spacecraft signal. One is the thermal noise source and the other is the previously discussed phase noise. The thermal noise is due mainly to the RF-input low-noise amplifier (LNA) with additional contributions by the antenna microwave losses and atmospheric elements. The phase noise is contributed largely by the receiver's first local oscillator (LO), which is derived from the hydrogen-maser frequency standard of the frequency and timing subsystem (FTS).

Figure 2 is a model of the spacecraft signal and the noise sources and illustrates the manner in which the spacecraft signal-to-noise ratio (SNR) is degraded before the final data acquisition process by the radio science receiving system.

The spacecraft transmits a carrier signal, \(P_c\), with an inherent short-term stability phase noise, \(\sigma_{\text{sec}}\). The term widely used for describing and quantifying this parameter is the phase-noise spectral density as a function of the sideband frequencies offset from the carrier \(L(f_m)\) in the frequency domain. Its magnitude is expressed as the single-sideband (SSB) phase-noise power density divided by the carrier power in dBc/Hz, or

\[
L(f_m) = \frac{\text{Power Density (SSB)}}{P_c} \quad \text{(dBc/Hz)}
\]

where \(f_m\) is the offset frequency away from the carrier.

This is an indirect measure of the noise energy easily related to the RF power spectrum on a spectrum analyzer. \(L(f_m)\) is defined as the ratio of the power in one phase-modulation sideband on a per-hertz basis to the total signal power. Phase noise can also be viewed as a continuous spectrum of infinitely
close phase-modulation sidebands and can be derived from the spectral density of phase fluctuations using phase modulation theory.

As shown in Fig. 2, the carrier power is reduced by the space loss to the ground receiver; however, the inherent phase-noise density to carrier power ratio remains the same as it appeared at the spacecraft's transmitter output except for perturbations created by the media intervening between the spacecraft and the receiver. The resultant carrier power thermal SNR, referenced to the receiver input, is related to this resultant carrier power and the thermal-noise spectral density $N_o$ of the receiving system, or

$$ \text{SNR}_T = \frac{P_c'}{N_o} $$

This thermal-noise spectral density in first-order terms is related to the receiver elements by the expression

$$ N_o = kT_{op} = k \left[ T_{LNA} + \frac{T_{\text{MIXER}}}{\text{POWER GAIN}_{\text{LNA}}} \right] $$

ignoring antenna microwave noise/losses and follow-on receiver noise contributors appearing as additive noise. However, the phase-noise contribution to the received signal by the receiver is a multiplicative effect. Since the phase noise was considered to be random phase fluctuation modulation, the spacecraft signal can be expressed as

$$ A_c \sin [\omega_c t + \phi_c(t)] $$

where $\phi_c(t)$ represents random phase fluctuations. Similarly, the receiver first LO signal can be expressed as

$$ V_{LO1}(t) = A_{LO1} \sin [\omega_{LO1} t + \phi_{LO1}(t)] \quad (1) $$

with $\phi_{LO1}(t)$ representing random phase fluctuations of the receiver LO.

These signals are multiplied at the receiver first mixer to produce the first intermediate frequency (IF):

$$ V_{IF}(t) = A_{IF} \cos [\omega_{IF} t + \phi_c(t) + \phi_{LO1}(t)] \quad (2) $$

where the phase fluctuations are assumed Gaussian and are independent.

Equation (1) shows that the phase fluctuation modulation of the first LO signal creates sideband variance in proportion to its magnitude $A_{LO1}$. When multiplied to the carrier signal, as shown by Eq. (2), the resultant IF magnitude $A_{IF} = A_c A_{LO1}/2$ to sideband variance ratio will be in the same relative ratio as the LO signal to its sideband variance. The overall resultant ratio, however, will be the root-sum-square (RSS) of the carrier and LO sideband variances. Stated another way this means that the receiver phase-noise spectral-density $P_{\text{se}}(f_m)$ value contributed by the first LO is transferred to the resultant IF signal in the same ratio independent of the carrier magnitude $A_c$ and the resultant IF signal phase noise is the RSS of the spacecraft carrier and first LO variances. Analogous to an amplitude SNR, the phase-noise spectral density SNR of the output signal can be expressed as

$$ \text{SNR}_{\text{PHASE}} = \frac{P_c}{P_c} = \frac{P_{\text{se}}(f_m)}{P_{\text{RS}}(f_m)} $$

and ideally then

$$ P_{\text{RS}}(f_m) \ll P_{\text{se}}(f_m) $$

Other important continuous noise and unwanted line-spectral signal effects due to the local oscillator are the random amplitude fluctuations and line-spectral interference (or spurious sideband signals). Extending Eq. (1), the instantaneous output voltages of the first LO signal can be written as

$$ V_{LO1}(t) = [A_{LO1} + \delta\epsilon(t)] \sin [\omega_{LO1} t + \phi_{LO1}(t)] $$

where $\delta\epsilon(t)$ is the instantaneous amplitude fluctuation of the signal. The spectral density $S_{\epsilon\epsilon}(f)$ of the signal amplitude fluctuations follows the same derivation as the spectral density of phase fluctuations. The amplitude modulation (AM) noise components are typically much less than the phase-noise components; however, it is important that the AM noise be measured or verified to ensure that it is not a major contributor. The amplitude-noise modulation is in phase to LO signal phase while the phase-noise modulation is in quadrature phase to the LO signal phase.

The unwanted line-spectra sideband signals are more deterministic compared to the continuous random noise fluctuations. These are commonly defined as spurious frequencies and will also appear as both amplitude and phase-modulation sidebands. These line-spectra spurious frequencies can generally be identified, but it is difficult to locate their source. They are largely related to power-line frequency and are intermodulation products of the various mixers and frequency-multiplier circuits.
If the spurious sideband signals are at the power-line frequency fundamental they are probably intruded into the receiving system by magnetic coupling via a power transformer to unshielded components and by electrostatic-type coupling, and also via ground-loop currents due to improper grounding of sensitive and weak signal paths.

If the spurious signals appear as harmonics of the power-line frequencies, they can be traced to the DC power supply if they are of the straightforward line-frequency rectification and filtering type.

As opposed to the RSS combination of the random noise fluctuations, these line-spectra spurious sidebands combine directly in all of the various possible LO paths and appear at the final video-frequency output terminal as the aggregate net summation of their amplitude and phases. It is obvious that every LO signal path could potentially be the carrier of these spurious sideband signals; however, since the first LO chain possesses the highest frequency-multiplication factor, this is the first suspected path of spurious frequency intrusion.

For example, the reference signal for the first LO chain which contains spurious frequency intrusion creates an equivalent phase modulation which can be expressed as

\[ V_{LO_{REF}}(t) = A_{LO_{REF}} \sin \left( \omega_{LO1_{REF}} t + m_p \sin \omega_{SPUR} t \right) \]

where \( \omega_{LO1_{REF}} t \) is the reference input signal to the first LO chain, \( \omega_{SPUR} t \) is the spurious modulating signal, and \( m_p \) is the equivalent modulation index of the spurious intrusion. Expanding Eq. (3) and expressing in terms of the Bessel functions, it can be shown that the spectrum consists of the LO signal acting as the carrier plus sidebands related to the sum and differences of the spurious signal to the LO carrier, whose amplitudes are various-order Bessel functions of \( m_p \).

As this phase-modulated wave is frequency multiplied to a higher frequency (to the desired first LO injection frequency), the effect is to increase the modulation index by a factor equal to the frequency-multiplication value. If the first-order sideband spurious signal has a specific value of \( \mathcal{P}(f_m) \) dBc/Hz, its value after multiplication will change by the factor 20 log \( N \).

For example, if the reference signal contains a spurious signal of -90 dBc/Hz and is frequency multiplied by \( x \times 81 \), then the resultant first-order sideband spurious value at the multiplier output is degraded by 38 dB or to a value of \( \mathcal{P}(f_m)_{x \times 81} = -52 \) dBc/Hz due to the frequency multiplication only. The frequency-multiplier circuits themselves can also develop spurious signal intrusion which would modify the output value depending upon the effective \( m_p \) and the relative phase of the spurious signals.

This is similarly applicable to the random or continuous spectrum modulation signal (phase noise) in that the \( \mathcal{P}(f_m) \) value is degraded proportional to the multiplication factor \( N \).

Thus, Eq. (3) can be written with a multiplication factor \( N \) as

\[ V_{LO_{REF}}(t) = A_{LO_{REF}} \sin N \left( \omega_{LO1_{REF}} t + m_p \sin \omega_{SPUR} t \right) \]

and the effective modulation index is increased by \( Nm_p \) resulting in an increased sideband amplitude proportional to \( N \) at the multiplied output frequency \( \omega_{LO1_{REF}} \).

The system specification for the Voyager-Neptune encounter phase-noise spectral density and spurious signal magnitude is -53 dBc/Hz at \( f_m = 1 \) Hz and -60 dBc/Hz at 10 Hz continuous from 1 Hz to 10 kHz for the X-band channels, and -45 dBc/Hz at \( f_m = 1 \) Hz continuous to 10 kHz for the S-band channels. The lower value specifications of -60 and -45 dBc/Hz were limited by the expected received spacecraft carrier power to thermal-noise SNR for the respective channels.

III. System Design and Configuration

This section describes the implemented Radio Science Systems for the DSCC and Usuda, Japan configurations in support of the Voyager-Neptune encounter.

A. Deep Space Communications Complex Configuration

Figure 3 is the block diagram of the Radio Science System configuration for DSCC-10, DSCC-40, and DSCC-60. The system has the capability to receive simultaneously S- and X-band frequencies from a spacecraft at the normal DSN RF-assigned channels at the 11/3 S/X-band frequency ratio, or either channel individually from a 70-meter antenna. Similarly, right circular polarization (RCP) and left circular polarization (LCP) of RF or individual channels can be received simultaneously. Not shown in the diagram is the capability to receive simultaneously a single X-band and a single S-band RF channel from the 34-meter High-Efficiency Antenna at each DSCC by switching the IF signal into the RF-IF converter via the IF distribution and gain-normalizer assembly shown in the diagram.

The output of the 70-meter antenna S/X-band polarizers feeds two RF X-band and two S-band LNAs comprising traveling-wave masers (TWMs), which in turn drive the RF-IF converters of the Radio Science System. This converter assembly converts the RF signal to the IF by the first LO frequencies depending upon the effective \( m_p \) and the relative phase of the spurious signals.
of 8100 and 2000 MHz. This X-band first LO signal path with the X5 and X5 frequency multiplication from the phase calibration generator (PCG) 20-MHz output signal and the PCG reference signal from the FTS hydrogen-maser primary frequency standard are critical in meeting the previously mentioned frequency-stability parameter requirement.

The PCG is a phase-conjugation circuitry which stabilizes the phase characteristics of the long transmission line from the FTS to the antenna and essentially transfers the long-term frequency stability of the hydrogen maser to the antenna cone area. The normal function of the PCG circuitry is to provide a comb of very stable frequencies at the input to the TWIs for very-long-baseline interferometry (VLBI) phase calibration [2]. Thus it can provide a stable reference to the first LO multiplier chain to meet the long-term frequency stability requirements. The X5, which was to provide the 100-MHz reference to the LO frequency multipliers, was not available for the initial installation; thus, the 100-MHz signal was obtained via a long coaxial cable from the FTS for the initial frequency-stability measurements. The long-term frequency-stability measurement using Allan variance methodology resulted in the system meeting the requirements for the Voyager-Neptune encounter; therefore, this will be the configuration at the DSCC. For the Galileo mission, which requires a greater frequency stability, the reference from the PCG or another circuitry concept may be used.

To meet the phase-noise spectral density requirements, the 100-MHz input signal to the above coaxial cable was obtained via a 5-MHz phase-locked loop (PLL) located in the FTS. This phase-locked clean-up loop (CUL) contains a very narrow loop bandwidth which improves the phase-noise spectral density at low offset frequencies of the hydrogen-maser output.

The IF signals from the antenna are sent to the Signal Processing Center (SPC) via long coaxial cable transmission lines, buried between the antenna and the SPC and terminated into the IF distribution assembly, which direct the IF signals to the proper IF channels of the radio science IF-VF (RIV) converter or to the VLBI System, which is not shown in Fig. 3. The RF LNA and RF-IF converters are also used for the VLBI system.

The buried IF cables from the antennas and the SPC vary in length due to the physical locations of the antennas from the SPC, which are not standard for the various DSCCs; consequently, the attenuation of the IF signals from the RF-IF converters to the IF distribution and gain-normalizer assembly are of different values around the network. The gain-normalizer function was inserted at this point so that the resultant IF signal amplitude is the same value for all complexes regardless of the antenna signal origin. This standardized the design and the gain profile of the RIV for all the complexes.

The output IF signal from the gain-normalizer assembly is sent to the RIV which heterodynes it to another IF, and finally to an IF of 10 MHz where band-pass filters (BPFs) narrow the bandwidth to the desired value prior to the final downconversion to video-band frequency (VF) for digitization and magnetic tape recording. The heterodyning of the second IF to the RIV is accomplished via a programmable local oscillator (PLO) whose output frequency is programmed by the DSCC processor assembly (DPA) through the programmed oscillator control assembly (POCA). The PLO follows a predicted spacecraft Doppler frequency versus time profile to maintain the received carrier frequency centered within the BPF bandwidth. The PLO is an existing assembly within the DSN with phase-noise spectral density and long-term frequency-stability characteristics which meet the error-budget allocation in this function and alleviate the burden to the first LO in meeting the overall system requirement. The PLO was modified to meet the spurious-frequency requirements which were largely related to power-line frequency. The frequency-multiplication and bias-frequency mixers for the PLO normalize the final IF to correspond to the input-RF 11/3 ratio.

Each RIV IF channel contains a set of BPFs which can be selected to meet the particular mission requirements. Four are located at the 10-MHz IF with nominal bandwidths from 2000 to 45,000 Hz, and there are two very narrow-bandwidth BPFs in a 100-kHz IF presently at 82 and 415 Hz. Only one filter can be selected for operation at a time in any of the IF channels, in either a single or paired operational mode. These filters are easily removed and replaced if a mission requires different bandwidths than those initially inserted. The bandpass filtered signal is finally downconverted to a video-band frequency (VF) and sent to the DSCC spectrum processor (DSP) for digitization and tape recording. Each IF channel contains an isolated VF output-signal port available for monitoring or testing.

The DSP utilizes a 24-MHz quartz-crystal PLL for converting an FTS 10-MHz reference signal to the desired analog-to-digital converter (ADC) sampling signals that digitize the VF input signals. The digitized signals are then formatted, multiplexed, etc., and recorded on magnetic tape for the final data acquisition. Any digitized signal that enters the DPA can be converted back to an analog form via a digital-to-analog converter (DAC) which is used for monitoring purposes by the spectral signal indicator (SSI). Similarly, the SSI can output a signal that can be transmitted back to JPL for remote monitoring of the received VF signal. The DAC also provides a 12-parallel data-plus-clock output interface jack for connection to
the digital stability analyzer test instrumentation, which is used at the complex for measuring the total Radio Science System phase-stability performance characteristics.

B. Usuda Configuration

The radio science equipment configured at the Usuda Deep Space Center in Usuda, Japan is the result of a combined effort between JPL and the Japanese Institute of Space and Astronautical Sciences (ISAS). Originally developed to support the Japanese Planet-A spacecraft launched toward Halley’s Comet, the Usuda Deep Space Center operates a 64-meter Cassegrainian antenna with a beam waveguide feed. In addition to the antenna, ISAS is also providing the RF-IF converter, the primary data acquisition subsystem (DAS), and the hydrogen-maser frequency standard. JPL is providing the TWM, the Global Positioning Satellite (GPS) receiver, a secondary DAS, and several FTS assemblies.

A block diagram of the Usuda Radio Science System is shown in Fig. 4. Unlike the DSCC implementation, the Usuda system is capable of receiving S-band signals only, although ISAS is planning to upgrade to X-band. Also, the receiver does not decompose the signal into its RCP and LCP components. It is strictly a single-channel system.

The antenna beam waveguide feeds into the JPL TWM which is the primary LNA. Not shown in the figure is the ISAS-provided parametric amplifier (paramp), which is to be used as a backup to the TWM. The system noise temperature using the JPL TWM is about 16.5 kelvins, while the corresponding temperature using the paramp is about 30 kelvins.

The output of the TWM is sent to the ISAS RF-IF converter, which translates the RF center frequency of 2295 MHz down to the IF center frequency of 70 MHz. The RF-IF converter works in two steps, mixing the signal with a first LO of 1880 MHz, then with a second LO of 485 MHz. Since the second LO is higher than the corresponding IF, the polarity of the 70-MHz IF spectrum is inverted with respect to the RF input spectrum.

Following the RF-IF downconversion, the 70-MHz output is sent from the antenna building over a frequency-stable fiber-optic link to the control-room building. Once inside the building, the IF signal is filtered to a bandwidth of 7.5 MHz, amplified, and distributed to the two data acquisition subsystems—one supplied by JPL, the other by ISAS.

1. JPL Data Acquisition Subsystem. The JPL DAS consists of a RIV and a Mark III occultation data assembly (ODA) that digitizes the video signal, tape records the signal, and controls the LO frequency. The ODA is made up of a Mark III narrow-band occultation converter (NBOC), a Modcomp II computer with an IBM PS/2 computer to provide terminal input, and two Wanco tape drives for recording and storing digitized data. For frequency tuning purposes, the Modcomp II computer accepts and stores 14 point-predict sets entered through the PS/2.

The 70-MHz IF signal enters the JPL RIV, is sent through a 0- to 60-dB variable attenuator (referred to as the RIV attenuator), is then further amplified by 20 dB, and down-converted to the video band of 0 to 40 kHz by a single sideband converter. The local oscillator used is tunable by the ODA computer so that the received spacecraft carrier containing Doppler shift can be kept within the 35-kHz video-frequency filtered bandwidth. The LO mixer injection frequency is derived by frequency multiplying the output of the computer-controlled Dana frequency synthesizer by X4 and then mixing it down with a fixed-frequency 100-MHz signal derived from FTS. This scheme translates the Dana output frequency range of 42 to 43 MHz to cover the desired LO range of 68 to 71 MHz. The tuning capability is provided by the POCA, which takes frequency and ramp-rate commands from the Modcomp II computer and controls and monitors the Dana synthesizer accordingly. In this IF-VF downconversion the local oscillator is again higher in frequency than the IF signal so that the spectrum is inverted once more. Therefore, the spectrum of the video signal, which is recorded onto magnetic tape, is non-inverted with respect to the input RF signal.

At the video level, the signal is further amplified, low-pass filtered to a resultant bandwidth of 35 kHz, and then digitized by the NBOC. The video signal can be monitored on a spectrum analyzer at a point just prior to its digitization. Also, an RMS voltmeter is included to measure the level of the signal going into the ADCs in the NBOC. During system pre-calibrations, the RIV attenuator is adjusted to achieve a video level of about 1 volt RMS in order to avoid saturating the ADCs.

The NBOC digitizes the video signal and sends the data to the Modcomp II computer. It contains four ADCs which are configured to sample the same input signal one at a time each with a phase-shifted sampling signal. Thus, the data stream coming from the four converters is effectively the same as what would come from one converter sampling at four times the rate. To reduce sampling jitter, the sampling signals are derived from a 24-MHz quartz-crystal voltage-controlled oscillator phase locked to an FTS 10-MHz reference signal.

After sampling, the NBOC sends the digitized data to the Modcomp II for magnetic tape recording. The Modcomp II reads each byte immediately after it has been written to the tape and sends the data back to the NBOC. The NBOC then converts the digital data back to an analog signal that can be
monitored with a spectrum analyzer to verify that the desired data are being tape recorded.

2. ISAS Data Acquisition Subsystem. The ISAS-provided DAS is the prime recording system, with the JPL subsystem provided as backup. Both subsystems will run concurrently during the encounter.

The two subsystems are functionally equivalent. The ISAS IF-VF converter performs a tuned downconversion with a computer-controlled frequency synthesizer and tape records the signal after digitization. An HP1000/A900 provides the frequency control and data handling, and two Hewlett-Packard tape drives are used for data recording and storage.

The ISAS IF-VF converter differs from the JPL converter in that the first tuned conversion converts the signal to a 20.02-MHz third IF where it is band-pass filtered rather than converted directly to video-band frequency. An additional downconversion translates the carrier to video band, where it is low-pass filtered and amplified prior to digitization. A fast-Fourier-transform (FFT) analyzer monitors the video signal, and a RMS voltmeter facilitates setting the IF attenuator to adjust the video frequency (carrier) to the proper signal level into the ADC.

3. Frequency and Timing Subsystem. The frequency and timing subsystem used at Usuda will rely on a hydrogen-maser frequency standard provided by ISAS, which is to be implemented prior to the Neptune encounter. Currently the station reference can be switched between two cesium-beam standards and one rubidium standard. The output of the standard, regardless of type, is sent through a 5-MHz phase-locked CUL to improve the phase-noise spectrum.

The first and second LOs are derived from this 5-MHz output. The 5-MHz signal is frequency multiplied to 100 MHz followed by frequency synthesizers which form 94- and 97-MHz signals that are sent over the fiber-optic link to the RF-IF converter in the antenna building. There the 94-MHz signal is frequency multiplied by 20 and the 97-MHz signal by 5 to provide the first and second LO mixer injection signals.

It can be seen in the block diagram that there are two 5- to 100-MHz X20 assemblies, one from ISAS and one from JPL. The JPL X20 was to provide only a 100-MHz reference signal to the JPL Dana synthesizer third LO chain. The ISAS X20 was the primary 100-MHz source for the first and second LOs; however, during system testing the Allan variance performance was marginal using the ISAS X20, and improved when the 100-MHz reference was derived from the spare JPL X20 assembly. Efforts are underway to modify the JPL X20 assemblies to provide another output port and to improve the ISAS X20 stability. Following final corrections and tests, one X20 reference will be chosen as prime and the other as backup. This is described in more detail in Section V.

IV. System Test Methodology and Plan

The system test plan included the test hierarchy of performing assembly-level tests by the various Cognizant Development Engineers to verify meeting their level of performance requirements and allocated error budget. Similarly, the subsystem was tested at its level to verify the error budget and functional requirements, followed by complete system testing by the System Cognizant Development Engineer.

Figure 5 illustrates the system test concept for measuring the critical phase-noise spectral density and spurious-frequency parameters. Also shown are the special Test Transmitter and phase-noise instrumentation (Digital Stability Analyzer) developed and provided for the system testing. The Stability Analyzer uses digital signal-processing techniques, and in addition to measuring the two parameters, it is capable of measuring the amplitude spectrum, the power spectrum, and the differential phase between any two RIV output channels.

Similarly, the Stability Analyzer has the capability of measuring the long-term frequency stability of both the hydrogen masers and the Radio Science System using Allan variance methodology, which has been universally accepted as a meaningful quantitative measure of fractional frequency deviation [3, 4].

Figure 6 illustrates the relative phase-noise spectral densities of a typical future spacecraft USO, the DSCC Radio Science System, and the special Test Transmitter that formed the basis and concept of testing the Radio Science System for the phase-noise parameter. These values exceed the Voyager-Neptune encounter specifications and illustrate the anticipated requirements for future missions. The Radio Science System was specified as shown to provide ample margin in its performance such that neither the received spacecraft phase-noise floor nor the signal perturbed by the intervening media (or experiment signal) was masked. Similarly, the Test Transmitter must possess better phase noise characteristics than the Radio Science System specification in order to reliably measure the performance.

Figure 7 is the block diagram of the Test Transmitter, which provided phase-coherent S/X-band output signals with exceptional phase-noise spectral density characteristics. The Test Transmitter was also used for performing long-term frequency-stability tests using Allan variance methodology, whereby a 5-MHz reference signal from the FTS was used to phase-lock the internal primary 5-MHz PLL oscillator. This 5-MHz prime
signal was then allowed to free-run for performing the short-term (phase-noise) frequency-stability tests in the switch position, as shown, to provide the best phase-noise performance. The phase-coherent output signals also permitted measuring the differential phase-stability parameter of the Radio Science System.

Figure 8 is the block diagram of the Usuda test methodology and test instrumentation that were developed and used for the subsystem and system tests. A 10-MHz stable quartz-crystal oscillator (with good phase-noise characteristics) and X7 multiplier provided the test signal to the DAS at the 70-MHz IF input frequency for measuring the phase-noise spectral density parameter.

A 10-MHz reference signal from the FTS was then switched into the X7 multiplier to perform the Allan variance measurement. This method was used to test the subsystem at JPL to verify the subsystem performance prior to its installation at Usuda. The instrument for measuring the phase noise/spurious signals is composed of a PLL and an FFT-type commercial spectrum analyzer, while a combination of zero-crossing detector, time-interval counter, and computer processor was used to measure the Allan variance.

Following the installation at Usuda, the subsystem was retested by the same test instrumentation and methodology as performed at JPL prior to its interfacing with the ISAS RF-IF converter. Next, the complete system was tested with the use of the special Test Transmitter as the RF test input signal.

V. System Test Results

This section describes some of the initial system test measurements and results performed at the CDSCC and the Usuda Tracking Station. The Radio Science System measurements were performed at X- and S-band at CDSCC and at S-band at Usuda.

A. DSCC Initial Test Results

Described below are the initial test results performed at CDSCC beginning with the short- and long-term frequency stability data.

Figure 9 shows the Allan variance measurement of the two hydrogen-maser frequency standards. Figures 10(a), 10(b), and 10(c) compare the noise-power spectral density spectra of the two hydrogen masers relative to 10 GHz with the fractional frequency deviation as a function of integration time and spectral density versus offset frequency. The noise-power spectrum plot scales are normalized for phase noise and corrected for sine-wave line-spectra magnitudes. These masers meet the total system Allan deviation specification for the encounter. For the phase-noise spectral density, the system specification is shown corrected for the noise factor and referenced to the 8.4-GHz frequency (the plot is referenced to 10 GHz because of the instrumentation design, and the resultant is for the sum of the two masers; hence, each maser at 8.4 GHz would be approximately -4 dB better than plotted).

Figure 11 shows the Allan variance measurement results at X-band of the total DSS-43 Radio Science System where the Test Transmitter was located within the X-band cone with its 5-MHz reference input obtained from the PCG 20-MHz output via a X1/4 frequency multiplier. The input 100-MHz signal to the first local oscillator X81 was obtained from an FTS 100-MHz source fed up to the cone through a hardline coaxial cable. The figure shows that the Voyager system requirement is met with a comfortable margin. If the 100-MHz reference to the X81 were obtained from a stabilized transmission line (fiber optics, for example), it would shift the plot downward to greater stability and could meet the Galileo requirements of 2.5 X 10^-15 for 1000-sec integration. Figure 12 shows the time-residual plot associated with Fig. 11. These plots show only the Radio Science System results since the contribution of the frequency standard is cancelled in the measurement methodology; hence, the total system characteristics must include the sum of these two components.

Figure 13 shows the phase-noise spectral density spectrum of the RIV using a good-quality spectral IF signal input of 300 MHz and the normal Dana POCA as the RIV oscillator. This figure shows the characteristic 60 Hz plus harmonics of the power-frequency spurious signal that had been previously identified during system testing at JPL and Goldstone due to the Dana-POCA combination. These spurious signals were being corrected at the time of these tests by modifications to the Dana-POCA local oscillator.

In the overall Radio Science System, the first and second LOs were identified as the two major contributors to the phase-noise spectral density and spurious signals that appear adjacent to the received spacecraft carrier signal. The first LO and its entire frequency distribution and multiplier chain, originating from the FTS 100-MHz reference signal, is the most dominant of the two sources because of its larger multiplication factor of X81. The multiplication factor for the second LO is X11; however, the second LO, comprising the programmable frequency synthesizer (Dana POCA) for tracking the Doppler shift of the spacecraft signal contained large-magnitude power-line spurious signals that required magnetic shielding to meet specifications. The first LO injection signal, occurring at microwave frequencies, was allocated the major portion of the error budget for the phase-noise spectral density. To permit this, an error budget of more than 10 dB below the overall sys-
tem specification was allocated to the second LO. It was seen that the spurious signals of the RIV Dana-POCA combination were above the error budget as shown in Fig. 13; hence, it was necessary to substitute another frequency synthesizer with a better spurious signal response but similar noise-power spectral density characteristics in place of the above combination to better measure and evaluate the first LO contribution to the system phase-noise spectral density and spurious signals. Figure 14 shows the resultant RIV noise-power spectral density/spurious signal characteristics using the Fluke 6160 substitute synthesizer, which was used for the majority of the system tests for determining the first LO contribution.

After considerable system testing, including detailed investigative and probing experiments to isolate the sources of many spurious signal contributors and noise-spectral density degradations, final noise-power spectral density measurements were made. These measurements of the noise-power spectral density were not the desired phase-noise spectral density measurements because the stability analyzer’s processing program was erratic in its operation during this time period; the measurements were made with the alternate CDSCC test instrumentation. The stability analyzer was still capable of measuring the Allan variance and differential S-/X-band channel phase-stability parameters, and the results are included in this article.

Figure 15 depicts the total DSS-43 Radio Science System noise-power spectral density results with the X81 first LO input obtained from a hardline coaxial cable, using the substitute second LO, and operating the Test Transmitter on its DC power supply with output at X-band. The Voyager phase-noise specification is also shown, and since the noise-power spectral density is greater in magnitude than the phase-noise spectral density, the system meets the specification. It was determined that the 180-Hz spurious signal was contributed by the Fluke 6160 substitute synthesizer via the 5-MHz FTS reference signal; since the normal configuration utilizes the Dana which uses a 100-MHz reference signal, this spurious signal will not be present in the final system. Also shown in Fig. 15 is a broad-band spurious signal at 120 Hz.

Figure 16 is complementary to Fig. 15 and shows the spurious 120-Hz signal on an expanded horizontal axis. The figure shows a peculiar modulation-type signature which is unique to DSS-43 since this type of spurious signal was not visible in the DSS-45 spectrum. Figure 17 shows a similar noise-power spectral density measurement of the total Radio Science System at DSS-45. It lacks the 120-Hz spurious signal and meets the Voyager phase-noise specification. Figure 18 shows the DSS-45 Radio Science System noise-power spectral density measurements at S-band, which meet the phase-noise specifications.

Figure 19 depicts the initial test of the differential phase stability between the DSS-43 Radio Science System S- and X-band channels for a duration of one hour from 1430 to 1530 hours local time. The Test Transmitter was located within the X-band cone for connection to the X-band TWM, and the S-band output signal from the transmitter was connected via a sun-exposed coaxial cable to the S-band cone for connection to the TWM. The phase variation of approximately 16.5 degrees per hour is believed to be due to the sun-exposed cable since most of the phase-sensitive elements are the microwave assemblies of this experiment. For example, Fig. 20 shows the S-/X-band differential phase stability measurement conducted at DSS-45 where the transmitter and all connecting cables were located within the controlled environment of the cone. The measurement shows a 7-degree peak-per-hour variation for the same time duration.

Figure 21 depicts DSS-43 S-/X-band differential phase stability with the test signal radiated from the transmitter located on the roof of SPC-40 to the input of the DSS-43 antenna. The high, rapid phase variations are believed to be due to multipath effects. Only 10 minutes were available for this experiment and the variation of the mean of the plot is a 12-degree peak.

B. Usuda Tracking Station Test Results

After the JPL DAS was installed at Usuda, initial tests were performed to verify that the subsystem met pre-shipment acceptance test results. Figure 22 shows a performance shortfall that occurred immediately after installation. Here the phase-noise spectrum of the JPL DAS as measured with a 70-MHz IF test signal shows numerous 60-Hz harmonics spread beyond 2 kHz. This was a concern, even though the harmonics were below the S-band system specification of –45 dBc. The problem was traced to an improperly wired connection from the ISAS station 240/120-volt step-down power transformer to the JPL equipment; some power sockets were wired with reverse phase polarity. After correction of this anomaly, the JPL DAS repeated the acceptance test results. The extreme sensitivity of these radio science receivers required that the spurious signals be eliminated before performing further system tests.

While the correction of the improper wiring required considerable time, the majority of the test time was devoted to correcting the system to meet the Allan variance specification. The very long-term nature of the Allan variance test (1000-sec integration times) requires long test periods to obtain data with an acceptable confidence level. A typical test required 10 hours. The duration of the tests plus sensitivity of the system (even touching an exposed RF test cable affects
the results) meant that many days were required to isolate and correct the system before the specifications were finally achieved.

One major problem was the 5- to 100-MHz X20 frequency multipliers discussed previously. Initial and repeated measurements made with the ISAS X20 revealed a varying system performance in meeting the specification at 1-sec integration times. Figure 23 shows the typical performance of these units. The test configuration utilized the Test Transmitter and TWM provided by JPL, the ISAS RIVs and the ISAS DAS.

The spare X20 unit met the specification as shown in Fig. 23 with little margin; however, it was connected externally with extra cable lengths for testing, not installed in the normal cabinet drawer of the ISAS DAS. These tests indicated that the ISAS units produce marginal performance. The units use a 100-MHz quartz-crystal oscillator phase-locked to the 5-MHz reference input, and it is possible that they are susceptible to temperature fluctuations in the long term and induced vibrations in the short term.

The ISAS frequency-multiplier drawer was designed to accept either a 100-MHz reference signal directly or the normal 5-MHz reference signal. Thus, substituting the 100-MHz signal generated by the JPL unit was easy to accomplish for these tests. The JPL X20, located in the remote FTS room, consistently performed better than the two ISAS units which were located in the main control room together with the two data acquisition subsystems. The Allan variance of the JPL unit is shown in Fig. 24 using the JPL DAS. It was found during these tests that the use of either DAS had virtually no effect on the system Allan-variance results. The figure also shows a curve indicating the system Allan variance measured at the output of the NBOC digitizer's DAC. At this output test port the video signal has been sampled and represents the final level of degradation to the input RF signal. The curve indicates a small degradation relative to the NBOC input plot as expected from the sampling, and the entire system meets the specification with adequate margin.

A phase variation versus time plot of the downconverted test signal can be extracted from the measured raw Allan-variance data. Since the phase of the video signal depends on the phase of the local oscillators and the phase of the RF test signal, the data can be used to determine the phase performance of the LOs. Figure 25 shows the phase plot of the data used to construct Fig. 24, i.e., the system Allan variance using the JPL X20. The periodic nature of this curve suggests a strong temperature sensitivity in the LO chain. Note that the effect of a phase oscillation with period $T$ is to increase the Allan variance at integration times on the order of $T$. In other words, the “plateau” on the Allan variance curve at 1000 seconds is due to the periodic fluctuations shown on the phase plot.

Figure 26 shows the Allan variance of the Usuda system taken with the ISAS X20. This is the same configuration used for Fig. 23, with the poorer of the two ISAS units. However, during this test a temperature probe was placed inside the ISAS DAS frequency-multiplier drawer. In Fig. 27, the recorded temperature results are compared with the phase plot derived from the Allan variance data, showing a strong correlation between temperature fluctuations in the LO frequency-multiplier drawer and the system phase. A change in temperature of 1 degree centigrade yields a change in phase of about 45 electrical degrees. However, this does not completely indicate that the ISAS X20 is the source of the temperature sensitivity, since the X97/100 and X94/100 modules are also present in this drawer. The first LO has a larger multiplication factor than the second LO and should be the major contributor. To isolate the source, additional testing will be necessary.

The plots described above demonstrate that a temperature sensitivity exists in the LO chain. This sensitivity causes an increase in the Allan variance at long integration times but does not degrade the system past the specified level. What has not been determined is the cause of the instability of the ISAS X20 at low integration times, and this is currently being investigated by ISAS personnel.

The Allan variance proved to be a more difficult parameter to meet than the phase-noise spectral density. This is mainly due to the relaxed specification for S-band systems (-45 dBc/Hz from 1 Hz to 10 kHz) because of the lower received SNR at S-band. The anticipated problems with power-line spurious signals did not materialize after the power connections were wired correctly.

Figures 28(a), 28(b), and 28(c) show the system phase noise measured using the JPL test transmitter and TWM, the ISAS RF-IF converter, and the JPL DAS. In this configuration, the original ISAS X20 was used. The plots are taken from an FFT spectrum analyzer and show the phase noise on the downconverted 20-kHz carrier over three different video-band frequencies: 0 to 50 Hz, 0 to 0.5 kHz, and 0 to 10 kHz. These frequencies correspond to the modulation frequency of the phase-noise component; thus, 0 Hz is right on the carrier. However, any DC component showing in the plots is purely an artifact of the phase-locking instrumentation used to demodulate the phase noise from the carrier. In general, the data on the plots are valid from the third or fourth FFT frequency bin and higher.
Figure 28(a) shows the phase noise to be about -55 dBc/Hz at \( f_m = 1 \) Hz and diminishing at higher frequencies. Figure 28(b) shows several 60-Hz and harmonically related spurious signals that reach a maximum of -56 dBc at 60 Hz, while the noise-spectrum magnitude levels off at about -75 dBc/Hz. Figure 28(c) shows the phase noise out to 10 kHz dropping to about -80 dBc/Hz. Because the resolution bandwidth is so high at 10 kHz, it is necessary to step across the 10-kHz band using smaller frequency spans to make sure no spurious signals are buried in the noise. In summary, the phase noise using the ISAS X20 meets specification with a margin of greater than 10 dB.

Because the JPL X20 is used as the backup to provide the 100-MHz signal for the LO chain, the system phase noise was measured using this unit. Figures 29(a), 29(b), and 29(c) show the phase noise over the video band of 0 to 50 Hz, 0 to 0.5 kHz, and 0 to 10 kHz. In Fig. 29(a), the phase noise at 1 Hz is approximately -63 dBc/Hz, dropping to about -79 dBc/Hz at 50 Hz. The 60-Hz spur shown in Fig. 29(b) is at about -61 dBc, with the noise-spectrum remaining flat at a level of -83 dBc/Hz. Finally, the noise in Fig. 29(c) is seen to decrease to -95 dBc/Hz at 10 kHz and level off.

Caution should be used if any conclusion is to be derived in comparing the merits of these two X20s from the sets of data since the RF test signal level used in the JPL X20 measurement was 14 dB higher than the level used for the ISAS unit. This was not deliberate, but resulted from a procedural error and explains the approximately 15-dB difference in the noise spectra levels in the region near 10 kHz (Fig. 28c compared to Fig. 29c).

These plots illustrate the combination of the phase-noise spectral density, resulting from the LO chain dominating at the low offset frequencies which are independent of the input RF test amplitude and exhibit a decreasing magnitude versus increasing offset-frequency spectrum distribution characteristic, and the input thermal-noise temperature spectral density which exhibits a nearly flat distribution and is dependent upon the test signal amplitude. This can be seen when comparing Fig. 28(c) to Fig. 29(c) near 6 kHz where the thermal noise is flat beyond 6 kHz and is the dominant contributor, since the phase noise due to the LO is gradually decreasing in this higher frequency region. Below 6 kHz the phase noise becomes the dominant contributor and increases in magnitude towards the low offset frequencies; thus, the plots of Fig. 28(a) and Fig. 29(a) can be considered mainly phase noise due to the LOs. The relative magnitudes of the phase noise shown in Figs. 28(a) and 29(a) can be used to compare the merits of the two X20s. The ISAS unit develops phase noise 8 dB higher at 1 Hz and tends to correlate with the degraded Allan variance performance at the 1-sec integration time relative to the JPL unit.

In summary, the Usuda Radio Science System meets the phase noise specification regardless of which X20 frequency multiplier is used. However, both the Allan variance and phase noise data indicate that the ISAS X20 is less stable than the JPL unit at integration times of about 1 sec. In order to meet the system Allan variance specification, the ISAS X20 needs to be improved. The JPL X20s are to be used as backups.

VI. Conclusion

The Voyager-Neptune encounter has levied very stringent requirements on the phase-noise spectral density characteristics and frequency stability of the DSN Radio Science Systems at Canberra and Usuda to ensure high performance at Neptune. The DSN has met these requirements with new designs in the signal-acquisition system and in test instrumentation. The results of tests conducted at Canberra and Usuda indicate that the design indeed meets the performance requirements.
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Fig. 1(a). Geometry of ring occultation, signal on direct and indirect path to Earth.

Fig. 1(b). Spectrum of received signal when Voyager 1 was behind Saturn's Ring A. Central spike is the coherent direct path signal. Symmetrical broad spectrum ±1 kHz about spike is from ring-particle scattering; separate broad feature is from Cassini Division particles.
Fig. 2. Model of thermal and phase noise for the spacecraft and Radio Science System.
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Fig. 3. Block diagram of DSCC Radio Science System, 70-m antenna (DSCC-10, DSCC-40, and DSCC-60).
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Fig. 4. Block diagram of Radio Science System, Usuda, Japan.
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Fig. 5. Block diagram of Digital Stability Analyzer illustrating test methodology.

Fig. 6. Relative phase-noise spectral densities of future spacecraft USO, DSCC Radio Science System, and S-/X-band Test Transmitter.
Fig. 7. S-/X-band Test Transmitter test instrumentation.
Fig. 8. Usuda test methodology and instrumentation.
Fig. 9. Allan variance measurement of two hydrogen-maser frequency standards at CDSCC.

Fig. 10(a). Noise-power spectral density of two hydrogen masers at CDSCC, -10,000 to +10,000 Hz (center frequency = 10 GHz).
Fig. 10(b). Noise-power spectral density of two hydrogen masers at CDSCC, –200 to +200 Hz (center frequency = 10 GHz).

Fig. 10(c). Noise-power spectral density of two hydrogen masers at CDSCC, –100 to +100 Hz (center frequency = 10 GHz).
Fig. 12. Allan variance time-residual plot of CDSCC hydrogen masers.

Fig. 11. Allan variance measurement of DSS-43 Radio Science System at X-band (Test Transmitter locked to PCG, 20 MHz × 1/4).

Fig. 13. Phase-noise spectral density of SPC-40 radio science IF-VF converter (Dana POCA as second LO).
Fig. 14. Noise-power spectral density of CDSCC radio science IF-VF converter (Fluke 6160 as substitute second LO).

Fig. 15. Noise-power spectral density at X-band, DSS-43 Radio Science System (Fluke 6160 as second LO).
Fig. 16. Unique spurious signal at about 120 Hz, DSS-43 Radio Science System.

Fig. 17. Noise-power spectral density at X-band, DSS-45 Radio Science System (Fluke 6160 as second LO).
Fig. 18. Noise-power spectral density at S-band, DSS-45 Radio Science System (Fluke 6160 as second LO).

Fig. 19. S-/X-band differential phase stability, DSS-43 Radio Science System.
Fig. 20. S-/X-band differential phase stability, DSS-45 Radio Science System.

Fig. 21. S-/X-band differential phase stability of DSS-43 Radio Science System with test transmitter signals radiated to the antenna.
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**Fig. 22.** Spurious signals in phase noise of the JPL DAS at Usuda due to improperly wired power connections.

**Fig. 23.** Allan variance of the Usuda system using two x 20 frequency-multiplier units provided by ISAS.

**Fig. 24.** Allan variance of the Usuda system using the JPL x 20 frequency-multiplier unit, measured at the NBOC input and NBOC output.
Fig. 25. Phase variation versus time plot, Usuda system, using the JPL × 20 frequency-multiplier unit.

Fig. 26. Repeat measurement of Allan variance, Usuda system, using ISAS Unit 1 × 20 frequency-multiplier unit with temperature measurement.

Fig. 27. Phase variation versus time compared to the ISAS × 20 frequency-multiplier unit temperature measurement, Usuda system.
**SYSTEM SPECIFICATION**

**FOR ENCOUNTER**

**Fig. 28(a).** Phase-noise spectral density of the Usuda Radio Science System (0 to 50 Hz, ISAS x 20 assembly in LO chain).

**Fig. 28(b).** Phase-noise spectral density of the Usuda Radio Science System (0 to 0.5 kHz, ISAS x 20 assembly in LO chain).
Fig. 28(c). Phase-noise spectral density of the Usuda Radio Science System (0 to 10 kHz, ISAS x 20 assembly in LO chain).
Fig. 29(a). Phase-noise spectral density of the Usuda Radio Science System (0 to 50 Hz, JPL \( \times 20 \) assembly in LO chain).

Fig. 29(b). Phase-noise spectral density of the Usuda Radio Science System (0 to 0.5 kHz, JPL \( \times 20 \) assembly in LO chain).
Fig. 29(c). Phase-noise spectral density of the Usuda Radio Science System (0 to 10 kHz, JPL x 20 assembly in LO chain).
Accuracy of Telemetry Signal Power Loss in a Filter as an Estimate for Telemetry Degradation

M. A. Koerner
Telecommunications Systems Section

When telemetry data is transmitted through a communication link, some degradation in telemetry performance occurs as a result of the imperfect frequency response of the channel. The term telemetry degradation as used in this article is the increase in received signal power required to offset this filtering. The usual approach to assessing this degradation is to assume that it is equal to the signal power loss in the filtering, which is easily calculated. However, this approach neglects the effects of the nonlinear phase response of the filter, the effect of any reduction of the receiving system noise due to the filter, and intersymbol interference. This article compares an "exact" calculation of the telemetry degradation, which includes all of the above effects, with the signal power loss calculation for RF filtering of NRZ data on a carrier. The signal power loss calculation is found to be a reasonable approximation when the filter follows the point at which the receiving system noise is introduced, especially if the signal power loss is less than 0.5 dB. The signal power loss approximation is less valid when the receiving system noise is not filtered.

I. Introduction

When telemetry data is transmitted through a communication link, some degradation in telemetry performance occurs as a result of the imperfect frequency response of the channel. The term telemetry degradation as used in this article is the increase in received signal power required to offset this filtering. The usual approach to assessing this degradation is to assume that it is equal to the signal power loss in the filtering, which is easily calculated.

The disadvantage of this approach is that it neglects some potentially significant effects. First, it neglects the effect of the nonlinear phase response of the filtering. Second, it neglects the reduction in the effective noise bandwidth of the telemetry detector caused by the filtering when the filtering follows the point at which the receiving system noise is introduced. This reduction in effective noise bandwidth normally offsets a portion of the telemetry degradation caused by the signal distortion. Finally, it neglects the intersymbol interference which occurs when the duration of the channel impulse response is greater than the duration of a telemetry symbol.

This article assesses the accuracy of approximating telemetry degradation by signal power loss for a telemetry channel in which uncoded non-return-to-zero (NRZ) data directly phase-modulate a carrier at a modulation level less than 90
degrees, and the resulting signal is distorted by a band-pass filter. In the receiving system a discrete carrier-tracking phase-locked loop tracks the carrier component of the received signal and coherently demodulates the telemetry data stream. The bits in the telemetry data stream are detected by an integr-and-dump circuit, which would be a matched filter for undistorted bits, followed by a decision device which decides a 0 was transmitted if the integr-and-dump circuit output is positive at the end of a bit transmission and a 1 was transmitted if the integr-and-dump circuit output is negative at the end of a bit transmission. An analysis of such a system was described previously in [1]. For this article, the analysis of [1] is considered “exact”; however, that analysis does contain some approximations. The most important of these is the assumption that the bit-synchronizer timing is always adjusted to minimize the telemetry degradation.

This article compares the telemetry degradation calculated using the “exact” method of [1] with the corresponding signal power loss in the band-pass filter as a function of the band-pass filter 3-dB bandwidth. Results are presented here for band-pass filters whose low-pass equivalents are

1. a single-pole filter
2. a five-pole Butterworth filter
3. a five-pole Tchebychev filter with 0.5-dB ripple factor, and
4. a five-pole Bessel or linear-phase filter

In each case the filter resonant frequency is equal to the carrier frequency and the 3-dB bandwidth of the band-pass filter is varied between one and seven times the telemetry channel data rate. For each filter, the signal power loss is compared with the “exact” telemetry degradation, calculated using the analysis of [1], for the four possible combinations of

1. telemetry degradation considering only signal distortion,
2. telemetry degradation considering both signal distortion and noise bandwidth reduction,

and

1. a $10^{-3}$ allowable bit error probability, and
2. a $10^{-8}$ allowable bit error probability

Note that the telemetry degradation estimate which considers only signal distortion is the valid estimate when the filtering precedes the point at which the receiving system noise is introduced, while the telemetry degradation estimate which considers both the signal distortion and the noise bandwidth reduction is appropriate when the filtering follows the point at which the receiving system noise is introduced.

II. Calculation of Signal Power Loss in a Filter

The normal approach to calculating the power loss in a filter is to integrate the product of the power spectral density of the input signal and the square of the filter amplitude response over all frequencies. The ratio of this integral to the input signal power is the factor by which the filter reduces the available signal power. As this integration is usually performed numerically, errors occur as a result of the finite step size and limits of the integration.

For the types of filters considered in [1], a closed-form solution for the signal power loss in the filter can be obtained. This approach avoids the problem of selecting an integration step size and integration limits that reduce the integration error to an acceptable value. The analysis of [1] assumes that the filter has only $N$ simple poles and a finite response $Q_0$ at infinite frequency, and that the filter pole locations and the residues at these poles are known. $P_k$ was the $k$th pole and $Q_k$ was the residue at that pole. Under these circumstances, the filter impulse response will be

$$h(t) = Q_0 \delta(t) + \sum_{k=1}^{N} Q_k \exp(P_k t)$$

where $\delta(t)$ is the Dirac delta function.

For NRZ telemetry data directly phase modulated on a carrier, the input to the filter will have the form

$$x(t) = d(t) 2^{1/2} \sin(\omega t + \phi)$$

where $d(t)$ is a sequence of statistically independent, equiprobable ±1-valued symbols of equal duration $T$, and $\omega$ and $\phi$ are the carrier frequency and phase. As long as $\phi$ is statistically independent of $d(t)$, the autocorrelation function of the input signal will be

$$R_x(\tau) = R_d(\tau) \cos(\omega \tau)$$

where

$$R_d(\tau) = \begin{cases} 1 - |\tau|/T, & |\tau| < T \\ 0, & |\tau| > T \end{cases}$$

Note that the telemetry degradation estimate which considers only signal distortion is the valid estimate when the filtering precedes the point at which the receiving system noise is introduced, while the telemetry degradation estimate which considers both the signal distortion and the noise bandwidth reduction is appropriate when the filtering follows the point at which the receiving system noise is introduced.
is the autocorrelation function of the NRZ symbol stream. As the filter input signal has unit power, the factor by which the filter reduces the signal power will be

\[
\overline{y^2(t)} = \int_0^\infty \int_0^\infty d\tau_1 d\tau_2 h(\tau_1) h(\tau_2) R_x(\tau_2 - \tau_1)
\]

(4)

where

\[
y(t) = \int_0^\infty h(\tau) x(t - \tau) d\tau
\]

is the filter output.

Now define \( g(\tau) \) such that

\[
h(\tau) = Q_0 \delta(\tau) + g(\tau)
\]

(5)

where

\[
\lim_{\tau \to \infty} g(\tau) = 0
\]

(6)

Then, using Eq. (5) in Eq. (4) and simplifying where possible,

\[
\overline{y^2(t)} = Q_0^2 R_x(0) + 2 Q_0 \int_0^\infty g(\tau) R_x(\tau) d\tau
\]

\[
+ 2 \int_0^\infty d\tau_1 \int_0^\infty d\tau_2 g(\tau_1) g(\tau_2) R_x(\tau_2 - \tau_1)
\]

Now, using Eqs. (2) and (3) and again simplifying where possible,

\[
\overline{y^2(t)} = Q_0^2 + 2 Q_0 \int_0^T g(\tau) \left( 1 - \frac{\tau}{T} \right) \cos(\omega \tau) d\tau
\]

\[
+ 2 \int_0^T du \int_0^\infty d\tau g(\tau) g(\tau + u) \left( 1 - \frac{u}{T} \right) \cos(\omega u)
\]

(7)

Note that in Eq. (7) the only restriction on \( g(\tau) \) is that of Eq. (6).

At this point, examining Eqs. (1) and (5), it is found that

\[
g(\tau) = \sum_{k=1}^N Q_k \exp \left( P_k \tau \right)
\]

(8)

is the form of \( g(\tau) \) of interest here. Substituting Eq. (8) in Eq. (7) yields, after some algebraic manipulation,

\[
\overline{y^2(t)} = Q_0^2 - \sum_{h=1}^N \frac{Q_h}{P_h} \left[ Q_0 - \sum_{k=1}^N \frac{Q_k}{P_h + P_k} \right]
\]

\[
\times \left[ \frac{1}{1 + \frac{1 - \exp \left( \frac{(P_h + i \omega) T}{\omega} \right)}{P_h + i \omega} \left( 1 + \frac{1 - \exp \left( \frac{(P_h - i \omega) T}{\omega} \right)}{P_h - i \omega} \right)} \right]
\]

(9)

Examining Eq. (2), one notes that by setting \( \omega \) equal to zero in Eq. (9) one obtains the signal power loss factor for direct filtering of the baseband telemetry stream. Setting \( \omega \) equal to zero in Eq. (9) yields

\[
\overline{y^2(t)} = Q_0^2 - 2 \sum_{h=1}^N \left( \frac{Q_h}{P_h} \right) \left[ Q_0 - \sum_{k=1}^N \frac{Q_k}{P_h + P_k} \right]
\]

\[
\times \left[ 1 - \exp \left( \frac{P_h T}{\omega_0} \right) \right]
\]

(10)

For particular cases Eqs. (9) or (10) can be simplified further. For example, for baseband filtering of the telemetry stream by a single-pole filter with unit response at zero frequency and 3-dB bandwidth, \( f_0 = \omega_0/(2\pi) \), \( N = 1 \), \( Q_0 = 0 \), \( Q_1 = \omega_0 \), and \( P_1 = -\omega_0 \), and Eq. (10) simplifies to

\[
\overline{y^2(t)} = \frac{\exp(-\omega_0 T) - 1 + \omega_0 T}{\omega_0 T}
\]

However, for more complex cases it is usually simpler to evaluate Eqs. (9) or (10) numerically using complex arithmetic.

III. Numerical Results

Figures 1 through 4 of this article show telemetry degradation for a 100-kbps telemetry channel as a function of the band-pass filter 3-dB bandwidth for four different types of band-pass filters.
(1) Figure 1 shows results for a band-pass filter whose low-pass equivalent is a single-pole filter.

(2) Figure 2 shows results for a band-pass filter whose low-pass equivalent is a five-pole Butterworth filter.

(3) Figure 3 shows results for a band-pass filter whose low-pass equivalent is a five-pole Tchebychev filter with 0.5-dB ripple factor.

(4) Figure 4 shows results for a band-pass filter whose low-pass equivalent is a five-pole Bessel or linear-phase filter.

In each case the number of band-pass filter poles is twice the number of poles in its low-pass equivalent.

In Figs. 1 through 4, telemetry degradation is plotted as a function of the band-pass filter 3-dB bandwidth for five different methods of calculating the degradation. For the curve labeled SIGNAL POWER LOSS the telemetry degradation is assumed to be the factor by which the band-pass filter reduces the available signal power. This was calculated using the equations derived in the preceding section. The other four telemetry degradation curves in these figures were calculated using the analysis described in [1]. The curves labeled $P_B = 10^{-3}$, SIGNAL FILTERED and $P_B = 10^{-5}$, SIGNAL FILTERED assume the band-pass filter precedes the point at which the receiving system noise is introduced. Thus, the filter distorts the signal, but does not affect the receiving system noise. These curves are appropriate for band-pass filtering in the transmit section of a communication link. The curves labeled $P_B = 10^{-3}$, SIGNAL AND NOISE FILTERED and $P_B = 10^{-5}$, SIGNAL AND NOISE FILTERED assume the band-pass filter follows the point at which the receiving system noise is introduced and therefore filters both signal and noise. These curves are appropriate for band-pass filters within the receiving system. In each case the $10^{-3}$ or $10^{-5}$ refers to the allowable bit error probability.

The results in Fig. 1 are for a band-pass filter whose low-pass equivalent has a single pole. For small degradations the SIGNAL POWER LOSS curve lies between the two SIGNAL FILTERED curves and the two SIGNAL AND NOISE FILTERED curves. The choice of allowable bit error probability makes some difference, but not a large difference. At 700-kHz 3-dB bandwidth, seven times the bit rate, the SIGNAL AND NOISE FILTERED curve degradations are about 0.1 dB, the SIGNAL POWER LOSS curve degradation is about 0.2 dB, and the SIGNAL FILTERED curve degradations are about 0.3 dB. The degradation estimate based on signal power loss is conservative for band-pass filtering in the receiver, but is optimistic for band-pass filtering in the transmitter.

The results in Fig. 2 are for a band-pass filter whose low-pass equivalent is a five-pole Butterworth filter. In this case the SIGNAL POWER LOSS curve agrees reasonably well with the SIGNAL AND NOISE FILTERED curves for small degradations. The degradations for the SIGNAL FILTERED curves are appreciably worse than that for the other curves. At 700-kHz 3-dB bandwidth, seven times the 100-kbps bit rate, the degradations for the SIGNAL POWER LOSS and SIGNAL AND NOISE FILTERED curves are about 0.15 dB, while those for the SIGNAL FILTERED curves are more than 0.1 dB worse.

The results in Fig. 3 are for a band-pass filter whose low-pass equivalent is a five-pole Tchebychev filter with 0.5-dB ripple factor. As in the five-pole Butterworth case, the agreement between the SIGNAL POWER LOSS and SIGNAL AND NOISE FILTERED curves appears reasonable for small degradations. However, the absolute degradations and the difference between the SIGNAL FILTERED curves and the other three curves are greater for the Tchebychev case than the Butterworth case shown in Fig. 2. At 700-kHz 3-dB bandwidth, seven times the 100-kbps bit rate, the degradations for the SIGNAL POWER LOSS and SIGNAL AND NOISE FILTERED curves are 0.2 to 0.25 dB, while those for the SIGNAL FILTERED curves are about 0.45 dB.

The results in Fig. 4 are for a band-pass filter whose low-pass equivalent is a five-pole Bessel or linear-phase filter. The data in Fig. 4 resemble those in Fig. 1, the single-pole case, much more than the data in Figs. 2 and 3 for the five-pole Butterworth and Tchebychev cases. For small degradations, the SIGNAL POWER LOSS curve lies about halfway between the SIGNAL AND NOISE FILTERED and SIGNAL FILTERED curves. At 700-kHz 3-dB bandwidth, seven times the 100-kbps bit rate, the degradations are about 0.1 dB for the SIGNAL AND NOISE FILTERED curves, 0.2 dB for the SIGNAL POWER LOSS curve, and 0.3 dB for the SIGNAL FILTERED curves.

**IV. Conclusion**

Figures 1 through 4 show that, for situations where the filtering occurs before the point at which the receiving system noise is introduced, the signal power loss is a reasonable estimate of the telemetry degradation. The approximation is most appropriate when the signal power loss is less than 0.5 dB. The approximation is also better for filters whose low-pass equivalent is a five-pole Butterworth or Tchebychev filter than for a filter whose low-pass equivalent is a single-pole or five-pole Bessel filter. When the filtering occurs before the point at which the receiving system noise is introduced, such as filtering in the transmitter, the signal power loss is a less accurate estimate of the telemetry degradation.
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Fig. 1. Comparison of “exact” telemetry degradation and signal power loss for a band-pass filter whose low-pass equivalent is a single-pole filter.

Fig. 2. Comparison of “exact” telemetry degradation and signal power loss for a band-pass filter whose low-pass equivalent is a five-pole Butterworth filter.
Fig. 3. Comparison of "exact" telemetry degradation and signal power loss for a band-pass filter whose low-pass equivalent is a five-pole Tchebychev filter with a 0.5-dB ripple factor.

Fig. 4. Comparison of "exact" telemetry degradation and signal power loss for a band-pass filter whose low-pass equivalent is a five-pole Bessel or linear-phase filter.
The DSS-14 C-Band Exciter

D. R. Rowan
Radio Frequency and Microwave Subsystems Section

The development and implementation of a C-band exciter for use with the Block IV Receiver-Exciter Subsystem at Deep Space Station 14 (DSS-14) has been completed. The exciter supplements the standard capabilities of the Block IV system by providing a drive signal for the C-band transmitter while generating coherent translation frequencies for C-band (5-GHz) to S-band (2.2- to 2.3-GHz) Doppler extraction, C-band to L-band (1.6-GHz) zero delay measurements, and a level calibrated L-band test signal. Exciter functions are described, and a general explanation and description of the C-band uplink controller is presented.

I. Introduction

The C-band (5-GHz) exciter was developed to function with the Block IV Receiver-Exciter Subsystem and L-band (1.6-GHz) to S-band (2.2- to 2.3-GHz) upconverter to provide two-way C/L-band Doppler and ranging capabilities. Additional requirements concerning ranging calibration and antenna pointing were met with the development of a C- to L-band portable zero delay device and a C-band downconverter assembly.

The overall functionality of the C-band exciter as it interfaces with the Block IV equipment is discussed in Section II and the detailed hardware designs are explained in subsequent sections.

II. C-Band/Block IV Interfaces and Functional Relationships

The C-band exciter was designed to make use of as much of the Block IV capabilities and hardware as possible. Modifications were performed to the various Block IV assemblies to allow the C-band interfaces to be installed as shown in Fig. 1. These interfaces allow the following Block IV components to be used by the C-band exciter: S-band exciter reference synthesizer, range phase modulator, S-band Doppler extractor, and programmable attenuator assembly.

The output of the Block IV exciter reference synthesizer, located in the RCV-421 exciter rack, has been routed to the RF drawer assembly (RCV-492) in the combined uplink control rack (TXR-191). During the Block IV mode of operation, the reference signal is passed through a transfer relay and sent back to the Block IV exciter to resume its normal path. During the C-band mode of operation, the reference signal is sent to a distribution amplifier in the RF drawer assembly, which distributes the reference signal to the C-band uplink components and sends the reference back to the Block IV exciter to be multiplied up to S-band. These control relays are activated by the combined C-band uplink controller and are independent of the Block IV receiver-exciter controller.

The Block IV Doppler translator assembly has been modified to route the S-band Doppler reference signal to the C-band...
exciter assembly. During Block IV mode, a relay in the C-band exciter returns the signal to the Block IV Doppler translator, where it continues on its normal path. During the C-band mode, the C-band exciter provides a substitute S-band Doppler reference that is coherently derived from the C-band exciter drive signal. The resulting Doppler that is extracted by the Block IV Subsystem is therefore C-to-L-band Doppler.

The Block IV programmable attenuator assembly (RCV-481) has been modified to provide input and output switching relays on the S-band attenuator. These relays are controlled by the C-band uplink controller and allow the S-band attenuator to be used to attenuate the L-band coherent test signal from the Block IV Doppler translator to pass through the programmable attenuator. During the C-band mode, the relays pass the L-band test signal through the S-band attenuator before the signal is sent to the Microwave Subsystem. It should be noted that although the control relays are configured via the C-band controller, the attenuation level of the S-band attenuator is controlled via the Block IV receiver-exciter controller and the desired attenuation level must be set through the LMC console or a local terminal attached to the receiver-exciter controller.

The S-band exciter assembly (RCV-441) has been modified to provide an S-band exciter drive output to the C-band exciter. This signal, along with the exciter reference signal from the RF drawer assembly (RCV-492), is used to synthesize the C-band exciter drive signal. Due to the shared configuration between the Block IV and C-band equipment, the S-band drive signal was arranged so that only one exciter (either S-band or C-band) could be operated at a time. This was accomplished by using an existing Block IV control relay in the S-band exciter assembly (RCV-441K3) that functions to turn the S-band exciter drive on and off. In the OFF position, the relay normally terminates the S-band drive signal into a 50-ohm load. The load was removed and the output was routed through an isolator to a port on the side of the S-band exciter assembly. This output feeds the C-band exciter assembly when the S-band exciter drive is turned off at the Block IV controls. It should be noted that this is the only Block IV/C-band interface relay that is not controlled by the C-band controller. It then becomes an operational responsibility to ensure that the S-band exciter is in the OFF state before the C-band mode is entered.

III. C-Band Exciter Drive Generation

The C-band exciter uses the Block IV S-band exciter frequency reference, which is 1/116 the desired C-band exciter frequency (F_c). The frequency multiplication is accomplished using hardware in both the Block IV and C-band exciter assemblies as shown in Fig. 2.

In the C-band mode, the exciter reference frequency (F_c/116) is directed along two paths to the C-band exciter assembly (RCV-130). The first path is through the RF drawer assembly (RCV-492) in the C-band control rack (TXR-191). The exciter reference is passed through a distribution amplifier and sent to the C-band exciter assembly, located in the antenna. The second path is through the S-band exciter multiplication path, where the reference is multiplied by 48 (48 F_c/116).

The C-band exciter assembly then takes the reference frequency from the RF drawer assembly, multiplies it by 68, and mixes the results (68 F_c/116) with the output from the S-band exciter (48 F_c/116), with the sum of the two frequencies (F_c) being selected at the output. The C-band exciter frequency is then passed through several stages of amplification to achieve the desired output.

IV. C-Band Exciter Functions

A. Coherent L-Band Test Signal

The C-band exciter provides a coherent C-to-L-band test signal at a fixed level that is subsequently passed through the RCV-481 programmable attenuator assembly, allowing level control. The L-band test signal is generated by mixing the C-band exciter frequency (F_c) with a coherently generated conversion frequency (453 F_c/681) to create the desired output (228 F_c/681).

The RCV-130A4 coherent translator module in the C-band exciter provides the mixing and selection of the frequencies. Two sources of C-band (F_c) signal are provided for conversion, and selection is determined by the operator at the uplink control rack (TXR-191). A sample of the exciter output drive is provided by a coupler in the A3 exciter mixer module, and a sample of the C-band transmitter output is provided by a high-power coupler in the Microwave Subsystem. Either of these sources may be selected to be converted to L-band.

The conversion frequency (453 F_c/681) is generated in the C-band exciter using the exciter reference (F_c/116) as shown in Fig. 2. The reference is first passed through the A6 frequency shifter module, where it is multiplied by 4379/681. This output is multiplied by the X12 frequency multiplier in the A7 module to achieve the 453 F_c/681 required. This output is sent to the A4 coherent translator module, where the C-to-L-band conversion occurs.

B. Zero Delay Reference Signal

To provide an external C-to-L-band conversion frequency to be used by the C-to-L-band portable zero delay device
V. Portable Zero Delay Device

To provide a method of measuring the ranging equipment delays in the C- to L-band link, a calibrated zero delay device was constructed. The device performs essentially the same task as the C- to L-band test translator in the exciter by taking a sample of the uplink C-band signal and coherently translating the signal to L-band, where it is injected into the receive path. Since the delays of the C-PZDD have been measured and are known, its contribution to the overall delay of the link can be eliminated, with the remaining delay being attributed to the station equipment.

VI. C-Band Converter Assembly

To help refine the pointing accuracy of the antenna during C-band operations, a C-band converter assembly was provided to allow the antenna pointing to be evaluated at C-band frequencies. The converter accepts a C-band spectrum and converts the signals to an IF centered around 200 MHz. This 200-MHz IF is sent to a square law detector, where the noise power in the spectrum is measured. This allows the antenna to be trained upon a known C-band noise source using the square law detector to fine tune the pointing of the antenna by maximizing the signal strength. The antenna position coordinates can then be interpreted using the known location of the celestial source.

VII. Controller

The C-band uplink controller (HP Vectra Computer) was conceived as a stand-alone system providing monitor and control functions from a combined C-band uplink control rack (TXR-191) located in the SPC-10 area. The controller was designed to configure all the new C-band equipment as well as provide status indications. The C-band controller manipulates the exciter, microwave, and transmitter components of the C-band uplink (Fig. 5), but cannot monitor or control any of the subsystems interfacing with those assemblies due to the lack of an LMC/CMS interface.

The subassemblies of the C-band uplink are designed to interface with a commercial Hewlett-Packard data acquisition unit (DAU) that provides monitor and control of the assemblies. A DAU is located in the antenna and relays information to and from the controller in the SPC area via a fiber optic system. An additional DAU in the control rack provides monitor and control of the SPC-located equipment.

VIII. Physical Configurations

The C-band exciter assembly (RCV-130) is housed in a single wall-mounted Hoffman enclosure that measures approximately 30 in. by 24 in. by 9 in. The enclosure contains the RF modules, and associated monitor, control, and power supply hardware as shown in Fig. 2. Interfaces to the box are made
via feedthrough connectors mounted through an interface plate in the side of the box. Multi-pin connectors provide monitor and control interfaces and N-type connectors provide RF ports.

The RF drawer assembly (RCV-492) and the power supply drawer assembly (RCV-493) are both mounted in the combined uplink control rack (TXR-191). The RF connections to the RF drawer assembly are accomplished through an interface plate on the bottom of the TXR-191 rack assembly.

The C-band converter assembly (RCV-129) consists of a single wall-mounted Hoffman enclosure that measures approximately 16 in. by 15 in. by 6 in. The enclosure contains the RF downconverter module and power supply. The RF ports and monitor connections are provided through an interface plate on the side of the assembly.

The C-band portable zero delay device is housed in a weather-tight portable box that contains the RF hardware and a set of three cables for use during the calibration tests. During the use of the device, the assembly is placed in the proximity of the C-band exciter so that connections between the exciter, microwave couplers, and the C-PZDD can be made using the provided cables.

**IX. Conclusions**

The C-band exciter assemblies were installed at DSS-14 during late December 1988 and are presently undergoing engineering tests. Due to the shared configuration of the C-band uplink controller, the overall C-band uplink assemblies will be tested together when the final acceptance tests are performed. Several tracks of the Phobos spacecraft have been accomplished and the system has met its functional requirements.
Fig. 1. Block IV receiver-exciter and C-band exciter interfaces.
Fig. 2. C-band exciter signal generation.
Fig. 3. C-band uplink and L-band downlink signal path.

Fig. 4. C-band portable zero delay ranging.
Fig. 5. C-band controller block diagram.
Orthogonal Sets of Data Windows Constructed From Trigonometric Polynomials

C. A. Greenhall
Communications Systems Research Section

This article gives suboptimal, easily computable substitutes for the discrete prolate-spheroidal windows used by Thomson for spectral estimation. Trigonometric coefficients and energy leakages of the window polynomials are tabulated.

I. Motivation

In a paper [1] on precise time and time interval (PTTI) applications, D. Percival argued as follows for the increased use of frequency domain methods for studying PTTI data:

In contrast to common practise in many other physical sciences, the statistical analysis of PTTI data is often based directly on time domain techniques rather than on frequency domain (spectral analysis) techniques. The predominant analysis technique in the PTTI community, namely, the two-sample (or Allan) variance, is often used to indirectly infer frequency domain properties under the assumption of a power-law spectrum. Here we argue that direct use and estimation of the spectrum of PTTI data have a number of potential advantages. First, spectral estimators are typically scaled independent chi-square random variables with a known number of degrees of freedom. These properties allow easy computation of the variance of estimators of various quantities that are direct functions of the spectrum. Second, the effect of detrending data can be quantified more easily in the frequency domain than in the time domain. Third, the variance of estimators of the two-sample variance can be expressed in terms of readily estimated spectral density functions. This allows one to generate confidence intervals for the two-sample variance without explicitly assuming a statistical model. Fourth, there exist tractable statistical techniques for estimating the spectrum from data sampled on an unequally spaced grid or from data corrupted by a small proportion of additive outliers. The two-sample variance cannot be readily generalized to these situations.

In the course of testing frequency standards and distribution equipment for the Deep Space Network, the JPL Frequency Standards Laboratory generates computer files containing records of phase residuals of pairs of frequency sources. The statistical properties of these time series are routinely summarized by estimating the two-sample variance [2]. This article is a step toward the goal of supplementing this current ability with the ability to generate estimates of power spectral density of phase for Fourier frequencies \( f \) below the Nyquist frequency of these records, typically 0.5 Hz. These estimates, together with measurements of spectral density for higher \( f \) provided by commercial real-time spectrum analyzers, could characterize the phase noise of frequency sources over many decades of \( f \) extending from microhertz to kilohertz. Periodic disturbances, which are now detected haphazardly by visual
inspection of the residuals or by noticing steps or oscillations in the plots of two-sample variance, could be detected unambiguously by statistical procedures based on spectral estimators or periodograms.

In [1] quoted above, Percival recommends a new method of spectral estimation, due to Thomson [3], that is especially suited to situations in which the range of spectral densities to be estimated is large. The method uses multiple orthogonal data windows (also called weights or tapers), the approximate computation of which is the main subject here.

II. The Thomson Spectral Estimation Method

In the Thomson method for estimating the power spectrum of a stationary time series \( x[n] \) given \( N \) samples \( x[0], \ldots, x[N-1] \), a frequency band \([f_0 - W, f_0 + W]\) is chosen, and an estimate for the spectral density value \( S(f_0) \) is computed as an average of the windowed periodograms, namely,

\[
\hat{S}(f_0) = \frac{1}{K} \sum_{k=0}^{K-1} y^2_k(f_0)
\]

where

\[
y_k(f) = \sum_{n=0}^{N-1} x[n] v_k[n; N, W] e^{-i2\pi fn}
\]

The window sequences \( v_0, \ldots, v_{N-1} \) are the discrete prolate-spheroidal sequences (DPSS) of Slepian [4]. They are orthonormal and are leakage-optimal over the space of sequences index-limited to \( 0, \ldots, N-1 \), in the sense that

1. \( v_0 \) has the smallest leakage of all nonzero elements
2. for \( k > 0 \), \( v_k \) has the smallest leakage of all nonzero elements orthogonal to \( v_0, \ldots, v_{k-1} \)

For a given bandwidth \( W \), the leakage \( L(g, W) \) of a function \( g \) of discrete or continuous time is defined here as the fraction of its total energy contained in frequencies outside \([-W, W]\). The leakage \( L(v_k, W) \) increases with \( k \) and decreases with \( W \). By virtue of the orthogonality of the \( v_k \), the estimate of Eq. (1) has approximately \( 2K \) degrees of freedom if \( x \) is Gaussian, \( S(f) \) is nearly constant for \(|f - f_0| < W\), and the leakage of \( v_{k-1} \) is small. Thus, by adjusting \( W \) and \( K \), one can achieve a tradeoff in Eq. (1) among variance, resolution, and the influence of frequencies outside \([f_0 - W, f_0 + W]\) (the usual meaning of "leakage").

Since the computation of the DPSS requires the solution of the eigensystem of an \( N \times N \) matrix (or of an integral operator if \( N \) is large), the design of easily computable suboptimal substitutes for them may be of value. In view of Nuttall’s constructions of windows from cosine polynomials of low degree [5], one might expect trigonometric polynomials with both sines and cosines to make attractive materials for construction of DPSS substitutes. In fact, this idea has already been realized by Bronez ([6], p. 1869) in his recent extension of the Thomson method to the more general situation of unevenly spaced and multidimensional data. The coefficients of his polynomials and their leakages are respectively the eigenvectors and eigenvalues of a certain matrix whose coefficients depend on \( N \), the number of data. The aim of this article is to simplify the situation further for evenly spaced one-dimensional data by deriving the coefficients and leakages of an orthonormal set of continuous-time trigonometric polynomials that do not depend on \( N \). They are converted to discrete-time data windows by sampling them at \( N \) properly chosen points.

III. Continuous-Time Windows

In this article, \( w \) is used to denote bandwidth in terms of the fundamental frequency unit, which is \( 1/N \) for windows on \( 0, \ldots, N-1 \), and 1 for windows on \([-1/2, 1/2]\), as constructed below. It is assumed that \( w \) is an integer (for the author’s convenience only). Consider a time-limited trigonometric polynomial

\[
\phi(x) = \sum_{\nu=-M}^{M} c[\nu] e^{i2\pi \nu x} \\
= 0 \quad |x| > 1/2
\]

of degree \(< M \). Its Fourier transform is

\[
\Phi(y) = \sum_{\nu=-M}^{M} c[\nu] s(y - \nu)
\]

where

\[
s(y) = \frac{\sin \pi y}{\pi y}
\]

The polynomials sought can be defined immediately: their coefficient arrays are normalized eigenvectors of the positive-definite matrix

\[
A[i, j] = \int_{|y| > w} s(y - i) s(y - j) dy, \quad i, j = -M \text{ to } M
\]
and their leakages are the eigenvalues. Denote the resulting polynomials by $\phi_k(x;w,M)$, $k = 0$ to $2M$, and their coefficients by $c_k[\nu]$, $\nu = -M$ to $M$, where the leakages $L(\phi_k, w)$ are taken in increasing order. The polynomials are orthonormal and leakage-optimal over the space of polynomials of degree $\ll M$. They are called trig prolates for short, because they can be regarded as finite-dimensional analogs of the prolate-spheroidal wave functions (PSWF) [7]. The symmetry of $A$ about its reverse diagonal forces the eigenfunctions to be either even or odd (the odd ones are multiplied by $\pm i$ to make them real), and empirically the above indexing gives $\phi_k$ the parity of $k$. The trig prolates share with the PSWF the property of double orthogonality: their transforms $\Psi_k[w,M]$ are orthogonal over $[-w, w]$ as well as over $(0, \infty)$.

The entries of $A$ were computed as linear combinations of the integrals

$$\int_0^1 \left[ \frac{\sin \pi y}{\pi (n+y)} \right]^2 dy, \int_0^1 \left[ \frac{\sin^2 \pi y}{\pi^2 (n+y)} \right] dy, \quad n = 0 \text{ to } w + M - 1$$

which were computed by Romberg quadrature. The eigenvalues and eigenvectors were computed by EISPACK routines [8], [9]. Although the leakages decrease if $M$ increases, setting $M = w$ gives adequate performance (Section V).

Table 1 gives the coefficients and leakages of the trig prolates for $w = 2$ to 5, $M = w$, and for all $k$ such that $L(\phi_k, w) < 0.01$. Figure 1 shows the frequency response $|\phi_k(y;4,4)|^2$ for $k = 0$ and 4. Comparing these with Thomson’s graphs of the frequency responses of the DPSS for large $N$ ([3], Fig. 2), one can see that the maximum sidelobes of the trig prolates are at most 2.5 dB above those of the corresponding DPSS, although the sidelobe structure of the trig prolates is less regular.

**IV. Discrete-Time Windows**

An orthogonal set of windows for data on $0, \ldots, N-1$ and bandwidth $W = w/N$ is constructed by sampling the $\phi_k$ as follows:

$$u_k[n;N,W,M] = \phi_k\left(\frac{n-(N-1)/2}{N}, w, M\right),$$

$$n = 0 \text{ to } N - 1, k = 0 \text{ to } 2M$$

Notice that the denominator is $N$ instead of $N - 1$. This has two beneficial effects:

1. the basis functions $e^{\pm 2\pi nx}$ remain orthogonal when so sampled
2. their discrete-time transforms are more closely related to their continuous-time transforms (see below)

The discrete-time windows $u_k$ are called sampled trig prolates. Orthogonality is preserved, namely,

$$\sum_{n=0}^{N-1} u_k[n] u_k[n] = N \delta_{ij}$$

Their discrete-time Fourier transforms are

$$U_k(f;N,W,M) = e^{-i\pi(N-1)f} \sum_{\nu=-M}^{M} c_k[\nu] s(Nf - \nu;N)$$

where

$$s(y;N) = \frac{\sin \pi y}{\sin(\pi y/N)}$$

(compare with Eqs. (3) and (4)). A spectral estimate of Thomson type is obtained by using $(1/\sqrt{N}) u_k[n;N,W,M]$ in place of $v_k[n;N,W]$ in Eqs. (1) and (2).

**V. Comparison with Optimal Windows**

How much leakage performance is lost by the use of these suboptimal windows? Let $L(\phi_k, w)$, $L(u_k, N, W)$, and $1 - \lambda_k(N, W)$, where $NW = w = M$, be the leakages of the trig prolates, the sampled trig prolates, and the optimal DPSS respectively. Evaluating $L(u_k)$ by means of the quadratic form in the numerator of Eq. (32) of [6], it is found that $L(u_k)$ is between 0 dB and 1.2 dB less than $L(\phi_k)$ for the instances of $w$ and $k$ given in Table 1 and for $N = 8w$. For $N = 16w$, replace 1.2 dB by 0.6 dB. Thus, the sampled trig prolates have slightly less leakage than the trig prolates. Table 2 gives the ratio of sampled trig prolate leakage to DPSS leakage, which was computed by solving the eigensystem given by Eq. (2.9) of [3]. For $N = 8w$, the leakages of the trig prolates are 1.2 dB to 5.4 dB greater than those of the optimal DPSS; for $N = 16w$, the range is 1.2 dB to 2.6 dB. The leakages of the corresponding Bronez discrete polynomial windows, which form the leakage-optimal set of discrete-time polynomials of degree $\ll M$, necessarily lie between those of the sampled trig prolates and those of the DPSS.

**VI. Conclusions**

This article has described several orthonormal systems of data windows, called the sampled trig prolates, that can be used in the Thomson method of spectral estimation. For $w =$
$NW = 2$ to $5$, and $4W$ not greater than the Nyquist frequency (i.e., $N \geq 16w$), the user of these windows pays a leakage penalty of at most 2.6 dB for not using the optimal DPSS windows. In return, one merely needs to evaluate certain trigonometric polynomials of degree $w$, with coefficients given in Table 1, at $N$ points according to Eq. (5). By contrast, the evaluation of the DPSS windows requires the solution of an $N \times N$ symmetric Toeplitz matrix eigensystem. If $N$ is large, one can proceed by solving a symmetric $J \times J$ eigensystem obtained from the approximation of a certain integral operator by Gaussian quadrature, in which the required number of knots $J$ depends on the details of floating-point hardware and mathematical software ([3], pp. 1090–1091). The prospective user of the Thomson method might regard the 2.6-dB penalty as an attractive tradeoff for avoiding these complexities.
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Table 1. Sine-cosine coefficients $a_k[\nu]$ and leakage $L(\phi_k, w)$ for trig prolate $\phi_k(x;w,w) = a_k[0] + 2 \sum_{k=1}^{M} a_k[\nu] \cos 2\pi x/k (k \text{ even})$

or $2 \sum_{k=1}^{M} a_k[\nu] \sin 2\pi x/k (k \text{ odd})$

<table>
<thead>
<tr>
<th>$w = M = 2$</th>
<th>$w = M = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$a_k[\nu]$</td>
</tr>
<tr>
<td>$L$</td>
<td>$L$</td>
</tr>
<tr>
<td>$0$</td>
<td>0.8202108</td>
</tr>
<tr>
<td>1</td>
<td>0.4041691</td>
</tr>
<tr>
<td>2</td>
<td>0.0165649</td>
</tr>
<tr>
<td>3</td>
<td>0.0007513</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$w = M = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
</tr>
<tr>
<td>$L$</td>
</tr>
<tr>
<td>$0$</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$w = M = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
</tr>
<tr>
<td>$L$</td>
</tr>
<tr>
<td>$0$</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

Table 2. Ratio (dB) of sampled trig prolate leakage to optimal DPSS leakage

<table>
<thead>
<tr>
<th>$k$</th>
<th>$L$</th>
<th>$0$</th>
<th>$1$</th>
<th>$2$</th>
<th>$3$</th>
<th>$4$</th>
<th>$5$</th>
<th>$6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.1, 1.9</td>
<td>1.2, 1.2</td>
<td>2.0, 1.9</td>
<td>1.3, 1.3</td>
<td>3.7, 1.8</td>
<td>2.6, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
</tr>
<tr>
<td>3</td>
<td>2.7, 2.0</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
<td>2.6, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
</tr>
<tr>
<td>4</td>
<td>3.7, 1.8</td>
<td>2.8, 1.7</td>
<td>2.6, 2.1</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
</tr>
<tr>
<td>5</td>
<td>5.4, 2.6</td>
<td>4.2, 2.1</td>
<td>3.3, 1.9</td>
<td>2.7, 2.0</td>
<td>2.6, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
<td>2.4, 2.2</td>
</tr>
</tbody>
</table>

*The first entry is for $N = 8w$; the second entry is for $N = 16w$. 
Fig. 1. Frequency response of trig prolate windows for bandwidth $w = 4$, degree $M = 4$. The total energy of each window is 1.
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This article reviews the design optimizations associated with the microwave and structural upgrade of the DSN 64-m antennas. Expected area efficiency/gain performances at S- and X-band are given for both the original 64-m systems and the upgraded 70-m systems, and error estimates are developed. The DSN 70-m Upgrade Project specifications, based on predesign estimates, were 1.4-dB gain at S-band and 1.9-dB at X-band, with no degradation to critical receiving system noise temperatures. The measurements show an S-band gain increase of 1.9 dB and an average increase of 2.1 dB at X-band. The Project also delivered small receiving system noise decreases at both frequency bands. The three DSN 70-m antennas, in the initial state of mechanical adjustment as of the end of calendar year 1988, are performing with very high peak microwave area efficiencies at very nearly the engineering design expectations of 76 percent at S-band and 71 percent at X-band.

I. 70-m Microwave Optics Design

A 1975 engineering study identified several technical options for significantly increasing the microwave performance of the DSN 64-m antennas.1 Between 1975 and 1985, many of those options were implemented, providing improved X-band reception for the Voyager Jupiter, Saturn, and Uranus encounters. Those options included improved structural bracing of the main reflector to reduce the effects of gravity distortion, improved feedhorn design to obtain better aperture illumination, automated two-axis subreflector focusing for improved gain with elevation angle changes, and improved preamplifiers.

After these initial improvements, three options from the 1975 report remained unincorporated—increasing the physical diameter of the antenna, increasing the antenna aperture efficiency, and improving panel manufacturing and setting. Predesign work estimated that approximately 0.6 dB (15 percent) gain increase could be obtained from uniform illumination and an 0.8-dB (20 percent) increase could be obtained from the greater physical area (at S- and X-bands). In addition, improved manufacturing and panel setting precisions for the individual main reflector panels and subreflector would provide an addi-

---

1Radio Frequency Figure of Merit Enhancement Study, DSN 64-M Antennas, JPL 890-47 (internal document), Jet Propulsion Laboratory, Pasadena, California, June 1, 1975.
tional 0.5-dB (12-percent) improvement at X-band. Thus the 64-70-m Upgrade Project was established, with goals of 1.4-dB and 1.9-dB increases at S- and X-band, respectively. To achieve 1.9-dB gain increase over the 64-m antenna by physical area alone would require a conventional 80-m antenna. Alternatively, for the same performance level, the 64-m antenna could be augmented by arraying it with a conventional 47-m antenna.

The 64-m DSN antennas had conventionally profiled paraboloidal main reflectors and hyperboloidal subreflectors. These Cassegrainian systems were characterized by tapered aperture illumination intensity. It was expected that application of the modern dual-reflector contour shaping technique, which achieves uniform aperture illumination intensity and phase, could be successfully applied to the asymmetric feed geometry in place on the 64-m antennas. The asymmetric feed geometry provides multiple frequency feeding from a Cassegrain feed tricone. The tricone and associated rotatable subreflector effectively form a large, efficient bandswitch. For perfect main reflector axis pointing from such asymmetrically fed systems, a subreflector that is not a simple figure of revolution is required.

Designing the microwave optics for specially contoured surfaces begins with the selection of the feedhorn radiation pattern. A key design constraint was to retain the 64-m antenna tricone subassembly, which includes the receivers and transmitters, the feedcone housings containing the feedhorns, associated microwave plumbing, and connections to the low-noise preamplifiers. By retaining this 44-ft-high subassembly, standard DSN feedhorns critical to design and resulting microwave performances were economically retained. However, this constrained the microwave optics design in terms of the feedhorn beamwidth (which influences forward spillover based on subreflector diameter), and Cassegrain optics focal length (feed magnification factor). Despite this constraint, an excellent overall microwave optics design was obtained. The primary tradeoffs were to balance forward spillover against subreflector cost (a function of subreflector diameter), and selection of the rear spillover level past the main reflector rim (which influences critical reception noise). The design balance achieved about a 4-percent forward spillover (96-percent subreflector efficiency). Although one might do somewhat better in an unconstrained design, the tricone retention and the savings in subreflector cost clearly established the acceptability of 96-percent forward spillover efficiency with standard feedhorns. In the future, slightly larger feedhorns might improve forward spillover efficiency by an additional 2 percent.

A very slight imbalance in illumination intensity results from the inherent asymmetric feed geometry. This amounts to about 2-dB amplitude ramping, occurring near the main reflector edges, on a diameter including the asymmetric plane. However, the design is phase perfect; loss due to the slight intensity ramp is less than 0.5 percent at X-band.

The microwave optics design was optimized for X-band (8420-MHz) area efficiency (gain) and noise, which constitute the G/T receiving system performance index. This was done for an operating elevation angle of 30 deg and a total receiving system noise level of 15 kelvins, since for nearly half of all tracking hours, the DSN antennas operate below 30-deg elevation. A total receiving system noise level of 15 kelvins at 30-deg elevation at X-band is an optimistic goal and difficult to achieve; the optimization is therefore conservatively biased in the low-noise direction. It should be pointed out that optimum G/T-balanced very-low-noise antennas sacrifice some gain in order to maintain very low rear spillover. Higher noise antennas, properly G/T balanced for the higher attendant receiving noise, are capable of slightly higher gain, but do not achieve the overall better G/T performance. A clear way to envision a very-low-noise optimized reflector antenna is to view the outer main reflector as intentionally not well illuminated, therefore not instrumental in developing overall system main-beam gain. Alternatively, in signal reception, the feed is purposefully not responsive to signal or noise from the rim regions and beyond; rather, the reflector edge region functions as an earth-noise shield, keeping the other critical factor (total system noise) controlled. This was accomplished in the 70-m DSN design by synthesizing the dual-shaped surfaces for a 69-m (approximately) system, then adding a simple slope-matched paraboloid noise-shield annulus.

At wavelengths shorter than X-band (e.g., 15-, 22- and future 32-GHz) the 70-m DSN antennas will slowly tend, as a function of frequency increase, toward lower rear spillover noise, a consequence of the physics of subreflector edge diffraction. Conversely, at longer wavelengths (e.g., S-band) these antennas will unavoidably have slowly increasing rear spillover and attendant receiving noise.

Another consequence of increased longwave rear spillover arises when transmitting—a concern for transmit radiation power density safety. This issue was studied and it was concluded that in the environment of additional radiation sources beyond direct rear spillover, especially scatter due to the quadrupod structure, the 70-m design, despite slightly increased S-band direct rear spillover, would not be a problem. The increased S-band direct spillover when transmitting remained numerically submerged below the scatter term, and radiation safety was not compromised. However, in the event that an ultra-low-noise S-band receiving system or an ultra-high-power S-band transmitting system is required on the 70-m antennas, a fresh look at the adequacy of the X-band optimized optics
operated at S-band will be necessary. In the event that additional main reflector annular rim shielding for S-band is required, such an addition would be straightforward. Alternatively, a slightly larger S-band feedhorn or beamwidth-changing ellipsoidal reflector might suffice.

II. 64/70-m S-Band Design-Expected Performances

Although the 70-m microwave optics are X-band G/T optimized, considerable effort was expended to predict S-band performance to meet the ongoing tracking requirements of a number of S-band deep-space spacecraft at remarkable and increasing distances. Tables 1 and 2 show the S-band design efficiency predictions for the 64-m and 70-m antennas, respectively. These predictions are the result of a consistent computational method. In Table 1, the four-reflector S-band 64-m system is rigorously analyzed [1]. The analysis considers the S-band feedhorn radiation pattern as scattered from the S/X reflex-dichroic ellipsoidal and dichroic reflectors, and the conventional subreflector and main reflector. This analysis provides an efficiency subtotal as well as a pointing loss (squint). Pointing squint is an endemic effect in asymmetrically fed circular polarized antennas, and arises due to subtle cross-polarization field summations. The result is that the DSN antennas do not produce perfectly coaxial simultaneous S/X beams. Rather, in the usual operating configuration, the X-band beam peak is aimed as perfectly as possible and the simultaneous S-band beam peak is unavoidably displaced a few millidegrees. Tables 1 and 2 account for this operating configuration by including a small S-band squint loss term. In Table 1 the illumination amplitude efficiency is, notably, 82 percent, representing the tapered illumination characteristics of paraboloid/hyperboloid RF optics. Other small terms in Table 1 lead to an overall 64-m S-band prediction of 60.3-percent aperture efficiency (61.51-dBi absolute gain) at 2285 MHz.

In Table 2, the 70-m S-band performance increase due to dual-reflector shaping for uniform illumination is apparent in the illumination amplitude term — nearly 96 percent and fully 0.66 dB above the 64-m in Table 1 [2]. Additional 70-m improvements occur due to improved quadripod blockage and subreflector blocking terms. The subreflector is designed for reduced X-band backscatter over the angular range subtending the Cassegrain feedcones. At S-band, some backscatter improvement is realized. The S-band pointing squint effect is actually less for the shaped reflector 70-m system than it was for the 64-m. Table 2 shows an overall 70-m S-band prediction of 75.8-percent aperture efficiency (63.28-dBi absolute gain) at 2285 MHz. If the S-band beam is peaked, in instances where simultaneous S/X operation is not required, a small increase to 76.1 percent is predicted. The design-expected 64–70-m Upgrade Project S-band gain performance increase is therefore 1.77 dB, which is comfortably above the Project goal of +1.4 dB.

III. 64/70-m X-Band Design-Expected Performances

A previous modification to the 64-m X-band system, employed for the Voyager Jupiter and subsequent encounters, was the dual-hybrid mode feedhorn [3]. At X-band, this modification provided 0.36 dB overall gain improvement over a conventional feed. Thus the 64-m X-band systems were already partially shaped by the use of the special, but somewhat narrowband dual hybrid mode feedhorn. In Table 3 this is reflected in the quite respectable 90-percent illumination amplitude term. Also in Table 3, the 64-m quadripod blockage term is treated the same as at S-band. Finally, Table 3 accepts the 64-m initial construction surface tolerances (main reflector panel manufacturing, setting, and hyperboloid manufacturing), even though 20 years have elapsed since the antennas were constructed, and with near certainty, the initial value (1.14-mm normal rms) used in Table 3 is too low. The overall 64-m X-band design-expected efficiency with initially specified surface tolerance remains high at 56.5 percent (72.55-dBi absolute gain) at 8420 MHz.

Table 4 gives the detailed X-band breakdown for the 70-m. Notably, the illumination amplitude efficiency is increased to a remarkable 98.2 percent when using an ordinary wideband single-hybrid mode (corrugated) feedhorn (JPL standard, 22.37-dBi gain). The 70-m subreflector blockage is improved over the 64-m, as is the quadripod blockage. Additional and most valuable information became available for the 70-m antennas based on 12-GHz holographic imaging performed under contract by Eikontech, Ltd., of Sheffield, U.K. High-resolution aperture surface current (intensity) mapping revealed slightly wider quadripod shadowing than initially expected. An adjustment for 70-m quadripod blockage based on holography is included in Table 4 as well as in Table 2. The adjustment combined with the original estimate still predicts a 70-m quadripod efficiency improvement from 64-m (85.6 percent to 90.1 percent), a result of considerable care with quadripod structural design. While it might be argued that the 12-GHz-based adjustment considered applicable at X-band should be further increased in the 70-m S-band estimate due to wavelength, this has not been done in Table 2 due to lack of quantitative information. Lastly, in Table 4, an as-built adjustment for the stovepipe feed is made [4]. The stovepipe feed is a compromise design to avoid repackaging the 64/70-m X-band feedcones. Dual reflector
shaping for uniform aperture illumination is not compatible with the previous 64-m dual-hybrid mode feedhorn. Rather, the JPL standard X-band feedhorn pattern (22.37 dBi) was selected to synthesize the shaped reflector contours and to provide detailed performance estimates.

The stovepipe compromise allowed minimal mechanical changes within the three X-band operational feedcones, but unfortunately results in a slightly greater forward spillover. The overall 70-m design-expected X-band efficiency is therefore 70.8 percent (74.32-dBi absolute gain) at 8420 MHz. Conceivably, the 70-m feedcones may eventually be upgraded, resulting in an increase in the (design potential) efficiency to 72.6 percent. A hypothetically perfect surface X-band 70-m antenna with the design feedhorn would provide 76.5-percent efficiency, which is considered excellent for a very-low-noise centerline-symmetric main reflector antenna optics design with offset and dichroic feeding.

The design-expected 64-70-m Upgrade Project X-band gain performance increase is therefore 1.77 dB, based on the originally specified 64-m surface tolerance. The Project goal of 1.9 dB was based on earlier predesign estimates, which used a somewhat larger value for the 64-m surface tolerance.

IV. Accuracy of Design Expectations

The procedure adopted herein is to identify what are believed to be the top four uncertainties in the predictions described above, and by calculations or judgment attempt to estimate high confidence limits (peaks). The peaks are first simply added, which is of course unduly conservative. It is argued here that one-third of such peaks may be considered the likely or approximate probable error.

The estimating processes (P.O. or physical optics and GTD or geometrical theory of diffraction) that cover the computed subtotals seen in Tables 1 through 4 are considered accurate to about one percent (±0.04 dB) for P.O., and in this instance ±0.10 dB for GTD, at X-band. An analytic surface description of the shaped subreflector profile is used in GTD and is known to be a poor fit (at the 1-percent efficiency level) at X-band. The 64-m quadripod blockage efficiency is a poorly known factor. The likely performance is no better than the simple estimate, and could be 0.18 dB worse, based on recent 70-m experience discussed below. The 70-m quadripod is now better known due to holographic imaging, and the performance is not likely to be better than the simple estimate, and could be 0.07 dB worse.

Uncertainty about the effective surface tolerance, especially for the large main reflectors, not surprisingly makes the top four error list. For S-band this is not of significance, but the X-band estimating is very sensitive to surface tolerances. For the 64-m the likely surface tolerance performance is certainly not better than that stated in Table 3, and could be 0.3 dB worse in the DSS-14 case and 0.5 dB worse in the DSS-43/63 case, based on limited holographic imaging. Limited holographic imaging on one of the 64-m antennas indicates that 1.6- to 1.7-mm rms (normal measure) was the likely condition just prior to decommissioning for the 70-m upgrade. For the 70-m antennas there is fairly clear and repeatable holographic imagery to support the estimated effective 0.7-mm rms (normal) at all three stations. Analysis of holographic imaging indicates that additional adjustment to 0.3 mm is possible as a theoretical limit; in practice, 0.4-mm rms may be achievable. It is considered that the 70-m surface performance at X-band cannot be better than quoted in Table 4, and could conceivably be 0.2 dB worse. Finally, all four antenna/band combinations estimated in Tables 1-4 undoubtedly suffer unmodeled factors: imperfect static focus alignment at the rigging angle, small losses due to panel gaps, mechanical hysteresis, and many other details. Included in the top four error estimating elements is another ±1 percent (±0.04 dB) to include at least some accounting for the many unmodeled small factors.

Table 5 summarizes results of the error estimating for DSN 64/70-m efficiency/gain design expectations. Both the conservative simple peak sums and the adopted likely one-third values are shown.

Taking the Table 5 low-end likely errors, Table 6 values are summarized as the design-expected (minimum-likely) area efficiencies to be expected from the various historic and present systems.

Tables 1 through 4 (design-expected) and Table 6 (design-expected minimum-likely) values need to be compared with field measured values. It is expected that the new 70-m antennas may achieve essentially 75-percent area efficiency at S-band, and nearly 70-percent at X-band.

V. Conclusion

On the basis of a very careful and complete analysis of the numerous parameters involved in the makeup of the 64- and 70-meter antenna efficiencies, updated design estimates of gain and aperture efficiency have been developed at both S- and X-band. The final predicted S- and X-band gain improvements were both 1.77 dB (coincidentally), whereas the very early pre-Project goals (based on poor knowledge of “component” efficiencies) were 1.4 dB and 1.9 dB, respectively. These design-gain improvements result from both larger antenna size (0.78 dB) and an increase of efficiency (0.99 dB), from 60 to 76 percent (S-band) and from 57 to 71 percent (X-band).
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### Table 1. Design-expected 64-m S-band efficiency

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>P.O. computed subtotal</td>
<td>0.7752</td>
<td>[1]</td>
</tr>
<tr>
<td>Includes:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rear spillover</td>
<td>0.998</td>
<td></td>
</tr>
<tr>
<td>Forward spillover</td>
<td>0.970</td>
<td></td>
</tr>
<tr>
<td>Illumination amplitude</td>
<td>0.824</td>
<td></td>
</tr>
<tr>
<td>Illumination phase</td>
<td>0.984</td>
<td></td>
</tr>
<tr>
<td>Cross polarization</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>m ≠ 1 modes</td>
<td>0.980</td>
<td></td>
</tr>
<tr>
<td>Central blockage</td>
<td>0.9616</td>
<td></td>
</tr>
<tr>
<td>Quadripod blockage</td>
<td>0.8556</td>
<td>6.25 percent, 1.2 opacity</td>
</tr>
<tr>
<td>Dichroic reflectivity</td>
<td>0.9993</td>
<td>Relative to plane reflector</td>
</tr>
<tr>
<td>Surface reflectivities (4)</td>
<td>0.998</td>
<td>Painted aluminum alloy</td>
</tr>
<tr>
<td>Surface tolerances (4)</td>
<td>0.9875</td>
<td>1.26 mm normal (~0.055 dB)</td>
</tr>
<tr>
<td>Pointing squint</td>
<td>0.9897</td>
<td>X-band beam peaked</td>
</tr>
<tr>
<td>Waveguide dissipation</td>
<td>0.9795</td>
<td></td>
</tr>
<tr>
<td>VSWR</td>
<td>0.9908</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>0.603</td>
<td>(61.51 dBi at 2285 MHz)</td>
</tr>
</tbody>
</table>

### Table 2. Design-expected 70-m S-band efficiency

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>P.O. computed subtotal</td>
<td>0.8925</td>
<td>[2]</td>
</tr>
<tr>
<td>Includes:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rear spillover</td>
<td>0.994</td>
<td></td>
</tr>
<tr>
<td>Forward spillover</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>Illumination amplitude</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>Illumination phase</td>
<td>0.994</td>
<td></td>
</tr>
<tr>
<td>Cross polarization</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>m ≠ 1 modes</td>
<td>0.980</td>
<td></td>
</tr>
<tr>
<td>Central blockage</td>
<td>0.983</td>
<td></td>
</tr>
<tr>
<td>Quadripod blockage</td>
<td>0.9196</td>
<td>3.42 percent, 1.2 opacity</td>
</tr>
<tr>
<td>Holography adjustment</td>
<td>0.9795</td>
<td>5.1 percent effective</td>
</tr>
<tr>
<td>Dichroic reflectivity</td>
<td>0.9993</td>
<td>Relative to plane reflector</td>
</tr>
<tr>
<td>Surface reflectivities (4)</td>
<td>0.998</td>
<td>Painted aluminum alloy</td>
</tr>
<tr>
<td>Surface tolerances (4)</td>
<td>0.9946</td>
<td>0.86 mm normal (~0.024 dB)</td>
</tr>
<tr>
<td>Pointing squint</td>
<td>0.996</td>
<td>X-band beam peaked</td>
</tr>
<tr>
<td>Waveguide dissipation</td>
<td>0.9795</td>
<td></td>
</tr>
<tr>
<td>VSWR</td>
<td>0.9908</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>0.758</td>
<td>(63.28 dBi at 2285 MHz)</td>
</tr>
</tbody>
</table>
### Table 3. Design-expected 64-m X-band efficiency

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>P.O. computed subtotal</td>
<td>0.8226</td>
<td>[3]</td>
</tr>
<tr>
<td>Includes:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rear spillover</td>
<td>0.995</td>
<td></td>
</tr>
<tr>
<td>Forward spillover</td>
<td>0.9577</td>
<td></td>
</tr>
<tr>
<td>Illumination amplitude</td>
<td>0.9008</td>
<td>Dual-hybrid horn</td>
</tr>
<tr>
<td>Illumination phase</td>
<td>0.967</td>
<td></td>
</tr>
<tr>
<td>Cross polarization</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>$m \neq 1$ modes</td>
<td>0.992</td>
<td></td>
</tr>
<tr>
<td>Subreflector blockage</td>
<td>0.9616</td>
<td>6.25 percent, 1.2 opacity</td>
</tr>
<tr>
<td>Quadripod blockage</td>
<td>0.8556</td>
<td></td>
</tr>
<tr>
<td>Dichroic dissipation</td>
<td>0.9954</td>
<td></td>
</tr>
<tr>
<td>Dichroic VSWR</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Surface reflectivities (2)</td>
<td>0.998</td>
<td>Painted aluminum alloy</td>
</tr>
<tr>
<td>Surface tolerances (2)</td>
<td>0.8702</td>
<td>1.14 mm normal (~0.604 dB)</td>
</tr>
<tr>
<td>Pointing squint</td>
<td>1.000</td>
<td>X-band beam peaked</td>
</tr>
<tr>
<td>Waveguide dissipation</td>
<td>0.984</td>
<td></td>
</tr>
<tr>
<td>VSWR</td>
<td>0.9908</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>0.565</td>
<td>(72.55 dBi at 8420 MHz)</td>
</tr>
</tbody>
</table>

### Table 4. Design-expected 70-m X-band efficiency

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTD computed subtotal</td>
<td>0.8974</td>
<td></td>
</tr>
<tr>
<td>Includes:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rear spillover</td>
<td>0.997</td>
<td></td>
</tr>
<tr>
<td>Forward spillover</td>
<td>0.964</td>
<td></td>
</tr>
<tr>
<td>Illumination amplitude</td>
<td>0.982</td>
<td>Standard feedhorn</td>
</tr>
<tr>
<td>Illumination phase</td>
<td>0.989</td>
<td></td>
</tr>
<tr>
<td>Cross polarization</td>
<td>~1.000</td>
<td></td>
</tr>
<tr>
<td>$m \neq 1$ modes</td>
<td>0.996</td>
<td></td>
</tr>
<tr>
<td>Subreflector blockage</td>
<td>0.988</td>
<td>3.42 percent, 1.2 opacity</td>
</tr>
<tr>
<td>Quadripod blockage</td>
<td>0.9196</td>
<td></td>
</tr>
<tr>
<td>Holography adjustment</td>
<td>0.9795</td>
<td>5.1 percent effective</td>
</tr>
<tr>
<td>Dichroic dissipation</td>
<td>0.9954</td>
<td></td>
</tr>
<tr>
<td>Dichroic VSWR</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Surface reflectivities (2)</td>
<td>0.998</td>
<td>Painted aluminum alloy</td>
</tr>
<tr>
<td>Surface tolerances (2)</td>
<td>0.9489</td>
<td>0.7 mm normal (~0.228 dB)</td>
</tr>
<tr>
<td>Pointing squint</td>
<td>1.000</td>
<td>X-band beam peaked</td>
</tr>
<tr>
<td>Waveguide dissipation</td>
<td>0.984</td>
<td></td>
</tr>
<tr>
<td>VSWR</td>
<td>0.9908</td>
<td></td>
</tr>
<tr>
<td>Stovepipe feed compromise</td>
<td>0.975</td>
<td>~0.11 dB</td>
</tr>
<tr>
<td>TOTAL</td>
<td>0.708</td>
<td>(74.32 dBi at 8420 MHz)</td>
</tr>
</tbody>
</table>
Table 5. Estimated errors for 64/70-m design expectations

<table>
<thead>
<tr>
<th>Antenna/Band</th>
<th>Estimated peak sum error, dB</th>
<th>Estimated likely error, dB</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>64-m/S-band</td>
<td>+0.08</td>
<td>+0.03</td>
<td>Table 1</td>
</tr>
<tr>
<td></td>
<td>-0.26</td>
<td>-0.09</td>
<td></td>
</tr>
<tr>
<td>70-m/S-band</td>
<td>+0.08</td>
<td>+0.03</td>
<td>Table 2</td>
</tr>
<tr>
<td></td>
<td>-0.15</td>
<td>-0.05</td>
<td></td>
</tr>
<tr>
<td>64-m/X-band (DSS-14)</td>
<td>+0.08</td>
<td>+0.03</td>
<td>Table 3</td>
</tr>
<tr>
<td></td>
<td>-0.56</td>
<td>-0.19</td>
<td></td>
</tr>
<tr>
<td>64-m/X-band (DSS-43/63)</td>
<td>+0.08</td>
<td>+0.03</td>
<td>Table 3</td>
</tr>
<tr>
<td></td>
<td>-0.76</td>
<td>-0.25</td>
<td></td>
</tr>
<tr>
<td>70-m/X-band</td>
<td>+0.14</td>
<td>+0.05</td>
<td>Table 4</td>
</tr>
<tr>
<td></td>
<td>-0.41</td>
<td>-0.14</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Estimated minimum-likely efficiencies for 64/70-m systems

<table>
<thead>
<tr>
<th>DSN system</th>
<th>Antenna</th>
<th>Design-expected (estimated minimum-likely) efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>64-m S-band</td>
<td>All antennas</td>
<td>0.591</td>
</tr>
<tr>
<td>70-m S-band</td>
<td>All antennas</td>
<td>0.749</td>
</tr>
<tr>
<td>64-m X-band</td>
<td>DSS-14</td>
<td>0.541</td>
</tr>
<tr>
<td>64-m X-band</td>
<td>DSS-43/63</td>
<td>0.533</td>
</tr>
<tr>
<td>70-m X-band</td>
<td>All antennas</td>
<td>0.686</td>
</tr>
</tbody>
</table>
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Aperture efficiency measurements made during 1988 on the three 70-m stations (DSS-14, DSS-43, and DSS-63) at X-band (8420 MHz) and S-band (2295 MHz) have been analyzed and reduced to yield best estimates of antenna gain versus elevation. The analysis has been carried out by fitting the gain data to a theoretical expression based on the Ruze formula. Newly derived flux density and source-size correction factors for the natural radio calibration sources used in the measurements have been used in the reduction of the data. Peak gains measured at the three stations were 74.18 (±0.10) dBi at X-band, and 63.34 (±0.03) dBi at S-band, with corresponding peak aperture efficiencies of 0.687 (±0.015) and 0.762 (±0.006), respectively. The values quoted assume no atmosphere is present, and the estimated absolute accuracy of the gain measurements is approximately ±0.2 dB at X-band and ±0.1 dB at S-band (1-sigma values).

I. Introduction

Aperture efficiency measurements made on the newly completed and holographically adjusted DSN 70-m antennas at both X- and S-band were completed in the latter half of 1988. The last set of data taken was at DSS-63 after the rebolting of the major structural brace in September of that year.

Analysis of these measurements has now been completed, and a pair of gain versus elevation curves has been generated for each station at each frequency corresponding to antenna performance with and without the Earth's atmosphere under normal, clear, dry conditions.

These best estimates of antenna performance have been arrived at by fitting the data to a theoretical gain versus elevation profile based on the Ruze formula, and applying recently derived corrections to a number of natural radio source flux density and source-size correction factors used to convert source temperature measurements to aperture efficiency. These corrections have been necessitated by the publication of more recent flux density measurements for the source 3C274, especially at higher frequencies (up to 90 GHz), and the use of a new and more accurate numerical convolution procedure for calculating source-size correction factors from high-resolution radio maps.

The use of a fitting procedure based on the Ruze formula rather than the usual polynomial expansion was suggested by the somewhat unusual shapes of many of the individual gain versus elevation curves obtained at the stations. At X-band in particular, the new antennas' behavior is not easily expressed by low-order polynomials, whereas the fit to the theoretical Ruze expression is excellent. A further advantage to this method of analysis is that the fitting parameters have direct
physical significance related to the gravity-induced distortion of the main reflector, and may thus be compared with calculations based on modeling of the reflector structural performance.

The following sections of this article provide a summary of the measurements at each DSS, and describe the curve fitting and calibration procedures used to analyze these measurements and obtain best estimates of the gain characteristics for the 70-m antennas.

II. Summary of 70-m X-Band Gain versus Elevation Measurements for DSS-14, DSS-43, and DSS-63

Figures 1–3 show the gain versus elevation curves for DSS-14, -43, and -63 respectively, as measured at each station, i.e., including the effects of atmospheric attenuation. For each station, individual curves are identified according to the day of year (DOY) on which the measurements were made and the source used for the measurements. DOY refers to 1988 in all cases.

Figures 4–6 present the same set of data, except that for each curve the effects of atmospheric absorption have been removed (see Section III.A for a discussion of the procedure used).

For all cases shown in these figures, except for DSS-63 DOY 207 (source 3C274), the fit is within ±0.040 dB (1-sigma), and in many cases is approximately half this value (see Appendix A for details). The data for DSS-63 taken on this date are sparse and show considerable scatter so that the 1-sigma error is 0.088 dB. The curve is nevertheless included in the analysis since it provides the only comparison at this station of this important source with the more commonly used source 3C123.

It can be seen from Figs. 1–6 that there is considerable variation between the 70-m antennas, and that different sources in general give different results. On the other hand, agreement between different runs at a given station using a given source is quite good.

The question of different results for a given antenna with different sources centers on the correctness of the flux densities and source-size correction factors given in DSN Radio Source List for Antenna Calibration, rev. B. Analysis of this question, given in Section IV, shows that as a result of the limitations inherent in previously available methods of computing the source-size correction factor, $C_s$, significant errors have existed in the values of both flux density $S$, and $C_s$ for certain sources such as 3C274. Additionally, more recent measurements of various calibration sources at higher frequencies have resulted in a slightly revised flux density scale which results in yet another contribution to the systematic differences apparent in Figs. 1–6.

When all of these effects are taken into account, the gain versus elevation curves shown in Figs. 7 and 8 result (see Section IV.E for details). These are based on all of the data used to generate Figs. 1–6, and the fits are very good in each case (0.029 dB < $\sigma$ < 0.040 dB). Also shown in Fig. 8 is a theoretical curve based on design expectations, indicating that the actual performance at the three stations is somewhat poorer than anticipated both in terms of the maximum gain and the fall-off in gain with elevation angle [1, 4].

III. Analysis of Gain Measurements

A. Curve Fitting

As mentioned above, the gain versus elevation data for each run were fitted to a theoretical curve based on the use of the Ruze formula [2],

$$
\epsilon_0(\alpha) = \epsilon_m \exp \left[ - \left( \frac{4\pi \Sigma(\alpha)}{\lambda} \right)^2 \right]
$$

where

- $\epsilon_0(\alpha)$ = aperture efficiency at elevation angle $\alpha$
- $\epsilon_m$ = maximum aperture efficiency
- $\Sigma(\alpha)$ = rms half-pathlength deviation of antenna surface from best fit design surface (inches)
- $\lambda$ = wavelength (inches)

The rms half-pathlength deviation, $\Sigma(\alpha)$, may be expressed in terms of geometrical factors and the deviations for gravity loadings applied parallel to the reflector y- and z-axes respectively [3]

$$
\Sigma^2 = S_y^2 \eta_y^2 + S_z^2 \eta_z^2 + 2C_S S_y S_z \eta_y \eta_z
$$

where

- $S_y$ = rms half-pathlength deviation for y-axis load ($\alpha = 0$ deg) (inches)
\( S_z \) = rms half-pathlength deviation for z-axis load (\( \alpha = 90 \) deg) (inches)
\( \eta = \cos \gamma - \cos \alpha \)
\( \xi = \sin \gamma - \sin \alpha \)

\( C \) = correlation coefficient between y- and z-axis load deviations

In the above, \( \gamma \) is the angle for which the aperture efficiency is maximum, so that the rms deviation \( \Sigma \) is relative to that at \( \alpha = \gamma \).

Using Eqs. (1) and (2) the antenna gain may be expressed as
\[
G_0(\alpha) = G_m + G_1X_1(\alpha, \gamma) + G_2X_2(\alpha, \gamma) + G_3X_3(\alpha, \gamma)
\]
\( (3) \)

where
\[
G_0(\alpha) = \text{gain in dBi at elevation angle } \alpha
\]
\[
G_m = G_{100} + 10 \log e_m = \text{maximum gain (} \alpha = \gamma \)
\]
\[
G_1 = -KS_y^2
\]
\[
G_2 = -KS_z^2
\]
\[
G_3 = -2KS_yS_z
\]
\[
X_1 = \eta^2
\]
\[
X_2 = \xi^2
\]
\[
X_3 = \eta \xi
\]
\[
G_{100} = 20 \log (\pi D/\lambda) = 75.815 \text{ dBi at X-band (} \nu = 8420 \text{ MHz)}
\]
\[
K = 10(4\pi/\lambda^2) \log e = 349.023 \text{ dBi/inch}^2 \text{ at X-band (} \nu = 8420 \text{ MHz)}
\]

Equation (3) involves five parameters, \( G_m, G_1, G_2, G_3, \) and \( \gamma \), and it may be used to fit the gain data at each of the stations and so determine the parameters \( G_m, S_y, S_z, C, \) and \( \gamma \) appropriate to each antenna. These may in turn be compared with predictions for these parameters based on theoretical models of the 70-m antenna performance.

It has been shown that predictions of 70-m antenna performance based on Geometrical Theory of Diffraction (GTD) calculations agree very well with those based on traditional ray tracing methods using the above formulation, provided the subreflector position is optimized to maximize the predicted gain [4]. Hence, the comparison referred to above should permit a good check on such theoretical calculations, within the limitations imposed by the quality of the gain measurements at each station.

In order to carry out such a comparison it was first necessary to remove any known systematic effects from the data, such as attenuation due to atmospheric absorption. Thus, deviations the gain in the absence of an atmosphere, \( G_0(\alpha) \), is related to the measured gain including atmospheric absorption, \( G(\alpha) \), by

\[
G_0(\alpha) = G(\alpha) + \frac{A_{\text{zen}}}{\sin \alpha}
\]
\( (4) \)

where \( G(\alpha) \) is obtained from the measured efficiency data, \( e(\alpha) \),
\[
G(\alpha) = 10 \log e(\alpha) + 10 \log \left( \frac{\pi D}{\lambda} \right)^2
\]
\( (5) \)

and \( A_{\text{zen}} \), the zenith attenuation, is calculated from an atmospheric model based on surface measurements of temperature, pressure, and relative humidity taken simultaneously with the gain measurements.

Table 1 summarizes the results of the fitting for all three stations, listing the values of \( \gamma, S_y, S_z, \) and \( C \) determined for each of the days indicated.

The variations in the parameters listed in Table 1 most likely arise from three different sources: random measurement errors, systematic measurement errors, and the sensitivity of the parameters themselves to small changes in the data. The latter effect is due to the fact that the fitting function \( X_j(\alpha_j) \) defined in Eq. (3), although linearly independent, are not orthogonal, i.e.,

\[
\sum_{j=1}^{N} X_j(\alpha_j) X_k(\alpha_j) \neq 0 \quad \text{for } j \neq k
\]
(6)

where \( j, k = 1, 2, 3 \), and \( N = \) number of data points used in the fit [5]. This is especially significant for the correlation coefficient, which can take on a wide range of values, even changing sign as seen in the case of DSS-14 and -63, without significantly changing the goodness of the fit.

For comparison purposes, the parameter values determined from structural model calculations\(^2\) are also listed in Table 1. These assume a value of \( \gamma = 45 \) deg, which is slightly different

\(^2\) Roy Levy, personal communication.
from the fitting values listed in Table 1, so one cannot expect perfect agreement between the Table 1 and model calculation values for \( S_\alpha \), \( S_\beta \), and \( C \). However, small changes in the value of \( \gamma \) will not result in a significant change in shape if the remaining parameters remain fixed. Thus, the substantial differences actually observed between the theoretical and fitted values must be due to causes other than these small differences in \( \gamma \). These could be any of those listed above, or differences between the assumed and actual antenna structure.

To illustrate the magnitude of the difference implied by the data listed in Table 1, Fig. 8 shows a comparison of the average gain curve \( G_0(\alpha) \) for each station with the predictions based on the theoretical parameter values listed in the table (see Section III.E for details).

Table 2 lists the angle at which the final panel setting was carried out for each of the antennas.\(^3\) The agreement between these values and the average of the values found in Table 1 is quite good for DSS-14 and -43, but there is about a 4-deg difference for DSS-63. The reason for this difference is not known, but it should be noted that the data for this station are more sparse than for the other stations, and show greater scatter.

It is also possible that the elevation angle used to carry out the final panel setting may not be the one for which the total rms deviation of the antenna surface from the desired figure is minimum, i.e., the setting angle may not be the value \( \gamma \) appearing in the Ruze formula. This is because the rms deviation includes both short-range and long-range errors, and the latter, corresponding to low-order departure from the desired shape, could, on a random basis, be of such a symmetry that the rms deviation would be reduced in magnitude at some other elevation angle as a result of gravitationally induced flexure of the structure. This new angle would then obviously be \( \gamma \) by definition.

The data used for DSS-63 in the above analysis were obtained prior to the rebolting of the structural brace which had previously been found to be loose enough to permit some slippage. Figure 9 shows more recent measurements compared with the average for DOY 124 and 201; this new data reflects the configuration after the rebolting of the brace. It is seen that the new data tend to fall somewhat below the previous results at low elevation angles, and that the DOY 274 data do not fit the previous data or the DOY 246 data between 20 deg and 56 deg. On the other hand, the DOY 246 data agree reasonably well with the pre-rebolting results for 25 deg < \( \alpha < 65 \) deg, but tend to be somewhat high for \( \alpha > 65 \) deg.

\(^3\) Boris Seidel, personal communication.

Taken all in all, the results obtained after rebolting do not appear to indicate any significant change from the earlier results, except possibly for a lower gain at low elevation angles. However, the amount of data available and the lack of agreement between the two sets of data make it appear unwise to alter the final curve fit on the basis of these data. It appears that a systematic error is involved in the post-rebolting measurements.

**B. Systematic Effects in the \( \epsilon(\alpha) \) Measurements**

The efficiency measurements at DSS-14 and DSS-63 show variations with elevation which in certain cases indicate the presence of systematic errors. These take the form of both periodic fluctuations and offsets; an analysis of these effects is carried out in Appendix B where it is shown that at DSS-14, for example, it appears that a small pointing error (\( \Delta \theta = 1.2 \times 10^{-3} \) deg) has resulted in a small average reduction in measured efficiency amounting to a 0.028-dB gain/loss.

Owing to the lack of any consistent indication of such an effect at all stations for all measurements, the above loss is treated as a probable error and added to the overall error budget for the gain measurements (see Section IV.F).

**IV. Calibration Analysis**

**A. Computation of Efficiency**

The efficiency data obtained at the individual stations are derived from the measured source temperature values by means of the relation

\[
\epsilon = \frac{2kTC_r}{AS}
\]

(7)

where

\[
\begin{align*}
k & = \text{Boltzmann's constant} \\
T & = \text{measured source temperature} \\
C_r & = \text{source-size correction factor} \\
A & = \text{area of antenna} = \frac{\pi D^2}{4} \\
S & = \text{source flux density}
\end{align*}
\]

It is seen that the computed efficiency values, and hence also the gain values, depend directly on the two quantities \( C_r \) and \( S \), which must be determined for each source used in the calibration measurements, and of course, at each fre-
quency if measurements are to be made at more than a single frequency.

Values of $C_r$ and $S$ used in these calculations have been taken from JPL D-3801, rev. B, and apply to the 70-m antennas at X-band. Thus, one may rewrite Eq. (7) with a more specific notation to emphasize the fact that 70-m gains are being discussed,

$$
e^{-\theta_0} = \frac{2kT_0C_r^0}{A_{70}S} \quad (8)$$

The values of $S$ which appear in JPL D-3801 and the above equation were obtained by means of a series of measurements made using the 64-m antenna at Goldstone [6]. These measurements used Eq. (7) solved for $S$, but with values for the other parameters appropriate to the 64-m Goldstone antenna, i.e.,

$$S = \frac{2kT_0C_64}{A_{64}e_{64}} \quad (9)$$

where

- $T_64 = \text{measured source temperature on 64-m antenna at Goldstone}$
- $C_{64} = \text{Goldstone 64-m source-size correction factor based on } \Phi_B = 2.25 \text{ min } = 0.0375 \text{ deg}$ [6]
- $A_{64} = \text{64-m antenna area}$
- $e_{64} = \text{efficiency of 64-m antenna at Goldstone}$

The efficiency, $e_{64}$, was obtained by calibrating the 64-m antenna against a single, specific source, 3C274, assuming its X-band flux density to be known

$$e_{64} = \frac{2kT_0C_r^0}{A_{64}S_0} \quad (10)$$

where

- $T_0 = \text{measured 3C274 source temperature, 64-m Goldstone antenna}$
- $C_r^0 = \text{computed Goldstone 64-m correction factor for 3C274 = 1.085}$ [6], and see Footnote 4
- $S_0 = \text{assumed X-band flux density for 3C274 = 46.00 Jy}$

$S_0$ was taken from [7] as the best available estimate for this quantity at the time.

Combining Eqs. (8–10) one may write

$$e^{-\theta_0} = \frac{2kT_0T_{64}^0}{A_{64}T_{64}} \times \frac{C_r^0C_r^0}{C_{64}S_0} \quad (11)$$

The various terms on the right-hand side of Eq. (11) are subject to errors, and the cause and influence of these are discussed in the following sections.

B. Errors in $C_r$

The source-size correction factor $C_r$ corrects the measured efficiency for the loss resulting from the fact that the source has an angular extent that may not be small relative to the antenna beamwidth. Its value is determined from the relationship

$$C_r = \left( \frac{S}{\Omega_0 \otimes P} \right)_{\text{max}} \quad (12a)$$

where

$$S_{on} = B \otimes P_{on} \quad (12b)$$

$$\mathcal{P} = \frac{\Omega_0 \hat{P}}{P_{on}} \quad (12c)$$

- $B = \text{source brightness function}$
- $P_{on} = \text{antenna relative power pattern}$
- $\Omega_0 = \text{mapping antenna relative power pattern}$
- $\mathcal{P} = \text{mapping antenna beam solid angle}$

and $\otimes$ means convolution while $\hat{P} = \text{Fourier transform of } P$, etc. [8].

---

4These are the values appearing in JPL D-3801, rev. A. Rev. B of this document included some corrections necessitated by beamwidth changes resulting from changes in antenna feed on the 64-m antennas.

5The spectral formula for 3C274 actually yields $S = 46.02 \text{ Jy}$ at $\nu = 8420 \text{ MHz}$. 
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The reference to a "mapping antenna" above means that the flux density map of the source, $S_{on}$, used to compute $C_r$ has been obtained with an antenna whose beam solid angle $\Omega_0 \ll \Omega$, where the latter is the beam solid angle of the antenna being calibrated (64-m or 70-m). This insures that $\bar{P}$, and hence $P$, defined by Eq. (12c) exist. Note also that

$$S = \frac{1}{\Omega_0} \int S_{on} \, d\Omega$$

Until recently, determinations of $C_r$ have been based on Gaussian approximations to both the flux density map $S_{on}$ and the antenna beams, and the computation of $P$ by means of Eq. (12b) has been approximate and subject to error. Removal of these deficiencies has resulted in more accurate estimates of $C_r$ for the important source 3C274, which, as seen from the discussion in Section IV.A above, plays a central role in the overall calibration process [8].

Specifically, the values of $C_{r0}$ and $C_{r0}$ for 3C274 have been increased according to Table 3. The impact of these changes will be discussed in Section IV.D.

C. Errors in Flux Density, $S$

The value of $S_0 = 46.00 \text{ Jy}$ taken from [7] is based on the analysis of all of the known measurements of 3C274, as well as other important antenna calibration sources, up to the year 1974, and is computed directly from the spectral formula

$$\log S (\text{Jy}) = a + b \log \nu (\text{MHz})$$

with $a = 5.023 \pm 0.034$ and $b = -0.856 \pm 0.010$.

The above coefficients were obtained by the authors of [7] by a least-squares fitting to data over the frequency range $400 \text{ MHz} < \nu < 22285 \text{ MHz}$, but neither the exact data used nor the exact fitting procedure employed can be determined from their paper.

More recent measurements of this source have extended the frequency range up to 90 GHz, and it becomes clear from these newer data that one cannot obtain a reasonable fit with only two coefficients. If a power law of the form

$$y = \sum_{n=0}^{3} a_n x^n$$

where $y = \log S$ (Jy) and $x = \log \nu$ (MHz), is used to fit the data over the entire range $400 \text{ MHz} < \nu < 90 \text{ GHz}$, then an unweighted fit results in the coefficients

$$a_0 = 3.9964$$
$$a_1 = 0.1733$$
$$a_2 = -0.3341$$
$$a_3 = 0.0352$$

with the resulting X-band value ($\nu = 8420 \text{ MHz}$) of $S_0 = 45.2037 \text{ Jy}$.

The resulting spectrum for 3C274 is shown in Fig. 10, and a number of comments are in order regarding this and other similar results obtained by different authors.

First, the use of a power law expansion such as Eq. (15) cannot be justified on any theoretical basis. The source 3C274 for example, has a complex angular structure reflecting a complex spatial structure, and different regions of the source are known to have very different spectra [7]. Thus, total flux density measurements such as those presented by the data points shown in Fig. 10 correspond to averages over the entire source, and any simple result, as for example Eq. (14) or (15), can only mirror a fortuitous circumstance and/or inadequate resolution in frequency. This means that an accurate spectrum might require terms higher than $n = 3$, for example, but in the absence of accurate measurements at a large number of frequencies one has no way of knowing how large $n$ must be for a best fit. Obviously, if $n = N$, the number of data points, the fit becomes perfect, but not necessarily meaningful.

A second point is illustrated by the two straight line segments shown in Fig. 10, which correspond to estimates made by Ivanov and Stankevich based on a new absolute flux scale for radio astronomy [9]. This scale uses the so-called "artificial moon" method of calibration which, according to the authors, is free of many of the problems associated with other techniques such as the use of a reference dipole or reference horn, and it is seen that it produces values that are consistently below those shown in the figure, giving $S_0 = 41.96 \text{ Jy}$ at X-band, for example.

The artificial moon method itself is open to criticism, however, and a systematic study is presently underway to resolve such discrepancies. Meanwhile, the above discussion points out some of the difficulties involved in determining $S_0$ for use as an absolute calibration standard. Individual flux density measurements typically have quoted errors of $\pm 4-5 \%$, to which must be added systematic errors resulting from the particular procedures used.
D. Implications of Errors in $C_r$ and $S$ to 70-m Antenna Calibration Results

Using primes to represent quantities for which improved estimates have recently been obtained, Eq. (11) leads to the result

$$
\frac{e'_70}{e_{70}} = \left( \frac{C'_r_{70}}{C_{r70}} \right) \left( \frac{C'_{64}}{C_{r64}} \right) \left( \frac{C'_0}{C_0} \right) \left( \frac{S'_0}{S_0} \right)
$$

(16)
or, in terms of the resulting change in gain,$^6$

$$
\Delta G = G' - G = 10 \log \left( \frac{C'_{r70}}{C_{r70}} \right) + 10 \log \left( \frac{C'_{64}}{C_{r64}} \right)
+ 10 \log \left( \frac{C'_0}{C_0} \right) + 10 \log \left( \frac{S'_0}{S_0} \right)
$$

(17)

The two main sources that were used in the 70-m antenna gain calibrations are 3C274 and 3C123, and using the above formula one can compute the correction which should be applied to the measurements obtained for each source to allow for the improved values of $C_r$ and $S$.

Since the term which depends on $S_0$ is the same for all sources, one has for this constant contribution

$$
\Delta G_{S_0} = 10 \log \left( \frac{46.00}{45.2037} \right) = 0.076 \text{ dB}
$$

(18)

where it is assumed, in the absence of better estimates, that the curve fit to the 3C274 spectrum given by Eq. (15) is probably better than that given in [7], which was based on more limited data.

For the remaining contributions the value of $\Delta G$ is different for the two sources. For 3C274, $C'_{64} = C_0$ by definition, so that

$$
\Delta G_{C_r} = 10 \log \left( \frac{C'_{r70}}{C_{r70}} \right) = 10 \log \left( \frac{1.18}{1.106} \right)
$$

(19)

and hence

$$
\Delta G(3C274) = 0.357 \text{ dB}
$$

(20)

where the values for $C_{r70}$ have been taken from Table 3.

For 3C123 no new computations of $C'_{64}$ or $C_{r70}$ have yet been made, but since this source is well represented by a pair of closely spaced Gaussian distributions, and the value of $C_r$ is not large, any corrections ought to be small. Thus, in the absence of information to the contrary one can assume no change in $C'_{64}$ or $C_{r70}$ so that

$$
\Delta G = 10 \log \left( \frac{C'_0}{C_0} \right) = 10 \log \left( \frac{1.15}{1.085} \right)
$$

(21)

and hence

$$
\Delta G(3C123) = 0.329 \text{ dB}
$$

(22)

In addition to 3C274 and 3C123, a limited number of measurements were made using sources 3C161 and 3C218. The former is small enough to be considered a point source, so here also there should be no change in $C'_{64}$ or $C_{r70}$; thus $\Delta G$ for this source should be the same as that for 3C123,

$$
\Delta G(3C161) = 0.329 \text{ dB}
$$

(23)

Source 3C218, on the other hand, is an extended source, so that in the absence of newly determined values for $C'_{64}$ and $C_{r70}$ it is impossible to determine a $\Delta G$ value for this source. Thus, no attempt has been made to use the efficiency measurements obtained with it.

The source 0521-365 is variable so that data on $e(\alpha)$ obtained with this source can be used to determine the shape of the gain curve, but not its absolute level. Fortunately, data were also taken using 3C274 at DSS-43, where 0521-365 was used, and hence, an absolute calibration of this antenna is possible.

The procedure used was to average the two $G_0(\alpha)$ curves obtained with 0521-365, average the two curves obtained with 3C274, and then determine the average difference between these two over the range of elevation angles for which they overlap (13 deg < $\alpha$ < 42 deg). This difference was then combined with the $\Delta G$ value for 3C274 to obtain a corresponding correction for 0521-365,

$$
\Delta G(0521-365) = 0.305 \text{ dB}
$$

(24)

$^6$ These expressions consider changes resulting from improved estimates of $C_r$ and $S$, and do not take into account either the probable errors of such estimates, or errors in the measured temperatures appearing in Eq. (11). These are discussed in Section IV.F.
When the above corrections are applied to the individual
runs at each of the 70-m stations, the gain curves shown in
Figs. 11–16 are obtained, and it is seen that the spread between
curves has been reduced and the overall gains increased.

In the following sections final estimates for the gain curves
at each station are obtained, and an assessment is made of the
probable errors involved in terms of the analysis made above.

E. Estimates of Gain versus Elevation for
Individual 70-m Stations

The average gain characteristic for each DSS has been ob-
tained by applying the corrections of Eqs. (20), (22), (23) and
(24) to the data for each run at a given station, and then
determining the best fit of the combined data sets to Eq. (3),
as was previously done for each individual run (see Appen-
dix A for a discussion of the quality of the fits).

For DSS-14 all six data sets have been used, while for
DSS-43 and DSS-63 only the two sets each obtained with
sources 0521-365 and 3C123, respectively, have been used.

The results of this final curve fitting are shown in Figs. 7
and 8, and Table 4 lists the fitting parameters for the three
stations, together with the theoretical values shown in Table 1,
and the design-expected peak gain [1]. The error estimates
listed in the table for the measured peak gains \( G_m \) are based on
the analysis carried out in the following section.

F. Estimates of Errors in Aperture Efficiency
and Gain

From Eq. (7) one may express the variance of the effi-
ciency, \( \sigma_e^2 \), as

\[
\left( \frac{\sigma_e}{e} \right)^2 = \left( \frac{\sigma_T}{T} \right)^2 + \left( \frac{\sigma_{C_r}}{C_r} \right)^2 + \left( \frac{\sigma_S}{S} \right)^2
\]

(25)

where

\( \sigma_T^2 \) = variance of measured source temperature

\( \sigma_{C_r}^2 \) = variance of source-size correction factor

\( \sigma_S^2 \) = variance of source flux density

The measured source temperature variance, \( \sigma_T^2 \), itself
depends on many factors, not all of which can be accurately
estimated. However, if one considers the measurements made
at a given station and with a given source, then the last two
terms in Eq. (25) vanish, so that

\[
\left( \frac{\sigma_e}{e} \right)^2 = \left( \frac{\sigma_T}{T} \right)^2
\]

(26)

Examination of the data taken at all three stations shows
that \( \sigma_T^2 \) is comparable for each if one considers individual runs
(see Figs. A-1–A-11). When all runs at a given station are con-
sidered, however, the variation is larger at DSS-14 than at the
other two, and using this larger value as a conservative esti-
mate, one obtains

\[
\frac{\sigma_T}{T} \bigg|_{DSS14} = 0.010
\]

(27)

The remaining terms in Eq. (25) must be considered from
the point of view of ensemble averages, and are estimated by

\[
\frac{\sigma_{C_r}}{C_r} = 0.020
\]

(28)

\[
\frac{\sigma_S}{S} = 0.040
\]

the former being based on source-map and beamwidth accurac-
ies [8], and the latter on quoted errors in the literature on
source flux density measurements [7].

Combining the above

\[
\frac{\sigma_e}{e} = 0.046
\]

(29)

resulting in a corresponding gain error of

\[
\sigma_G = 0.19 \pm 0.20 \text{ dB}
\]

(30)

If the estimated pointing loss found in Appendix B (0.028
dB) is added to the upper bound above, then the error esti-
mate becomes

\[
\sigma_G = 0.21 \pm 0.21 \text{ dB}
\]

(31)

As mentioned earlier in this article, such errors are typically 4–5 per-
cent. The smaller value is chosen because of a small degree of confi-
dence stemming from the relative insensitivity of \( S_0 \) to various curve
fits to the 3C274 spectral data.
V. Summary of 70-m S-Band Gain versus Elevation Measurements for DSS-14, DSS-43, and DSS-63

Compared with the X-band measurements, only a limited amount of data were gathered at the three DSSs at S-band. At DSS-14 only a single run was made, at DSS-43 three were made, and at DSS-63 two were made. Fortunately, the data at DSS-14 cover the range of elevation angles from $\alpha = 7$ deg to $\alpha = 84$ deg with the calibration source 3C123, while at DSS-43 the full range measurements with the variable source 0521-365 (10 deg $< \alpha < 85$ deg) are complemented by limited range data obtained with the calibration sources 3C218 and 3C218, thus permitting an absolute gain calibration of both stations in a manner similar to that employed in the X-band analysis.

At DSS-63 neither of the runs is suitable for analysis owing to the large amount of scatter present in the measurements, and consequently no attempt has been made to determine the S-band gain characteristics for this station directly.

However, as described below (see Section VI), it has nonetheless been possible to obtain a calibrated gain curve for this station at S-band by making limited use of the S-band data and combining this with the X-band results for the same station.

The results of the analysis of DSS-14, DSS-43, and DSS-63 data are summarized in Figs. 17 and 18, which show $G(\alpha)$ and $G_0(\alpha)$ respectively for each of these stations. As in the case of the X-band results, these curves represent the result of fitting to the Ruze formula and applying overall gain corrections resulting from the updated C and S values obtained for S-band. The details of this analysis are given in the following sections.

VI. Analysis of S-Band Gain Measurements

Figures 19 and 20 show the results of fitting Eq. (3) to the measured data for DSS-14 and -43, using Eqs. (4) and (5) to transform $e(\alpha)$ into $G(\alpha)$ and $G_0(\alpha)$ as before, where for S-band ($\nu =$ 2295 MHz), $K =$ 25.9296 dB/in.$^2$, and for all stations the single value $A_{0g} =$ 0.0297 has been used.

It is seen that the gain curves are very flat, as expected, thus making the estimate of the angle $\gamma$ obtained from such a fit ambiguous. For this reason $\gamma$ has been fixed at the values determined from the X-band fitting procedure for each of the two stations, and the S-band fits are obtained using only the four remaining parameters $G_m$, $S_y$, $S_z$, and C.

The DSS-43 curve is also seen to be anomalously low owing to the choice of an abnormally high assumed flux density value for the variable source 0521-365 in computing $e(\alpha)$ from $T(\alpha)$ via Eq. (7). The absolute calibration of the S-band gains is discussed in the following section.

Comparison of the parameter values $S_y$ and $S_z$ obtained at X-band and at S-band for DSS-14 and -43 shows that there is reasonably good agreement in general, although the S-band values for DSS-43 appear somewhat higher than the corresponding X-band values for this station. However, by virtue of the flatness of the curves, the same ambiguity referred to above for the angle $\gamma$ also exists to a considerable extent for the parameters $S_y$, $S_z$, and C, i.e., different combinations of these parameters will provide essentially the same $G_0(\alpha)$ curve within the experimental accuracy of the measurements.

In view of this it is of interest to see how well the S-band data are fit by the X-band parameters $\gamma$, $S_y$, $S_z$, and C. In principle, these ought to be the same at both frequencies, as the latter three depend only on how the antenna structure distorts as its elevation is changed from the value $\gamma$, which is itself, of course, a fixed quantity.

Such a comparison is made in Figs. 21 and 22, which show curves generated with the X-band parameters superimposed on the $G(\alpha)$ data points measured at S-band. The fits were obtained by adjusting the single remaining parameter $G_m$, the maximum gain, and it is seen from these figures that the resulting fits are very good. The $\alpha$ values for the best fits to the S-band data, $\alpha_{av}$, and the X-band parameter fits to the S-band data, $\alpha_{av}$, are compared in Table 5, and it is seen that the latter are only slightly larger than the former, both being very small.

Since there is little to choose between the two fitting procedures considered above, and since the four-parameter set $\gamma$, $S_y$, $S_z$, C should be frequency independent, the X-band parametric fits to the S-band data are chosen as the final representations for the shape of the S-band gain curves for DSS-14 and -43.

While the DSS-63 data are not suitable for direct determination of the gain characteristics for this station, as mentioned in Section V, that taken on DOY 124 yield a maximum gain $G_m$ which is very close to that found for the other two stations. This value of $G_m$, adjusted for calibration errors as discussed in Section VII, has been combined with the remaining X-band parameters for this station to determine its absolute S-band gain curve, once again taking advantage of the frequency-independent nature of these parameters. The results of this determination are shown in Figs. 17 and 18, and the fit to the S-band data from which the value of $G_m$ is estimated is shown in Fig. 23.
VII. S-Band Calibration Analysis

Determination of the absolute maximum gains, $G_m$, for each of the three DSSs at S-band follows the same procedure described in Section IV, where newly determined values for the source flux densities, $S$, and source-size correction factors, $C_r$, are used to correct the measured gain values discussed in the previous section.

The analysis in Section IV follows exactly the same way for S-band, except that the 26-m station at DSS-13 was used in determining the S-band D-3801 values for $S$ and $C_r$, rather than the 64-m station. These determinations were made by Klein and Stelzried [10] by essentially the same procedure that was later used by Turegano and Klein [6] at X-band, using source 3C274 as a standard to calibrate secondary standards, including 3C123 and 3C218.

One difference occurs at S-band however, and this is that the flux density assumed for 3C274 during the 26-m calibration measurements was not the same as that appearing in D-3801, as was the case at X-band. The reason for this difference is that at the time the 26-m measurements were made, the best estimate of this quantity was that due to Baars and Hartijukker [11], namely $S = 140.3$ Jy, whereas at the time of writing D-3801 rev. A (June 30, 1987), the best estimate was that determined by Baars, Genzel, Pauliny-Toth, and Witzel, $S = 140.00$ Jy [7]. This value remained the same in D-3801 rev. B, and hence is the one used in determining S-band gains using the source 3C274.

As a matter of interest, yet another value for this quantity was determined by direct, absolute measurements using a calibrated horn reference by Freiley, Batelaan, and Bathker [12]. These authors obtained the value $S = 136.5 \pm 2.6$ Jy, which is significantly lower than the above values.\(^8\)

The power law fit of Eq. (15) yields an S-band value ($\nu = 2295$ MHz) of 138.48 Jy, which is between the Baars et al. [7] estimate and that of Freiley et al. [12]. Given the tolerances for these measurements it seems reasonable to use the above value of 138.48 Jy and so maintain consistency with the X-band analysis, and this is done below.

As a consequence of the above-mentioned difference between the 3C274 $S$ value used in D-3801 rev. B and that used by Klein and Stelzried, the $\Delta G$ values computed for 3C274 on the one hand, and 3C123 and 3C218 on the other, are different, i.e.,

\[
\Delta G_{37} (3\text{C}274) = 10 \log \left( \frac{140.00}{138.48} \right) = 0.047 \text{ dB} \quad (32)
\]

\[
\Delta G_{37} (3\text{C}123/3\text{C}218) = 10 \log \left( \frac{140.3}{138.48} \right) = 0.057 \text{ dB} \quad (33)
\]

Table 6 summarizes the results of recomputing the 3C274 26-m $C_r$ values, $C_{r0}$, and the 70-m $C_r$ values, $C_{r70}$, at S-band [8]. From these values the following $\Delta G_{C_r}$ values are readily obtained:

\[
\Delta G_{C_r} (3\text{C}274) = 10 \log \left( \frac{1.205}{1.14} \right) = 0.241 \text{ dB} \quad (34)
\]

\[
\Delta G_{C_r} (3\text{C}123/3\text{C}218) = 10 \log \left( \frac{1.045}{1.035} \right) = 0.042 \text{ dB} \quad (35)
\]

Combining these

\[
\Delta G (3\text{C}274) = 0.288 \text{ dB} \quad (36)
\]

\[
\Delta G (3\text{C}123/3\text{C}218) = 0.099 \text{ dB} \quad (37)
\]

In the above it has been assumed that, owing to the very small values of $C_r$ for the 26-m and 70-m antennas for both 3C123 and 3C218, no significant changes in these values would occur as a result of recomputation.

When average differences are determined from gain measurements made at DSS-43 using the three sources 0521-365, 3C274, and 3C218, it is found that

\[
G (3\text{C}218) - G (3\text{C}274) = 0.192 \text{ dB} \quad (38)
\]

This should be equal to

\[
\Delta G (3\text{C}274) - \Delta G (3\text{C}218) = 0.190 \text{ dB} \quad (39)
\]

and it is seen that the agreement is excellent.

Combining these gain corrections with the measured gain using 0521-365, the gain correction for this source is found to be

\[
\Delta G (0521-365) = 2.395 \text{ dB} \quad (40)
\]

As mentioned above, this large value is the result of the use of an abnormally high flux density value for the efficiency calculations made at the station.

When the above gain corrections are applied to the curve fits obtained for each station, the $G_m$ values listed in Table 7 are found.

---

\(^8\)The frequency used by these authors was 2278.5 MHz. If their flux density is translated to 2295 MHz using the Baars, et al. [7] spectral index of $-0.856$, the result is another 0.6 percent lower.
According to the design estimates of Bathker and Slobin [1], the 70-m S-band peak gains should lie in the range 63.27–63.35 dBi, so the agreement between these estimates and the measured values is excellent.9

The error estimates included in Table 7 are based on an analysis similar to that described in Section IV.F, where the individual error contributions are

\[
\frac{\sigma_T}{T} = 0.035 \\
\frac{\sigma_C}{C} = 0.015 \\
\frac{\sigma_x}{x} = 0.02
\]

so that

\[
\frac{\sigma_e}{e} = 0.025 \\
\sigma_G = \pm0.11\text{ dB}
\] (42)

The 2-percent error estimate for S-band flux density is based on the very careful work of Freiley et al. [12], plus the fact that the new value for \(S\) obtained by the curve fitting procedure described in Section IV.C is within 2 percent of both their estimate and that due to Baars et al. [7].

VIII. Summary and Conclusions

The final curve fits to the X-band data (Fig. 8) indicate that there are distinct differences between the gain characteristics of the three DSS 70-m antennas. The highest peak gain is achieved by DSS-63 (\(G_m = 74.29\text{ dBi}\) at \(\gamma = 47.7\text{ deg}\)), while the flattest characteristic, and that most closely approximating the theoretical performance, occurs at DSS-14.

Comparison of the peak gains listed in Table 4 with the design-expected performance reported by Bathker and Slobin [1], \(G_m = 74.32^{+0.05}_{-0.14}\text{ dBi}\), shows that the two are consistent when allowance is made for the probable errors in both cases, i.e., the upper bounds of the Table 4 values exceed the lower bound of 74.18 dB for the design expectations.

The situation with respect to the actual shapes of the gain curves, however, is less satisfactory. The three antennas show distinctly different behavior, and only one, DSS-14, is in good agreement with predictions based on structural model calculations.10

If the measured curve shown in Fig. 8 for DSS-14 is displaced upward to coincide with the theoretical curve at the peak, the two virtually lie on top of one another for 10 deg \(<\alpha<60\text{ deg}\), and the maximum difference between them is 0.26 dB at \(\alpha = 90\text{ deg}\). However, if the same thing is done for DSS-63, discrepancies amounting to 0.5 to 0.6 dB exist at low and high elevations respectively. For DSS-43 these differences amount to 0.5 dB at each end.

Based on estimates of the probable measurement errors inherent in the characteristics shown in Fig. 8, it seems unlikely that these discrepancies are measurement related, especially since the three antennas behave quite differently from one another.

The relatively good agreement found between calculated and measured peak gains, on the other hand, has been achieved as a consequence of improved estimates of source flux densities and source-size correction factors for the natural radio sources used to calibrate the antennas [8]. Here, corrections on the order of 0.3 dB have brought the measured gains to within 0.15 dB of the theoretical value, on the average.

9These authors' analysis was carried out assuming a frequency of 2285 MHz, so their gain results have been translated to 2295 MHz under the assumption that the aperture efficiency is sensibly constant over this small range.

10Roy Levy, personal communication.
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Table 1. Ruze-Levy X-band fitting parameters obtained from individual runs at the three 70-m stations; theoretical values calculated by Levy are also shown for comparison

<table>
<thead>
<tr>
<th>DSS</th>
<th>DOY</th>
<th>$\gamma$, deg</th>
<th>$S_y$, in.</th>
<th>$S_z$, in.</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>100</td>
<td>42.76</td>
<td>0.075</td>
<td>0.063</td>
<td>0.855</td>
</tr>
<tr>
<td>14</td>
<td>101</td>
<td>47.32</td>
<td>0.083</td>
<td>0.078</td>
<td>0.775</td>
</tr>
<tr>
<td>14</td>
<td>109</td>
<td>41.27</td>
<td>0.121</td>
<td>0.119</td>
<td>0.964</td>
</tr>
<tr>
<td>14</td>
<td>114</td>
<td>46.21</td>
<td>0.049</td>
<td>0.022</td>
<td>-0.997</td>
</tr>
<tr>
<td>14</td>
<td>115/116</td>
<td>46.74</td>
<td>0.092</td>
<td>0.075</td>
<td>0.650</td>
</tr>
<tr>
<td>14</td>
<td>143</td>
<td>48.31</td>
<td>0.074</td>
<td>0.040</td>
<td>0.152</td>
</tr>
<tr>
<td>43</td>
<td>192/193</td>
<td>47.73</td>
<td>0.074</td>
<td>0.087</td>
<td>0.389</td>
</tr>
<tr>
<td>43</td>
<td>193/194</td>
<td>44.68</td>
<td>0.053</td>
<td>0.079</td>
<td>0.096</td>
</tr>
<tr>
<td>63</td>
<td>124</td>
<td>46.96</td>
<td>0.132</td>
<td>0.133</td>
<td>0.820</td>
</tr>
<tr>
<td>63</td>
<td>201</td>
<td>48.20</td>
<td>0.059</td>
<td>0.048</td>
<td>-0.820</td>
</tr>
<tr>
<td>63</td>
<td>207</td>
<td>42.95</td>
<td>0.059</td>
<td>0.046</td>
<td>-0.970</td>
</tr>
<tr>
<td>Theoretical Values</td>
<td>45.00</td>
<td>0.032</td>
<td>0.041</td>
<td>0.030</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Holographic setting angles for the three 70-m antennas

<table>
<thead>
<tr>
<th>DSS</th>
<th>Setting angle, deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>47.0</td>
</tr>
<tr>
<td>43</td>
<td>47.3</td>
</tr>
<tr>
<td>63</td>
<td>41.8</td>
</tr>
</tbody>
</table>

Table 3. Comparison of old and new source-size correction factors for source 3C274 with the 64-m antennas ($C_r$) and the 70-m antennas ($C_{r70}$) at X-band

<table>
<thead>
<tr>
<th></th>
<th>Old value</th>
<th>New value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_r$</td>
<td>1.085</td>
<td>1.15</td>
</tr>
<tr>
<td>$C_{r70}$</td>
<td>1.106</td>
<td>1.18</td>
</tr>
</tbody>
</table>

Table 4. Final Ruze-Levy X-band parameter fits for the three 70-m antennas based on overall averages of calibrated data

<table>
<thead>
<tr>
<th>DSS</th>
<th>$\gamma$, deg</th>
<th>$G_{m}$, dB</th>
<th>$S_y$, in.</th>
<th>$S_z$, in.</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>45.930</td>
<td>74.172 ± 0.21</td>
<td>0.0462</td>
<td>0.0209</td>
<td>-0.9935</td>
</tr>
<tr>
<td>43</td>
<td>46.155</td>
<td>74.092 ± 0.21</td>
<td>0.0665</td>
<td>0.0857</td>
<td>0.3255</td>
</tr>
<tr>
<td>63</td>
<td>46.836</td>
<td>74.284 ± 0.21</td>
<td>0.0645</td>
<td>0.0702</td>
<td>-0.0300</td>
</tr>
<tr>
<td>Theoretical Values</td>
<td>45.000</td>
<td>74.32 ± 0.05</td>
<td>0.032</td>
<td>0.041</td>
<td>0.030</td>
</tr>
</tbody>
</table>

Table 5. Comparison of the standard deviations for fitting X-band and S-band Ruze-Levy parameters

<table>
<thead>
<tr>
<th>DSS</th>
<th>$\sigma_{x,r}$ dB</th>
<th>$\sigma_{s,r}$ dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>0.015</td>
<td>0.012</td>
</tr>
<tr>
<td>43</td>
<td>0.017</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Table 6. Comparison of old and new source-size correction factors for source 3C274 with the 26-m antenna ($C_r$) and the 70-m antennas ($C_{r70}$) at S-band

<table>
<thead>
<tr>
<th></th>
<th>Old value</th>
<th>New value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_r$</td>
<td>1.035</td>
<td>1.045</td>
</tr>
<tr>
<td>$C_{r70}$</td>
<td>1.14</td>
<td>1.205</td>
</tr>
</tbody>
</table>

Table 7. Final S-band peak gains (no atmosphere) for the three 70-m antennas

<table>
<thead>
<tr>
<th>DSS</th>
<th>$G_{m}$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>63.301 ± 0.11</td>
</tr>
<tr>
<td>43</td>
<td>63.354 ± 0.11</td>
</tr>
<tr>
<td>63</td>
<td>63.361 ± 0.11</td>
</tr>
</tbody>
</table>
Fig. 1. X-band gain versus elevation for the 70-m antenna at DSS-14 based on uncalibrated data and including atmospheric absorption.

Fig. 2. X-band gain versus elevation for the 70-m antenna at DSS-43 based on uncalibrated data and including atmospheric absorption.
Fig. 3. X-band gain versus elevation for the 70-m antenna at DSS-63 based on uncalibrated data and including atmospheric absorption.

Fig. 4. X-band gain versus elevation for the 70-m antenna at DSS-14 based on uncalibrated data. Atmospheric absorption has been removed.
Fig. 5. X-band gain versus elevation for the 70-m antenna at DSS-43 based on uncalibrated data. Atmospheric absorption has been removed.

Fig. 6. X-band gain versus elevation for the 70-m antenna at DSS-63 based on uncalibrated data. Atmospheric absorption has been removed.
Fig. 7. Calibrated, average X-band gain characteristics for the 70-m antennas, including absorption due to a clear, dry atmosphere.

Fig. 8. Calibrated, average X-band gain characteristics for the 70-m antennas; no atmospheric absorption has been included.
Fig. 9. Comparison of the X-band gain characteristics at DSS-63 before and after rebolting the structural brace.

Fig. 10. Flux density spectrum for source 3C274. The points correspond to measured values obtained by various workers, and the solid curve is a cubic power law fit based on equal weighting. The dashed linear curves are estimates based on the artificial-moon calibration method.
Fig. 11. X-band gain versus elevation for the 70-m antenna at DSS-14 including calibration adjustments and atmospheric absorption.

Fig. 12. X-band gain versus elevation for the 70-m antenna at DSS-43 including calibration adjustments and atmospheric absorption.
Fig. 13. X-band gain versus elevation for the 70-m antenna at DSS-63 including calibration adjustments and atmospheric absorption.

Fig. 14. X-band gain versus elevation for the 70-m antenna at DSS-14 including calibration adjustments; atmospheric absorption has been removed.
Fig. 15. X-band gain versus elevation for the 70-m antenna at DSS-43 including calibration adjustments; atmospheric absorption has been removed.

Fig. 16. X-band gain versus elevation for the 70-m antenna at DSS-63 including calibration adjustments; atmospheric absorption has been removed.
Fig. 17. Calibrated, average S-band gain characteristics for the 70-m antennas at DSS-14 and DSS-43 including absorption due to a clear, dry atmosphere.

Fig. 18. Calibrated, average S-band gain characteristics for the 70-m antennas at DSS-14 and DSS-43; no atmospheric absorption has been included.
Fig. 19. S-band gain versus elevation for the 70-m antenna at DSS-14 based on uncalibrated data. The lower curve includes atmospheric absorption.

Fig. 20. S-band gain versus elevation for the 70-m antenna at DSS-43 based on uncalibrated data. The lower curve includes atmospheric absorption.
Fig. 21. The same data is presented as in Fig. 19, except that the curve fit is based on the Ruze-Levy parameters obtained at X-band.

Fig. 22. The same data is presented as in Fig. 20, except that the curve fit is based on the Ruze-Levy parameters obtained at X-band.
Fig. 23. S-band gain versus elevation for the 70-m antenna at DSS-63 based on uncalibrated data. The lower curve includes atmospheric absorption. A systematic error has caused excessive gain loss at low elevations, but the peak gain is in agreement with measurements at DSS-14 and DSS-43.
Appendix A

Curve Fits to Individual Runs and Stations

The results of curve fitting to the efficiency data from individual runs at DSS-14 (DOY 100–143), DSS-43 (DOY 192–194), and DSS-63 (DOY 124–207) are shown in Figs. A-1–A-3. The data points shown in these figures are the $G(\alpha)$ values computed directly from the $e(\alpha)$ values measured at each station by means of Eq. (5). The upper curve is the result of fitting to the corresponding $G_0(\alpha)$ values obtained from Eq. (4), and the lower curve is the corresponding $G(\alpha)$ curve obtained from Eq. (4) using the $G_0(\alpha)$ fit. Thus, the upper curve is the best fit to Eq. (3) and represents the antenna performance without atmospheric attenuation, while the lower curve corresponds to the actual performance at the station.

Since the $e(\alpha)$ values for each station are computed from the measured antenna temperatures $T(\alpha)$ by means of the relationship

$$e(\alpha) = \frac{T(\alpha)}{T_a}$$

(A-1)

where

$$T_a = \frac{T_s}{C_r}$$

$T_s = \frac{\pi D^2 S}{8k} = 100 \text{ percent efficient source temperature for antenna of diameter } D$

$C_r = \text{source-size correction factor}$

$S = \text{source flux density}$

$k = \text{Boltzmann's constant}$

the gain $G_0(\alpha)$ may be expressed as

$$G_0(\alpha) = \frac{A_0z}{\sin \alpha} + 10 \log T(\alpha) + 10 \log \left(\frac{8\pi k}{\lambda^2}\right) + 10 \log \left(\frac{C_r}{S}\right)$$

(A-2)

This explicitly shows that the elevation dependence enters through both the attenuation correction and the measured antenna temperatures $T(\alpha)$, so that the shape of the $G_0(\alpha)$ curve depends to some extent on the value of $A_0z$ chosen. However, the variation in this parameter at a given station is generally less than 0.005 dB for good weather, so that at the lowest elevation for which the model should be used (10 deg) the corresponding error in $G_0(\alpha)$ amounts to less than 0.03 dB. Thus, one can assume that in the absence of systematic errors in the measurement of $T(\alpha)$, the values of $\gamma, G_1, G_2,$ and $G_3$ in Eq. (3) should be reasonably accurate.

The maximum gain, $G_m$, on the other hand, obviously depends directly on the assumed values for the source flux density $S$ and source-size correction factor $C_r$, and the accuracy of these parameters is discussed in Section IV.

Figures A-4–A-6 show the results of fitting to the combined calibrated data sets for the individual stations as discussed in Section IV.E. The curves shown are those appearing in Fig. 8 (no atmosphere), and it is seen that the rms error of the fits is ~0.03–0.05 dB for all three stations.
Fig. A-1. Uncalibrated X-band gain versus elevation data for DSS-14 showing Ruze-Levy curve fits for each individual run: (a) DOY 100, (b) DOY 101, (c) DOY 109, (d) DOY 114, (e) DOY 115, and (f) DOY 143. The lower curves include atmospheric absorption.
Fig. A-1 (contd)
Fig A-1 (contd)

Source 3C123
Atmos Attenuation = 0.03703 dB
\[ \gamma = 46.736365 \text{ deg (fixed)} \]
\[ S_y = 0.091840 \text{ in.} \]
\[ C = 0.049899 \]
\[ S_z = 0.074589 \text{ in.} \]
\[ \sigma = 0.026681 \text{ dB} \]
(80 out of 91 points are used in calculation)

Source 3C123
Atmos Attenuation = 0.03315 dB
\[ \gamma = 48.313146 \text{ deg (fixed)} \]
\[ S_y = 0.074221 \text{ in.} \]
\[ C = 0.151897 \]
\[ S_z = 0.040339 \text{ in.} \]
\[ \sigma = 0.044244 \text{ dB} \]
(52 out of 84 points are used in calculation)
Fig. A-2. Uncalibrated X-band gain versus elevation data for DSS-43 showing Ruze-Levy curve fits for each individual run: (a) DOY 192; (b) DOY 193; (c) DOY 193; and (d) DOY 194. The lower curves (or data points) include atmospheric absorption.
ELEVATION, deg

ANTENNA GAIN, dBi

Fig. A-2 (contd)

DSS-43 SOURCE 3C274
Fig. A-3. Uncalibrated X-band gain versus elevation data for DSS-63 showing Ruze-Lavy curve fits for each individual run: (a) DOY 124, (b) DOY 201, and (c) DOY 207. The lower curves include atmospheric absorption.
Fig. A-3 (contd)
Fig. A-4. Ruze-Levy curve fits to the combined, calibrated data for DSS-14 (no atmospheric absorption).

Fig. A-5. Ruze-Levy curve fits to the combined, calibrated data for DSS-43 (no atmospheric absorption).
Fig. A-6. Ruze-Levy curve fits to the combined, calibrated data for DSS-63 (no atmospheric absorption).
Appendix B

Periodic Measurement Errors and Systematic Offsets

I. Periodic Errors

Measurements made at DSS-14 show distinctive systematic errors, the most pronounced example of which is found in the data for DOY 109, which show a periodic fluctuation superimposed on the $e(\alpha)$ curve (see Fig. A-1c). This is most clearly seen over the range $26 \deg < \alpha < 60 \deg$, but appears to persist to some degree over the entire range of elevation angles at which measurements were made. Also, there is an indication of the same behavior in the data obtained on other days at this station.

Analysis of the DOY 109 data also reveals a similar periodicity in the pointing coefficient $C_p$. The two effects are compared in Fig. B-1 where $C_p - 1$ and $e$ are each plotted as a function of elevation angle $\alpha$ for the range $26 \deg < \alpha < 42 \deg$. It can be seen that not only do each of these show a periodic behavior, but that the two show a strong correlation as well. If a linear trend $\bar{e}(\alpha)$ is subtracted from the $e(\alpha)$ data, then the correlation between $C_p - 1$ and $e - \bar{e}$ appears as shown in Fig. B-2. The correlation coefficient is found to be $r = -0.581$, which corresponds to a probability that the two quantities are uncorrelated of $\sim 0.006$. The correlation is furthermore seen to be negative, as would be the case if there were a causal relationship between the pointing coefficient and measured efficiency, i.e., if the measured temperature $T(\alpha)$ were reduced as the result of a pointing error.

Since these data were obtained with the APCAL program operating in closed-loop mode, the pointing coefficient has not actually been used to correct the $e$ values.\(^1\) However, one may determine the extent to which the periodic pointing offset shown in Fig. B-1 contributes to the observed periodic efficiency loss shown in the same figure by comparing the sinusoidal curve fit to the efficiency data with the correlation between efficiency and pointing coefficient.

The least squares sinusoidal fit has the form

$$e - \bar{e} = C \cos (k \alpha + \phi) \quad (B-1)$$

with $C = 4.0149 \times 10^{-3}$, $k = 54.750$, and $\phi = 88.9 \deg$, while the linear correlation is of the form

$$e - \bar{e} = a - b \left( C_p - 1 \right) \quad (B-2)$$

with $a = 2.9305 \times 10^{-3}$ and $b = 0.5752$.

The efficiency and pointing coefficient are related to one another by the equation

$$e = \frac{e_m}{C_p} \quad (B-3)$$

where $e_m$ is the value of $e$ for perfect pointing ($C_p = 1$). If a linear approximation is made to this hyperbolic relation for $C_p \gg 1$,

$$e - \bar{e} = (e_m - \bar{e}) - e_m \left( C_p - 1 \right) \quad (B-4)$$

From Eq. (B-1), $e_m - \bar{e} = C$, and taking $e_m = 0.626$ from the original data (average maximum gain for $26 \deg < \alpha < 42 \deg$), the results of the linear correlation, Eq. (B-2), may be compared with the theoretical relationship, Eq. (B-4). This is done in Fig. B-2, where it is seen that the two are very close, thus implying that the observed periodic variation in efficiency has been caused by a periodic pointing error.

The periodic pointing error is thus seen to be of the form

$$C_p - 1 = \frac{C}{e_m} \left[ 1 - \cos (k \alpha + \phi) \right] \quad (B-5)$$

where $C/e_m = 4.414 \times 10^{-3}$, which gives a consistent fit to the data of Fig. B-2. In terms of the pointing offset angle $\Delta \Phi$,

$$C_p = \exp \left[ \frac{4 \ln 2 \left( \frac{\Delta \Phi}{\Phi_B} \right)^2}{\Phi_B} \right] \quad (B-6)$$

where $\Phi_B = HPBW = 0.030 \deg$ for the 70-m antennas. Thus, expanding the above

$$C_p - 1 \approx 4 \ln 2 \left( \frac{\Delta \Phi}{\Phi_B} \right)^2 \quad (B-7)$$

from which the maximum offset corresponding to $C_p - 1 = 4.414 \times 10^{-3}$ is $\Delta \Phi = 1.2 \times 10^{-3} \deg$.

---

In considering the periodic behavior above, the elevation angle \( \alpha \) has been treated as the variable. For the range of elevations considered there is a nearly linear relationship between the elevation angle and Greenwich Mean Time (GMT) so that a simple transformation can be made to time as a variable. This leads to the time equivalent of Eq. (B-1),

\[
e - \bar{e} = C \cos (\omega t + \phi)
\]

where it is found that \( \omega = 11.6871 \text{ deg/hr} \), giving a period for the oscillation of \( T = 0.5626 \text{ hr} = 33 \text{ min 45 sec} \). If a different interval is chosen for the analysis, then similar results are found but with somewhat different values for the fitting parameters. For example, for \( 44 \text{ deg} < \alpha < 61 \text{ deg} \), \( C = 3.667 \times 10^{-3} \), \( k = 43.8613 \), \( \phi = -38.2655 \text{ deg} \), and transforming to a time variable here, \( \omega = 12.2083 \text{ deg/hr} \), giving a period \( T = 0.6723 \text{ hr} = 40 \text{ min 20 sec} \). Also, for this interval there is no identifiable periodicity in the pointing coefficient, and the correlation between \( e - \bar{e} \) and \( C_p - 1 \) is random, thus indicating that either a dominant random component has been added to the pointing coefficient data, or the periodicity in \( e(\alpha) \) is of a different origin here, which seems less likely.

The above analysis leads to the conclusion that the efficiency data for this run have likely been systematically reduced due to pointing errors so that the true efficiency values are given by \( e_m(\alpha) = e(\alpha) + C \), where \( e(\alpha) \) is the value obtained from the curve fitting procedure discussed in Section III.A. Expressed in terms of gain, this corresponds to taking the curve fits obtained and increasing them by approximately 0.028 dB.

Although the periodic variation in \( e(\alpha) \) is clearly discernible in all of the DSS-14 data, its correlation with the computed pointing coefficient is not, so that in spite of the implication of the above analysis based on the DOY 109 data, there does not appear to be enough evidence to support a general conclusion that pointing errors have contributed 0.028 dB of loss to all, or even most of the DSS-14 gain measurements. In view of this, it seems prudent to treat the above as a probable error and include it in the overall error budget as discussed in Section IV.F.

II. Systematic Offsets

Efficiency data obtained at DSS-63 on DOY 201 show an interesting kind of hysteresis effect. The source, 3C123, was tracked in elevation from 26.34 deg to a maximum value of 79.36 deg, and then back down again to \( \alpha = 66.02 \text{ deg} \), thus providing an overlap of measurements over the range 66 deg < \( \alpha < 76 \text{ deg} \).

Figure B-3 shows the efficiency data plotted versus elevation for this limited range, and it can be seen from this that the data obtained while the source was setting are consistently below that obtained when it was rising, the difference corresponding to some 0.07 dB.

In this case it appears that at least a partial explanation for the change may be found in the environmental data accompanying the run, according to which the only significant change that occurred was in wind velocity. The sky was clear throughout the entire run, and temperature, pressure, and relative humidity all remained quite stable as well. However, the wind velocity was reported as zero throughout most of the run but picked up to 10 mph (SW) sometime between GMT = 0812 and 0927, i.e., exactly when the change in efficiency appears to have taken place.

The situation is summarized in Fig. B-4, in which the efficiency and elevation angle are both plotted in terms of GMT, and the last notation of zero wind velocity (GMT = 0812) and the first entry of 10 mph (SW) wind velocity (GMT = 0927) are shown. It can be seen from this that approximately 50 minutes elapsed between the reading taken at maximum elevation (GMT = 085455) and the first reading taken as the source was setting (GMT = 094505), and that the former was also probably depressed as a result of wind, i.e., the wind may have actually picked up shortly before GMT = 0900.

As a check on this, the gain loss versus wind velocity data from 810-5 rev. D\(^2\) for the 70-m antennas have been considered. Extrapolation of these data down to 10 mph results in a predicted gain loss of 0.034 dB. Since the 810-5 data represent the worst case attitude condition for gain loss resulting from wind-induced distortion, it appears that wind alone cannot account for the 0.07 dB loss shown in Fig. B-3.\(^3\)

Another example of a systematic offset is provided by the data from DSS-14 on DOY 115 and 116. This run was begun when the source was rising and very close to its maximum altitude. Data were collected as it rose to its maximum elevation and then proceeded to set, covering the range of elevations from 84.23 deg down to 16.56 deg. However, the entire set of measurements, including both rising and setting, for \( \alpha \geq 80.30 \text{ deg} \) shows a systematic offset amounting to \( \Delta G = 0.12 \text{ dB} \) (see Fig. A-1d). No explanation for this can be found in the data provided with the report.


\(^3\)Roy Levy, personal communication.
Fig. B-1. A comparison of X-band (a) pointing coefficient and (b) efficiency for DSS-14, DOY 109, showing correlation between the two quantities.

Fig. B-2. Correlation diagram for X-band efficiency versus pointing coefficient for DSS-14, DOY 109. The solid line is the linear regression curve for the data, and the dashed line corresponds to prediction based on a causal relationship between the two quantities.

Fig. B-3. Comparison of the X-band efficiency curves obtained at DSS-63, DOY 201, for increasing and decreasing elevation. The approximately 0.07-dB difference is partially explained on the basis of a time-dependent wind-loading effect.

Fig. B-4. X-band efficiency and elevation angle versus GMT for DSS-63, DOY 201, showing the onset of a 10-mph (SW) wind between the rising and setting curves.
DSN 70-Meter Antenna X- and S-Band Calibration Part II: System Noise Temperature Measurements and Telecommunications Link Evaluation

S. D. Slobin and P. H. Richter
Telecommunications Systems Section

The X- and S-band system operating noise temperatures of the DSN 70-m antennas are presented. Models of atmosphere and ground noise temperature contributions, as they affect the antenna calibrations, are given for future use in telecommunications link modeling. The measured 70-m antenna network G/T performance is presented. Compared with the earlier 64-m antenna network, G/T improvements of from 1.8 dB to 2.5 dB, depending on elevation angle, were achieved. G/T comparisons are made with the DSN/Flight Project Design Handbook and the Voyager telecommunications design control table. Actual Voyager telecommunications link performance is compared with predictions made by TPAP (the Voyager telecommunications prediction and analysis program) and with measured performance of the individual 70-m antennas. A modification in the use of antenna gain, system noise temperature, and atmospheric attenuation in existing telecommunications design control tables is suggested.

I. Introduction

This article is the second part of a two-part article covering the final calibration of the DSN 70-meter antennas in their upgrade from the original 64-meter configuration. This update occurred over a two-year period from fall 1986 through fall 1988 and was planned to enhance DSN performance at the time of the Voyager Neptune encounter (August 1989). Part I [1] contains material on the X-band (8420 MHz) and S-band (2295 MHz) gains of the antennas in addition to a rather comprehensive analysis of calibration radio source fluxes and size corrections for both the 64-meter and 70-meter antennas. Part II (this article) reports on the S- and X-band system noise temperatures and models for atmosphere and ground contributions to total system noise temperature. In addition, use of gain and noise temperature expressions in design control tables for telecommunications link analysis is also given. A comparison of measured 70-m antenna G/T (gain/system noise temperature) and the G/T model contained in the Voyager telecommunications prediction and analysis program (TPAP) is presented. Comparison of actual and TPAP-predicted Voyager telecommunications performance is presented as a test of the telecommunications link model used for that deep space mission.

The concept of "25-percent CD" weather is introduced here in order to clarify the description of weather-induced
atmospheric attenuation and system noise temperature effects. “CD” means “cumulative distribution” and in this particular case, refers to that noise temperature or attenuation value which is not exceeded 25 percent of the time. “Twenty-five-percent weather” will now be used to describe an average clear-sky condition with no visible liquid water (clouds or rain). Previously, the term “clear-dry” has been used for this condition and it has been confused with a lowest-loss atmosphere containing no water vapor or liquid water, which will now be referred to as “0-percent CD” weather.

The efficiency and noise temperature calibrations of the DSN 64-meter network, carried out in 1986 and 1987, are presented in [2-4]. The present 70-meter antenna gain and noise temperature calibrations will be compared to the earlier values.

II. Measured X- and S-Band System Noise Temperatures

Figure 1 shows the X-band system operating noise temperatures ($T_{op}$, for selected sets of data) at all three stations during the calibration period. The upper set is the raw input data (off-source noise temperatures) taken during the efficiency scans. It should be noted that the DSS-14 noise temperature data shown are taken without the dichroic reflector in place. It has been estimated previously\(^1\) that this results in a 1.2-K lower $T_{op}$ than when the antenna is in its normal configuration. This difference is readily seen in Fig. 1 when the DSS-14 near-zenith noise temperatures are compared with the mean noise temperature (20.9 K) of the other two stations. The 1.4-K difference is the sum of the dichroic contribution (1.2 K) and the atmosphere difference (0.2 K) between DSS-14 and the other two stations, as estimated from surface meteorological parameters that existed at the time of the efficiency measurements.

A without-atmosphere $T_{op}$ model can be created from the measured values by subtracting out, on a point-by-point basis, the atmospheric contributions which existed at the time of the calibration tests. Based on actual surface meteorological values, the approximate values for the X-band zenith atmospheric noise temperature and attenuation contributions were

- DSS-14: 2.28 K/airmass (0.037 dB/airmass)
- DSS-43: 2.52 K/airmass (0.041 dB/airmass)
- DSS-63: 2.48 K/airmass (0.040 dB/airmass)

The resulting without-atmosphere noise temperature values are shown as the bottom three data sets in Fig. 1. It was decided to create a composite model of system noise temperature by averaging the DSS-43 and DSS-63 data. This decision is supported by the fact that the DSS-14 near-zenith data (adjusted upward by the 1.4-K difference from the other stations) lies very nearly between the other two curves. The final result is to have a zenith noise-temperature peak-to-peak spread of 0.5 K, which is 0.1 dB of the average value of 20.9 K. It is thus determined that the 70-m X-band antenna zenith $T_{op}$ values with and without atmospheric contribution are

\[
T_{op, zenith, x} = 20.9 \text{ K, with atmosphere}
\]
\[
T_{op, zenith, x} = 18.4 \text{ K, without atmosphere}
\]

Similar data reduction techniques for a minimal amount of S-band calibration data yield

\[
T_{op, zenith, s} = 18.3 \text{ K, with atmosphere}
\]
\[
T_{op, zenith, s} = 16.5 \text{ K, without atmosphere}
\]

The S-band $T_{op}$ model indicates an atmospheric noise temperature contribution of 1.80 K/airmass (0.029 dB/airmass) for the conditions which existed at the time of the calibration tests.

These zenith noise temperatures represent substantial improvements (lower noise temperature) over comparable values determined for the antennas in their 64-m configurations [2-4]. Typical without-atmosphere improvements were 1.5 K at S-band and 0.7 K at X-band. Complete descriptions of both 64-m and 70-m antenna design considerations are given in [5].

Figure 2 shows curves fitted to both X- and S-band values of $T_{op}$, with and without atmospheric contribution. The 1.2-K dichroic adjustment for DSS-14 is included in these curves.

At or above 10-deg elevation, the system noise temperature is given by

\[
T_{op} = a_0 + a_1 \alpha + a_2 \alpha^2 + a_3 \alpha^3
\]

where

\[
\alpha = \frac{1}{\theta}
\]

and

\[
\theta = \text{elevation angle, deg}
\]

---

\(^1\)D. A. Bathker, personal communication.
Below 10-deg elevation, $T_{op}$ is given by:

$$T_{op} = b_0 + b_1 \theta + b_2 \theta^2$$  \hspace{1cm} (2)

where

$$\theta = \text{elevation angle, deg}$$

The coefficients for these expressions are given in Table 1.

Strictly speaking, $T_{op}$ is the total system operating noise temperature and includes the atmosphere; however, in this article it is used to indicate noise temperatures with and without atmospheric effects included. It should be noted that there are no experimental data below 10-deg elevation angle; therefore, the latter noise temperature expression (Eq. 2) is totally an extrapolation and may have large errors (several K). On the basis of curve-fitting alone above 10-deg elevation, the error for X-band (with atmosphere) is ±1.2 K ($3 - \sigma$); for S-band (with atmosphere) the error is ±0.4 K ($3 - \sigma$). The data do not appear able to support an attempt to distinguish among the antennas at the 0.1- to 0.2-K level (zenith, with atmosphere), which is what one would see due to altitude differences of the stations.

Receiver and square-law detector non-linearities, VSWR of the ambient load, temperature readout errors, and numerous other contributions all conspire to reduce the calibration accuracy of the radiometer noise diodes used during the antenna measurements. Thus, the knowledge of the absolute X- or S-band $T_{op}$ for the 70-m antennas is estimated\(^2\) to be no better than ±10 percent ($3 - \sigma$). This is a ±2-K error for a 20-K system.

III. Atmosphere and Ground Modeling for Telecommunications Link Analysis

It is seen in [1] that the X- and S-band antenna gain curves are presented without atmospheric effects included, i.e., as though the antenna existed in a vacuum. Indeed, gain and efficiency represent an inherent quality or condition of the antenna; outside influences should not be included in these characteristics. An antenna with poor efficiency may have large spillover and scattering noise temperature contributions, but for telecommunications link analysis the received signal power is only a function of antenna gain (without atmosphere) and atmospheric loss. Inherent in antenna gain are certain system losses such as those due to the waveguide and dichroic plate, but these are constant with time (unless the antenna is modified) and are not a function of elevation angle, as is the atmospheric loss.

The raw antenna noise temperature data are taken under a range of (usually) clear weather conditions. The data are corrected for the atmospheric conditions that existed at the time of the measurements, yielding a without-atmosphere determination of efficiency and gain. For telecommunications link analysis, a particular weather condition must be postulated. A description of X-band weather-related attenuation and noise temperature is given in the DSN/Flight Project Interface Design Handbook\(^3\) (herein referred to as “810-5”). A new revision of this document is being developed which will include updated S- and X-band performance, and the addition of Ka-band (32 GHz) performance estimates for use in the DSN.

A nominal clear-sky weather condition is postulated as one in which there are no clouds in the sky and the relative humidity is neither low (clear dry) nor high (clear humid). Based on the rule-of-thumb that clouds are not present 50 percent of the time, the “average” clear weather condition is defined as “25-percent weather” as discussed earlier. For comparison with previous “clear sky” (but otherwise uncharacterized) measurements, the concept of 25-percent weather is introduced.

The presentation of predicted antenna gains in 810-5 includes a clear-sky (but undefined) atmospheric loss. “Without-atmosphere” gains would not include this loss, and lacking information regarding test conditions during the gain measurements, one must assume that a nominal 25-percent weather condition existed. For a standard atmosphere [6] with a surface water vapor density of 7.5 g/m\(^3\) the surface parameters are:

Temperature = 15°C
Pressure = 1013 mb, at sea level
Relative Humidity = 58 percent

Using these surface values at the altitudes of the three DSN 70-m locations results in clear-sky, 25-percent weather zenith-effect models for the three locations as given in Table 2. Also shown for comparison is a DSS-14 condition with no water vapor (minimum-loss atmosphere, 0-percent weather) in acknowledgment of the fact that Goldstone may have a significantly lower average relative humidity than do the other two 70-m sites.

It is seen that the effects at the three sites are uniformly distributed with a mean close to the effects at DSS-63. (The mean height above sea level is 0.825 km.) The DSS-14 no-water-vapor case shows significantly lower atmospheric effects. Climatologically, Goldstone (DSS-14) is quite different from

\(^2\)C. T. Stelzried, private communication.

the other two locations. As an example, the mean rainfall there is 3.5 in./year. At DSS-43 it is 23.0 in./year, and at DSS-63 it is 19.6 in./year. Thus, the overseas sites receive about six times as much rain as does Goldstone. It is assumed that cloud effects are also proportionately larger.

For clear-sky (25-percent weather) modeling, it may be of little consequence whether one uses either the nominal or dry zenith models for DSS-14. The error in calculating the X-band received power level will be less than 0.1 dB at a 6-deg elevation angle. The noise temperature error calculated at the same elevation angle may be as much as 6 K out of a total $T_{op}$ of about 50 K, resulting in a calculated SNR (signal-to-noise ratio) error of about 0.5 dB. As given in Table 1 (cf. also Fig. 2) the without-atmosphere values of $T_{op}$ reflect the effect of a changing spillover and scatter contribution as a function of elevation angle. All other contributions to noise temperature are constant with elevation angle, except for a slightly changing cosmic background contribution. (This contribution varies less than 1 K for all elevation angles over a wide range of weather conditions; although, for the sake of completeness, this variation should be accounted for in design control tables.) An estimate of 70-m antenna zenith ground (rear spillover plus quadripod scatter) contribution is 3.0 ±0.5 K for X-band, and about 0.5 K more for S-band as a result of optimizing the X-band spillover design at the expense of S-band.4

The clear-sky (25-percent weather) total system noise temperatures at zenith are made up of the components shown in Table 3. Assuming nominal receiver values it can be seen from this table that the ground noise contribution may then be expressed as:

$$T_{ground,x} (K) = T_{x,w/o \, am} - 15.4$$

$$T_{ground,s} (K) = T_{x,w/o \, am} - 13.0$$

where $T_{w/o \, am}$ is calculated from the values given in Table 1, and 15.4 K and 13.0 K are the receiver plus cosmic contributions to $T_{op}$ at X- and S-bands, respectively.

Subtracting the 2.7-K cosmic background from the constants in the above two expressions, one then obtains the fixed receiver and waveguide contributions to system noise temperature, in this case 12.7 K (X-band) and 10.3 K (S-band). It should be noted that errors in the estimate of the “fixed” zenith ground contribution can be “traded-off” against noise temperature contributions from receiver and waveguide to give the total zenith $T_{op}$ values shown in Fig. 2.

It is seen then that at 30-deg elevation the total ground contributions at X- and S-bands are 5.0 K and 4.5 K, respectively. The changes from the X- and S-band zenith values are 2.0 K and 1.0 K, respectively.

The 1.80-K S-band atmosphere described earlier is that which existed during antenna calibration tests and is thus shown in Fig. 2. This is 0.1 K lower than shown in Table 3, but is not inconsistent with the agreement between the X-band model and experiment, as the X- and S-band data sets were not taken at the same time. In other words, the atmospheric attenuation and noise temperature during the S-band calibrations were slightly less than nominal.

By separating out the atmosphere and ground noise temperature contributions separately, these effects are more easily handled in design control tables when the effect of a particular weather condition is studied, when changes are made in antenna configuration, or when particular antenna components are modified in any manner.

IV. G/T Improvement with the 70-m Antenna Network

The gain/noise temperature (G/T) ratio is generally regarded as the key figure-of-merit for a telecommunications antenna and receiver system. For the 70-m upgrade project, the maximization of this ratio at X-band was a key design parameter.

Substantial X-band gain improvements over those of the 64-m antennas were made. For an accurate gain comparison, the peak 64-m antenna gains as reported in [2-4] must be adjusted upward as a result of studies made during the analysis in [1]. A redetermination of radio source 3C274 flux contributes a +0.076-dB change. A recalculation of the 3C274 source-size correction for the 64-m antennas results in two corrections, one for DSS-14 and one for DSS-43 and DSS-63. As given in the DSN radio source catalog,5 the source-size correction for 3C274 in use during the DSS-43 and DSS-63 calibrations was 1.085 (D-3801, rev. A). During the DSS-14 calibration the source-size correction was 1.089 (D-3801, rev. B). The latest calculated value [1] is 1.15, giving changes of +0.253 dB (DSS-43 and DSS-63) and +0.237 dB (DSS-14). Adding these to the 0.076-dB flux adjustment results in total gain changes of +0.313 dB (DSS-14) and +0.329 dB (DSS-43/63). Comparing the peak without-atmosphere gains of the

---

4D. A. Bathker, personal communication.

The 810-5 modeled 70-m antenna performance was derived from a hybrid performance combination (increased by 1.9 dB) of the 64-m antennas as given in earlier versions of 810-5. The gain values used for DSS-14 and a combined DSS-43/63 differ uniformly by 0.12 dB and reflect the fact that the DSS-14 gain was somewhat higher than the gain of the overseas antennas. This difference underestimated the measured difference [2-4] of 0.40 dB, including adjustments. The shapes of the 810-5 gain curves reflect the flatter shapes of the DSS-14 and DSS-43 (64-m) curves, as compared to the DSS-63 (64-m) gain curve, which had a steep falloff at both low and high elevation angles [2-4]. This difference was due to a structural anomaly of the DSS-63 64-m antenna; the 70-m antennas are presently identical in construction. The 810-5 noise temperature values used were common to all antennas and give a zenith $T_{op}$ value of 20.0 K. The tolerance of the 810-5 zenith noise temperature was ±3 K ($\sigma$ not stated), which is comparable to the ±10-percent value given earlier in Section II.

The 64-m G/T curve shown in Fig. 4 is a hybrid curve and represents the best possible performance that might have been achieved by the 64-m network. The curve combines the highest gain (DSS-14) and lowest noise temperature (DSS-43), both with atmosphere, as given in [3, 4]. The 64-m gain value has been adjusted upward by 0.313 dB, as discussed above. Measured individual 64-m antenna performances were somewhat lower than shown in this figure, due to either lower gain or increased $T_{op}$. This hybrid model is used to show the minimum G/T improvement of the 70-m network over the 64-m network. Comparing the DSS-14 G/T performance, the improvement ranges from a minimum of 1.8 dB at zenith to a maximum of almost 2.5 dB at 10-deg elevation. From 20-deg to 80-deg the DSS-14 improvement is about 2.0 dB (±0.2 dB).

### Table 1

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Gain Increase (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSS-14</td>
<td>+1.85</td>
</tr>
<tr>
<td>DSS-43</td>
<td>+2.15</td>
</tr>
<tr>
<td>DS-63</td>
<td>+2.37</td>
</tr>
</tbody>
</table>

Of these totals, about 0.8 dB is due to area increase, and the remainder is due to efficiency improvement. The average X-band gain increase is about 2.1 dB, well above the project requirement of 1.9 dB. Repeating the results presented in [1], the final peak without-atmosphere gains and aperture efficiencies for the 70-m antennas are

- **DSS-14 (Goldstone):** 74.172 dBi (68.50 percent)
- **DSS-43 (Canberra):** 74.093 dBi (67.27 percent)
- **DSS-63 (Madrid):** 74.287 dBi (70.34 percent)

The without-atmosphere noise temperature improvements (decreases) at zenith are discussed in Section II. The S-band improvement is about 0.4 dB, and the X-band improvement is about 0.2 dB.

Figure 3 shows the final 70-m X-band gain (as given in [1]) and system noise temperature performance compared with the model contained in the latest (1986 through 1988-era) 810-5 Design Handbook. This comparison is made to document the 1986 accuracy of predicting the G and T performance of the 1989 70-m antenna network. The initial predicted values were used in preliminary estimates of Voyager (and other) telecommunications link performances through the year 2000. The points plotted in the curves are measured values minus 810-5 modeled values (which include a clear-sky atmosphere). The measured 70-m gain values include a nominal 25-percent clear-sky weather attenuation (0.040 to 0.042 dB as given in Table 2) for comparison with the 810-5 values measured during what must now be assumed (years after the fact) to be also a 25-percent clear-sky condition. The zenith atmospheric attenuation value over the 0 to 50 percent CD (cumulative distribution) range is about 0.040 dB ±0.010 dB (cf. Table 2), which gives some idea of the maximum possible post facto error in the 25-percent CD assumption. The 70-m $T_{op}$ values are those given in Table 1 and Fig. 2 (X-band with atmosphere).

It is seen that at low elevation angles, the measured (and extrapolated) $T_{op}$ is much larger than the 810-5 model. This difference is 5.7 K at 5-deg elevation. Above 20-deg elevation, the difference is less than 1 K, with the measured values being larger than the 810-5 values. The measured 70-m antenna gain performance exceeded the model over most of the elevation angle range, with a maximum difference for DSS-63 of about 0.3 dB at 35-50-deg elevation. Below 10-deg elevation, only DSS-14 exceeds the model; the other antennas are as much as 0.35 to 0.5 dB below the model at 5-deg elevation. The ±0.3 dB (±7 percent) agreement range for all antennas extends from about 8-deg to 90-deg elevation.
It is seen that the 70-m antenna upgrade has resulted in a substantially more powerful DSN telecommunications operation than existed with the previous 64-m configuration.

V. Comparison of Measured DSN 70-m Antenna Performance, TPAP-Predicted Link Performance, and Actual Voyager Telecommunications Performance

An integral and absolutely vital part of the telecommunications link design control table (DCT) is an accurate description of the gain and system noise temperature characteristics of the antennas being used. Differences between measured performance and the DCT model (all other things being equal) will be reflected in either an excessive or inadequate link margin. The results, in short, will be unnecessary sacrifice of the quantity or the quality of pictures of Neptune (for example).

Clearly, two of the most important goals of the 70-m upgrade project were to obtain the maximum gain and the minimum noise temperature possible from the upgraded antennas. In telecommunications link operation, the maximum amount of data that can be received is directly proportional to the real \( G/T \) value of the receiving system at whatever elevation angle the spacecraft happens to be. It should be noted that in all discussions of \( G/T \), one is talking about operational performance, and as such the effects of the atmosphere are included in both \( G \) and \( T \). In order to maximize the data received, accurate predictions of link performance must be made in order to choose, among many other things, the transmitted data rate. Included in the link performance prediction are numerous other considerations among which are weather effects, spacecraft limit cycling (pointing), variations of transmitted power, and ground antenna pointing error (including conscan offset effect).

The Voyager design control table, TPAP (Telecommunications Prediction and Analysis Program), has within it models of antenna gain, system noise temperature, and certain adjustments for weather conditions more severe than the nominal 25-percent CD weather postulated for the 810-5 gain and noise temperature curves.

To verify the accuracy of TPAP, the following must be determined: (1) what antenna parameters are being used in the program, (2) whether they agree with an official project document or the 810-5 document, (3) whether they agree with the newly determined 70-m antenna performance characteristics \[1\], and (4) whether the Voyager telecommunications link actually operates as predicted.

It was found during the Voyager Uranus encounter (January 1986) using the DSN 64-m network, that there was an excess X-band link margin of approximately 1 to 2 dB, depending on the station, in benign weather conditions, as indicated by symbol signal-to-noise (SSNR) residuals.\(^6\) (The Voyager Uranus encounter, of course, was eminently successful.) Subsequent to that encounter, elements of the 64-m TPAP program were changed to reflect updated 810-5 Design Handbook values. Included in these changes were a ground antenna gain increase of +0.3 dB, and a \( T_{op} \) decrease of 2.1 K (+0.4 dB improvement). The total adjustment was +1.0 dB. With the 70-m upgrade, the changes to the telecommunications database to be used for Neptune encounter totaled 3.3 dB, including the 1.0 dB described above.

Because of inconsistencies between the TPAP computational methods and the presentation of the 810-5 link parameters, attempts were made within TPAP to approximate the 810-5 values for gain and noise temperature. The resulting gain and \( T_{op} \) values do not agree exactly with the 810-5 values. The TPAP \( T_{op} \) values are all 0.5 K lower than the 810-5 values, e.g., with a zenith value of 19.5 K. This discrepancy is caused by the fact that the atmospheric noise increase with elevation angle is generated within TPAP from an atmosphere attenuation model; in 810-5 the noise temperature increase (ground and atmosphere) is given as a separate input. The single gain curve in TPAP is a hybrid 64-m curve raised 1.9 dB, with downward adjustments of -0.2 dB made for an asymmetric statistical gain distribution, and -0.1 dB made for conscan pointing offset. The elements of the gain curve, before the 0.3-dB adjustment, are given in Voyager Telecommunications Design Control Document.\(^7\) Nevertheless, a single 70-m \( G/T \) curve can be generated from the TPAP parameters, and this can be compared with the three \( G/T \) curves shown for the 70-meter antennas (cf. Fig. 4).

Figure 5 shows the differences between the measured 70-m \( G/T \) and the model contained within TPAP. It is seen that the measured performance over the 20- to 90-deg elevation range tends to exceed the TPAP predictions for clear-sky conditions. A difference of as much as 0.3 dB exists (for DSS-14 at 20-deg elevation, and for DSS-63 at 35-deg elevation). At the lower elevation angles all antennas appear to drop off in performance compared to the TPAP model due to an incorrect 810-5/TPAP noise temperature model, and, in the cases of DSS-43 and DSS-63, there is a steep gain fall-off, more severe than in
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\(^6\) B. D. Madsen, personal communication.

the models. It should be noted that the excessive $T_{op}$ values are compared with the TPAP model, not the slightly different 810-5 model. In actuality there was, in general, a decrease in real $T_{op}$ contribution compared with the 64-meter network values. The present 810-5 and TPAP antenna performance models are somewhat unrealistic, but not so much as when they modeled the 64-m antenna performance.

Figure 6 shows the curves of Fig. 5 plotted with selected sets of Voyager symbol SNR (SSNR) residuals representing differences between actual Voyager telecommunications link performance and TPAP-predicted link performance. In the following discussion, “measured link” means measured 70-m antenna G/T, “modeled link” means the G/T model contained within the TPAP program, “actual performance” means actual Voyager SSNR, and “predicted performance” means TPAP-predicted Voyager SSNR. Comparisons among these four items require the use of the TPAP “transfer standards,” in which accurate gain and noise temperature models (and numerous other factors) within TPAP imply an accurate prediction of received SSNR.

These data were recorded during the last quarter of 1988 and in early 1989. The straight line segments represent the Voyager 1 (Spacecraft 31) and Voyager 2 (Spacecraft 32) SSNR residuals during particular passes which appeared to represent the best actual performance of the link during the period mentioned (in other words, when everything was working well). These passes are annotated as STATION/SPACECRAFT/DOY. No appropriate data for DSS-43/Spacecraft-31 could be found. The data are restricted to the period after 1988 DOY 274, at which time there was a database change (an adjustment of system noise temperature) within TPAP. The comparison between measured link residuals (the curves) and actual performance residuals (the straight line segments) should be a valid test of the link model and telecommunications prediction methods used by the Voyager Project.

It is seen that for DSS-63 there is remarkable agreement between the actual Voyager excess performance (positive residuals) and the excess measured antenna G/T, compared with the TPAP models. Over the 20- to 50-deg elevation angle range, the agreement is within 0.1 dB, and shows as much as +0.3 dB link margin. For DSS-14 it appears that the Voyager link may be underperforming by as much as 0.2 dB over the elevation range 20- to 60-deg. The DSS-43 data appear to be 0.2 to 0.4 dB below what might be expected from the link. Again, these data were chosen from a very small number of passes, and given a larger database, higher performance may very well be seen. Long-term daily observations of the SSNR residuals by Voyager telecommunications analysts have not detected significantly inadequate performance of any station. The uncertainty in both the G/T and SSNR residuals is about 0.2 dB (1-sigma). No data were available at low elevation angles, thus it is not possible in this article to verify the large negative G/T residuals shown below 10-deg elevation.

VI. Use of Antenna Parameters in Telecommunications Design Control Tables

By the relationships given in [1] for S- and X-band antenna gain, and in this article for S- and X-band atmospheric contributions, ground noise temperatures, and microwave system constants, design control tables can be developed to predict G/T (gain/system noise temperature) for a given antenna, at a given elevation angle, for a given weather condition. The weather condition is referred to as “x-percent-weather,” and is actually the cumulative distribution (CD) of the weather statistics at the point of interest. As an example, 90-percent weather (CD = 0.90) means that 90 percent of the time the weather effect (attenuation or noise temperature) is less than or equal to a particular value.

For example, consider the DSS-43 (Canberra) 70-m antenna, X-band, 90- through 10-deg elevation angle, 90-percent weather, worst month. Also included is a hot-body contribution at 0.5 K, as determined by methods presented in the 810-5 Design Handbook. Table 4 shows that portion of a design control table (DCT) concerned with antenna, atmosphere, and ground effects. The details of the calculation of each entry are given in the Appendix. It is seen in this example that in contrast to previous methods of calculating gain, attenuation, and noise temperature effects, atmospheric attenuation is not included in the antenna gain description, ground and atmosphere effects are separated, that there is not a single zenith $T_{op}$ value which includes ground, atmosphere, receiver, waveguide, and cosmic contributions, and that the changes with elevation angle are simply calculated. The DCT portion presented here is formulated to lend itself to straightforward calculations by means of any spreadsheet program.

VII. Conclusion

The 70-meter antenna upgrade project has significantly improved the gain and noise temperature characteristics of the three large antennas in the NASA Deep Space Network.

8B. D. Madsen, personal communication.
Although the noise temperature improvements have been modest (0.2 to 0.4 dB at zenith), the peak gain increases have been substantial (1.85 to 2.37 dB over the comparable 64-m antennas). The combined effect of both contributions has been to increase the G/T (gain/noise temperature) performance of the DSN from a minimum of 1.8 dB to a maximum of 2.5 dB, compared to the best possible G/T of a 64-m antenna.

An analysis was made to determine the measured 70-m G/T performance compared with that presented in the 810-5 Design Handbook. It was found that compared to 810-5, the measured gains for all stations are within 0.3 dB from 8-deg elevation to zenith. The noise temperature agrees within 0.3 dB from 17-deg elevation to zenith. The G/T agreement is within 0.2 dB from 15-deg to zenith.

In anticipation of the Voyager Neptune encounter in August 1989, a comparison of measured 70-m antenna performance and actual Voyager telecommunications performance was made, both relative to the gain, noise temperature, and performance models contained within TPAP. Based on limited sets of link SSNR residuals for the period late-1988 through February 1989, it was found that the DSS-63 link at its best appears to perform in agreement with the measured 70-m antenna performance. In other words, they both appear to have the same amount of excess performance (up to 0.3 dB) compared to the models contained within TPAP. The DSS-14 link appears to be operating as much as 0.2 dB below its capability, although in agreement with the predictions of the TPAP model. The DSS-43 link appears to be operating as much as 0.3 to 0.4 dB below both its capability and its TPAP-predicted performance.
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Table 1. Coefficients of polynomial expressions for 70-m system noise temperatures, $T_{op}$, K

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>X-band $T_x$, w/atm</th>
<th>X-band $T_x$, w/o atm</th>
<th>S-band $T_s$, w/atm</th>
<th>S-band $T_s$, w/o atm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>17.31485</td>
<td>16.79863</td>
<td>16.03823</td>
<td>15.73028</td>
</tr>
<tr>
<td>$a_1$</td>
<td>260.33790</td>
<td>133.73960</td>
<td>170.74070</td>
<td>61.51348</td>
</tr>
<tr>
<td>$a_2$</td>
<td>-444.55570</td>
<td>-738.87820</td>
<td>-329.81790</td>
<td>-284.86760</td>
</tr>
<tr>
<td>$a_3$</td>
<td>-146.17770</td>
<td>1376.48100</td>
<td>-65.32625</td>
<td>461.33590</td>
</tr>
<tr>
<td>$b_0$</td>
<td>70.64852</td>
<td>28.57571</td>
<td>47.82000</td>
<td>22.47123</td>
</tr>
<tr>
<td>$b_1$</td>
<td>-4.58767</td>
<td>-0.53753</td>
<td>-2.52123</td>
<td>-0.41137</td>
</tr>
<tr>
<td>$b_2$</td>
<td>0.13988</td>
<td>0.00960</td>
<td>0.07142</td>
<td>0.01142</td>
</tr>
</tbody>
</table>

Note: High-elevation limits for $T_{op}$ expressions (Eq. 1):

- if $T_x$, w/atm < 20.9 then $T_x$, w/atm = 20.9
- if $T_x$, w/o atm < 18.4 then $T_x$, w/o atm = 18.4
- if $T_s$, w/atm < 18.3 then $T_s$, w/atm = 18.3
- if $T_s$, w/o atm < 16.5 then $T_s$, w/o atm = 16.5

Table 2. Nominal clear-sky (25-percent weather) zenith atmospheric attenuation ($A$) and noise temperature ($T$) at DSN 70-m antenna locations

<table>
<thead>
<tr>
<th>Station</th>
<th>X-band</th>
<th>S-band</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A$, dB</td>
<td>$T$, K</td>
</tr>
<tr>
<td>DSS-14 0.993 km MSL</td>
<td>0.040</td>
<td>2.45</td>
</tr>
<tr>
<td>DSS-14 no water vapor (0-percent weather)</td>
<td>0.031</td>
<td>1.86</td>
</tr>
<tr>
<td>DSS-43 0.670 km MSL</td>
<td>0.042</td>
<td>2.60</td>
</tr>
<tr>
<td>DSS-63 0.812 km MSL</td>
<td>0.041</td>
<td>2.53</td>
</tr>
</tbody>
</table>
Table 3. Components of clear-sky (25-percent weather) total zenith system noise temperature, K

<table>
<thead>
<tr>
<th>Component</th>
<th>Contribution to noise temperature, K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver + waveguide</td>
<td>12.7 ±0.5</td>
</tr>
<tr>
<td>Atmosphere, nominal</td>
<td>2.5</td>
</tr>
<tr>
<td>Ground (spillover + scatter)</td>
<td>3.0 ±0.5</td>
</tr>
<tr>
<td>Cosmic background</td>
<td>2.7</td>
</tr>
<tr>
<td>Total</td>
<td>20.9</td>
</tr>
</tbody>
</table>

Table 4. Proposed Design Control Table (DCT); portion concerning antenna, atmosphere, and ground effects

<table>
<thead>
<tr>
<th></th>
<th>Ground antenna diameter, m</th>
<th>Frequency, GHz</th>
<th>Wavelength, m</th>
<th>Elevation angle, deg</th>
<th>Percent weather, CD</th>
<th>Atmosphere attenuation total zenith, dB</th>
<th>Atmosphere attenuation total at elevation, dB</th>
<th>Atmosphere loss factor L at elevation</th>
<th>Ground antenna gain without atmosphere, 100 percent, dBi</th>
<th>Ground antenna gain without atmosphere at elevation, dBi</th>
<th>Receiver noise, K</th>
<th>Waveguide noise, K</th>
<th>Atmosphere physical temperature, K</th>
<th>Atmosphere noise, total, K</th>
<th>Ground noise, K</th>
<th>Hot-body noise without atmosphere, K</th>
<th>Hot-body noise, K</th>
<th>Cosmic noise temperature, K</th>
<th>Total system noise temperature, $T_{op}$, K</th>
<th>Gain/$T_{op}$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Input</td>
<td>70.0000</td>
<td>70.0000</td>
<td>70.0000</td>
<td>70.0000</td>
<td>70.0000</td>
<td>70.0000</td>
<td>70.0000</td>
<td>70.0000</td>
<td>70.0000</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
</tr>
<tr>
<td>2</td>
<td>Input</td>
<td>8.4200</td>
<td>8.4200</td>
<td>8.4200</td>
<td>8.4200</td>
<td>8.4200</td>
<td>8.4200</td>
<td>8.4200</td>
<td>8.4200</td>
<td>8.4200</td>
<td>73.3753</td>
<td>74.0412</td>
<td>74.0412</td>
<td>73.9494</td>
<td>73.9494</td>
<td>73.9494</td>
<td>73.9494</td>
<td>73.9494</td>
<td>73.9494</td>
<td>73.9494</td>
</tr>
<tr>
<td>3</td>
<td>Input</td>
<td>0.0356</td>
<td>0.0356</td>
<td>0.0356</td>
<td>0.0356</td>
<td>0.0356</td>
<td>0.0356</td>
<td>0.0356</td>
<td>0.0356</td>
<td>0.0356</td>
<td>4.4529</td>
<td>5.1354</td>
<td>5.1354</td>
<td>6.2764</td>
<td>6.2764</td>
<td>6.2764</td>
<td>8.8346</td>
<td>8.8346</td>
<td>8.8346</td>
<td>12.8202</td>
</tr>
<tr>
<td>4</td>
<td>Input</td>
<td>90.0000</td>
<td>60.0000</td>
<td>45.0000</td>
<td>30.0000</td>
<td>20.0000</td>
<td>10.0000</td>
<td>50.0000</td>
<td>10.0000</td>
<td>10.0000</td>
<td>3.5000</td>
<td>3.5000</td>
<td>3.5000</td>
<td>3.5000</td>
<td>3.5000</td>
<td>3.5000</td>
<td>3.5000</td>
<td>3.5000</td>
<td>3.5000</td>
<td>3.5000</td>
</tr>
<tr>
<td>5</td>
<td>Input</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
</tr>
<tr>
<td>6</td>
<td>Input</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
<td>0.0700</td>
</tr>
<tr>
<td>7</td>
<td>Input</td>
<td>0.0700</td>
<td>0.0808</td>
<td>0.0990</td>
<td>0.1400</td>
<td>0.2047</td>
<td>0.4031</td>
<td>0.4031</td>
<td>0.4031</td>
<td>0.4031</td>
<td>1.0162</td>
<td>1.0188</td>
<td>1.0231</td>
<td>1.0328</td>
<td>1.0328</td>
<td>1.0328</td>
<td>1.0438</td>
<td>1.0438</td>
<td>1.0438</td>
<td>1.0973</td>
</tr>
<tr>
<td>8</td>
<td>Input</td>
<td>1.0162</td>
<td>1.0188</td>
<td>1.0231</td>
<td>1.0328</td>
<td>1.0438</td>
<td>1.0583</td>
<td>1.0583</td>
<td>1.0583</td>
<td>1.0583</td>
<td>7.58148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
<td>75.8148</td>
</tr>
<tr>
<td>9</td>
<td>Input</td>
<td>9.0000</td>
<td>9.0000</td>
<td>9.0000</td>
<td>9.0000</td>
<td>9.0000</td>
<td>9.0000</td>
<td>9.0000</td>
<td>9.0000</td>
<td>9.0000</td>
<td>0.4920</td>
<td>0.4908</td>
<td>0.4887</td>
<td>0.4841</td>
<td>0.4770</td>
<td>0.4557</td>
<td>0.4557</td>
<td>0.4557</td>
<td>0.4557</td>
<td>0.4557</td>
</tr>
<tr>
<td>10</td>
<td>Input</td>
<td>278.5000</td>
<td>278.5000</td>
<td>278.5000</td>
<td>278.5000</td>
<td>278.5000</td>
<td>278.5000</td>
<td>278.5000</td>
<td>278.5000</td>
<td>278.5000</td>
<td>23.3017</td>
<td>24.2344</td>
<td>25.9923</td>
<td>29.6561</td>
<td>35.0089</td>
<td>49.2604</td>
<td>56.1392</td>
<td>56.1392</td>
<td>56.1392</td>
<td>56.1392</td>
</tr>
<tr>
<td>11</td>
<td>Input</td>
<td>2.6568</td>
<td>2.6502</td>
<td>2.6392</td>
<td>2.6144</td>
<td>2.5757</td>
<td>2.4607</td>
<td>2.4607</td>
<td>2.4607</td>
<td>2.4607</td>
<td>59.6314</td>
<td>60.1160</td>
<td>59.8426</td>
<td>59.0883</td>
<td>58.1040</td>
<td>56.1392</td>
<td>56.1392</td>
<td>56.1392</td>
<td>56.1392</td>
<td>56.1392</td>
</tr>
</tbody>
</table>
Fig. 1. The 70-m antenna X-band noise temperatures, with and without atmospheric contribution.

Fig. 2. S- and X-band noise temperature curve-fits, with and without atmospheric contribution.
Fig. 3. The 70-m antenna measured minus 810-5 model of gain and system operating noise temperature.

Fig. 4. Comparison of 70-m antenna measured and 810-5 G/T values, with best possible 64-m performance.
Fig. 5. The 70-m antenna measured G/T minus Voyager TPAP-predicted G/T.

Fig. 6. The 70-m antenna measured G/T minus Voyager TPAP-predicted G/T, with Voyager SSNR residuals.
Appendix

Sample DCT for Antenna, Atmosphere, and Ground Effects

Following is a line-by-line listing of the entries in a design control table (cf. Table 4).

Line 1: INPUT ground antenna diameter, DIAM, meters.

Line 2: INPUT frequency, FREQ, GHz.

Line 3: The wavelength, meters, is calculated from

\[ \text{WVLN} = 0.29979 / \text{FREQ} \]

Line 4: INPUT elevation angle, ELEV, degrees.

Line 5: INPUT percent weather, cumulative distribution, CD, (0–1).

Line 6: INPUT total zenith atmospheric attenuation, AZEN, dB, for weather condition (CD) of interest. This will usually be found in an external source such as the 810-5 Design Handbook, or another source of measured or modeled weather effects. In the example presented here, the 0.070-dB value is calculated from values presented in the 810-5 Handbook, TCI-40: 0.033-dB baseline plus 0.037-dB increase.

Line 7: The total atmospheric loss, dB, at the elevation angle of interest is calculated from

\[ \text{ADB} = \frac{\text{AZEN}}{\sin(\text{ELEV})} \]

This flat-earth model is accurate to within 4 percent down to an elevation angle of about 6 deg, in which case it overestimates the loss. The error at 12-deg elevation is an overestimate of about 1 percent.

Line 8: The atmospheric loss factor (dimensionless) is calculated from

\[ \text{LATM} = 10^{\frac{\text{ADB}}{10}} \]

Line 9: The ground antenna gain, dBi, for 100-percent efficiency is calculated as a diagnostic only:

\[ G100 = 10 \log_{10} \left( \frac{\pi \cdot \text{DIAM}^2}{\text{WVLN}} \right) \]

where \( \pi = 3.14159265 \).

Line 10: Ground antenna gain, dBi, without atmosphere as a function of elevation angle is calculated from

\[ \text{GDB} = 73.10 + (4.09421E-02)\theta - (4.20925E-04)\theta^2 \]

where

\[ \theta = \text{elevation angle, deg} \]

This polynomial expression matches the DSS-43 without-atmosphere gain as presented in [1]. Expressions for gain will be found in the 810-5 design document, this article, or may be postulated for other frequencies. This calculated value should be compared with G100 for reasonableness.

Line 11: INPUT ground receiver noise temperature, TRCVR, K.

Line 12: INPUT ground antenna waveguide noise temperature, TWG, K.

Note: sum of lines 11 and 12 agrees with the value in Table 3.

Line 13: Atmosphere mean physical temperature, K, calculated as a function of cumulative distribution CD to reflect the fact that weather effects which dominate at the higher CDs generally occur closer to the ground and thus have a higher physical temperature.

\[ \text{TPATM} = 265 + 15 \times \text{CD} \]

Line 14: Calculated atmospheric noise temperature, K:

\[ \text{TATM} = \text{TPATM} \left( 1 - \frac{1}{\text{LATM}} \right) \]

Line 15: INPUT ground noise temperature TGRND, K, calculated, (external to the spreadsheet) from:

\[ \text{TGRND} = T_{w/o \, atm} - 15.4 \]

This is Eq. (3), this article. Expressions for the \( T_{w/o \, atm} \) contribution will be found in the 810-5 Design Handbook, this article, or may be postulated for other configurations. For use in spreadsheet calculations, the polynomial expressions given in Table 1 may be too complex, hence external calculations for given elevation angles may be required. Simplifications to the Table 1 expressions may be used in some applications, with some loss of accuracy.

Line 16: INPUT hot-body noise THOT, K, as given in 810-5, with the ground antenna pointing a fixed angular distance from the source. This may change during an encounter period.
Line 17: Hot-body noise, $K$, attenuated by the atmosphere is calculated from:

$$THOTP = \frac{THOT}{LATM}$$

Line 18: Cosmic noise temperature, $K$ as attenuated by the atmosphere:

$$TCOS = \frac{2.7}{LATM}$$

Line 19: Total system noise temperature, $T_{op}$, $K$, as calculated from:

$$TOP = TRCVR + TWG + TATM + TGRND + THOTP + TCOS$$

Line 20: $G/T$ (gain/system noise temperature), dB, is calculated from:

$$GT = GDB - ADB - 10\log_{10}(TOP)$$
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Reanalysis, Compatibility, and Correlation in Analysis of Modified Antenna Structures

R. Levy
Ground Antenna and Facilities Engineering Section

A simple computational procedure is synthesized to process changes in the microwave-antenna pathlength-error measure when there are changes in the antenna structure model. The procedure employs structural modification reanalysis methods combined with new extensions of correlation analysis to provide the revised rms pathlength error. Mainframe finite-element-method processing of the structure model is required only for the initial unmodified structure, and elementary postprocessor computations develop and deal with the effects of the changes. Several illustrative computational examples are included. The procedure adapts readily to processing spectra of changes for parameter studies or sensitivity analyses.

I. Introduction

The capability to readily process changes or sequences of changes in antenna finite-element-method (F.E.M.) structure models is useful for design, parameter studies, or design sensitivity analyses. Otherwise these tasks entail major computational effort via ab initio processing. F.E.M. analysis of antenna structures is time-consuming and demanding of mainframe computer resources. It is necessary to solve simultaneous linear load-displacement equations of orders in the thousands. Processing the structural stiffness matrix and the vectors of external loading cases provides the displacements of the F.E.M. nodes. A change in any structural element property or boundary restraint changes the stiffness matrix and therefore normally requires repetition of the lengthy equation-solving operation. This article discusses short-cut approaches that can readily avoid reformulating and repeating the stiffness matrix equation solution for special cases of changing the initial structure. Following this it will be shown how to synthesize the antenna performance pathlength error measure with only a trivial amount of additional computation. The procedures used here are postprocessor applications that are independent of and require no coding or algorithm changes in the F.E.M. software used to process the initial model. The only interaction with the F.E.M. software is in the desirability of convenient access to the output results.

The approaches considered here that condense the analysis of modified structures depend upon linearity of the load-displacement formulation. Linearity implies that superposition of displacements is also valid when loadings are superimposed. The final response (displacements, member stresses, and forces) is obtained as the sum of the response of the initial system to the known external loadings and the response to particular unit “indicator” loading vectors [1] that are appropriately
scaled to ensure compatibility in the modified system. The scaling methods are derived from the method of "consistent deformations" [2] or extensions under the topic of "structural modification reanalysis" [3-6].

Although linearity permits superposition of linear response quantities from several loading cases, the antenna surface accuracy is more appropriately expressed in terms of the mean square least squares best-fitting pathlength error, or equivalently, the square root (rms) of this quantity. It will be shown here that it is not necessary to recompute the displacements at all the nodes of the antenna surface F.E.M. model by superposition and then to repeat the least-squares method computations to obtain the best-fitting surface for this new set of displacements. That procedure, which is too lengthy to perform for any reasonably sized model except by a computer of substantial capacity, can be replaced by simple postprocessor hand or desk-type calculator analysis. The simplified calculations use the already available mean square pathlength errors for the several loading cases and the correlation coefficients for these loadings to perform the necessary calculations in a few steps.

II. Analysis for Structure Modifications

A. Method of Consistent Deformations

This method will be used for the situation in which the reflector backup tipping structure is analyzed independently of the supporting alidade or pedestal. The tipping structure F.E.M. model has the reflector supported on the elevation axis bearings. However, as is customary, the boundary restraint that would be in the thrust direction of the bearings is omitted. That is, the support provides no restriction of the reflector motion in the direction of the axis (elevation axis) through the bearings. Consequently it is desirable to correct the reflector analysis for the actual restraint of the alidade in this direction. The consistent deformation condition is that the final reflector and alidade displacements along the axis of the bearings must agree.

The definitions below, in which all terms are derived from separate reflector and mount analyses, are used to solve this problem:

\[ e_R = \text{extension of the reflector from bearing to bearing due to the action of the external loading} \]

\[ e_M = \text{extension of the mount from bearing to bearing due to the reactions from the loading on the reflector plus any other loading applied directly to the mount that is also associated with the same reflector loading case} \]

\[ f_R = \text{extensional compliance of reflector for equal and opposite forces applied at each bearing point along the axis of bearings; that is, this compliance is the extension produced by an indicator loading across the bearings} \]

\[ f_M = \text{compliance of the mount for an equilibrating indicator loading} \]

These defined quantities are shown conceptually in Fig. 1. The bearing points are shown as "A" and "B," \( R_A \) and \( R_B \) are the corresponding reaction forces, and the indicator loading forces are denoted as \( P_R \). Here the displacement quantities are arbitrarily shown as if point A is fixed and point B moves to B', but actually the quantities required are the differences in displacements (extensions) between the final positions of A and B. All quantities are assumed positive as shown and can be in any set of consistent dimensional units.

From superposition, the final extension of the reflector will be the original extension plus a scale factor \( R \) times the extension for the reflector model indicator load. The final extension of the mount will be the original plus the same scale factor times the effect for the mount model indicator load. These final extensions must be equal. That is,

\[ e_R + Rf_R = e_M + Rf_M \] (1)

or

\[ R = \frac{(e_M - e_R)}{(f_R - f_M)} \] (2)

The application is illustrated in the following examples:

Example 1. The following data are available from a 34-m antenna design:

<table>
<thead>
<tr>
<th>Tipping-Structure-Only Model</th>
<th>Alidade-Only Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_R = -0.71761 )</td>
<td>( e_M = -0.09420 )</td>
</tr>
<tr>
<td>( f_R = 0.54791 )</td>
<td>( f_M = -0.76280 )</td>
</tr>
</tbody>
</table>

Thus from Eq. (2)

\[ R = \frac{(-0.09420 + 0.71761)}{(0.54791 + 0.76280)} = 0.47563 \]
The final extensions are:

- for the reflector: \[ -0.71761 + (0.47563)(0.54791) = -0.4570 \]
- for the alidade: \[ -0.09420 - (0.47563)(0.76280) = -0.4570 \]

Analysis of the composite model of reflector combined with alidade found the final extension to be \(-0.4628\). The difference between this and the number computed above is attributed to roundoff and minor differences in the composite model and the stand-alone individual models.

**Example 2.** This is an example of satisfying more than one compatibility condition for reflector-mount analysis. Figure 2 shows the schematic of a half-structure subreflector model and its supporting mount in which all details not pertinent to this example have been omitted.

For the subreflector model, the external loading is in the positive \(z\)-coordinate direction (vertical), and the primary support in this direction is at node 10, but, similar to Example 1, there is no restraint at the node for motion in the \(x\) direction. Node 512 is in line vertically with node 10 and has no external restraints.

The mount attaches to the subreflector at nodes 10 and 512. It contains one bar between these nodes (parallel to the \(z\) axis). Node 10 is unrestrained and the restraints on node 512 allow motion in the \(z\) direction. The assumptions are (a) node 512 of the mount has no stiffness except in the \(z\) direction, and (b) displacements of the subreflector in the \(z\) direction do not produce other subreflector forces or reactions. With these assumptions there are two redundancies in the reflector and mount system and these provide the associated compatibility conditions. Similar to Example 1, one condition is that the displacements of subreflector and mount at node 10 in the \(x\) direction must be the same. The second condition is that the \(z\)-direction extensions between nodes 10 and 512 in both models must be the same.

The indicator loadings that are applied to each model are shown in the figure as \(P_x\) and \(P_z\). They are applied in opposite senses for the two models since they are required to be consistent with internal equilibrium in the composite system. The following additional definitions are used:

- \(U_R\) = vector containing the \(x\) displacement of subreflector node 10 as its first component and the extension between nodes 10 and 512 as the second
- \(U_M\) = mount displacement vector with the same components as for the subreflector vector above
- \(R\) = vector of scale factors to be found; these apply to the indicator loads

\[ \mathbf{F_R} = \text{subreflector compliance matrix for the indicator loadings; row indices correspond with UR and column indices correspond with the indicator loads} \]

\[ \mathbf{F_M} = \text{mount compliance matrix with indices as for \( \mathbf{F_R} \)} \]

The compliance matrix components are taken to be positive in the case of increasing the node 10 \(x\)-displacement component and lengthening the distance between nodes 10 and 512.

With these definitions the matrix compatibility equation becomes

\[ U_R + F_R R = U_M + F_M R \quad (3) \]

Rearranging Eq. (3), the following equation is obtained:

\[ (U_R - U_M) = (F_M - F_R) R \quad (4) \]

which can be solved for \(R\).

Specific input data from the subreflector and mount analyses and the computed value of \(R\) are given in Table 1. Using either the left side or the right side of Eq. (3), the updated extensions can be computed from the value of \(R\) just found. The result is compared below with that obtained by a composite model analysis of subreflector and mount:

<table>
<thead>
<tr>
<th></th>
<th>Computed here</th>
<th>Composite model</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)-displacement</td>
<td>0.07103</td>
<td>0.07118</td>
</tr>
<tr>
<td>(z)-extension</td>
<td>-0.02822</td>
<td>-0.02831</td>
</tr>
</tbody>
</table>

**B. Parallel Element Method of Structural Modification Reanalysis**

This method [6-8] uses superposition and compatibility to provide great simplicity in processing spectra of changes in properties for elemental members of the F.E.M. model. It is particularly simple in both concept and application when applied to the analysis [8] or design [9, 10] of predominately one-dimensional-type rod members used in antenna structures. The method invokes only elementary postprocessor computations that, except for the requirement that the F.E.M. analysis process additional self-equilibrating indicator loads [1] in the usual way, are independent of the F.E.M. software.

The method can be applied for rod, beam, plate, or other elements of the F.E.M. model, but here the application will be restricted to the rod-type elemental member. The concept is that for each particular "parent" member of the structure to
be changed, there is conceptually a “parallel” member attached to the structure in the same way as the parent. The area of the parallel member, positive for additions and negative for reductions, is the change in area of the parent. An independent indicator loading consisting of a pair of unit indicator loads (directed towards each other) is applied at the terminal nodes of each parent member in the original structure. The following is a summary of the algorithms in the notation of and abstracted from [8].

1. Notation.

\[ U_I = \text{the displacement matrix of the initial unmodified structure; the order is } m \text{ (degrees of freedom) by } k \text{ (number of external loading columns)} \]

\[ U_M = \text{the displacement matrix to be found for the modified structure} \]

\[ U_D = \text{the change in displacements, which is equal to the displacements for the forces of the parallel members acting as loads on the initial structure} \]

\[ U_S = \text{the displacement matrix of the initial structure for the indicator loadings; the order is } m \times b \text{ (number of parent member changes)} \]

\[ R = \text{a matrix of scale factors of magnitudes to be found for the indicator loadings; the order is } b \times k \]

\[ e_M = \text{the matrix of final extensions of parent and parallel members in the modified structure; the order is } b \times k \]

\[ e_I = \text{the matrix of initial extensions of the parent members; the order is } b \times k \]

\[ e_S = \text{the matrix of extensions of the parent members for the indicator loadings; the order is } b \times b \]

\[ e_0 = \text{a diagonal matrix of extensions of the parallel members when isolated from the structure and loaded by tensile indicator load pairs; the order is } b \times b \]

2. Algorithms. It is evident that the displacement of the modified structure is equal to the displacements for the initial structure plus the changes. That is,

\[ U_M = U_I + U_D \tag{5} \]

Since the change in displacements is equal to the displacements caused by the indicator loads multiplied by their scale factors, Eq. (5) is rewritten as

\[ U_M = U_I + U_S R \tag{6} \]

Similarly for the extensions,

\[ e_M = e_I + e_S R \tag{7} \]

Nevertheless, the extension for the isolated parallel members when subjected to the scaled values of the indicator loadings must be the same for compatibility of parent and parallel member extensions, that is,

\[ e_M = e_0 R \tag{8} \]

Combining Eqs. (7) and (8) leads to the following expression that can be solved for \( R \),

\[ (e_0 - e_S) R = e_I \tag{9} \]

Once \( R \) has been determined, Eqs. (6) and (7) will provide the displacements and extensions of the modified structure.

Computation of the terms needed to formulate Eq. (9) is particularly simple for rod members of the structure. From Hooke's Law the extension of a rod in terms of its internal stress resultant force \( P \), length \( L \), area \( A \), and Young's Modulus \( E \) is

\[ e = \frac{PL}{AE} \tag{10} \]

Therefore all that is needed from the finite-element program to compute the extension terms are the output vectors of initial and indicator loading internal forces for the various external and indicator loadings. This allows Eq. (10) to be used as a simpler alternative to computing the extensions directly from the displacements of the terminal nodes. The extension of a typical isolated parallel member for an indicator loading of magnitude \( M \) (if not of unit magnitude) is

\[ e_0 = \frac{ML}{A_D} \tag{11} \]

in which \( A_D \) is the area of the parallel member (equal to the change in area of parent member).

It is simple to show that if Eqs. (10) and (11) are used in Eq. (9), and both sides of Eq. (9) are premultiplied by the inverse of a diagonal matrix containing the \( AE/L \) terms, the following equation provides an alternative way to solve for \( R \):

\[ (A^* - P_S)R = P_I \tag{12} \]

in which \( A^* \) is a diagonal matrix containing the \( MA/A_D \) term appropriate to each row and \( P_S \) and \( P_I \) are the matrices of
internal forces of the parent members for the indicator loadings and for the external loadings.

The internal forces $P_M$ for the modified structure are computed analogously to Eq. (5) as

$$P_M = P_I + P_D$$  \hspace{1cm} (13)

where $P_D$ is the change in force equal to [10]

$$P_S = (P_S + I_S)R$$  \hspace{1cm} (14)

in which $I_S$ is a quasi-identity matrix with one unity element in each row corresponding to the rows of $R$ and is null elsewhere.

3. Comments.

(1) If there is no parent member in the initial structure at a particular row, in Eq. (12) that row can be replaced by the formulation in terms of the extension as given in Eq. (9). $A_D$ becomes the area of the member added.

(2) If it is desired to remove a member, $A_D$ should be the negative of the parent member area.

(3) $P_S$ is the negative of an identity matrix if the set of parent members is statically determinate. If any row of the matrix is null except for a negative unity on the diagonal, the associated parent member is essential to stability and cannot be removed.

(4) Examination of the $P_S$ matrix can provide an indication of the redundancy of the parent members. The stronger the off-diagonal coupling, the more redundant.

(5) It is simple to process spectra of parent member changes because the formulations of Eq. (9) or Eq. (12) remain almost intact. The only terms that change are those that depend upon changes of $A_D$. It may be appropriate to substitute an arbitrarily small number for $A_D$ that is several orders of magnitude smaller than the area of the parent if there is to be no modification for a particular parent member in one of these variations.

Example 3. Figure 3 is a sketch of the half-model of a 70-m antenna subreflector. The reflecting surface is modeled by plate elements and is stiffened by additional plates in the radial and circumferential directions. Supplementary truss structure behind and above the plates provides a backup and the means for attachment to the external supporting structure. The support system has been modified for illustrative purposes in this example and the vertical (z-axis direction) support system has been replaced by the three spring supports shown at points A, B, and C of the figure. The springs are represented by rods in the model and the area parameter of the rods is to be varied. The computations are to be performed according to the procedures just given for the effect on two particular external loadings. The loadings are 1.0-g loads in the $z$- and in the $y$-coordinate directions.

The data, solution, and a sample check of computed forces and deflections derived from an F.E.M. analysis of the modified model are shown in Table 2. The small differences between the check results are attributed to round-off error and limited numbers of significant figures in the data transferred from the initial F.E.M. analysis. In [8] may be found a discussion of how the change in the loading due to changes in the weights of the modified members could be accounted for if necessary.

III. Correlation Analysis for RF Pathlength Performance of Modified Structures

A. Pathlength Error Vector Computation

The microwave antenna pathlength error computations that employ the deflections provided by the F.E.M. analysis are summarized here for ready reference. The linear relationship between the components of the pathlength error vector of the reflector with the Cartesian coordinate deflection components at the surface nodes was derived in [11]. This provided both the matrix relating pathlength error to deflection and the formulation of the least-squares procedure used to best-fit the deflected surface to an alternative surface that minimized the mean-square pathlength error. This formulation was extended in [12] which provided a single linear transformation matrix to express directly the relationship between the best-fitting pathlength error vector and the deflections. This transformation implicitly incorporated the least-squares fitting parameters and provided a one-to-one transformation from the triad of deflections at each node to the best-fit pathlength error of that node. This relationship is in the form

$$\rho = GU$$  \hspace{1cm} (15)

in which $\rho$ is the pathlength error vector, $G$ is an invariant matrix essentially containing functions of the direction cosines of the ideal reflecting surface, and $U$ contains the three-component deflection vector at each node.

Since the deflection vector for a combined loading can be assembled as the superposition of a linear combination of the displacement vectors for a set of independent loadings, a pivotal consequence is that the pathlength error vector can be assembled from the independent pathlength errors in the identical way. To be specific, if $C$ is a vector of constants, $U_j$ a matrix containing vectors of deflections for a set of individual loadings, $\rho_j$ a matrix containing the corresponding best-
fit pathlength error vectors, and $U$ and $\rho$ are the corresponding composite deflection and best-fitting pathlength errors, then when the deflection can be superimposed as

$$U = U_j C$$  \hspace{1cm} (16)

it also follows that

$$\rho = \rho_j C$$  \hspace{1cm} (17)

An additional favorable consequence is that superposition relationships similar to Eq. (17) also apply to other linear performance measures such as the least-squares best-fitting parameters, the boresight pointing errors, and subreflector offsets.

**B. Mean Square Pathlength Error via Correlation Analysis**

It is customary to consider a weighted mean-square pathlength error where the weights for microwave antennas depend upon an illumination factor and also the local area tributary to each node. However, if the weights are appropriately normalized so that they sum to unity, the weighting factors can be omitted for brevity in the following discussions without loss of generality. Then the mean-square pathlength error $SS$ is the inner product

$$SS = \rho^T \rho$$  \hspace{1cm} (18)

and the root-mean-square error is

$$rms = (SS)^{1/2}$$  \hspace{1cm} (19)

When the pathlength error vector is found by superposition according to Eq. (17) then elementary matrix algebra will show that the mean square can be expressed as

$$SS = C^T CV C$$  \hspace{1cm} (20)

in which $CV$ is the covariance matrix with elements given by

$$CV(i,j) = \rho_i \rho_j$$  \hspace{1cm} (21)

The covariance matrix can be computed from the triple product of a diagonal matrix $RM$ of rms values of the best-fit pathlength errors for the independent loadings and a correlation matrix $CR$ as

$$CV = RM CR RM$$  \hspace{1cm} (22)

In Eq. (22) the diagonal elements of matrix $RM$ are $rms_1, rms_2, \ldots, rms_n$, where $n$ is the number of loads that are superimposed. The coefficient of the $i$th row and $j$th column of the correlation matrix is defined as

$$CR(i,j) = \frac{\rho_i \rho_j}{(rms_i, rms_j)}$$  \hspace{1cm} (23)

It can be observed that the correlation matrix is symmetrical and has unity on the diagonal. The correlation matrix can be produced most conveniently as a by-product in the initial F.E.M. analysis [13] or alternatively by an independent post-processor.

In summary, postprocessor pathlength error computations for a linear combination of loadings are accomplished by applying Eqs. (22), (20), and (19), in that order.

**Example 4.** The rms pathlength error for the external loading will be computed for the antenna of Example 1. The following data are available from the tipping-structure-only analysis:

<table>
<thead>
<tr>
<th></th>
<th>RMS</th>
<th>Correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>External loading</td>
<td>0.01090</td>
<td>-0.4331</td>
</tr>
<tr>
<td>Indicator loading</td>
<td>0.005705</td>
<td>-0.4331</td>
</tr>
</tbody>
</table>

Therefore,

$$RM = \begin{bmatrix} 0.01090 & 0.00000 \\ 0.00000 & 0.005705 \end{bmatrix}$$

$$CR = \begin{bmatrix} 1.0000 & -0.4331 \\ -0.4331 & 1.0000 \end{bmatrix}$$

and

$$C = \begin{bmatrix} 1.0000 \\ 0.47563 \end{bmatrix}$$ \hspace{1cm} (R found from Ex. 1)

Then, from Eq. (22)

$$CV = \begin{bmatrix} 0.0001188 & -0.0000269 \\ -0.0000269 & 0.0000325 \end{bmatrix}$$

from Eq. (20)

$$SS = 1.0056E-04$$
Example 5. This is a supplement to Example 2. The pathlength error for the external loading as modified by the interaction with the mount will be computed here. The data and solution are shown in Table 3. The rms value of 0.0066 shown as the solution in the table was also obtained from the F.E.M. analysis of the composite reflector and mount. Actually there is agreement to within unity in the next (not shown) decimal figure.

If correlation analysis had not been used here, the conventional approach to predicting the rms number would be to take the root sum square (rss) of each of the three independent values times the applicable constant (C vector). That result would have led to the value of 0.0123. This inaccuracy is because the rss method is based upon an identity correlation matrix, which is far from the case here.

C. Pathlength Error Syntheses for Multiple Modified External Loadings

Up to this point the computation of pathlength error via correlation analysis for a modified structure treated the effect of modification for only one external loading condition. Frequently, however, the external loading of interest is a combination of two (in the case of gravity loading on an antenna) or more (with the addition of other environmental cases) loadings. Consequently the previous formulation will be extended to include the cases of multiple external loadings for a modified antenna structure.

From superposition, similar to Eq. (17), the pathlength error vector for the external loading on the modified structure can be expressed as

\[ \rho_M = \rho_{GM} \cdot C \]  

(24)

in which \( \rho_M \) is the pathlength error vector for the modified structure when subjected to the combined external loading, \( \rho_{GM} \) is a matrix of the pathlength error vectors for the individual external loading cases of the modified structure, and \( C \) is a vector of combining coefficient factors for the external loading vectors.

Premultiplication of Eq. (24) by its transpose provides the desired mean-square pathlength error \( SS_M \) for the modified structure. That is

\[ SS_M = C^T CV_M C \]  

(25)

in which \( CV_M \) is the covariance matrix for the modified structure given by

\[ CV_M = \rho_{GM}^T \rho_{GM} \]  

(26)

It can be observed that once the modified covariance matrix \( CV_M \) is obtained it is trivial to complete the solution by means of Eq. (25). Consequently, the remainder of this discussion will concentrate on deriving an expression for this matrix.

External loading pathlength vectors that have been modified by the parallel element method can be expressed in terms of a matrix of unmodified pathlength error vectors \( \rho_G \), a matrix \( \rho_I \) of pathlength errors for the indicator loadings, and \( R \), the matrix of scale factors for the indicator loadings. Therefore, similarly to Eqs. (6) and (8), and with superposition in the form of Eq. (17), the modified pathlength error is

\[ \rho_{GM} = \rho_G + \rho_I R \]  

(27)

In the equation above, all the pathlength vectors are the least-squares best-fitting vectors.

Using Eq. (27) in Eq. (26) it can be shown, with some multiplication and rearrangement, that the desired covariance matrix can be expressed as the sum of four matrices. To do this, the following matrices that are all determined from F.E.M. analysis of the unmodified structure are defined:

\[ RM_G = \text{the diagonal matrix of rms values for the external loading; } CR_G \text{ is the associated matrix of correlation coefficients} \]
\[ RM_I = \text{the diagonal matrix of rms values for the indicator loads; } CR_I \text{ is the associated matrix of correlation coefficients} \]
\[ CR_{GI} = \text{the matrix of correlation coefficients for the external loadings with respect to the indicator loading} \]

The above definitions are used in the computation of the following covariance matrices

\[ CV_G = RM_G CR_G RM_G \]  

(28)

\[ CV_I = RM_I CR_I RM_I \]  

(29)
Finally, omitting the manipulations, the following expression as the sum of four matrices can be developed for $\mathbf{C}_V$:

$$\mathbf{C}_V = \mathbf{R}_1 \mathbf{C}_V \mathbf{R}_1'$$

The modified covariance matrix is square and of order equal to the number of external loads. The diagonal elements are the mean-square pathlength errors for the external loads on the modified structure and the off-diagonals are the pairwise covariances for these loads.

**Example 6.** The covariance matrix of the modified structure of Example 3 will be computed in this final example. The data and solution are shown in Table 4. The modified covariance matrix $\mathbf{C}_V$ shown as the solution in Table 4 can be used as described in the preceding paragraph to furnish the rms value for the external loadings and their correlation coefficient. These are compared below with those obtained by a full F.E.M. analysis of the modified structure.

<table>
<thead>
<tr>
<th></th>
<th>Computed here</th>
<th>F.E.M. analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>External $z$-loading rms</td>
<td>0.03922</td>
<td>0.03917</td>
</tr>
<tr>
<td>External $y$-loading rms</td>
<td>0.00862</td>
<td>0.00861</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.8755</td>
<td>0.8753</td>
</tr>
</tbody>
</table>

**IV. Summary**

The synthesis of a readily applied procedure to compute the performance parameters of modified antenna structures has been presented. All the necessary computations can conveniently be developed by desk calculator or personal computer postprocessing. The input data needed consist of conventional mainframe computer analysis output for the unmodified structure. The synthesized procedure uses short-cut structure modification reanalysis methods to avoid reprocessing the modified finite-element-model structure model. Then, changes in the antenna root-mean-square pathlength error performance measure are computed for the modified structure by extended methods of correlation analysis. The complete modification and correlation analysis synthesis readily accommodates the processing of spectra of changes in the antenna structure for purposes such as for parameter studies or for design sensitivity analyses.
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Table 1. Data and solution for Example 2

<table>
<thead>
<tr>
<th>Data</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_R = \begin{pmatrix} 0.87642 \ -0.32976 \end{pmatrix}$</td>
<td>$F_M - F_R = \begin{pmatrix} -0.40864 \ 0.129000 \end{pmatrix}$</td>
</tr>
<tr>
<td>$U_M = \begin{pmatrix} 0.05865 \ 0.0 \end{pmatrix}$</td>
<td>$F_M - F_R = \begin{pmatrix} 0.129000 \ -0.060766 \end{pmatrix}$</td>
</tr>
<tr>
<td>$F_R = \begin{pmatrix} 0.394478 &amp; -0.129000 \ -0.129000 &amp; 0.052867 \end{pmatrix}$</td>
<td>$U_M - U_R = \begin{pmatrix} 0.81777 \ -0.32976 \end{pmatrix}$</td>
</tr>
<tr>
<td>$F_M = \begin{pmatrix} -0.014172 &amp; 0.0 \ 0.0 &amp; -0.007899 \end{pmatrix}$</td>
<td>$R = \begin{pmatrix} -0.873343 \ 3.57202 \end{pmatrix}$</td>
</tr>
</tbody>
</table>
Table 2. Data and solution for Example 3

Data:

<table>
<thead>
<tr>
<th>Spring</th>
<th>External loading, $P_I$</th>
<th>Self-equilibrating indicator loading, $P_S$ ($M = 1000$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z, 1.0-g</td>
<td>Y, 1.0-g</td>
</tr>
<tr>
<td>A</td>
<td>-2451.0</td>
<td>8.6</td>
</tr>
<tr>
<td>B</td>
<td>-2318.0</td>
<td>-625.3</td>
</tr>
<tr>
<td>C</td>
<td>-2031.0</td>
<td>616.8</td>
</tr>
</tbody>
</table>

Solution:

<table>
<thead>
<tr>
<th>Spring</th>
<th>$A^*$ (diagonal elements only, Eq. 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.10220408M = -102.20408</td>
</tr>
<tr>
<td>B</td>
<td>-0.10101010M = -101.01010</td>
</tr>
<tr>
<td>C</td>
<td>0.5000000000M = 5000.000000</td>
</tr>
</tbody>
</table>

$A^* - P_S = \begin{bmatrix} -545.908 & 262.800 & 262.800 \\ 262.800 & -141.501 & -131.400 \\ 262.800 & -131.400 & 5868.600 \end{bmatrix}$

$P_I = \begin{bmatrix} -2451.0 & 8.6 \\ -2318.0 & -625.3 \\ -2031.0 & 616.8 \end{bmatrix}$

$R = \begin{bmatrix} 116.718 & 19.979 \\ 233.475 & 41.397 \\ -0.345 & 0.137 \end{bmatrix}$ (See Eq. 12)

Checks:

Internal force check

<table>
<thead>
<tr>
<th>Spring</th>
<th>Computed here (Eq. 14)</th>
<th>Finite-element analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z, 1.0-g</td>
<td>Y, 1.0-g</td>
</tr>
<tr>
<td>A</td>
<td>-2382</td>
<td>-407.7</td>
</tr>
<tr>
<td>B</td>
<td>-2358</td>
<td>-418.2</td>
</tr>
<tr>
<td>C</td>
<td>-2071</td>
<td>823.9</td>
</tr>
</tbody>
</table>

Deflection check

<table>
<thead>
<tr>
<th>Node index</th>
<th>Computed here (Eq. y)</th>
<th>Finite-element analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Z, 1.0-g</td>
<td>Y, 1.0-g</td>
</tr>
<tr>
<td>124-2</td>
<td>-0.11722</td>
<td>-0.01454</td>
</tr>
<tr>
<td>124-3</td>
<td>3.12309</td>
<td>0.54772</td>
</tr>
</tbody>
</table>
Table 3. Data and solution for Example 5

Data:

<table>
<thead>
<tr>
<th>Loading case</th>
<th>rms</th>
<th>Indicator X</th>
<th>Indicator Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>External</td>
<td>0.006647</td>
<td>0.9725</td>
<td>-0.8632</td>
</tr>
<tr>
<td>Indicator X</td>
<td>0.002335</td>
<td>-0.8297</td>
<td>-0.8297</td>
</tr>
<tr>
<td>Indicator Z</td>
<td>0.002845</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Loading factors

\[ C = \begin{pmatrix} 1.000000 \\ -0.873342 \\ 3.57202 \end{pmatrix} \]

Solution:

\[ RM = \begin{bmatrix} 0.006647 & 0.0 & 0.0 \\ 0.0 & 0.002335 & 0.0 \\ 0.0 & 0.0 & 0.002845 \end{bmatrix} \]

\[ CR = \begin{bmatrix} 1.0 & 0.9725 & -0.8632 \\ 0.9725 & 1.0 & -0.8297 \\ -0.8632 & -0.8297 & 1.0 \end{bmatrix} \]

\[ CV = 10^{-4} \times \begin{bmatrix} 0.441839 & 0.15094 & -0.163240 \\ 0.15094 & 0.05452 & -0.055118 \\ -0.163240 & -0.055118 & 0.080940 \end{bmatrix} \]

\[ rms = 0.0066 \]
Table 4. Data and solution for Example 6

Data:

<table>
<thead>
<tr>
<th>Loading case</th>
<th>rms</th>
</tr>
</thead>
<tbody>
<tr>
<td>External Z</td>
<td>0.3359E-02</td>
</tr>
<tr>
<td>External Y</td>
<td>0.4049E-02</td>
</tr>
<tr>
<td>Indicator A</td>
<td>0.3590E-03</td>
</tr>
<tr>
<td>Indicator B</td>
<td>0.2391E-03</td>
</tr>
<tr>
<td>Indicator C</td>
<td>0.2499E-03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Loading Correlation</th>
<th>Ext. Y</th>
<th>Ind. A</th>
<th>Ind. B</th>
<th>Ind. C</th>
</tr>
</thead>
<tbody>
<tr>
<td>External Z</td>
<td>-0.1103</td>
<td>0.7464</td>
<td>-0.5104</td>
<td>-0.5839</td>
</tr>
<tr>
<td>External Y</td>
<td>-0.0494</td>
<td>0.1740</td>
<td>0.0955</td>
<td></td>
</tr>
<tr>
<td>Indicator A</td>
<td>-0.7201</td>
<td></td>
<td>-0.7499</td>
<td></td>
</tr>
<tr>
<td>Indicator B</td>
<td>0.0776</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Solution:

\[
\begin{align*}
RM_G &= \begin{bmatrix} 0.3359E-02 & 0.0 \\ 0.0 & 0.4049E-02 \end{bmatrix} \\
RM_I &= \begin{bmatrix} 0.3590E-03 & 0.0 & 0.0 \\ 0.0 & 0.2391E-03 & 0.0 \\ 0.0 & 0.0 & 0.2499E-03 \end{bmatrix} \\
R &= \begin{bmatrix} 116.718 & 19.979 \\ 233.475 & 41.397 \\ -0.345 & 0.137 \end{bmatrix} \quad \text{(from Table 2)} \\
CR_G &= \begin{bmatrix} 1.0000 & -0.1103 \\ -0.1103 & 1.0000 \end{bmatrix} \\
CR_I &= \begin{bmatrix} 1.0000 & -0.7201 & -0.7477 \\ -0.7201 & 1.0000 & 0.0776 \\ -0.7477 & 0.0776 & 1.0000 \end{bmatrix} \\
CR_{GI} &= \begin{bmatrix} 0.7464 & -0.5104 & -0.5839 \\ -0.5104 & 1.0000 & 0.0955 \\ -0.5839 & 0.0955 & 1.0000 \end{bmatrix} \\
CV_G &= 10^{-4} \begin{bmatrix} 0.112829 & -0.015500 \\ -0.015502 & 0.163944 \end{bmatrix} \\
CV_{GI} &= 10^{-6} \begin{bmatrix} 0.900070 & -0.409921 & -0.490134 \\ -0.071807 & 0.168452 & -0.096631 \end{bmatrix} \\
CV_M &= 10^{-2} \begin{bmatrix} 0.153825 & 0.029600 \\ 0.029600 & 0.007430 \end{bmatrix} \\
CV_I &= 10^{-6} \begin{bmatrix} 0.128880 & -0.061812 & -0.067072 \\ -0.061811 & 0.057169 & 0.004637 \\ -0.067079 & 0.004637 & 0.062450 \end{bmatrix}
\end{align*}
\]
Fig. 1. Schematic for reflector-mount axis compatibility, Example 1.

Fig. 2. Schematic for subreflector-mount model, Example 2.
Fig. 3. Subreflector half-structure model, Example 3.