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The purpose of the Phase I research entitled “High Dynam-2 Range ifrared Ra- 
diometry and Imaging” was the development of cryogenic extrinsic silicon infrared (IR) 
detector systems which perform intensity-to-frequency conversion at the focal plane via 
simple circuits with very low power consumption. The incident IR intensity controls the 
repetition rate of short duration output pulses over a pulse rate dynamic range of about 
loe. Pulse heights are typically greater than 1 volt so that no preamplifiers are required. 
Each detector can drive a separate LED so that pulse coded image data can be opti- 
cally transmitted out of the cryogenic environment. Pulse timing or counting provides 
an accurate means of signal coding and digitization. Measurements of pulse rate as a 
function of intensity over the full dynamic range were carried out and compared with 
our theoretical model. Theory indicates the possibility of monotonic and approximately 
linear response over the full dynamic range. A comparison between the theoretical and 
the experimental results shows that the model provides a reasonably good description of 
experimental data. Some measurements of survivability with a very intense IR source 
were made on these devices and found to be very encouraging. A preliminary investiga- 
tion of impurity band impact ionization as a means of achieving increased sensitivity has 
been carried out. This possibility appears reasonable because of recent successful work 
on infrared photomultipliers. 

Evidence continues to indicate that some variations in interpulse time intervals are 
deterministic rather than probabilistic. This indicates that nonlinear dynamics concepts 
may give rise to a new means of low noise IR detection. 

Systems employing the detectors studied in Phase I would be useful in many infrared 
radiometric and imaging applications, including simultaneous measurement of astrophys- 
ical source luminosities ranging over many orders of magnitude. It is highly desirable 
to be able to tailor the dynamic range to correspond to anticipated ranges of intensity. 
Phase I modeling efforts represent a significant step in this direction because the model- 
ing provides a quantitative link between device parameters and the dynamic range. The 
ultralow power associated with our approach and the novel aspects of IR intensity-to- 
frequency conversion could lead to entirely new means of focal plane processing as well 
as high dynamic range radiometry and imaging. 
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1 Overview 

The research described herein involves the use of cryogenically cooled, extrinsic silicon 
infrared detectors in an unconventional mode of operation which offers an unusually large 
dynamic range. The use of these detectors for high dynamic range IR radiometry and 
IR imaging would require no preampliflere and could open the way to new means 
of processing at or near the focal plane. The detectors perform intensity-tefrequency 
conversion via circuits with very low power consumption. Many accurate means of mea- 
surement are based on the conversion of an analog input signal to a frequency which can 
be accurately measured. To our knowledge, our approach is the only one which is based 
on direct IR intensity-to-frequency conversion in the detector itself. 

There are many situations in which a high dynamic range is useful simply by the nac 
ture of the application. For example, the luminosities of astrophysical sources vary over 
many orders of magnitude.[ 1,2,3] Measurements of high radiometric fidelity are compli- 
cated whenever the range of luminosity exceeds the dynamic range of the detector system. 
Simultaneous measurement of very bright and very dim sources may be ruled out and 
lack of simultaneity becomes especially unfortunate if temporal changes in the image are 
possible. 

There are also situations in which the presence of a bright object in the field of view 
causes saturation problems which prevent the observation of dim objects. If clock rates 
(integration times) of scanned or synchronized readout systems are changed to accom- 
modate bright objects then the integration time needed for dim objects ia diminished. In 
the proposed system there is no synchronization. Each detector produces output pulses 
at a rate determined by the incident infrared flux it sees. (Our model of this k included 
below.) Each detector and its associated RC load can be thought of as an asynchronous 
integrate-and-fire IR detector. [4) 

The spectral response of these detectors has been measured(5,6] with a liquid-helium- 
cooled monochromator and found to be similar to other extrinsic detectors(7,8,9,10] em- 
ploying the same impurity. Therefore, we expect that conventional extrinsic detectors 
with particular impurities which are currently used in particular wavelength ranges could 
be replaced by injection mode detectors operating over the same wavelength ranges. 

Low power consumption and simple circuitry will facilitate highly parallel readout. 
Parallel transfer of data from a focal plane array to a processor could eliminate the need 
for multiplexing at the focal plane. In our approach, the IR detector output consists of 
fast pulses which are of sufficient amplitude to drive LEDs. It is not necessary to use 
LEDs and optical readout since direct electrical readout is possible. However, pulsed 
LED techniques could provide an efficient means of data transfer out of a cryogenic 
environment with an extremely low heat load. 

The spontaneous generation of pulses in silicon p+-n-n+ diodes at liquid helium tem- 
peratures has been studied extensively.[5,11,12,13,14] The simple circuit used to obtain 
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these pulses (Fig. 1) consists of a p+-n-n+ diode and a load resistor, a capacitance and 
a power supply. The incident IR intensity controls the pulse repetition rate over a pulse 
rate dynamic range of about lo6. Pulse heights are typically in the range 1 volt to 50 
volts which eliminates the need for preamp. The high pulse height and the fast rise 
time (typically under 100 nanoseconds) of these pulses gives a very high slew rate(l31. 
Hence, the time intervals between pulses can be measured accurately. Time interval 
measurements represent an alternative to pulse counting as means of readout. In some 
instances, measurements of each successive time interval (time series) can convey more 
information than the mean pulse rate. Our previous time series studies have revealed 
some remarkable results[l4] involving nonlinear dynamics and mode locking and lead to 
minimum resolvable temperatures of 0.01K. 
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2.1 

High Dynamic Range Measurements 

Apparatus and Instrumentation 

Figure 2 and Fig. 3 show the experimental setup used in the measurement of dynamic 
range. This apparatus was designed and built by Microtronics Associates. The apparatus 
is used as an insert in a liquid helium storage dewar in order to conserve liquid helium by 
avoiding helium transfer. In operation, the detector and the filter assembly are submerged 
in liquid helium, while the heater, i.e. the infrared source, is above the liquid helium level. 
Three commercial neutral density filters with transmission of about 0.01 (from Infrared 
Laboratories) were used to obtain a dynamic range of about lo6. The three filters were 
in filter holders whose position can be controlled from outside the dewar by means of the 
actuator rods. See Fig. 3. Each filter can independently moved in or out of the optical 
path so that the IR beam will pass through none, one, two or all three filters. The IR 
source is a heater coil made of manganin. 

The CAMAC data acquisition system used in many of our Phase I experiments is 
shown in Fig. 4. The advantage of a CAMAC system is that it is both powerful and flexi- 
ble. Many different input and output tasks can be incorporated by inserting appropriate 
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Figure 1: Circuit diagram showing a dc forward biased p+-n-n+ diode and the pulse output. The load 
impedance consists of R = 50K n and C = 200 pF. This simple circuit eliminates the need for a preamplifier 
and i t  performs IR intensity-to-frequency conversion. 
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Figure 2: The experimental setup used to measure dynamic range. Electrical connections are for the detector 
and for the heater. In operation, the detector and filter assembly are in liquid helium while the interface 
box is outside the helium dewar. Actuator rods control the positioning of the filters. A blowup in Fig. 3 
shows the filter holder assembly. The filter assembly and detector mounting are made of thick aluminum for 
good electrical shielding and good radiation shielding. The remainder of the unit i s  made mainly of thin wall 
(seamless) stainless steel and small diameter steel rods in order to reduce heat flow into the dewar. 

CAMAC modules. The system is easily reconfigured and reprogrammed. 

2.2 Experimental Results 

Some initial measurements revealed problems at the low intensity end of the dynamic 
range measurements due to IR radiation leaks when filter carriers were moved out of the 
IR beam. When the heater source was off and one of the filter carriers was out of the 
optical path, the detector was sensitive enough to detect infrared radiation from the top 
of the dewar, scattered through the filter carrier slot and again scattered in the direction 
of the detector. To avoid this side illumination of the filter carrier slots, the filter assembly 
was surrounded with several layers of aluminum foil. The absence of penetration of IR 
radiation was verified by comparing the detector signal with the heater off and filter 
carriers in or out of their slots. 

The data in Fig. 5 show that the detector is sensitive to IR over a range of intensities 
of about lo6. The heater on-off ratio when all three filters are in the IR path is about 
6. That is the frequency is 1.9 x Hz with heater off and 1.2 x lo-* Hz with heater 
on. This shows that there is measurable response at the low end of the intensity range 
despite the approximately lo6 attenuation. In other words, there is a pulse rate which is 
distinguishable from a dark pulse rate. The approximately linear character of the data 
plotted in Fig. 5 agree with the model discussed below. 

We have considered the possibility that deviations from perfect neutral density filter 
behavior might cause some deviations from anticipated results. If one portion of the IR 
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Figure 3: Filter holder assembly showing one filter out of the IR path and the other two filters in the IR path. 
Three actuator rods rotate three filter carriers in and out of the optical path. This motion requires that each 
carrier have a different and special shape which provides clearance around rods attached to  the other filter 
carriers and which permits the filter assembly to  remain topologically connected. The highly unique shapes 
were machined by Microtronics Associates using a computer controlled milling machine. Infrared radiation from 
the heater passes through 0, 1. 2. or 3 filters in the filter assembly and is then detected by a detector mounted 
on the detector carrier. 
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Figure 4: Block diagram showing the electronics used to measure time intervals between successive pulses and 
the number of pulses in a given time interval. Simultaneous pulse counting can be used as an independent check 
on the number recorded and digitized time intervals. Counting is  much faster than time interval measurement, 
so that it provides a good check that two pulses have not arrived in quick succession and been missed by the 
time interval digitizer. 
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Figure 5: Base 10 logarithm of the pulse rate vs incident IR flux (transmission) with unit flux (logarithm zero) 
representing the-flux incident on the detector without any filters in the IR optical path. The detector bias 
voltage was 14.6 volts and the dark pulse rate was 1.9 x Hz. 
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Figure 6: Modification done on the filter assembly to include the band pass filter. 

spectrum is attenuated more than another portion of the IR spectrum, then the result will 
be curvature in Fig. 5 .  For this to occur, the aforesaid portions of the IR spectrum must 
overlap the range of wavelengths in which the detector responds. The neutral density 
filters are made of Si and nichrome powder and we have found that they possess some 
structure around 20 microns which is within the sensitive range of the detector. We have 
therefore modified the experimental apparatus (see Fig. 6) to include a bandpass filter in 
order to block the wavelength around 20 microns. 

With this arrangement, the data in Fig. 7 were obtained. 

2.3 Correction for Filter Reflectance. 

We have derived a formula to take into account the reflectivity of the filters since with 
more than one filter in the beam, multiple reflections can increase the beam intensity 
somewhat. The formula for the transmitted beam after passing through three filters is 

T2 TS T 1 x - x -  
1 - R '  1 - R '  

where 2'1, T2 and 2'' are the transmission coefficients of the three filters (0.01 in our case) 
and R is the reflection coefficient of the filters, which is 0.3 for our filters because they 
are made of silicon. This result is used in Figs. 5,7 and 8. 

3 Modeling of Detector Response 

In the presence of IR radiation, the space charge buildup in the detector i-region (see 
Fig.9) is described by 

dP eu,nI - = nai j + - 
dt hv (1) 
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Figure 7: The detector output as in Fig. 5 except for the bandpass filter in the infrared path in order to block 
the infrared flux around 20 microns. 
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Figure 8: The detector output for lower blackbody temperature which is around 1OOK. This data set shows 
much more curvature than the other two, which agrees with the model. 
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Figure 9: Band diagram of a forward biased p+-n-n+ diode at low temperatures. Carriers remain trapped 
in n-region phosphorus impurities until photoionization or impact ionization occur. Excited carriers are swept 
out by the electric field. Fermi levels in the p+ and n+-layers are offset from the valence and conduction-band 
edges due to  the formation of impurity bands. 

where ai is the impact ionization cross section, [15,16] up is the photoionization cross 
section,[l7] and n is t’ roncentration of unionized traps. I is the intensity of the source, 
hv is the energy of t.,., IR photon and p is the space charge density. The first term 
corresponds to IR photoionization and the second term corresponds to impact ionization. 
From Gauss’s law, the field at the n+-n interface is given by 

where V is the voltage across the diode, D is the i-region thickness and V, accounts for 
the Fermi level difference between the p and n impurity bands. For simplicity, we assume 
that the space charge is uniform over the diode thickness. 

The Richardson-Dushman equation for the injection current density[ 18) becomes 
- A* ~2 e-  ( A-cdF)/kT j -  

Combining the above equations, we get 

(3) 

where c = nuiA*T2 exp(-A + ed(V - Vo)/D) /kT,  b = u,nIe/hv, and a = edDf2ekT. 

[c  + b e x p ( - p o ) ]  exp(-abt) = c which gives 
From the above equation, we see that the firing occurs when 
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where 

and 

or 

Current responsivity (R) is given by q df/dI, where q is the charge per pulse, df is 
the change of frequency of the output pulse rate and dI is the change of incident IR flux. 
This has been observed to be 9.2 A/W or 9 x lo9 Hz/W with power incident on the diode 
being 2 x W/m2. For high intensities (Le. I/Io >> 1 ) the frequency responsivity 
df/dI becomes 

df - fdark ln(I/IO) - 1 --- 
d I  I o  [1n(I/I0)]2 

Noise equivalent power is given by A(dI/df)(Sf), where A is the area of the device, 
(dI/df) is the frequency responsivity, and Sf is the variation of the dark pulse rate. 
Specific detectivity (D') can be obtained from noise equivalent power. For example, for 
a particular (nonoptimized) detector at 16.5 V bias, we observe a dark pulse rate of 0.14 
Hz over a 50-second interval with a Sf = 0.005 Hz which corresponds to D' = 3 ~ 1 0 ' ~  
cm W-l for the 27 pm region, where the detector has its highest sensitivity. For 
comparison with other published results, we note that the blocked-impurity-band (BIB) 
detectors[l9] of Rockwell have a D' of about 6 xl0l2 cm Hz'l2 W-l and a responsivity 
of 6.5 A/W. 

4 Comparison of Modeling with Experimental Re- 
sults 

The graphs in Figs. 5 and 7 show the comparison between the experimental results and 
the calculated results from our model. The data show some deviation from the model. 
Because we have only three filters, the data points are limited to only four points. In both 
the curves the third (i.e. one filter in the IR path) and fourth (i.e. no filters in the IR 
path) experimental points deviate from the calculated points. The third calculated point 
is a little higher than the experimental point while the fourth point is lower than the 
experimental point. It is too early to conclude that the model needs some adjustment, 
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because we have seen the detector is extremely sensitive to scattered radiation. Even 
inside the storage dewar we have seen the detector responding to radiation from the top 
of the (inside) dewar, even with one sheet of aluminum foil around the detector assembly. 
Some residual scatter might explain the fourth point being higher than the expected 
value, but the third point goes in the other direction. For the calculated values in Fig. 
5, f&,k is 5.2 x ~ O - ~  HZ and I / Io  is 2.35 xlO'. For Fig. 7 the values were 9.6xlO-' HZ 
and 8.25 x106 respectively. In both cases the blackbody temperature was around 225K. 

Fig. 8 shows the same comparison for a data set obtained with a lower blackbody 
temperature of around 100K. In this data set, the experimental points show a larger cur- 
vature than in the previous two sets. This agrees with the model, for at lower intensities 
the model tends to show some curvature. For data in Fig. 8, f&rk is 1.9 x Hz and 
I / I o  is 1.01. The heater on-off ratio when all three filters are in the IR path is about 1.5. 
That is, the frequency is 1.9 x Hz with heater on. 
Note that the calculated and observed dark rates match very closely. 

Hz with heater off and 2.7 x 

5 Pulse Rate Variations and Means of Noise Reduc- 
tion 

We have analyzed pulse rate variations in order to gain a better understanding of noise 
issues. We continue to see evidence for some remarkable effects which we observed 
earlier.[l3,14] For many diodes, as the bias voltage is adjusted, we find ranges of bias 
voltage in which the pulsing is more nearly periodic than in other ranges. Nearly peri- 
odic pulsing corresponds to low noise. The points discussed in Ref. [13], Ref. [14] and 
Appendix 1 strongly indicate that most of the pulse interval variations seen to date are de- 
terministic rather than probabilistic so that they do not represent noise in a fundamental 
sense. 

The distinction between deterministic fluctuations and probabilistic fluctuations is 
one that is made in the literature on chaos, mode locking and nonlinear dynamics. In 
connection with the detectors described here, it appears that there is an opportunity 
to bring the results and concepts of research on nonlinear dynamics to bear on noise 
reduction and IR detector performance in ways which have no precedent in older modes 
of IR detection. (For a more detailed discussion of this point see Appendix 1.) 

The reason nonlinear dynamics concepts are so relevant to the detection mode under 
discussion here is that the process by which the detector generates a pulse is a highly 
nonlinear process. 
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6 Survivability of the Detectors Under High Incident 
Flux 

There are many instances in which the possibility of exposure to high intensity IR sources 
could damage or have adverse effects on detectors or detector systems. Since the detectors 
under study exhibit an unusually high dynamic range, it is natural to think that such 
detectors might be unusually tolerant of abuse in the form of exposure to very high 
intensity radiation. 

6.1 High Power Blackbody Exposures 

Although not part of the original workplan, some preliminary measurements of sur- 
vivability were made on a few devices near the end of Phase I. The results were very 
encouraging. 

A few detectors of the type under study were tested with a heater very close to the 
detector. The pulse rate was measured using a hex scaler controlled through a CAMAC 
system connected to an IBM PC. See Fig. 10. The heater power was increased to about 
20 watts. The pulse frequency went up to a point where the detector switched into a 
steady state conducting mode with no pulsing. In other words, pulsing gave way to a 
steady dc current. When the heater was switched off, the dc level came down to a point 
where the pulsing began again, indicating that the detector had survived. This process 
was repeated many times, but without any deterioration in performance. 

7 Image Transfer without Multiplexing at the Focal 
Plane 

We have performed a simple experiment in order to illustrate optical data transfer which 
could eliminate the need for multiplexing at focal plane. A p+-n-n+ diode drives a LED 
which is also inside the cryogenic environment. When the pulse from the p+-n-n+ diode 
goes above the threshold voltage of the LED, the LED starts conducting and emitting 
light. The LED firing pattern can be recorded using a CCD video camera. Fig. 11 shows 
a photograph of the firing LED inside the dewar taken from outside the dewar. While the 
p+-n-n+ diode pulse is greater than the LED threshold, the LED will be on and when 
the pulse is subthreshold the LED will switch off. The pulse will decay according to the 
circuit parameters, i.e. the time constant. The speed of data transfer will be limited by 
this RC time constant. The two curves in Fig. 13 show the waveforms for two different 
diodes. From these figures it is clear that the LED can be driven at kHz frequencies. A 
large LED array with each LED driven at kHz rates could provide high rate, fully parallel 
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Figure 10: Pulse rate vs heater power before and after blasting the p+-n-n+ detector with 20 watts of heater 
power. 
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Figure 11: Photograph of an LED firing inside a dewar taken from outside the dewar through a plexiglass 
window. This illustrates a means of optical data transfer out of the cryogenic environment of an IR detector 
or imager. The outer ring is  a reflection from the cylindrical tube supporting the LED. High resolution imaging 
of an LED array would permit very high rates of parallel data transfer with very low heat load. 

transfer of IR image data out of the dewar. The data could be transferred to a processor 
or a multiplexer located outside the cryogenic environment. 

8 Devices with Ultralow Power Requirements 

It has been shown that very simple circuits containing a single p+-n-n+ diode can emu- 
late many features of a real neuron[ll] and could be used as building blocks for massive 
parallel asynchronous processors[20] and massive neural networks with very low power 
dissipation.[21] Von Neumann's estimate of the power consumption of the brain was 10-25 
watts [22] which is remarkably small for a system with - lo1' neurons, i.e. - 100 picow- 
atts/neuron. It has been argued that arrays of small p+-n-n+ diodes could offer compa- 
rably low (or even lower) power consumption.[21] For p+-n-n+ diodes, we have observed 
pulses with energy dissipation down to 4 picojoules/mm2/pulse and a quiescent power 
dissipation of 10 picowatts/mm2. Considering the thermodynamic efficiency of cooling, 
these numbers correspond to 290 picojoules/mm2/pulse and 710 picowatts/mm2 at room 
temperature. For comparison, we note that the retina chip of Mead and Mahowald[23] 
has a power dissipation of 4 microwatts/mm2. 

The range of p+-n-n+ diode pulse heights observed to date is from about 20 millivolts 
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Figure 12: A schematic representation of the experimental setup showing the p+-n-n+ diode and the LED 
and the CCD video camera. 
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Figure 13: Left: Waveform showing the time interval during which the LED is on and the RC decay. Right: 
Waveform obtained for different circuit parameters showing the on region and the fast decay. Firing rates of 
up to  a few kHz are possible with observed decay parameters. 
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to 50 volts with the low end of the range corresponding to the low power figures reported 
here. Massively parallel processors with ultralow power dissipation could be used just 
behind the focal plane to do image processing and data compression.(21] This would 
represent a considerable advance in infrared image processing. 

9 Conclusion 

The development of radiometric and imaging technology along the lines explored here 
would permit higher dynamic ranges than can be achieved with existing infrared systems. 
The pulse timing approach appears to possess fundamental advantages over approaches 
based on digitization of current, voltage or charge at the detector output. These ad- 
vantages together with the low power consumption and the simplicity of the electronics 
should result in a competitive edge over older radiometry systems and imaging systems 
especially in connection with space-related applications and other cryogenic infrared sys- 
tem applications. 

The possibility of incorporating photomultiplier effects is discussed in Appendix 3. 
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Injection mode infrared detector concepts are expanded to incorporate the nonlinear dynamics 
concept of mode locking. The first successful demonstration of this approach is reported. The 
detectors employ extrinsic silicon and have large output signals which require no electronic 
amplification. Mode locking greatly reduces fluctuations in detector output without a 
corresponding reduction in detector responsivity. The results could lead to the development of 
a new class of sensors which exploit recent work on the distinction between deterministic 
fluctuations in nonlinear systems and intrinsic noise. 

Previous work'-' has led to a class of infrared ( IR)  de- 
tectors, called injection mode detectors, with extraordinarily 
large output signals. The output consists of a series of pulses 
which are associated with temporarily switching of most of 
the dc bias voltage across the load impedance (see Fig. 1). 
No preamplifiers or amplifiers are necessary. The response 
to incident IR flux consists of changes in the rate and tempo- 
ral pattern of pulsing. Thus, the device acts like a switch 
whose switching is controlled by IR illumination. The detec- 
tor output can be characterized by a time series T,, with 
n = 1,2,3, ..., where T, represents the time intervals between 
successive pulses. The mode-locking effect reported here in- 
volves locking into a periodic pattern ofpulsing such that T, 
is a periodic function of n. Within the mode-locked regime, 
the pulse rate remains sensitive to changes in IR intensity 
and fluctuations in the pulse rate are small. 

The detector is a siliconp+-n-n' diode with substantial 
forward bias. Low-temperature operation and the presence 
of an impurity band offset at the n - d  interface inhibit injec- 
tion. Large injection pulses are triggered by the buildup of an 
n-region space charge as a result of IR induced donor pho- 
toionization. The output waveform reflects the nonlinear dy- 
namics in the device. Between pulses the detector integrates 
the IR signal. The mode of operation bears some similarity 
to integrate-and-fire models of nonlinear systems' and relax- 
ation oscillators.h 

For the detectors discussed here, electrical background 
noise is negligibly small compared to the size of the pulses. 
As a result, the relevant noise is contained within fluctu- 
ations in the time intervals between pulses. However, not all 
of the time interval fluctuations reflect noise. Recent work 
on nonlinear dynamics indicates that fluctuations in nonlin- 
ear systems can have a deterministic relationship to the pa- 
rameters of the nonlinear system.'.' This suggests that for 
the devices under consideration, a sizeable component of the 
fluctuations in the temporal pattern could be deterministi- 
cally related to parameters like IR intensity and bias voltage 
and unrelated to true performance-limiting noise. 

The distinction between deterministic fluctuations and 
true noise, together with recently achieved understanding of 
nonlinear systems, could lead to significant advances in IR 
detector performance. Mathematical models of nonlinear 
systems provide some guidance and understanding in this 

. .  

area. Many of the models are formulated in terms of iterative 
maps. As an illustrative example, consider the iterative map: 
T,, + , = f ( T, ), where f is a nonlinear function which re- 
lates successive terms in a time series T, with n = 1,2,3, ... 
The function f may involve a number of parameters whose 
values can dramatically affect the temporal pattern of the 
time series. For our system, two important parameters are 
IR intensity and bias voltage. Iterative maps can generate 
time series which range from periodic to chaotic even though 
the maps are deterministic. They thus provide a mathemat- 
ical example of how fluctuations in time series might not 
represent noise. If time series information including deter- 
ministic fluctuations were fully utilized, and one had suffi- 
cient knowledge about f, one could pin down the param- 
eters of f quite precisely. One can think of this as decoding 
the time series to obtain information about the parameters of 
the iterative mapping. The decoding problem is in some 
sense the inverse of the mapping problem. Since IR intensity 
is a sought after parameter and bias voltage is a known adjus- 
table parameter, one can regard IR detection as a special 
type of decoding, or inverse mapping problem. In a region of 
parameter space where a mapping generates a chaotic time 
series, the decoding problem is difficult while in a periodic 
regime the decoding problem is simple. If an injection mode 
detector output is periodic with period P, Le., T, = T, + 

for a range of IR intensities, then decoding simply involves 
empirical determination of the relationship between IR in- 
tensity and P successive time intervals. 

In between the extremes of periodicity and chaos lie re- 
gimes of varying complexity. Small fluctuations are possible 
as are larger fluctuations and intermittancy. It is an especial- 
ly interesting result of work on iterative maps, that even in- 
termittancy can be understood as deterministic behavior.' 
From a detector point of view it seems most convenient to 

"DC 

FIG. I .  Circuit diagram 
showing the IR detector 
at 4.2 K and an output 4 . q f $ L L  C pulse train. 
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work as closely possible to the simple periodic regime. For- 
tunately, work on iterative maps leads one to anticipate the 
existence of nearly periodic or mode-locked regions of pa- 
rameter space. Extensive work has been done recently on 
mode locking and related phenomena in nonlinear sys- 

Mode locking within certain ranges of the system 
parameters is a strong indication of deterministic behavior in 
nonlinear systems. The existence of narrow peaks in the in- 
jection mode detector power spectra reported here supports 
the view t!!at injection mode detectors are deterministic sys- 
tems. The power spectra arc associated with Fourier trans- 
forms over the time series index n. Period P is associated 
with peaks at a frequency l /Pand harmonics thereof. 

In Figs. 2 and 3, we see that as a function of IR source 
temperature, with a fixed bias voltage, an injection mode IR 
detector can pass through mode-locked regimes. The large, 
narrow peaks indicate closeness to the ideal situation of per- 
fectly periodic, noise-free output. For a range of source tem- 
peratures, the detectors lock onto nearly periodic modes of 
pulsing. Figure 4 shows return maps which also indicate the 
nearly periodic behavior and display the fluctuations. From 
Fig. 4 we see that the 107 K data are more nearly periodic 
than the 102 K data. Similar mode-locking regions are ob- 
servable as a function of bias voltage. 

The simplest approach to detector readout is determina- 

IO-if> 

Period - 8  Mode Lockinq 

l O 2 K  

I 

FIG. 3. Power spectra obtained from 1024 interpulse time intervalsat 8.886 
V for twodifferent blackbody temperatures: ( a )  102 and (b )  107 K.  

tion of 1R induced changes in the average interpulse time 
interval. For example, in Fig. 2 the square root of the expo- 
nential of the zero frequency peak corresponds to the total 
time for 1024 pulses. Thus, changes in average time intervals 
as a function of the IR source temperature can be obtained 
from the power spectra. Simple averaging weights each time 
interval equally but it is by no means obvious that each inter- 
val has the same degree of fluctuation. This suggests that for 
nearly periodic behavior with period P, we weight each of the 
Psubsets of the interpulse time series with a different weight. 
Notice that the weighted average approach only minimizes 
the effect of fluctuations and does not extract information 
from the deterministic component of the fluctuations. Thus, 
we do not expect this procedure to get us down to the level of 
true noise. However, weighted averaging is an approach 
which takes advantage of mode locking and it provides a 
baseline analysis. 

The optimization problem for the weights consists of 
trying to minimize fluctuations subject to some constraint. 
The basic constraint is that one does not want to introduce 
weights which will appreciably reduce the weighted detector 
output signal, Le., the weighted time series measure of the 
detector response to IR. The optimization problem can be 
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FIG. 4. Return maps for 500 measured interpulse time intervals at ( a )  102 
and ( b )  107K.  
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solved as follows. For period P we introduced a P-compo- 
nent vector to represent the P mean values associated with 
the P subsets of the interpulse time series: A = ( A l ,  ... , A p ) ,  

1 '  
withA, =- t m + r P - P ,  

I , = I  
where Z is the number of periods in a time series with a total 
number ZP of time intervals. For the ith period in an inter- 
pulse times series, we introduce a P-component vector repre- 
senting the P interpulse time intervals in the ith period: 
V, = ( KP - + , , T,, - + ,..., T p  1. We similarly introduce a 
vector representing P deviations in the ith period from the P 
means: U, = V, - A. We introduce a dual P-component 
vector corresponding to the P weights of interest: 
E = ( € , , . . . , e p ) .  The weighted sum of deviations for the ith 
period of EW,, where the dot product of the vectors indicates 
the usual contraction, i.e., summation over component in- 
dices. The mean square weighted deviation is 

( 2 )  

where on the right-hand side E is regarded as a column vec- 
tor, E' as a row vector, and H is a P by P matrix. 

In response to a small change in the infrared flux inci- 
dent on the detector, the time series representing the detec- 
tor output is still locked in a mode with periodicity Pbut the 
P-component vector representing the P mean values will 
change from A to some other P component vector B. We 
therefore associate the detector response in terms of output 
signal with the vector R = B - A and the weighted response 
with E-R. We next minimize the mean square weighted devi- 
ation subject to theconstraint that the square ofthe weighted 
response remains fixed, Le., (r.R)' = E ~ G E  = c(constant1. 
Here we have taken the opportunity to define a response 
matrix G. Minimization leads to a modified eigenvalue prob- 
lem 

with solutions for E being the P eigenvectors and y entering 
as a Lagrange multiplier. The Peigenvalues of y are the roots 
of det(H - yG)  = 0. 

We would next expect to vary c and find the value of c 
which minimizes the ratio of the mean square weighted devi- 
ation to the square of the weighted response. However, using 
Eq. ( 3  1 we see that this ratio is independent ofc so no further 
minimization is necessary. Thus, we find that the lowest ra- 
tio of noise to response is just the square root of the lowest 
eigenvalue: 

1 '  
z , = I  
- C (€.U,)Z = €FH€,  

H E  = ~ G E ,  ( 3 )  

€'-HE 1/2 noise 
= (Y,," ) I i 2 .  

response (z) (4)  

This corresponds to the highest signal to noise ratio. Because 
the result involves an eigenvalue but no eigenvector, it allows 
one to compute the optimal noise to response ratio without 
actually computing any weighted averages. 

In Fig. 3 we show data for a detector with two different 
IR source temperatures differing by 5 K. From the power 
spectra, periodicity 8 is obvious. From the time series data 
we form 8 x 8 matrices H and G with H being the fluctuation 
matrix at 107 K and G representing the detector response to 
the 5 K change. The lowest eigenvalue is y = 4X corre- 
sponding to a minimum resolvable temperature of 0.01 K. 
The corresponding value for unweighted averaging is 
0.03 K. 
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In our work we noticed no hysteresis effect associated 
with the pulse rate in our system. We performed tests to 
check for hysteresis when the detector is mode locked. The 
detector bias and load were first chosen to produce mode 
locking without any IR incident on the detector (Le., shutter 
closed). Then we compared the pulse rates with shutter posi- 
tions: closed, open, closed. Next the detector was made to 
mode lock with incident IR (i.e., shutter open). Then the 
pulse rates were compared with the shutter positions: open, 
closed, open. From these measurements we conclude that if 
there is any hysteresis it is less than 0.02% i.e., output fre- 
quency difference as a fraction of output frequency. In theo- 
retical studies, there is a critical line below which mode- 
locked regions do not overlap. '' In this region one would not 
expect hysteresis. 

The performance of the detector seems remarkably 
good especially when one considers that (a  1 there is no sensi- 
tive electronics associated with the readout, (b)  the informa- 
tion content associated with the concept of deterministic 
fluctuations has not yet been exploited, (c )  no survey has yet 
been performed to find the most favorable mode-locking re- 
gimes, and (d)  no effort has been made to optimize response 
through adjustment of device parameters. The work indi- 
cates that the mode-locking strategy is feasible. Further 
work should address the tailoring of the mode-locking re- 
gime to particular ranges of IR source temperature or IR 
intensity, since optimal performance appears to correspond 
to centering the mode-locking regime on the range of inter- 
est. Additional work will address the determination of the 
fundamental inherent detector noise. The identification of 
an iterative mapping function which corresponds to the de- 
tector would be of help in developing an approach to separa- 
tion of fundamental noise from deterministic fluctuations. 
One of the most important conclusions of the present work is 
that injection mode detectors show behavior like that dis- 
cussed in work on deterministic nonlinear systems so that 
one can realistically expect further progress along the lines 
discussed here. 
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Abstract. An experiment has been carried out to show that extrinsic sili- 
con injection-mode infrared detectors can be used to simulate the tran- 
sient response of neurons in biological vision systems. The neural re- 
sponse provides a means of high pass filtering in vision system focal 
plane parallel processing. The high pass filtering emphasizes transients in 
images. Possible IR imaging applications include surveillance, motion 
sensing, and tracking. The IR detector output pulses are sufficiently large 
that amplification is not required. This could facilitate parallel processing 
in or near the focal plane. The IR transient sensing approach is quantita- 
tively analyzed in terms of a model for the detector and the associated 
circuitry. Excellent agreement is found between the model and the experi- 
mental data. 

CONTENTS 
1. Introduction 
2. Self-inhibition 
3. Detector circuit and data analysis 
4. Conclusion 
5 .  Acknowledgment 
6. References 

1. INTRODUCTION 
The present work demonstrates the use of injection-mode 
infrared detectors to simulate a key feature of biological vi- 
sion systems. Biological vision systems perform many func- 
tions much better than do conventional optoelectronic 
imaging arrays coupled to standard readout systems. Vision 
systems seem especially well suited to the performance of 
complex tasks such as tracking a set of objects moving against 
background clutter. They incorporate a high degree of 
parallel p ro~ess ing ,~  part of which occurs at or near the focal 
plane. In IR imaging systems utilizing conventional IR detec- 
tors, fully parallel processing would require one preamplifier 

Subject terms: infrared; infrared transient sensing; silicon detectors; vision sys- 
tems; focal plane processing. 
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for every detector in a two-dimensional array. This would add 
prohibitive complexity to large arrays. The IR detector em- 
ployed in the present work requires no preamplifiers, so a 
high degree of parallel processing is possible. Another feature 
of the detector considered here is that its output consists of 
neuronlike spiketrains. This feature could facilitate a neural 
network approach to pro~ess ing .~  This may be of special 
interest because of the current surge of interest in neural 
network processing. Neuronlike behavior has been simulated 
with c i rc~i t s ,~ , '  but our approach is based more on a specific 
physical device than a circuit. In other words, the neuronlike 
dynamics is related to device physics. No transistors are em- 
ployed. This fact distinguishes our approach from all other 
electronic approaches of which we are aware. Arrays of 
devices and networks employing devices and concepts discus- 
sed herein can be constructed. In this way, spatial receptive 
fields could be formed. 

Spiketrain coding is potentially very useful for high dy- 
namic range coding of signals in dense networks, where 
crosstalk and noise could cause problems with conventional 
analog (amplitude-modulated) signal transmission. Fre- 
quency modulation rather than amplitude modulation is the 
basis of spiketrain information coding. 

2. SELF-INHIBITION 
One aspect of focal plane processing in vision systems in- 
volves the response to transient features in images. This is 
important for tracking, motion sensing, and fast reaction to 
sudden changes in a fixed scene. Visual system response to 

OPTICAL ENGINEERING / June 1988 / Vol. 27 No. 6 / 471 
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Fig. 2. Diagram of the circuit that converts IR intensity to a spiketrain 
output. CL and RL constitute the load impedance. 

transients involves self-inhibition or rapid adaptation. Figure 
1 presents data for simultaneous excitatory and inhibitory 
transients in two adjacent receptor units in the lateral eye of 
Limulus.* The role of self-inhibition is to suppress the re- 
sponse to slow changes in the optical input. Because there is a 
time delay associated with self-inhibition, sudden changes in 
optical input are not suppressed. Self-inhibition thus consti- 
tutes a form of processing that emphasizes transients. This 
processing can be carried out at the level of individual 
neurons in vision systems or at the level of individual detector 
elements in the work described here. One can regard this 
processing as a form of filtering that operates specifically 
with neuronlike spiketrains. Self-inhibition can be thought of 
as a negative feedback effect in which an increase in the firing 
rate of a neuron causes a subsequent partially compensating 
decrease in the neuron's own firing rate. 

In place of a neuron, we employ a silicon p+-n-n+ 
diode with a substantial forward bias. Normal injection is 
hindered by low temperature operation and the presence of 
impurity band offsets at the n-n+ and the p+-n inter- 
faces. Neuronlike firing involves large injection pulses asso- 
ciated with temporary switching of the diode into an on state. 
The diode is switched off by a drop in the potential across the 
diode. This is caused by an increase in the potential across a 
load impedance (see Fig. 2). Exposure of the diode to IR 
radiation induces changes in the firing rate. The diode when 
operated in the mode just described is referred to as an injec- 
tion-mode IR detector.%'* 
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Fig. 3. Pulse rate versus bias voltage across the diode without IR 
illumination. Circuit parameters are R = 19.6 kfl, C = 547 pF, RL 
= 1 kfl, and CL = 20 nF. 

3. DETECTOR CIRCUIT AND DATA ANALYSIS 
The circuit in Fig. 2 implements self-inhibition for injection- 
mode IR detectors. The ideas behind the circuit are as fol- 
lows. The diode is normally off, i.e., in a nonconducting 
state. In this state, the voltage across the diode Vd is equal to 
Vc, the voltage across a larger capacitance C. Each time the 
diode fires, it accomplishes a fast transfer of charge from C 
onto the smaller load capacitor CL. The charge transferred 
times the frequency of firing (switching) represents a current 
drain from the capacitor C. An approximate equilibrium is 
reached between the charge-transfer rate and a recharging 
current through the resistor R. There is an abrupt increase in 
the firing (switching) rate of the diode for Vc near the firing 
threshold VT (see Fig. 3). This nonlinear behavior of the 
firing rate near threshold tends to pin Vc to a value near VT. 
This results in approximately the same amount of charge 
being transferred each time the diode fires, giving a linear 
relationship between frequency and the current through the 
resistor R (see Fig. 4). Exposure to IR radiation changes the 
firing rate of the diode. An increase in the firing rate tends to 
discharge C and leads to a slight reduction in Vc. This reduc- 
tion in Vc leads to a partially compensating (self-inhibiting) 
reduction in the firing rate. Similarly, a decrease in the firing 
rate leads to an increase in Vc and a partially compensating 
increase in the firing rate. For the diodes used in the present 
work, exposure to IR was found to cause increases or de- 
creases in the firing rate depending on the bias voltage. Both 
increases and decreases in illumination-induced firing rate are 
found in biological vision systems. 
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Fig. 5. Change in firing rate of the p-i-n diode with IR illumination 
that is first abruptly increased and then abruptly decreased, as indi- 
cated by the signal at the bottom of the figures. la) Without mode 
locking. Circuit parameters are R = 7.3 Ma, C = 9.8 pF, RL = 11.7 
kn,  CL = 220 pF, and VDc = 7.5 V. The IR source temperature is T = 
125 K. (b) Circuit parameters adjusted to operate the diode in the 
mode-locking region with period 1. R = 19.6 kn, C = 547 FF, RL = 10 
kn,  CL = 20 nF, VDc = 8.0 V, and T = 100 K. 

A microcomputer-controlled computer-automated measure- 
ment and control (CAMAC) data acquisition system was used 
to measure the firing rate of the diode as a function of time. 
Data were taken with a latching counter and a clock generator 
module. This provided direct measurement of the firing rate 
in terms of the clock generator time intervals. In Fig. 5 ,  we 
show experimental data obtained with the circuit of Fig. 2. 

The data in Fig. 5 show good agreement with theoretical 
curves obtained by the considerations described below. The 
theoretical results are useful in determining circuit parameters 
to tailor the shape of response curves to particular applica- 
tions. Another aspect of circuit parameter selection is that for 
ranges of circuit parameters, mode lockinglLt6 appears in the 
firing pattern of the detector. Thus, circuit parameters can be 
used to obtain periodic patterns with only small fluctuations 
in the interpulse time intervals. The difference in the amount 
of fluctuation associated with mode locking is apparent in 
Fig. 5 .  

An equation for the circuit shown in Fig. 2 can be written as 

Q 
C 

VDC = IR + -, 

where I is the average current being drawn from the source. I 
can be written as the rate of change of charge on the capacitor 
C plus the rate at which charge is switched onto the capacitor 
CL by the diode. If at the end of each firing the voltage across 
the diode is vd, then the amount of charge transferred to the 
capacitor CL is (QlC - vd) CL. If the firing rate is F, then 

From Eqs. (1) and (2) we get 

Q 1 
dQ - - ( I  + RCLF)--- + (V, + R C L V ~ F )  - 
dt RC R 
-- (3) 

The firing rate of the diode is dependent on VC and the effect 
of incident IR radiation. We found experimentally (see Fig. 3) 
that for a range of frequencies, F can be written to a good 
approximation in terms of VC as 

F = a(Vc - VT) + FIR , (4) 

where a is a constant, VT is the firing threshold as defined 
above, andFIR is the contribution due to IR radiation incident 
on the diode. Substituting for Vc (= Q/C) and taking P as 1 
+ RCLF, we find that Eq. (3) can be written as 

( 5 )  

where PT = OLRCL(VT - vd) and PDC = (xRCL(VDC - vd). 

If there is an abrupt increase in IR intensity at time t = 0, then 
the firing rate of the diode will evolve according to Eq. ( 5 ) .  

dP 
dt 

R C -  = -[P2 -(PIR - PT) P - P m ]  , 

By factoring the right-hand side of Eq. (9, we get 

where PI and PI are given by 

(7) 
(PIR - PT) - [(PIR - PT)' + 4pDcl' 

P2 = 

If P = Po for t < 0, then for t > 0 the quantity P can be 
obtained by integrating Eq. (6) as 

P = P , +  

2 

(8) 
(PI - P2) 

(PO+PIR- I-PZ) erp[ (p;-2)t ] - 1 
(PO+PIR- 1 -PI) 

Then, as a function of time, F is given by the quantity (P 
- l)/RCL. To compare with experiment, we obtained PI and 
P2 using steady-state values of P before and after IR illumina- 
tion and obtained PIR from FIR. The result, shown in Fig. 5 ,  
indicates that Eq. (8) provides a good description of the ex- 
perimental data. 

4. CONCLUSION 
The successful implementation of self-inhibition with the in- 
jection-mode IR detector reported here indicates that focal 
plane processing for arrays of injection-mode detectors could 
employ self-inhibition to obtain useful transient response. 
The results also show that the approach to IR transient sensing 
described here can benefit from a reduction in detector output 
fluctuations associated with mode locking. 

The equations that describe the operation of the circuit give 
a good description of the experimentally observed response. 

OPTICAL ENGINEERING / June 1988 / Vol. 27 No. 6 / 473 



~ COON, KARUNASIRI, BANDARA 

I Thus, they could be used for design purposes or to predict 
firing rates and rates of decay of firing rates in terms of 
particular devjce and circuit parameters. 
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APPENDIX 3 - OTHER INFRARED RESEARCH BASED ON EXTRINSIC SILI- 
CON DEVICES 

In this appendix, we show for comparison, some data on silicon impurity band infrared 
detection and single IR photon detection. See Figs. A-1 to A-6. This is motivated in 
part by work at Rockwell.[24,25] If we think of such detectors as current sources, then one 
can develop a strategy for performing photocurrent-to-frequency conversion using p+- 
n-n+ devices.[26] That approach has some merit, but differs from our Phase I research 
effort. Instead of using a detector to generate a photocurrent and then doing current-to- 
frequency conversion, the Phase I research involved direct intensity-to-frequency conver- 
sion. However, it would be desirable to see if some effects like gain, in the case of single 
photon detection, could be incorporated into the direct intensity-to-frequency conversion 
approach. A priori, this seems possible because all of the devices discussed here and 
in connection with our Phase I research are extrinsic silicon devices. In particular, the 
devices used for single photon detection in the figures presented here are p-i-n structures 
which are very similar to the devices used in the research described in the report. 



4- 

W 

0 

z 

n 

n 
- 

- 
n 



IMPURITY BAND IR DETECTION 
n 10 
R 

1 
z 
W 
_I 

0 
LL 
LL 
W 

- 

5 0.1 

z 
6 
3 a 

0.01 
1 

I 
I 

. I  
I 
I 
I 

FLATBAND I 
' I  

2 3 

K 

4 
BIAS VOLTAGE ( V ~ l a q  ) 

1 o-8 

I 

10- 

10-l0 

10-l' 

n 
6 

I- 
Z 
W 
E 
DL 
3 
CJ 

0 
I- 
O 
71 

W 

a 

Experimental infrared photocurrent and quantum efficiency vs bias voltage for a for- 
ward biased pi-n diode with area 1 mm2. The detection mode involves impurity band 
effects. At V~~s=1.15 V, quantum efficiency drops sharply due to the flat band condi- 
tion. The diode was illuminated with IR from black body source with a temperature 60K. 
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APPEMDIX a 
F(d, A-6 

SINGLE PHOTON IR DETECTION 

I I I 

o T=68K 
+ T=72K 

' 1 T=79K 

1 oo 1 o2 1 o4 
AVERAGE PULSE COUNTS (m) 

SOURCE 
TEMPERATURE 

68K 
72K 
79K 
84K 
94K 

POISSON 
STATISTICS 

SLOPE (a) INTERCEPT (C) 

0.57 
0.56 
0.51 
0.49 
0.51 

0.50 

1.5 
1 .o 
0.94 
0.83 
0.67 

1 .o 

Standard deviation (a) of the number of pulse counts vs the average number of pulse 
counts (n). Numbers of counts were measured for different time intervals. Each line rep- 
resents a fit to different black body source temperature data. Slopes (a) and intercepts 
(c) .were obtained from least square fits to each set of points. 


