A Survey of Nonuniform Inflow Models for Rotorcraft Flight Dynamics and Control Applications

Robert T. N. Chen

November 1989
A Survey of Nonuniform Inflow Models for Rotorcraft Flight Dynamics and Control Applications

Robert T. N. Chen, Ames Research Center, Moffett Field, California

November 1989

NASA
National Aeronautics and Space Administration
Ames Research Center
Moffett Field, California 94035
A SURVEY OF NONUNIFORM INFLOW MODELS FOR ROTORCRAFT FLIGHT DYNAMICS AND CONTROL APPLICATIONS

Robert T. N. Chen

NASA Ames Research Center
Moffett Field, California 94035, USA

ABSTRACT

This paper summarizes the results of a brief survey of nonuniform inflow models for the calculation of induced velocities at and near a lifting rotor in and out of ground effect. The survey, conducted from the perspective of flight dynamics and control applications, covers a spectrum of flight conditions including hover, vertical flight, and low-speed and high-speed forward flight, and reviews both static and dynamic aspects of the inflow. A primary emphasis is on the evaluation of various simple first harmonic inflow models developed over the years, in comparison with more sophisticated methods developed for use in performance and airload computations. The results of correlation with several sets of test data obtained at the rotor out of ground effect indicate that the Pitt/Peters first harmonic inflow model works well overall. For inflow near the rotor or in ground effect, it is suggested that charts similar to those of Heyson/Katzoff and Castles/De Leeuw of NACA be produced using modern freewake methods for use in flight dynamic analyses and simulations.

LIST OF SYMBOLS

a  Lift curve slope
A1c  Lateral cyclic pitch
b  Number of blades per rotor
b1  Lateral flapping angle
c  Blade chord length
C1  Aerodynamic rolling moment coefficient
Cm  Aerodynamic pitching moment coefficient
CT  Thrust coefficient
D  Rotor drag
F  Total force produced by the rotor (see Fig. 25)
\( \bar{h} \) Ratio of rotor height above the ground to rotor diameter

\( H \) Distance of rotor above ground (see Fig. 25)

\( K \) Parameter in the static gain matrix relating the aerodynamic moments to the harmonic inflow components, \( K = 1 \) for a nonrigid wake, \( K = 2 \) for a rigid wake

\( K_c \) Ratio of cosine component to mean value of the first harmonic inflow, \( K_c = V_c/V_0 \)

\( K_s \) Ratio of sine component to mean value of the first harmonic inflow, \( K_s = V_s/V_0 \)

\( L \) Static gain matrix relating aerodynamic force and moments to the harmonic inflow components (also rotor lift, see Fig. 25)

\( M \) Apparent mass matrix associated with inflow dynamics

\( r \) Distance of blade element from axis of rotation

\( R \) Rotor radius

\( T \) Rotor thrust

\( \Delta u \) Ground-induced interference velocity in the tip path plane

\( \Delta v \) Ground-induced interference velocity perpendicular to the tip-path plane

\( v \) Induced velocity at a general radial and azimuthal position (normalized with tip speed)

\( v_i \) = \( v \), induced inflow ratio when normalized with tip speed

\( v_{i,\infty} \) Induced velocity out of ground effect

\( v_z \) = \( -v \) (see Fig. 22, \( v_x = v \))

\( v_0 \) Induced velocity at the rotor disc center, calculated by the momentum theory, \( v_0 = C_T/[2(\mu^2 + \lambda^2)]^{1/2} \)

\( v_c \) Cosine component of the first harmonic induced velocity, also denoted by \( \lambda_{1c} \)

\( v_s \) Sine component of the first harmonic induced velocity

\( v_h \) Mean induced velocity based on momentum theory at hover, \( v_h = \sqrt{C_T/2} \)

\( v_{HOV} \) Induced velocity at hover as a function of radial position
1. INTRODUCTION

This brief survey was undertaken with the intent of forming a basis for improving the aerodynamic representation of a generic helicopter mathematical model for real-time flight.
simulation. As the dynamic representation of the rotor system reaches a given level of sophistication in terms of the applicable frequency range and of the degrees of freedom of the blade motion, it becomes apparent that a comparable level of detail must be used for its aerodynamic counterpart. At the heart of the helicopter aerodynamics are the induced velocities at and near the main rotor(s). In the past, uniform induced velocity has commonly been used to reduce computational burden in a real-time simulation environment because of limited computational capability in the simulation facility. With the rapidly expanding computational power at reduced cost in recent years, it has become possible to provide a more realistic representation of the inflow, accounting for its nonuniformity and the dynamics associated with the rotor wake. A cursory review of the current generation of rotorcraft models for real-time flight dynamic simulation indicates that some realism has been added in representing the inflow, but this has often been done in an ad hoc and empirical manner tuned for a specific rotorcraft.

This survey of inflow models covers a spectrum of flight conditions including hover, vertical flight, and low-speed and high-speed forward flight. Both static and dynamic aspects were reviewed, both in and out of ground effect. With real-time applications in mind, a main focus of the survey was placed on the comparative evaluation of several simple first-harmonic inflow models using available old and new test data. In particular, the wind tunnel data obtained recently by Elliott and Althoff [1] with a laser velocimeter was used for correlation. Hoad et al. [2] did extensive correlations of these data with predictions from several state-of-the-art analytical rotor wake calculation methods. The survey provides, therefore, a good opportunity to determine how well the simple first harmonic inflow models perform compared to the advanced wake models.

2. A BRIEF HISTORICAL PERSPECTIVE

In 1926, Glauert [3], in trying to resolve discrepancies between the experimentally observed and theoretically calculated lateral force of the rotor from uniform inflow, proposed a simple first harmonic nonuniform inflow model which generates an induced velocity field

$$v = v_0(1 + xK_c \cos \psi)$$

that increases longitudinally from the leading edge to the trailing edge of the rotor disc with the gradient $K_c$ being unspecified. Wheatley [4] correlated a preselected value of the gradient ($K_c = 0.5$) with flight-test data that he gathered from an autogyro. One of his conclusions was that “the blade motion is critically dependent upon the distribution of induced velocities over the rotor disc and cannot be calculated rigorously without the accurate determination of the induced flow.” Seibel [5] explained that it is the nonuniform inflow that causes the “hump” of the vibratory load which was encountered in the low-speed flight regime during flight-testing of the Bell Model 30. To better define the induced velocities over the rotor disc for further vibration study, Coleman et al. [6] in 1945 introduced a simplified vortex system of the rotor (a cylindrical wake model) and used it to develop an analytical formula for the normal component of induced velocity along the fore and aft diameter of the rotor disc. They also arrived at a remarkably simple formula for the gradient of the induced velocity at the rotor disc center, which is expressed in terms of wake skew angle (as defined in Fig. 1), as
\[ K_c = \tan\left(\frac{\chi}{2}\right) \]  

(2)

Thus for the first time the value of \( K_c \), left largely unspecified by Glauert, was analytically determined. Later, Drees [7] determined \( K_c \) using a wake geometry modified from Coleman’s simple cylindrical vortex wake to account for the bound circulation varying sinusoidally with azimuth. When expressed in terms of the wake skew angle, Drees’ formula for \( K_c \) yields

\[ K_c = \frac{4}{3} \left(1 - 1.8\mu^2\right) \tan\frac{\chi}{2} \]  

(3)

which shows that the gradient is a function of both the wake skew angle, \( \chi \), and the advance ratio, \( \mu \).

In 1947, Brotherhood [8] conducted a flight investigation of the induced velocity distribution in hover, and showed that flight-test measurements correlated well with values calculated using blade-element momentum theory [9,10]. Later, Brotherhood and Steward [11] also reported their flight-test work in forward flight using smoke filaments to indicate the flow pattern. They estimated that the value of the gradient \( K_c \) was between 1.3 and 1.6 in the range of advance ratios tested (0.14 to 0.19), thereby concluding that Eq. (2), derived by Coleman, tended to substantially underestimate the value of \( K_c \). They also showed that the theoretical calculation of Mangler and Square [12] based on potential theory did not correlate well with their flight-test measurements of the induced velocities.

Up to the early 1950s, all the research on the induced velocity of the lifting rotor had been focused on the static or time-averaged aspect. In 1953, Carpenter and Fridovich [13] proposed a dynamic inflow model to investigate the transient rotor thrust and the inflow buildup during a jump takeoff maneuver. They extended the simple momentum theory for steady-state inflow to include the transient inflow buildup involving the apparent air mass that participates in the acceleration. The results of the calculation using the model were in good agreement with the experimental data obtained on a helicopter test stand. Unfortunately, research on the dynamic aspect of the induced velocity was not pursued further until two decades later. Meanwhile, work continued on the refinement of the static aspect of the theory of induced velocities at and near the lifting rotor.

A concerted effort was carried out at NACA during the 1950s to further develop the simple vortex theory introduced by Coleman et al. [6]. The work of Castles and De Leeuw [14] on the induced velocity near a uniformly loaded rotor, and the work of Heyson and Katzoff [15] for nonuniformly loaded rotors, culminated in the NACA charts [16] which are still used in the helicopter industry today, particularly in the flight mechanics discipline. With the increasing digital computational power that became available in the 1960s, sophisticated computer codes (e.g., [17,18]) were developed using more complicated prescribed helical-wake models. Work on free-wake codes was also begun (e.g., [19,20]) during the late 1960s and early 1970s. Heyson [21] and Landgrebe and Cheney (see Ref. 77) provided excellent reviews of the research activities on static inflow modeling using vortex theory in the U.S. during this period. Reference 77 also discussed the inherent capability of the transient inflow
calculation using free-wake methods. Some of the activities in the U.S.S.R. during these years are summarized in Refs. 22 and 23.

In 1972, Harris [24] published a set of low-speed flapping data obtained from a well-controlled wind tunnel test. He correlated calculated flapping angles using various static inflow models, including Coleman's model [6], NACA charts, and a representative prescribed helical-wake computer code [18], then available with his experimental data. He found that none of the available methods was able to predict lateral flapping in the low advance ratio region as shown in Fig. 2. The existence of a strong first-harmonic longitudinal component, as evident from Fig. 2, causes a variety of undesirable rotorcraft characteristics such as noise and vibration in the low-speed flight regime as mentioned earlier [5], and a large stick migration with speed and load factor, which may cause a loss of control for rotorcraft. Ruddell [25] reported that the value for Glauert longitudinal inflow gradient, \( K_c \), used in the design calculation for cyclic control of the first advancing-blade-concept (ABC) aircraft was found to be much less than the actual value derived from flight tests. This discrepancy resulted in the loss of control which caused the 1973 ABC accident. In his work, Harris [24] suggested that, to achieve an improved correlation with his experimental data, free-wake rather than prescribed-wake approaches should be pursued. His suggestion was finally realized in 1981 by Johnson [26] with his comprehensive CAMRAD [27] computer code, which uses the Scully [28] free-wake analysis. With some tuning of a parameter (tip vortex core radius), Johnson was able to correlate very well his calculated lateral flapping with Harris' experimental data. Work is continuing (e.g., [29,30]) by the rotorcraft aerodynamicists in improving free-wake codes with respect to model fidelity and computational efficiency for applications directed primarily toward performance and airload calculations. As might be expected, free-wake codes are, in general, very computationally intensive.

For flight dynamics and control applications, a simple harmonic, finite-state, nonuniform inflow model for induced velocity similar to that originally proposed by Glauert is still being used extensively [31-34]. This form of model is easier to use and the results are easier to interpret in a nonreal-time environment. It is the only practical nonuniform inflow model that is not computationally intensive and thus can be implemented on a current-generation digital computer for real-time simulation. In 1971, Curtiss and Shupe [35] extended Glauert's model to include inflow perturbations from pitching and rolling moments, using the simple momentum theory. A similar first harmonic inflow model was also developed using a simple vortex theory by Ormiston and Peters [36]. Building upon the work of Curtiss and Shupe and using the concept of inflow dynamics introduced by Carpenter and Fridovich [13], Peters [37] developed, based on momentum theory, a more complete dynamic inflow model for hover. Dynamic inflow models for hover similar to that of Peters were also proposed by Crews, Hohenemser, and Ormiston [38], Ormiston [39], and Johnson [40,41]. Peters' dynamic inflow model was validated with wind tunnel data [42,43] using system identification methods. Using unsteady actuator disc theory, Pitt and Peters [44] extended Peters' [36] model for hover to include forward flight conditions, thereby completing the three-state, first harmonic, perturbed dynamic inflow model that has found broad applications in rotorcraft dynamics. For flight dynamic simulations, it was found [e.g., 45] that nonlinear dynamic inflow models such as that of Carpenter and Fridovich [13] and Peters [46,47], in lieu of the linear version
[44], are often the most suitable form to use, because total values, rather than the perturbed values, of the thrust and the pitching and rolling moments are involved.

In this paper, a main focus is on review and comparative evaluation of several first harmonic inflow models that have been developed since the work of Harris in 1972. In addition to the assessment of their steady-state effects as examined by Harris [24, 48], the significance of the low-frequency, unsteady wake effects (inflow dynamics) is also addressed. First, for the static case, the Blake/White model [49], which was developed in 1979 from a simple vortex theory is compared with the steady-state solution of the Pitt/Peters dynamic inflow model [47], the classical Coleman model [6], and an inflow model used by Howlett [31], which represents current practice in real-time simulation of rotorcraft using a blade-element method. Inclusion of airmass dynamics associated with a lifting rotor have been shown recently by Curtiss [32], Miller [50], Chen and Hindson [45], and Schrage [34] to be important in the design of high-bandwidth flight-control systems for rotorcraft because the frequencies of the inflow dynamic modes are of the same order of magnitude as are those of the rotor-blade flapping and lead-lag modes. Therefore, the paper will also discuss dynamic inflow models that account for unsteady wake effects. Table 1 summarizes the events related to the development of some inflow models.

3. INFLOW MODELS—STATICS

Since this survey of inflow models is from the perspective of the user in flight dynamics and control, the inflow models of interest will be a function of the frequency range of applicability and will have an accuracy consistent with the applications for which a specific flight dynamics mathematical model is intended. For low-frequency applications (less than 0.5 Hz), such as trim computations or flying-qualities investigations involving low-bandwidth maneuvering tasks, the dynamic effects of the interaction of the airmass with the airframe/rotor system may be expected to be negligible, and therefore static inflow models will be of interest. The static characteristics of the induced velocity of a lifting rotor depend strongly on the operating conditions: hovering, vertical ascent or descent, low-speed forward flight, or high-speed cruise. For each of these flight regimes, some physical description and the associated mathematical models, with experimental correlation where available, are reviewed below. Ground effects of the rotor that are important for low-speed and low-level flights are reviewed, and induced velocities near the lifting rotor which are required for calculations of forces and moments for other parts of the airframe are discussed. Static characteristics resulting from rotor thrust will be addressed first, and then the influence of the pitching and rolling moments of the rotor system on the inflow distribution will be discussed.

3.1 Static Effect of Thrust

A. Hover and Vertical Flight

Out of Ground Effect. The flow patterns at and near the rotor in hover and in vertical flight were investigated extensively in the 1940s and 1950s, both analytically and experimentally. Figure 3, from Ref. 10, illustrates the flow patterns and the normalized induced velocity in terms of rate of climb, \( V_c \), in vertical flight out of ground effect. A more detailed description
Table 1. Nonuniform Inflow Model Development—Flight Mechanics Perspective

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1926</td>
<td>Glauert</td>
<td>Proposed a “triangular” induced velocity model: ( v(r/R,\psi) = v_0[1 + (r/R)K_c \cos \psi] ).</td>
</tr>
<tr>
<td>1934</td>
<td>Wheatley</td>
<td>Used ( K_c = 0.5 ) to correlate with flight data; found inadequate in predicting flapping.</td>
</tr>
<tr>
<td>1944</td>
<td>Seibel</td>
<td>Explained that the severe vibration “hump” at low speeds encountered in flight tests of Bell Model 30 is caused by the nonuniform inflow.</td>
</tr>
<tr>
<td>1945</td>
<td>Coleman et al.</td>
<td>Determined that ( K_c = \tan(\chi/2) ), using a vortex theory with a uniformly loaded circular disk (( \chi ) = wake-skew angle).</td>
</tr>
<tr>
<td>1949</td>
<td>Drees</td>
<td>Determined ( K_c ) using a wake geometry modified from Coleman’s (assuming bound circulation varies sinusoidally with azimuth).</td>
</tr>
<tr>
<td></td>
<td>Brotherhood et al.</td>
<td>Conducted a flight test using smoke filaments to indicate the flow pattern; estimated ( K_c = 1.3 ) to 1.6 in the ( \mu ) range of 0.14 to 0.19.</td>
</tr>
<tr>
<td>1950</td>
<td>Mangler/Square</td>
<td>Developed induced velocity contours for lighted, nonuniformly loaded rotors for several values of TPP angle of attack.</td>
</tr>
<tr>
<td>1953</td>
<td>Carpenter/Fridovich</td>
<td>Developed inflow dynamics with respect to thrust variations.</td>
</tr>
<tr>
<td>1953 to 1959</td>
<td>Castles/DeLeeuw;</td>
<td>Developed NACA charts of induced velocities near uniformly and nonuniformly loaded lifting rotors.</td>
</tr>
<tr>
<td></td>
<td>Heyson/Katzoff/Jewel</td>
<td></td>
</tr>
<tr>
<td>1959 to 1967</td>
<td>Miller; Piziali/DeWardt; Davenport et al.</td>
<td>Developed computer codes for various prescribed-wake models.</td>
</tr>
<tr>
<td>1967 to present</td>
<td></td>
<td>Development of free-wake codes such as UTRC codes and CAMRAD.</td>
</tr>
</tbody>
</table>
Table 1. Continued

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1971</td>
<td>Curtiss/Shupe</td>
<td>Developed equivalent Lock number to account for inflow variations w.r.t. aerodynamic pitching and rolling moments.</td>
</tr>
<tr>
<td>1972</td>
<td>Harris</td>
<td>Correlated several inflow models with his wind tunnel data and found that none were able to predict the lateral flapping at low advance ratio ($\mu &lt; 0.15$).</td>
</tr>
<tr>
<td>1974</td>
<td>Peters</td>
<td>Developed a more complete inflow model for hover based on momentum theory.</td>
</tr>
<tr>
<td>1976</td>
<td>Ruddell</td>
<td>Documented that value of the Glauert gradient term, $K_c$, used in the design calculation for cyclic control of the first ABC aircraft was much less than actual value, resulting in accident in 1973.</td>
</tr>
<tr>
<td>1977 to 1979</td>
<td>Banerjee/Crews/ Hohenemser</td>
<td>Identified the dynamic inflow parameters using wind tunnel data.</td>
</tr>
<tr>
<td>1979</td>
<td>Blake/White</td>
<td>Determined, using a simple vortex theory, the value of $K_c = \sqrt{2} \sin \chi$.</td>
</tr>
<tr>
<td>1979</td>
<td>Van Gaasbeek</td>
<td>Documented the inflow model used in the modern version of C-81 code, based on Drees' data.</td>
</tr>
<tr>
<td>1981</td>
<td>Johnson</td>
<td>Used free-wake (Scully wake) in CAMRAD to achieve good correlation with lateral-flapping data of Harris (1972).</td>
</tr>
<tr>
<td></td>
<td>Pitt/Peters</td>
<td>Developed a complete dynamic inflow model for forward flight using unsteady actuator disk theory.</td>
</tr>
<tr>
<td></td>
<td>Howlett</td>
<td>Documented the inflow model used in GENHEL-Black Hawk Engineering Simulation model.</td>
</tr>
<tr>
<td></td>
<td>Junker/Langer</td>
<td>Obtained downwash measurements at low advance ratios from three tunnels and correlated them with calculations from local-momentum and rigid-wake theories.</td>
</tr>
</tbody>
</table>
Table 1 Concluded

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1986</td>
<td>Chen/Hindson</td>
<td>Investigated effects of dynamic inflow on vertical response in hover using Carpenter and Pitt models and CH-47 flight data.</td>
</tr>
<tr>
<td>1987</td>
<td>Harris</td>
<td>Provided a historical perspective of static nonuniform inflow development—an update of his 1972 work.</td>
</tr>
<tr>
<td>1988</td>
<td>Hoad/Althoff/Elliott</td>
<td>Correlated several prescribed-wake and free-wake models with their recent tunnel-measured inflow data (from a laser velocimeter); showed poor agreement.</td>
</tr>
<tr>
<td></td>
<td>Cheeseman/Haddow</td>
<td>Measured (using hot wire probes) downwash at low advance ratios; estimated value of $K_c$ to be about 50% higher than Coleman’s value.</td>
</tr>
<tr>
<td></td>
<td>Peters/HaQuang</td>
<td>Refined nonlinear version of Pitt/Peters dynamic inflow model for practical applications.</td>
</tr>
</tbody>
</table>

can be found in Refs. 51 and 52. The momentum theory is applicable in the propeller working state, but only in portions of the regions of the windmill brake state and the vortex ring state. In the regions where the momentum theory is applicable, the mean value of the induced velocity can be calculated as shown in Fig. 3. In this figure, the mean induced velocity at the tip-path plane (TPP) of the rotor and the vertical flight speed are normalized by the mean value of the induced velocity at hover, $v_h = \sqrt{C_T}/2$, thereby removing their dependency on the air density and the disc loading. An empirical curve is indicated for the flight conditions where the momentum theory is no longer applicable because a well-defined slipstream does not exist. Within the region where the slipstream exists, it contracts or expands rapidly to reach a fully developed wake. The radius of the fully developed wake can be calculated by using the fully developed induced-velocity and continuity condition [23], as shown in Fig. 4. Note that the contraction ratio is 0.707 in hover, as shown. A recent calculation by Bliss et al. [53] using a free-wake analysis involving a three-part wake model (Fig. 5) indicated that the contraction ratio at the fully developed wake in hover is somewhat larger than that calculated using momentum theory. This is shown in Fig. 6, where a similar trend is also indicated for an empirical wake, as developed in Ref. 54.

The induced velocity at the rotor plane is nonuniform. Measurements from flight by Brotherhood [8] are shown in Fig. 7, in which calculations using blade-element momentum theory [9] and uniform inflow are also shown. The measurements were taken at two planes, 0.073R and 0.39R, below the rotor TPP, and the induced velocity at the rotor was then
extrapolated using stream lines obtained from smoke photographs. Thus, the measured data near the blade tip may not be accurate. Nevertheless, it can be seen from Fig. 7 that, except for the few percent of the rotor radius near the blade tip region, the induced velocity in hover calculated from blade-element momentum theory [9],

\[
\nu = \left( \frac{V_v}{2} + \frac{bc\alpha\Omega}{16\pi} \right)^{-1} + \sqrt{1 + \frac{2\Omega(\theta - \frac{V_v}{\lfloor \Omega \rfloor})}{(4\pi V_v^2 / bc\alpha\Omega) + V_v + (bc\alpha\Omega / 16\pi)}}
\]

(4)
correlates very well with flight-measured data. Near the blade tip, large variations in induced velocity are caused by the strong influence of the contracted tip vortex. However, calculations of the distribution of the induced velocity near the blade tip based on vortex theory are sensitive to tip vortex geometry [55]. As shown in Fig. 8, Landgrebe [56] calculated the hover-induced velocity distribution using several prescribed wake models and compared the results with those from the blade-element momentum theory. Free-wake methods, though promising, have yet to achieve a level of accuracy permitting their routine use in performance calculations [48]. Generally, however, an accuracy level somewhat less than that required for performance estimation is sufficient for stability and control analysis. Equation (4) is therefore a good approximation for simple nonuniform inflow, out of ground effect, at the rotor blade for low-frequency applications in flight dynamics and control.

A knowledge of induced velocity near the lifting rotor is required for the calculation of the forces and moments acting on the fuselage, the tail rotor, and the horizontal and vertical tails. Examples of NACA charts [16], for which calculations were made using a simple cylindrical wake with (1) uniform disc loading and (2) a triangular disc loading at hover, are shown in Fig. 9. Improvements using free-wake methods presented in a similar chart form, or in look-up tables for various geometrical characteristics and operating conditions of a lifting rotor, are presently lacking. These are needed for rapid calculations in flight dynamics and control simulations, especially for real-time applications.

**Effect of Ground.** In ground proximity, the induced velocity decreases, since in the ground plane the vertical airspeed component must be zero. The effect of the ground on the mean induced velocity as determined by model and full-scale tests can be found, for example, in Ref. 57. As is well known, the ground effect becomes negligible when the height of the rotor plane above the ground is larger than the diameter of the rotor. The induced velocity distribution along the rotor blade was calculated many years ago by Knight and Hefner [58] using a simple cylindrical vortex wake for a uniformly loaded rotor disc and the method of images, as shown in Fig. 10. Note that without the effects of the ground, the induced velocity distribution is uniform, and is identical to that shown in Fig. 9a for the uniform disc-loading case. Nonuniformity increases as a result of the ground effect as the rotor disc approaches the ground plane. Ground-induced interference velocities are largest at the rotor center and smallest at the blade tip. However, the disc-load distribution can have significant effects on the distribution of ground-induced interference velocities over the rotor disc. Heyson [59] has calculated and compared the uniform and triangular disc-load distributions, as shown in Fig. 11. The interference is nonuniform in spanwise distribution, particularly for the
triangular disc-load distribution for low values of the rotor height above the ground. The large distortion near the rotor center is a result of the zero load at the rotor center for the triangular disc-load distribution. The induced-velocity distribution at the rotor disc can then be obtained by combining the information in Fig. 11 with corresponding out-of-ground-effect (OGE) values at the rotor disc in Figs. 9a and 9b. Note that for uniform disc-load distribution, the result is identical to that shown in Fig. 10, as it should be. In Ref. 59, Heyson also provided some of his calculations of the flow field of a triagonally loaded rotor in ground proximity, which may be compared directly with its OGE counterpart in Fig. 9b to gain qualitative insight into the ground effect. Because of the failure to consider wake distortions in the prescribed simple cylinder wake method, a high level of accuracy cannot be expected. A systematic correlation of these results with those calculated using the more sophisticated free-wake methods, and with test data to quantify the degree of accuracy of the calculated results, has also been lacking.

B. Low-Speed Forward Flight

Out of Ground Effect. As the forward speed increases from hovering, the rotor wake is swept rearward. The wake skew angle (see Fig. 1) increases rapidly from 0° in hover to 90° in edgewise flight, and at the same time the mean induced velocity decreases. The wake skew angle and the mean induced velocity can be calculated for various values of TPP angle of attack, using the uniform induced velocity formula proposed by Glauert [3], based on the momentum theory,

\[ v_0 = \frac{C_T}{2(\mu^2 + \lambda^2)^{1/2}} \]  

(5)

and the definition of the wake skew angle,

\[ \tan \chi = \frac{\mu}{\lambda} \]  

(6)

where \( \mu = V_\infty \cos \alpha \), \( \lambda = v_0 - V_\infty \sin \alpha \) (note that \( V_\infty \) is normalized with tip speed). Figure 12 shows the wake skew angle as a function of the normalized flight velocity (normalized with respect to the hover uniform induced velocity, \( v_h \)) for several values of TPP angle of attack. At a given flight velocity the wake skew angle is considerably larger in descending flight (positive values of \( \alpha \)) than in climbing flight (negative values of \( \alpha \)). Note that at zero TPP angle of attack, the wake skew angle already reaches about 80° at the normalized flight speed of about 2.3 (corresponding to \( \mu = 1.62\sqrt{C_T} \)). The calculated wake skew angles for the smaller values of \( \alpha \) correlate well with measured data, as shown in Fig. 13 [10]. Similarly, the calculated mean induced velocity at low speeds using Eq. (5) matches fairly well with the measured values.

The wake skew angle, which is dependent upon advance ratio, TPP angle of attack, and thrust coefficient, defines the orientation of the rotor wake and is a key parameter in determining the induced velocity at and near a lifting rotor. Figure 14 shows the contours of induced-velocity ratio \( v/v_0 \) in the longitudinal plane of the rotor for various wake skew angles. These were calculated by Castles and DeLeeuw [14] using a cylindrical wake with uniform disk loading, and they show that the induced velocity at the rotor plane is strongly
dependent on the wake skew angle. Payne has suggested [51] that the results of Castles and DeLeeuw may be approximated by a first-harmonic expression similar to that originally proposed by Glauert:

\[ v = v_0 + x(v_c \cos \psi + v_s \sin \psi) \]  
\[ = v_0[1 + x(K_c \cos \psi + K_s \sin \psi)] \]

where \( v_0K_c = v_c, v_0K_s = v_s \), and

\[ K_c = \frac{4/3 \tan \frac{\chi}{2}}{1.2 + \tan \frac{\chi}{2}} \]

and \( K_s = 0 \). Over the years several authors have developed other formulae for \( K_c \) and \( K_s \). Some of these, recast as an explicit function of wake skew angle, are summarized in Table 2.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>( K_c )</th>
<th>( K_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1945</td>
<td>Coleman et al. [6]</td>
<td>( \tan(\chi/2) )</td>
<td>0</td>
</tr>
<tr>
<td>1949</td>
<td>Drees [7]</td>
<td>( \frac{4/3}{(1-1.8\mu^2)}\tan(\chi/2) )</td>
<td>(-2\mu)</td>
</tr>
<tr>
<td>1959</td>
<td>Payne [55]</td>
<td>( \frac{4/3 \tan \chi}{1.2 + \tan \chi} )</td>
<td>0</td>
</tr>
<tr>
<td>1979</td>
<td>Blake and White [49]</td>
<td>( \sqrt{2} \sin \chi )</td>
<td>0</td>
</tr>
<tr>
<td>1981</td>
<td>Pitt and Peters [44]</td>
<td>( (15\pi/32)\tan(\chi/2)^a )</td>
<td>0</td>
</tr>
<tr>
<td>1981</td>
<td>Howlett [31]</td>
<td>( \sin^2 \chi )</td>
<td>0</td>
</tr>
</tbody>
</table>

\( a \) Considering only static and with only thrust effect.

A comparison of the ratio of the cosine component to the mean induced velocity for several models listed in Table 2 is shown in Fig. 15 as a function of the wake skew angle.

With the wake skew angle calculated as shown in Fig. 12, a comparison of the cosine component of the induced velocity from those models listed in Table 2, at various flight conditions, can be made. Figure 16 shows such a comparison for those inflow models shown in Fig. 15 for climbing, level flight, and descending flight conditions. As the flight speed increases, the cosine component of the induced velocity peaks at a flight speed less than twice the hover uniform induced velocity. Thus, the flight speed at which the cosine component of the induced velocity peaks depends on the thrust coefficient at which the rotor is operating, with a higher flight speed for a higher thrust coefficient. The peak amplitude also
depends strongly on the sign of the TPP angle of attack; it is larger when the value of \( \alpha \) is positive, as in a descending flight or in a flare, than when the value of \( \alpha \) is negative, as in a level or a climbing flight. These trends are consistent with the vertical vibration level in low-speed flights typically observed by the pilot or measured in flight, as shown in Figs. 17 and 18 (taken from Refs. 60 and 61, respectively). As mentioned earlier, some general characteristics of the low-speed vibration due to the fore-and-aft variation in the induced velocity were investigated by Seibel [5] many years ago. With the emphasis on nap-of-the-Earth (NOE), low-speed terrain flying in recent years for military missions, interest has resumed in a thorough reexamination of the vibration problem associated with low-speed maneuvering flight.

In Fig. 16, it is seen that as the flight speed increases beyond the peak of the cosine component of the induced velocity, both the mean and the cosine component of the induced velocity diminish rapidly, reducing their impact on the rotor forces and moments. In the peak region, the magnitude of the cosine component varies significantly among the models, being much larger for the Blake/White and Pitt/Peters models than for the classical model of Coleman et al. [6]. Cheeseman and Haddow [62] recently gathered induced-velocity data at low advance ratios from a wind tunnel, using triaxial hot-wire probes. They compared the values of the longitudinal inflow gradient, \( K_c \), fitted from the measured inflow data with those calculated from Coleman's model, and found that the calculated values were 45% to 56% smaller, depending on the flight conditions, than the measured values, as shown in Table 3. For a broader comparison, some of the first harmonic inflow models listed in Table 2 are also included in Table 3. The results show that the Pitt/Peters inflow model correlates best with the Cheeseman-Haddow data, differing by only 2% to 7% from their fitted experimental data. The Drees model and the Payne model also match the data fairly well, differing by 10% to 16% from the fitted values, depending on the operating conditions. Some improvements of other models (e.g., Blake and Howlett) over the classical Coleman model can also be seen in Table 3.

The Cheeseman/Haddow data were obtained for small values of TPP angle of attack (about \(-1.75^\circ\)). To see the potential effect of the TPP angle of attack, Fig. 16 was replotted for \( K_c \), as shown in Fig. 19. It can be seen that the value of \( K_c \) tends to be higher for a positive value of \( \alpha \) than for a negative value of \( \alpha \). For the \( \alpha = 20^\circ \) case, the \( K_c \) values for the four inflow models peak at flight speeds below \( V_o/v_h = 2 \), when the wake skew angle exceeds 90\(^\circ\).

An indirect means of estimating \( K_c \) is through correlations of the calculated lateral flapping values with those measured. As described earlier, Harris [24] has done such a correlation, as shown in Fig. 2. The Blake/White model achieved a fairly good correlation with the Harris wind tunnel data, as shown in Fig. 20 [63]. In 1987, Harris [48] expanded his 1972 work [24] to include correlations of the (1) Blake/White model [49]; (2) the Scully free-wake model used in the CAMRAD [26]; and (3) the inflow model used in the C-81 [64], which was developed empirically based on Drees' model together with his low-advance-ratio data obtained from a wind tunnel. The results, shown in Figs. 21 and 22, again indicate that the Blake/White simple model agrees fairly well with Harris' experimental data, and in the longitudinal plane of symmetry, the induced velocity compares well with that calculated from
Table 3. Comparison of Some First-Harmonic Inflow Models with Cheeseman Haddow Wind-Tunnel Data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test condition</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Advance ratio</td>
<td>0.1</td>
<td>0.067</td>
<td>0.067</td>
<td></td>
</tr>
<tr>
<td>Rotor rpm</td>
<td>2500</td>
<td>2500</td>
<td>1250</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$K_c$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitted from measured data [62]</td>
<td>1.07</td>
<td>0.96</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Coleman et al.</td>
<td>0.74</td>
<td>0.61</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>Pitt/Peters</td>
<td>1.09</td>
<td>0.90</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>Howlett</td>
<td>0.92</td>
<td>0.79</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>Blake/White</td>
<td>1.35</td>
<td>1.26</td>
<td>1.24</td>
<td></td>
</tr>
<tr>
<td>Drees</td>
<td>0.96</td>
<td>0.81</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>Payne</td>
<td>0.98</td>
<td>0.82</td>
<td>0.80</td>
<td></td>
</tr>
</tbody>
</table>

CAMRAD. Harris noted, however, that the Blake/White model did not agree well with the other set of data that he used [48].

Another indirect method of estimating $K_c$ at low speeds is by examining the cyclic control requirements for trim, since lateral cyclic inputs are required to trim out the rolling moment generated from the lateral flapping discussed above. Faulkner and Buchner [65] reported that, for a hingeless rotor helicopter, the Blake/White model generally yielded better results than the Payne model did. Ruddel [25] indicated that use of a $K_c$ value similar to that of Coleman’s in the design analysis was found to be about a factor of two too small in predicting the required cyclic control for trim (Fig. 23). The Cheeseman/Haddow data discussed earlier tend to corroborate this result.

In Ground Effect. With the emphasis on NOE flight in some operational missions, research in rotor aerodynamics in ground proximity at low advance ratios has been reactivated in recent years. As the forward speed increases, the wake of the rotor is rapidly swept rearward, and as a result, the effect of the ground is rapidly reduced. Without the ground effect, it can be seen in Fig. 12 that the wake skew angle has already reached approximately 75° at a flight speed twice the hover mean induced velocity (for zero TPP angle of attack). An early study [66] using a cylindrical wake model with the method of images indicates that, for zero TPP angle of attack, the ground effect virtually disappears at speeds greater than twice the hover mean induced velocity, as illustrated in Fig. 24. The normalized induced velocity at the rotor center is plotted as a function of the normalized forward speed for various values of rotor height above the ground. Note that for $Z/R = \infty$, the curve, which is monotonically decreasing, is identical to that out of ground effect as shown in Fig. 16 ($\alpha = 0$). For smaller values of $Z/R$, the total induced velocity at the center of the rotor increases rather than decreases as the flight speed increases, because the decrease in ground effect with speed is more rapid than the decrease in induced velocity in forward flight. Although the simple vortex theory used in
Ref. 66 does not include such effects as ground vortex, similar phenomena have been observed in flight [67] and in wind tunnel tests [68,69]. Formation of the ground vortex in the region of very low advance ratios \((u < 0.06)\), which was observed by Sheridan [68], was attributed to the increase in power required, in that flight regime, for rotor heights less than about one-half of the rotor radius.

In ground proximity, the OGE mean induced velocity and wake skew angle, Eqs. (5) and (6), according to momentum theory, require modifications to account for the vertical and horizontal components, \(\Delta v\) and \(\Delta u\), of the ground-induced velocity (see Fig. 25). It can be shown [59] that

\[
\left(\frac{v_0}{v_h}\right)^4 = \frac{1}{\left[\left(\frac{V_\infty}{v_0}\right) + \tan \alpha - (\Delta u / v_0)\right]^2 + [1 + (\Delta v / v_0)]^2} \tag{9}
\]

and

\[
\cos \chi = (v_0 / v_h)^2 [1 + \Delta v / v_0] \tag{10}
\]

In computing the ground-induced interference velocity, wake roll-up must be considered. Observations have indicated that the roll-up of the wake takes place rapidly behind the rotor, similar to a low-aspect-ratio wing, as shown schematically in Fig. 26. Using an analogy to an elliptically loaded wing, Heyson [59] proposed to use an effective skew angle which is related to the momentum wake skew angle by

\[
\tan \chi_e = \left(\frac{\pi^2}{4}\right) \tan \chi \tag{11}
\]

for the calculation of the ground effect in forward flight. (Note that the effective wake angle is considerably larger than the momentum skew angle in the region of low values of \(\chi\).) A sample of results calculated [59] using the skewed cylinder wake with the method of images is shown in Fig. 27 for the distribution of the vertical component of ground-induced interference velocity at \(\chi_e = 30^\circ, 60^\circ,\) and \(90^\circ\). As in the hover case, the results are sensitive to the disc-load distribution in the low-rotor-height region. Since the disc-load distribution is generally not known beforehand, the results are not very useful. Another shortcoming of the analysis is the failure to consider the distortion of the near wake resulting from the influence of the ground and of the roll-up wake. Here, free-wake methods may play an important role. Sun [70] recently developed a simplified free-wake/roll-up-wake flow model to investigate the aerodynamic interaction between the rotor wake, the ground, and the roll-up wake and to calculate the induced-velocity distribution at the rotor plane. He found that the near-wake deformation from the influence of the ground and the roll-up wake causes large variations in the induced-velocity distribution near the blade tip in the forward part of the rotor. After a proper calibration with test data, plots similar to NACA charts [16] for OGE are needed for IGE to be used in detailed flight-dynamic simulations, particularly in a real-time environment as either look-up tables (similar to those used in Ref. 71) or simple curve-fit equations (similar to those used in Ref. 72).
For flight-dynamic simulations, first-harmonic inflow models, either in static [71] or dynamic [32-34] form, have been used in recent years. Curtiss [73] recently analyzed and determined effective values of the constant and first-harmonic inflow coefficients, \( v_0, v_c, \) and \( v_s, \) in Eq. (7a), using low-advance-ratio ground-effect data obtained from the Princeton Dynamic Model Track facility [70,74]. The experimental facility and the model rotor are described in Refs. 73 and 74. Some of these obtained by Curtiss, recast in the format of Fig. 16, are shown in Figs. 28 and 29. Figure 28 shows an example of the value of \( v_0/v_h \) vs. \( V_{\infty}/v_h \) at \( Z/R = 0.88. \) The value calculated from the momentum theory, OGE, which is identical to that shown in Fig. 16 (\( \alpha = 0 \)), is also plotted (shown by the dashed line) for comparison. When the value of the normalized speed, \( V_{\infty}/v_h \), is less than about 1, the effect of the ground is favorable in that it reduces the mean induced velocity to a value below that indicated by the momentum theory. However, the effect of the ground becomes adverse when the value of the normalized speed, \( V_{\infty}/v_h \), is increased beyond 1. These experimentally derived characteristics are considerably different from those obtained from the simple vortex theory of Heyson [59] shown in Fig. 24, in which the effect of ground is always favorable.

Curtiss [73] also found from the experimental data that the effect of the ground is to reduce significantly the cosine (the fore-and-aft) component of the harmonic inflow. As shown in Fig. 29, the normalized cosine component is depicted as a function of height-to-radius ratio at two collective pitch settings. For purposes of comparison, values calculated using the Blake/White theory [49], which is one of the four OGE theories shown previously in Fig. 16, are also plotted in the figure. As shown, an increase in collective pitch somewhat decreases the value of the normalized cosine component at the higher values of the normalized flight speed. At low speeds, the recirculation may prevent the development of a longitudinal distribution of the induced velocity. The flow field in this flight regime is extremely complicated. Flow-visualization experiments [70,74] indicated that there are two distinct flow patterns: recirculation and ground vortex, as shown in Fig. 30. From hover to the normalized advance ratio of about 0.5, depending on the rotor height, is the region of recirculation of the wake through the rotor. As the speed is increased, a new pattern in the form of a concentrated vortex appears under the leading edge of the rotor. These experiments also indicated that the induced velocity is very sensitive to low levels of translational acceleration and deceleration. The sine component (or lateral distribution) of the induced velocity was found to be negligible in this very-low-speed flight regime (advance ratio <0.1).

C. High-Speed Forward Flight

When the forward speed increases beyond the normalized speed, \( V_{\infty}/v_h = 2, \) the mean induced velocity will decrease by more than 50% of the hover value and the wake skew angle (for \( \alpha = 0 \)) will exceed 75°. In this flight regime, therefore, the effect of the ground disappears, and the influence of the induced velocity on the rotor forces and moments becomes less significant. Nevertheless, it is of interest to review some of the work related to this flight regime, and to show how some of the simple first-harmonic inflow models listed in Table 2 correlate with some of the old and new experimental data. Applicable theories for the calculation of inflow near the rotor in this flight regime, which provide a method for estimating the resulting forces and moments acting on the tail rotor and tail surfaces, will also be reviewed briefly.
In 1954, Gessow [10] provided an excellent survey of work on the induced flow of a lifting rotor. He showed by an example that in high-speed forward flight, the induced velocity distribution at the rotor disc calculated from the simple cylindrical wake model of Castles and DeLeeuw [14] correlated fairly well with that derived from smoke-flow pictures obtained in flight by Brotherhood and Steward [11]. Gessow’s example is shown in Fig. 31. Note that in the figure, the normalized induced velocity, \( v/v_0 \), is equal to \((v/v_0)(v_0/v_h)\). Thus, the calculated values in the figure can be obtained from NACA charts such as those in Fig. 14 (for the example, the wake skew angle is about 82°) to obtain the value of \( v/v_0 \), and from Fig. 16 to obtain the value of \( v_0/v_h \) for the given operating condition. At this flight condition (advance ratio = 0.167), the inflow distribution is nonlinear, varying from a slight upwash at the leading edge of the rotor to a strong downwash at the trailing edge. In Ref. 11, a linear fit to the test data yields the value of \( K_c = 1.43 \), which is significantly higher than that calculated from Coleman et al. \( (K_c = \tan(\chi/2)=0.87) \) as shown in Table 4. For purposes of comparison, three other first-harmonic inflow models listed in Table 2 are included in the table for all three flight conditions tested.

It is evident from the table that the Blake/White model and the Pitt/Peters model better match the linear fit to the test data than the other two models do. It is also interesting to note that the mean induced velocity (or induced velocity at the rotor disc center) of the linear fit to the test data is considerably smaller than that calculated from the momentum theory for all three test conditions. Fig. 32 shows an example of a test condition similar to that shown in Fig. 31. Three additional first-harmonic inflow models, i.e., Blake, Pitt, and Howlett, are included in the original figure in Ref. 11, in which some results from Mangler and Square [12] are also shown.


<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Advance ratio</td>
<td>0.138</td>
</tr>
<tr>
<td>Estimated wake-skew angle, deg</td>
<td>82.8</td>
</tr>
<tr>
<td>Momentum</td>
<td>( v_0/v_h )</td>
</tr>
<tr>
<td>Linear fit to data [11]</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Data fit</td>
<td></td>
</tr>
<tr>
<td>Coleman</td>
<td>1.54</td>
</tr>
<tr>
<td>Pitt</td>
<td>0.88</td>
</tr>
<tr>
<td>Howlett</td>
<td>1.30</td>
</tr>
<tr>
<td>Blake</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>1.40</td>
</tr>
</tbody>
</table>
In 1976, Landgrebe and Egolf [75,76] extensively correlated their wake analysis (which is generally known as UTRC rotorcraft wake analysis) with induced-velocity test data obtained from 1954 to 1974 from 10 different sources. The analysis included a host of options ranging from the classical skewed helical wake model to a free-wake method, which provides the capability for the calculation of both time-averaged and instantaneous induced velocities at and near a rotor, as described in detail in Refs. 19 and 77. The results of the correlation study indicated that the prediction from the free-wake method was generally in good agreement with the test data, although the accuracy deteriorated near a wake boundary or in the vicinity of the rotor blade, mainly because of the use of lifting line (instead of lifting surface) theory in the analysis. The result of Landgrebe and Egolf's correlation of their wake analysis data with a set of laser velocimeter data obtained by Biggers and Orloff [78] in a wind tunnel at the NASA Ames Research Center is shown in Fig. 33. The test condition was an advance ratio of 0.18 with a TPP angle of attack of −6.6°. The calculated and the measured radial distributions of the vertical velocity component at 90° azimuth position (i.e., advancing side) are shown at four vertical positions beneath the rotor plane for the time-averaged and instantaneous values, respectively, in (a) and (b). The calculated values included those both with and without wake distortion (the wake-distortion version corresponded to the use of their free-wake method). As a result of the passage of the tip vortices, the flow is upward outside the wake and downward inside the wake. The free-wake method tends to better predict the tip vortex position, thereby improving the correlation with the data. However, as can be seen in these figures, the calculated values become significantly degraded as the vortex position approaches the rotor plane.

In 1988, Hoad et al. [2] did extensive correlations between several state-of-the-art analytical rotor wake methods and inflow measurements collected from a wind tunnel at NASA Langley Research Center using a laser velocimeter [1]. The laser data were obtained at various azimuthal and radial positions slightly above the rotor disc plane (z/R = 0.0885) at advance ratios of 0.15, 0.23, and 0.30. The thrust coefficient was 0.0064, and the TPP angle of attack was small, ranging from −3° to −4°. The analytical methods examined included three options (classical skewed-helix wake module, free-wake module, and generalized-wake module) of the UTRC rotorcraft wake analysis [76,79] discussed earlier, the CAMRAD [27] with the Scully free wake [28], and the Beddoes method [80], which utilized a prescribed wake geometry. The results show that, in general, the calculated values, even those calculated from the free-wake methods, do not agree very well with the measured data. The large upwash region in the leading-edge part of the disc, apparent in the measured data, is not reproduced by the calculations. Neither is the largest downwash on the advancing side of the rear portion of the disc matched by the calculated values.

It is of interest to see how well the simple first harmonic inflow models listed in Table 2 perform compared to those sophisticated computer codes just discussed. The four inflow models shown in Fig. 16 were used to calculate the induced velocities at the rotor disc, without corrections for the small vertical position difference, z/R = 0.0885. The results were compared with the measured data for the fore-and-aft radial distributions at the three advance ratios shown in Fig. 34. It is seen that the mean inflow ratio calculated from the momentum theory is considerably larger than the measured values as the advance ratio increases. This trend was also noted previously in the discussion of correlations with the flight data of
Brotherhood and Steward. Failure to consider the wake roll-up and the presence of the induced velocity component parallel to the rotor disc plane might account for the discrepancy. The slope, however, matches the trend of the data fairly well, particularly with the Pitt and Blake models. Correlations for other azimuthal positions show a similar trend, as shown in Fig. 35 for $\mu = 0.15$. To compare more quantitatively the merits or flaws of the first harmonic inflow models, the radial distribution of the inflow angle errors from each of the four models was calculated at various azimuthal positions for all three advance ratios tested. The results show that the first harmonic inflow models compare favorably with those calculated from the free-wake and prescribed-wake methods evaluated by Hoad et al. [2]. Fig. 36 shows an example of such a comparison at the advance ratio of 0.15. At the zero azimuthal position, $\psi = 0$, the first harmonic inflow models produce larger inflow errors in the inboard portion than most of the prescribed- and free-wake codes do; however, in the outboard portion ($r/R > 0.5$), which is more important than the inboard region because of the higher dynamic pressure, all four simple inflow models perform better than the five wake codes do. Similar trends are seen for other azimuthal positions. Overall, the Pitt inflow model seems to perform slightly better than the other three first-harmonic inflow models at the advance ratio of 0.15. However, at the higher advance ratios of 0.23 and 0.30, there seems to be no clearly discernable advantage of one model over the other, as shown in Figs. 37 and 38. From these figures, it can also be seen that, overall, all the simple first-harmonic inflow models perform as well (or as poorly) as the five state-of-the-art prescribed- and free-wake codes do.

Before this section is concluded, a vortex theory using a flat-wake concept that is suitable for higher forward flight should be discussed. The flat-wake theory [22] is based on the assumption that the free vortices leaving the rotor blades form a continuous vortex sheet which is swept back with the free stream without a downward motion. For simplicity in carrying out the integration involved in calculating the induced velocities using the Biot-Savart law, circulation is assumed to be independent of the azimuthal position. The detailed mathematical treatment is described in Refs. 22 and 23. In these references, it is suggested that the theory is generally valid for $\mu > 1.62 \sqrt{C_T}$, which corresponds to the wake skew angle, calculated from the momentum theory, of above 80° at $\alpha = 0$. Good results were reported recently by Zhao and Curtiss [33] using the flat-wake theory to treat the influences of the rotor wake on the tail rotor and the tail surfaces. M. D. Takahashi of Ames Research Center recently developed a software module based on Refs. 22 and 33 for rapid calculation of induced velocities at and near the rotor in high-speed forward flight. Good correlation of the calculated values with test data available in Ref. 22 was obtained, as shown in Fig. 39. The data were measured on a plane 10% of the disk radius beneath the rotor disk, at the flight conditions of $C_T = 0.006$ and $\alpha = 0$. Correlation was also performed with the wind tunnel data of Ref. 1. Figure 40 shows the calculated induced inflow ratios at three values of the advance ratios, $\mu = 0.15$, 0.23, and 0.30, all at $\alpha = 0$, $C_T = 0.0064$, and $z/R = 0.0885$ (above the rotor disk). For the purpose of comparison with the data in Figs. 36-38, the inflow angle errors at these data points were also calculated. Figure 41 shows an example of the results at two azimuth positions, $\psi = 0^\circ$ and $180^\circ$. It is seen that the correlation of the flat-wake method improves near the trailing edge of the rotor as the advance ratio increases; however, the correlation deteriorates somewhat in the midsection of the rotor. Overall, the results from the flat-wake method compare favorably with the free-wake methods.
3.2 Static Effect Resulting from Aerodynamic Moments

Since, in a steady pitching or rolling motion, the rotor can exert a first-harmonic aero-
dynamic moment on the airstream, it is reasonable to assume that there would be a first-
harmonic inflow distribution. Momentum theory can be applied [32] to determine the gain
matrix of the harmonic inflow components in hover. Curtiss [81] has shown that for linear
radial distribution of the inflow components in the form of Eq. (7), the inflow components \( v_c \)
and \( v_s \) are related to aerodynamic pitching and rolling moment coefficients by a gain matrix,

\[
\begin{bmatrix}
    v_s \\
    v_c
\end{bmatrix} = -\frac{1}{v_0} \begin{bmatrix}
    K & 0 \\
    0 & K
\end{bmatrix} \begin{bmatrix}
    C_1 \\
    C_m
\end{bmatrix}
\]  

(12)

where the value of \( K \) depends on the wake model used. For a “rigid wake model,” which
assumes that the mass flow used in applying the momentum theory considers only \( v_0 \), the
value of \( K \) is 2. For a “nonrigid wake model,” which considers the total inflow, \( v = v_0 + v_c \cos \psi + v_s \sin \psi \), in calculating the mass flow when applying the momentum theory, the
value of \( K \) is 1. Note that the rigid wake model corresponds to that used in Ref. 40 and the
latter to Ref. 42. Gaonkar and Peters [82] provide an extensive review of the development of
the gain matrix from a historical perspective, and discuss the implications of the two wake
assumptions. Perhaps more experimental data are needed to resolve the controversy resulting
from the two different assumptions.

Extension of the gain matrix from hover to forward flight using momentum theory proves
to be more difficult and less satisfactory. The gain matrix, developed by Pitt and Peters [44]
using unsteady actuator theory, has been correlated extensively and compared favorably [83]
with the results using a prescribed wake method contained in the UTRC Rotorcraft Wake
Analysis discussed earlier. The gain matrix, \( L \), was further extended by Peters [46] for total,
rather than perturbed, values of the thrust coefficient. Expressed in terms of wake-skew
angle, it can be shown to be

\[
\begin{bmatrix}
    v_0 \\
    v_s \\
    v_c
\end{bmatrix} = [L] \begin{bmatrix}
    C_T \\
    C_I \\
    C_m
\end{bmatrix}
\]

(13a)
where $v_T = (\mu^2 + \lambda^2)^{1/2}$, and the mass-flow parameter, $v_m$, is given by

$$v_m = \frac{\mu^2 + \lambda(\lambda + v_0)}{v_T} \quad (14)$$

Note from Eq. (13) that the Glauert gradient term, which represents the ratio of the $v_0$ to $v_c$ due to thrust, is $(15\pi/64)\tan(\chi/2)$, which was discussed earlier. For hover and for high-speed flight (more precisely, for wake skew angle $= 90^\circ$), the gain matrix in Eq. (13) reduces to Eqs. (15) and (16), respectively:

$$L_\text{hover} = \frac{1}{v_0} \begin{bmatrix} \frac{1}{2} & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix} \quad (15)$$

$$L_\text{cruise} = \frac{1}{\mu} \begin{bmatrix} \frac{64}{75\pi} & 0 & -\frac{1}{12} \\ 0 & \frac{64}{45\pi} & 0 \\ \frac{2}{5} & 0 & 0 \end{bmatrix} \quad (16)$$

Note that $L_{22}$ and $L_{33}$ elements in (15) are identical to those derived from the momentum theory using the nonrigid wake assumption discussed earlier. The value of $L_{11}$ is obtained by using the total values of $C_T$ and $v_0$. When the perturbation values of $C_T$ and $v_0$ are used as derived in the original Pitt/Peters dynamic inflow model [44], the value of $L_{11}$ is only one-half that shown in Eq. (15) (i.e., $L_{11} = 1/(4v_0)$). Notice also from Eq. (13) that while the sine component of the induced velocity is uncoupled from other components, the steady and cosine components are, in general, closely coupled, and they are functions of both the thrust coefficient and the pitching-moment coefficient. When adopting an inflow model such as those shown in Eqs. (7) and (13) for flight-dynamic analysis, care should be taken that the proper coordinate system is used. The inflow components, and the aerodynamic force (thrust)
and moments (pitching and rolling), are referred to in the wind axis system; therefore, proper coordinate transformations are generally required for applications to flight dynamics.

4. INFLOW MODELS—DYNAMICS

We now turn to the dynamic aspect of the induced velocity. In most of the preceding section (except in the discussion of free-wake methods) it was tacitly assumed that the induced velocity builds up instantaneously, in response to changes in disc-loading or aerodynamic moments, to its new inflow state. Since a large mass of air must be accelerated to reach the new inflow state, there will be dynamic lag associated with the buildup of induced velocity. For a finite-state characterization of the induced velocity, such as the Pitt/Peters inflow model (a three-state model for the induced velocity at the rotor disc), there will be time constants associated with the buildup of the three inflow components. For a nonfinite-state characterization of the induced velocity, such as a free-wake model, the evolution of the induced velocities at and near the lifting rotor is in consonance with the development of the vortex wake geometry and the blade loading. In this case, however, there are no explicitly defined states or time constants associated with the dynamic process. It is conceivable that a finite-state dynamic model may be used to fit the data generated for the specific area of interest (such as at the rotor disc) from the original free-wake model, but the procedure would be tedious.

For simulation of rotorcraft flight dynamics in a higher frequency range than that of the rigid-body modes, dynamic interactions between the inflow dynamics and the blade motion must be considered. Recent studies [32-34,50] have indicated that, because the frequencies of the inflow dynamic modes are of the same order of magnitude as those of the rotor blade flapping and lead-lag modes, strong dynamic coupling can be present, influencing the stability of the rotorcraft. For nonlinear simulation, particularly in a nonreal-time environment, nonfinite-state, free-wake methods may find wide application in the future because of the rapidly expanding computational power at reduced cost. However, finite-state inflow models such as those of Pitt/Peters [44] and Peters/He [84] are better suited for linear analysis or for real-time simulation of rotorcraft flight dynamics. For this reason, the discussion that follows is focused on the finite-state dynamic inflow models.

According to the updated version of the Pitt/Peters dynamic inflow theory for a three-state model [47,82] suitable for flight-dynamic applications, the apparent mass matrix, M, in the dynamic inflow equation,

\[
\begin{bmatrix}
    v_0 \\
    v_s \\
    v_c
\end{bmatrix} + L^{-1} \begin{bmatrix}
    v_0 \\
    v_s \\
    v_c
\end{bmatrix} = \begin{bmatrix}
    C_T \\
    C_l \\
    C_m
\end{bmatrix}
\]  

This equation is used to obtain the dynamic inflow state vector, which is then used to determine the aerodynamic forces and moments on the rotor. The matrix \( M \) in this equation is the apparent mass matrix, which takes into account the dynamic behavior of the air as it interacts with the rotor. The terms \( v_0 \), \( v_s \), and \( v_c \) represent the inflow velocity components, and \( C_T \), \( C_l \), and \( C_m \) are the aerodynamic coefficients for thrust, lateral force, and moment, respectively.
is given by
\[ M = \begin{bmatrix} \frac{8}{3\pi} & 0 & 0 \\ 0 & -\frac{16}{45\pi} & 0 \\ 0 & 0 & -\frac{16}{45\pi} \end{bmatrix} \]  \hspace{1cm} (18)

in which the \( M_{11} \) element was suggested to be \( \frac{128}{75\pi} \) for rotors with twisted blades [47]. (The value of \( M_{11} \) in Eq. (18) and the suggested value for a twisted blade correspond respectively to "uncorrected" and "corrected" values stated in the original Pitt/Peters model [44]). Recent studies [45,85] have found, however, that the value of \( M_{11} = \frac{8}{3\pi} \), which is identical to that originally proposed by Carpenter and Fridovich [13], correlates better with the flight-test data, even though the rotor blades are twisted.

The matrix of time constants associated with the inflow dynamics is obtained by multiplying both sides of Eq. (17) by the static gain matrix, \( L \), to yield
\[
\begin{bmatrix} v_0 \\ v_s \\ v_c \end{bmatrix} + \begin{bmatrix} v_0 \\ v_s \\ v_c \end{bmatrix} = [L] \begin{bmatrix} C_T \\ C_I \\ C_m \end{bmatrix}
\]  \hspace{1cm} (19)

where
\[
[\tau] = LM = \begin{bmatrix} \frac{1}{v_T} & 4 & 0 & -\frac{1}{12v_m}\tan\frac{\chi}{2} \\ 0 & \frac{64}{45\pi v_m(1 + \cos\chi)} & 0 \\ \frac{5}{8v_T}\tan\frac{\chi}{2} & 0 & \frac{64\cos\chi}{45\pi v_m(1 + \cos\chi)} \end{bmatrix}
\]  \hspace{1cm} (20)

Values of the time constant matrix in hover and in edgewise flight (i.e., \( \chi = 90^\circ \)) are therefore given by
It is of interest that in hover the time-constant matrix is diagonal, as is the static gain matrix, \( L \), discussed in the preceding section. Equation (21) is identical to that derived based on the momentum theory with the nonrigid-wake assumption [32]. If the rigid-wake assumption is used, the time constants associated with the harmonic inflow variations resulting from changes in moments (i.e., \( \tau_{22} \) and \( \tau_{33} \)) are twice as large as those shown in Eq. (21) because, as explained earlier, the static gains are. Correlations with wind tunnel data obtained from a hingeless rotor model in hover [82,86,87] produced mixed results using the two different wake assumptions. More work is needed to resolve this controversial “factor of two” problem. For detailed discussions of the historical development of the dynamic inflow models, the reader is referred to the excellent review paper of Gaonkar and Peters [82].

5. SUMMARY

A brief survey of nonuniform inflow models for the calculation of induced velocities at and near a lifting rotor has been conducted from the perspective of flight dynamics and control applications. The survey covers hover and low-speed and high-speed flight, both in and out of ground effect. A primary emphasis has been placed on the evaluation of various simple first-harmonic inflow models developed over the years, in comparison with more sophisticated methods developed for use in performance and structure disciplines. Both static and dynamic aspects of the inflow were reviewed; however, only the static aspect is considered in the comparative evaluation using available old and new test data. Results from this limited correlation effort are somewhat surprising. At the rotor out of ground effect, all the first-harmonic inflow models predict the induced velocity as well (or as poorly) as the free-wake methods reviewed when compared to a set of new data at advance ratios of 0.15, 0.23, and 0.30. The results of correlation with several sets of test data indicate that the Pitt/Peters first-harmonic inflow model works well overall. For inflow near the rotor or in ground effect, it is suggested that charts similar to those of Heyson/Katzoff and Castles/De Leeuw of NACA should be produced using modern free-wake methods for use in flight-dynamic analyses and
simulations. Finally, it is suggested that additional experiments be conducted to resolve issues concerning the influence of mass flow assumptions on aerodynamic moments and time constants associated with inflow dynamics.
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WAKE SKEW ANGLE:

\[
\tan \chi = \frac{\mu}{\lambda} ; \quad \mu = \frac{V_\infty \cos \alpha}{\Omega R} \\
\lambda = \frac{V_\infty \sin \alpha}{\Omega R}
\]

Figure 1. Wake skew angle.

\[
b_1 = \frac{4}{3} \mu \beta_o + A_{1C} \\
\text{---} = \frac{4}{3} \mu \beta_o + A_{1C} + 2\nu/\Omega R \\
\text{-----} = \frac{4}{3} \mu \beta_o + A_{1C} + \nu/\Omega R \tan \chi/2
\]

WITH CASTLES AND DE LEEUW CHARTS (REF 14)

WITH VERTOL HELICAL WAKE METHOD (REF 18)

WITH HEYSON AND KATZOFF CHARTS (REF 15)

Figure 2. Comparison of calculated lateral flapping angles using several inflow models with test data (from Ref. 24).
Figure 3. Induced velocity relations in vertical flight (from Ref. 10).

Figure 4. Ratio of fully developed wake radius to that of the actuator disk vs. $V_c$ (from Ref. 23).
Figure 5. Three-part wake model for the hover analysis (from Ref. 53).

Figure 6. Computed wake envelope for a two-bladed rotor having five turns of free wake per blade with $C_T = 0.0058$ (from Ref. 53).

Figure 7. Comparison of calculated uniform and nonuniform inflow with measurements.
Figure 8. Comparison of induced velocities calculated from momentum theory and three prescribed-wake analyses (from Ref. 56).
Figure 9. Contours of induced-velocity ratio $v/v_0$ in the longitudinal plane of the rotor for two different disk loadings at $\chi = 0^\circ$ (from Ref. 16).
Figure 10. Induced-velocity distribution along rotor blade in ground effect (from Ref. 58).

Figure 11. Distribution of ground-induced interference velocities over the longitudinal axis of the rotor in hover (from Ref. 59).
Figure 12. Wake skew angle vs. normalized flight velocity at several values of tip-path plane angle of attack.

Figure 13. Comparison of calculated and measured wake skew angles at low speeds (from Ref. 10).
Figure 14. Lines of constant values of isoinduced velocity ratio \( v/v_0 \) in longitudinal plane of symmetry for several wake skew angles (from Ref. 16). (a) \( \chi = 26.56^\circ \). (b) \( \chi = 45^\circ \).
Figure 14. Concluded. (c) $\chi = 63.43^\circ$. (d) $\chi = 75.97^\circ$. 
Figure 15. Comparison of $\frac{v_c}{v_0}$ for several inflow models.
Figure 16. Comparison of $v_c/v_h$ vs. $V_\infty/v_h$ for several inflow models at three values of TPP angle of attack.
Figure 17. Typical helicopter vibration characteristics with increasing airspeed (from Ref. 60).

Figure 18. Vibration characteristics for a four-bladed single rotor helicopter (from Ref. 61).
Figure 19. Comparison of $K_c$ values of several inflow models at three values of TPP angle of attack.
Figure 20. Correlation of calculated flapping angles using the Blake/White inflow model with Harris' test data (from Ref. 63).
Figure 21. Prediction of lateral flapping is improving (from Ref. 48).

Figure 22. Induced velocity distribution in the plane of symmetry is sort of triangular at $\mu = 0.08$, $\alpha_{TPP} = 1.4^\circ$, $C_T/\sigma = 0.08$ (from Ref. 48).
Figure 23. Comparison of $K_c$ values used in the design analysis and determined from flight test (from Ref. 25).

Figure 24. Induced velocity at center of rotor in forward flight near the ground (from Ref. 66).
Figure 25. Rotor and wake in ground effect (from Ref. 59).

Figure 26. Schematic of rotor and fixed-wing wakes (from Ref. 77).
Figure 27. Distribution of the vertical component of ground-induced interference velocity over the longitudinal axis of a rotor in forward flight, $\alpha = 0^\circ$ (from Ref. 59).
Figure 28. Constant component of induced velocity as a function of normalized advance ratio as determined from thrust measurement ($\theta_{0.75} = 9.8^\circ$, shaft angle of attack = $0^\circ$, $\Delta_{1c} = -1.5^\circ$, $z/R = 0.88$) (from Ref. 73).

Figure 29. Normalized cosine of harmonic induced velocity as a function of normalized advance ratio and height-to-radius ratio determined from hub moment measurements (shaft angle of attack = $0^\circ$). (a) $\theta_{0.75} = 8.4^\circ$. (b) $\theta_{0.75} = 9.8^\circ$ (from Ref. 73).
Figure 30. Boundaries for recirculation and ground vortex flow regimes determined from flow visualization studies (from Ref. 74).

Figure 31. Comparison of calculated and measured (approximated from smoke-flow pictures) induced velocities (from Ref. 10).
Figure 32. Comparison of calculated and measured induced velocity distributions in longitudinal plane of symmetry ($\mu = 0.167$).
Figure 33. Calculated and measured radial distributions of vertical component of induced velocity beneath the advancing blade of a NASA model rotor. (a) Time-averaged values. (b) Instantaneous values (from Ref. 75).
Figure 34. Comparison of calculated and measured induced inflow ratios in the longitudinal plane of symmetry at three advance ratios.
Figure 35. Comparison of measured and calculated induced inflow-ratio distributions at \( \mu = 0.15 \) for several azimuthal positions.
Figure 3.6: Comparison of inflow-angle errors calculated from simple first-harmonic inflow models with those from wake models evaluated in Ref. 2.4: (a) $\phi = 0^\circ$, (b) $\phi = 0.15^\circ$, (c) $\phi = 0.4^\circ$, (d) $\phi = 0.6^\circ$, (e) $\phi = 300^\circ$. 
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Figure 37. Comparison of inflow-angle errors calculated from simple first-harmonic inflow models with those from wake models evaluated in Ref. 2, $\mu = 0.23$. 
Figure 38. Comparison of inflow-angle errors calculated from simple first-harmonic inflow models with those from wake models evaluated in Ref. 2, $\mu = 0.30$. (a) $\psi = 0^\circ$. (b) $\psi = 180^\circ$. 
Figure 39. Correlation of Takahashi model with data from Ref. 22.
Figure 40. Induced inflow ratios calculated from Takahashi model at test conditions of Ref. 1.
Figure 41. Induced inflow errors generated from Takahashi model in the longitudinal plane of symmetry for the three advance ratios tested in Ref. 1.
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This paper summarizes the results of a brief survey of nonuniform inflow models for the calculation of induced velocities at and near a lifting rotor in and out of ground effect. The survey, conducted from the perspective of flight dynamics and control applications, covers a spectrum of flight conditions including hover, vertical flight, and low-speed and high-speed forward flight, and reviews both static and dynamic aspects of the inflow. A primary emphasis is on the evaluation of various simple first harmonic inflow models developed over the years, in comparison with more sophisticated methods developed for use in performance and airload computations. The results of correlation with several sets of test data obtained at the rotor out of ground effect indicate that the Pitt/Peters first harmonic inflow model works well overall. For inflow near the rotor or in ground effect, it is suggested that charts similar to those of Heyson/Katzoff and Castles/De Leeuw of NACA be produced using modern free-wake methods for use in flight dynamic analyses and simulations.