TASA
ACVANCED TECHNOULGOY uUEVELOPMcNT WORKSHJP,
19868 (NASA) 306 p CSCL 149 N9O-17102
Unclas
G3/35 0252805




UL __i,




NASA Conference Publication 10033

NASA Laser
Light Scattering
Advanced
Technology

Development
Workshop—1988

Proceedings of a workshop

sponsored by NASA Lewis Research Center
Cleveland, Ohio

September 7 and 8, 1988

National Aeronau tics and
Space Administration

Scientific and Technical
Information Division

1989



Portions of these proceedings are protected by copyright as indicated
by the notice contained on the individual papers.

ii

TR IR L



PREFACE

The Laser Light Scattering Advanced Technology Development Workshop was held
September 7 and 8, 1988, in Cleveland, Ohio. Its major objective was to
explore the capabilities of existing and prospective laser light scattering
(LLS) hardware and to assess user requirements and needs for an LLS instrument
in a space environment (i.e., reduced gravity). This workshop, which was
organized by Lewis Research Center, addressed experimental needs and stressed
hardware developments. Future workshops are planned which will emphasize
experiments.

Over fifty-seven individuals attended the workshop, representing a broad
spectrum of experts from the United States, Canada, England, and the Federal
Republic of Germany. Seventeen papers and two discussion sessions that
resulted from this workshop follow. In the synopsis of the discussion
sessions, it was necessary to shorten and paraphrase much of the discussion to
improve clarity, and this has probably resulted in some loss of content in
translating the session from the tape recording and transcriptions. If any
errors have been introduced, the editor of this Proceedings apologizes.

I would like to thank all workshop participants once again for their extra
effort that made it all worthwhile. Jack Harper, Richard Ziegfeld, and their
colleagues at Sverdrup Technology, Inc. assisted in the preparation of this
Proceedings. June Tveekrem assisted in the editing of the discussion sessions.

William V. Meyer
Workshop Organizer/Proceedings Editor
NASA Lewis Research Center
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LASER LIGHT SCATTERING REVIEW

Klaus Schatzel
University of Kiel
Kiel, Federal Republic of Germany

Since the development of laser light sources and fast digital electronics for signal
processing, the classical discipline of light scattering on liquid systems experienced a strong
revival plus an enormous expansion, mainly due to new dynamic light scattering techniques.
While a large number of liquid systems can be investigated, ranging from pure liquids to
multi-component microemulsions, this review will be largely restricted to applications on
Brownian particles, typically in the sub-um size range. Static light scattering, the careful
recording of the angular dependence of scattered light, is a valuable tool for the analysis of
particle size and shape, or of their spatial ordering due to mutual interactions. Dynamic
techniques, most notably photon correlation spectroscopy, give direct access to particle
motion. This may be Brownian motion, which allows the determination of particle size, or
some collective motion, e.g. electrophoresis, which yields particle mobility data. Suitable
optical systems as well as the necessary data processing schemes are presented in some
detail. Special attention is devoted to topics of current interest, like correlation over very
large lag time ranges or multiple scattering. The final sections of this review are concerned
with feasibility and usefulness of laser light scattering under microgravity conditions.



Introduction

The fast progress of optics and electronics technology was a constant source of innova-
tion for experimental work in light scattering on liquid systems, particularly over the past
two decades. The development of photon correlation spectroscopy by E.R.Pike’s group at
Malvern is probably still the most visible of these innovations [1,2,3]. On the other hand,
modern industries like macromolecular chemistry or biotechnology, created a constantly
growing demand for quick, noninvasive techniques to probe liquids, emulsions, or colloids.
The successful work of many people now engaged in light scattering resulted in a large
number of different light scattering experiments, using different optical systems as well as
signal processing algorithms [4,5]. A brief overview of the major techniques will be the
central topic addressed by this review.

Because of the author’s personal inclination, special attention is given to signal pro-
cessing details as well as to some topics of current interest, like problems associated with
the simultaneous calculation of correlograms over very large lag time ranges or multiple
scattering.

Now most light scattering experiments tend to be rather bulky due to the use of large
ion laser sources and big photomultiplier tubes, both needing high power or high voltage
supplies, and typically accomodated on a heavy optical table. The recent development of
semiconductor lasers and photon counting avalanche photo diodes now promises a dramatic
reduction in size and weight for typical optical setups. Furthermore, digital correlators -
the most popular signal processing hardware for dynamic light scattering - shrank in size

from a full rack to a single box over the past 20 years. Progress ‘in LSI technology now
allows powerful correlators to be built on a single board, and size reduction to a single
chip must be expected in the future, if sufficient demand can be stimulated. These techno-
logical advances promise to create a large number of new applications for light scattering
techniques, essentially the full spread from the research lab to the monitoring of industrial
production. Less unportanﬁ 'économlcally, but certamly of large scientific promise, will be
the use of modern light scattering as a research tool on Spacecra.ft as is currently being
prepared both in the U.S. and in West Germany. A discussion of suitable light scattering
components, systems, and experiments for microgravity environments closes this paper.

1. Optical Techniques

Laser light scattering experiments are performed with many different optical setups.
While static light scattering experiments typically use a single laser beam to illuminate
the sample, dynamic light scattering may be classified into (i) experiments with a single
illuminating laser beam and (ii) experiments with two interfering beams in the measure-
ment volume or at the detector. Further differences arise due to the use of coherent and
incoherent detection schemes. Finally we may discuss scattering of a single particle or
of a large number of particles or even the complications arising from multiple scattering

processes.
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1.1. Static Light Scattering
1.1.1. Single Particle Scattering

Illumination of a point-like particle by a focused laser beam is commonly (and quite
well) approximated as plane-wave illumination characterized by an initial wave vector k;.
A small detector in the far field selects a single direction of the scattered light field to
be described by a final wave vector kg¢. The assumption of quast elastic light scattering
(QELS) corresponds to neglection of the very small length difference between k; and k¢
as it is generally caused by motion of the scattering particle.

If a(x) denotes the amplitude of the light scattered by the particle at location x in
the illuminating beam, we obtain a complex amplitude at the detector

up(t) = a(x(t)) exp [—i(ki - k;)x(t)], (1)

which depends on the scattering geometry through the difference of the initial and final
wave vectors only. This difference is the scattering vector commonly denoted by

q = k; — k¢. (2)

Its magnitude depends on the wavelength ) and the scattering angle § between k; and kg,

4T 0
=|{——)sin( = 3
jal = (5) sin(3), (3)
and may vary between 0 and 5;’5, corresponding to virtual fringe separations down to one
half of the illuminating wave length. In practice it is often difficult to obtain good signals at

very small scattering angles and values below some 10° typically require specially designed
light scattering experiments.

While a(x) reflects just the iluminating amplitude for point particles, it will show
additional dependence on q for any finite size scattering particle. Within the context of
static light scattering, we are interested in the temporal averages of scattered intensities
only, i.e. time averages of the squared modulus of eq.(1). Neglecting polarization effects,
the angular dependence of the intensity of light scattered by one particle may be expressed
as a scalar function P(q), where q is the absolute magnitude of the scattering vector q.
P(q) is commonly known as the particle’s form factor. It is related to the illuminating
intensity I, and the detected intensity Ip by

Ip = I, P(q). (4)

Single particle light scattering is most interesting - and most complicated - if the
particle size equals the wavelength of the scattered light or exceeds it. The full Mie theory
is required for theoretical calculations, and - given sufficiently monodisperse particles - high
resolution particle sizing is feasible from a static light scattering experiment. Simplified



treatments are possible for near forward or “low angle” scattering, and commercial particle
sizers have been designed along these lines.

For smaller particles, especially if their refractive index varies only slightly from that
of the surrounding medium, changes of the illuminating field due to the particle may be
neglected, and the approximate Rayleigh-Gans theory may be applied to compute the
static light scattering pattern. These patterns change from strongly forward peaked for
particles not much smaller than the wavelength to the uniform Rayleigh scattering by much
smaller particles. Again, particle sizing applications are possible. But knowledge of the
refractive indices is generally required, and resolution degrades with decreasing particle
size.

1.1.2. Many Particle Scattering

Working with coherent illumination, the complex amplitudes scattered by all the
particles in the measurement volume add up at the detector and we obtain the resultant
amplitude

N

up = a(x;(t)) exp|—iax;(t)]- (5)

j=1

where j Iabels the m@quual scattering particles. (5) may be lnterpreted as a random walk
problem in the complex plane and for independent stochastic particle positions (nonin-
teracting particles) the central limit theorem predicts Gaussian statistics for the detector

amplitude in the large N or many particle limit.

Upon temporal averaging of the detector signal we obtain an angular intensity pattern
that is again proportional to P(q), if the particles do not interact with each other, i.e. in
highly diluted samples. For more concentrated samples, however, the particles will gener-
ally show some interaction like hard core repulsion, van der Waals attraction, electrostatic
repulsion due to surface charges, or hydrodynamic interactions. These interactions are
responsible for a short range order of particle positions, and such order shows up in the
static light scattering pattern. Let g(r) denote the conditional probability to find a particle
at a position r given, there is another particle at position 0, a quantity known as the pazr
distribution function or pair correlation, which is normahzed such that it approaches 1 a
large separations. Then the mean light intensity scattered from an initial beam of 1nten51ty
I, by a particle system of mean density p from a scattering volume V into the direction
corresponding to a scattering vector q is

(1ta)) = LP(a) V {1+ [l9®) - 1] expliar)ar}. (6)

The term in curly brackets is commonly designated as static structure factor. Fourier
transform techniques can be applied to calculate pair correlations from measured structure
factors, in order to investigate particle ordering or interaction potentials {6] - very much
like neutron or x-ray techniques used to probe liquid structures on atomic scales.
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While in the past most static scatttering was measured one angle at a time, present
efforts are directed towards simultaneous multi-angle measurements, which present obvious
advantages in terms of efficiency as well as the opportunity to study temporal changes of
samples down to time scales of order 1s.

1.2. Dynamic Light Scattering

While for static light scattering, fluctuations of the detected intensity due to motion
of the scattering particles are merely a nuisance and large aperture incoherent detection [5]
is often applied to reduce their effect on statistical accuracy, these fluctuations constitute
the starting point for dynamic light scattering experiments.

For a single scattering particle in the illuminating beam, the detection of intensities
means a loss of phase information. Hence only slow fluctuations due to particle motion over
distances comparable to the beam diameter are present in the signal. Such fluctuations
are used in number fluctuation spectroscopy [6,7) as well as single beam rate correlation (8].

As for a single scattering particle, we are unable to measure a small collective particle
motion with the single beam setup using many particles in the measurement volume.
Identical phase changes of each particle’s complex amplitude result in a pure phase change
of up - a simple rotation of the random walk graph in the complex plane corresponding
to eq.(5).

However, particle motions relative to each other will produce phase as well as ampli-
tude changes in up, the latter resulting in measurable intensity fluctuations. The single
beam setup is hence suitable to determine velocity gradients [9] or - a particularly impor-
tant application - Brownian motion. In this context, the single beam setup is commonly
referred to as homodyne scattering experiment.

The narrow bandwidth associated with diffusive particle motion (typ. in the kHz
range), makes direct time domain processing possible, i.e. the temporal correlation analysis
of the detected intensity, sometimes denoted as intensity interferometry. The Gaussian
character of a many-particle scattering signal allows the reduction of fourth order moments
like the intensity correlation to second order moments, here the amplitude correlation

G“>(t)=<u(0)u*(t)>=fjfj(a,»a:exp[fq(xjw)—xz(t))]>- m

=1 I=1

The relation between intensity and amplitude - or second and first order - correlations
is known as Stegert relation and dates back to early radar work. If 3 is used to denote the
reduction in coherence due to a finite detector aperture, the intercept of the correlogram,
we obtain

GO () = ¢W(0)? + sl (1)|". (8)



1.2.1. Noninteracting Particles

The most common application of dynamic light scattering is sub-um particle sizing.
For this purpose, the sample is typically diluted such that particle interactions may be
ignored but particle scattering still clearly dominates the Rayleigh background of the
solvent.

For independent particles, all non-diagonal terms in the double sum of eq.(7) are
averaged to zero, and the diagonal terms result in

GM(t) = N<§al2> (exp[iq x(t)1), (9)

where N denotes the average number of particles present in the scattering volume and
x(t) is the particle displacement during a time interval t. Einstein’s famous treatment of
Brownian motion yields a Gaussian distribution for x(t) with a width of 2Dt in each spatial
dimension. Hence the last expectation in eq.(9) equals the Fourier transform of a Gaussian
in x-space, which is a Gaussian in q-space with a width of 1/2Dt.. If we recognize {|a|?)
as the mean intensity scattered by a particle inside the measurement volume, we obtain

cW(t) = <|u|2> exp [—qut]. (10)

The time constant of this single exponential is typically extracted from the second
order correlation function

2
¢®() = () [1+Bexp(-24°D )] (11)
after normalization by the mean inténéity to
G (¢ .
e @) = G 1+ fexp(-2 q2 D), (12)

(1)

by baseline subtraction and a linear fit to a semi-log plot of the data. It yields the hydrody-

namic particle radius R if we apply the Stokes-Einstein relation for the diffusion coefficient
D,

kgT

D= 2 (13)

Please note that knowledge of the Boltzmann constant kg, the absolute temperature

T, the viscosity n of the solvent, and the magnitude of the scattering vector q, which are

all easily available, suffices to extract absolute particle sizes from measured decay times.

There is no dependence on particle composition or any need for a calibration procedure.

Typical sizes, which are easily accessed by the technique, range from about 10nm to several

um. The lower limit is set by the rapidly decreasing intensity of scattered light for particles

much smaller than the wavelength. The upper limit is due to severe sedimentation problems

L%
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which occur for larger particles that are not density matched to the solvent under ordinary
gravity.

While 1% relative accuracies may be achieved in particle size measurements of
monodisperse particles as well as for (intensity weighted -) mean sizes of polydisperse
samples, the implicit averaging over many particles in the typical dynamic light scatter-
ing experiment tends to cover details of particle size distributions. In essence, an inverse
Laplace transform is required to extract a distribution of D from measured correlation func-
tions. Much effort has been devoted to solve this ill posed problem [10], but for realistic
noise levels a bimodal size distribution is rarely resolved unless both peaks are separated by
more than a factor of 2 [11] or additional information like angular dependences is available.

In conclusion, dynamic light scattering from dilute samples offers precise average par-
ticle size information, but little detail as to size distributions, unless these distributions
are very wide. Applications are numerous and range from suspensions of solids to macro-
molecular solutions and amphiphilic systems.

1.2.2. Interacting Particles

For concentrated samples, we must consider particle interactions, which tend to slow
down diffusive particle motion as well as to cause dependence of the motions of two distinct
particles. Starting back at eq.(7), we must now consider both, diagonal and nondiagonal
terms in the double sum over all particle pairs. After normalization, we obtain a first order
correlation function

gD (t) = C<”|(;:2(t>) = <exp [iq x(t)]> + N(exp{iq [x,- (0) - x;(t)] b, (14)

which is a sum of the self-scattering function characterizing single particle diffusion and
the distinet scattering function representing interaction of particle j at time 0 on particle
| at time t.

For strongly interacting systems like charged latex spheres at volume fractions of some
10~* in very pure water or neutral particles at much higher concentrations, the correlation
functions measured by dynamic light scattering show strong departures from the single
exponential decay found in the absence of interactions [12|. The observed time constants
may spread several decades for one single measurement. A large range of simultaneous lag
times must be used for such experiments.

Even though the computation of self and distinct scattering functions is a difficult task
for concentrated particle systems, such measurements are the most important scientific
effort in dynamic light scattering at present. This importance is based upon the obvious
desire to investigate concentrated samples throughout the chemical industry as well as
upon the possible use of colloidal systems as easily accessible models for fundamental fluid
physics.



1.2.3. Dual Beam Setups

In order to detect absolute phase fluctuations in the scattered light, we need an in-
terferometer. The simplest possible change of the single beam arrangement discussed up
to now, is the addition of two beam splitting mirrors to create a reference beam with a
wave vector identical to k¢. The same result may be achieved by a single beam splitter
plus a mirror, which sends a reference beam through the sample volume directly towards
the detector. The latter is a more commonly used setup that provides easier alignment.

If ug.s denotes the fixed complex amplitude of the reference beam at the detector,
we obtain a detector intensity

N

Ip(t) = lup(t)|* = lures|* +2 Re ukes ) alx; (1) exp [i ax,(1), (15)

where we already neglected a term of order a?, as it is commonly done for reference
amplitudes that are large compared to the scattered amplitude, i.e. if the cross term
dominates the dynamic part of the detected signal.

Using this approximation, we obtain a second order correlation

GO (t) = |upes|* + 2lures|® Re GI(2), (16)

which contains the real part of the first order autocorrelation introduced above rather
than its modulus squared. Hence this reference beam or heterodyne setup provides high
sensitivity to collective as well as relative particle motions.

Free Brownian particles in constant average motion characterized by a velocity v yield

.Re G(l)(t) = exp [—qZ Dt] cos[qvt], (17)

a damped cosine. The Doppler frequency qv can be extracted by correlation as well as
by several analog techniques and serves to measure Cartesian velocity components in laser
Doppler velocimetry [4].

While the exponential damping in eq.(17) due to diffusion is rarely ever noticeable in
velocimetry applications with flow velocities ranging from some cm/s to several 100m/s,
it becomes a major obstacle if very small velocities are to be determined, say in the pum/s
range. Such small velocities occur in mobility studies of biological specimens or in the
measurement of electrophoretic mobilities, the micro electrophoresis of charged particles
in an external electric field [13]. Alternative signal processing techniques may be required
for such measurements, as we will show in section 2.4.
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1.2.4. Multiple Scattering

A topic of particular importance to all measurements on concentrated particle systems
is multiple scattering, i.e. the scattering of a single photon by more than one particle. Since
for Brownian particles every scattering event is the cause of additional spectral broadening,
we observe correlation functions with additional components at small lag times.

Since the computation of such components becomes exceedingly difficult for higher
orders of multiple scattering, experimental techniques are desired to reduce or possibly
eliminate their effect on measured correlograms. The simplest technique is the use of a
smaller probe volume like a very thin sample. Disadvantages of this approach are flare
problems which restrict the accessible angular range and the increasing importance of
particle-wall interactions.

G.Phillies introduced a dual 90° homodyne experiment, where two antiparallel laser
beams illuminate the sample with wave vectors k; and —k;, and two detectors collect
scattered radiation in directions k¢ and —ks. Since the two scattering vectors are antipar-
allel and of equal magnitudes, cross correlation of the two detector signals yields the same
correlogram for singly scattered light as auto correlation of a single detector signal. The
presence of one or more additional particles in the scattering process, however, breaks the
symmetry of the setup and generally does not contribute any correlated fluctuations to
both detector signals. Hence, multiple scattering contributions are practically eliminated
from the measured cross correlation function [14].

Problems of G.Phillies’ technique are difficulty of alignment and the restriction to 90°
scattering which is due to the fact, that no provisions were taken to prevent light scattered
from both laser beams from entering both detectors simultaneously.

The recent development of a two color cross correlation scheme by my collaborator
M.Drewel overcomes the latter limitation [15]. Color coding is used to separate the two
scattering processes. The different magnitudes of the k-vectors in both color channels, how-
ever, require more complicated illumination and detection schemes. A carefully adjusted
angular separation of both, the illuminating beams as well as the detection directions can
achieve perfect coincidence of the scattering vectors for both colors over a large range of
scattering angles. This range increases with decreasing separation of the two wavelengths
used in the experiment, while the suppression of multiple scattering tends to decrease.

Use of the argon lines at 488nm and 514nm provides a suitable compromise. With a
very stable goniometer and careful initial alignment, the scattering vector may be changed
over almost a decade within a few seconds. Suppression of double and higher order scat-
tering was estimated to be better than 103, typically.

While computations of double, triple, and higher order scattering tend to become more
complicated with increasing order of scattering, much simpler treatments are possible in
the event of very high orders of multiple scattering. In this limit, the scattering process



may be treated as a diffusion of light. Static features like the coherent backscattering peak
[16] as well as some dynamic features (diffusing wave spectroscopy [17] ) can be obtained,
at least for noninteracting particles.

2. Signal Processing

Throughout section 1 we used the concept of intensity and amplitude correlation
functions. In this section attention will be focused on technical problems associated with
the measurement of correlograms as well as an alternative signal processing scheme based
on phase rather than intensity statistics.

2.1. Photon Correlation

2.1.1. Single Photon Counting

The low intensity of light scattered by small particles into small apertures (coherent
detection) often requires photon counting techniques in order to obtain maximum detection
sensitivity as well as sufficient temporal resolution. At present, a typical setup includes
a photomultiplier tube with a large gain and low dark count, followed by a fast amplifier
and pulse discriminator electronics.

The resulting sequence of photon detection pulses is then counted over sample time
intervals, say of duration T, which are labelled by an index j. For a given signal intensity
I(t), the counted number of pulses n; is Poisson distributed about a mean value equal to
the time integrated intensity over the sample interval times some quantum efficiency of
the detector, which we will set equal to unity here. This well known relation is the Mandel
formula. For our purposes we will need little more than just the mean count number

JT+T

<n,-) = / I GEE (18)

J

plus the knowledge, that for nonoverlapping sampling intervals j and j+k the photon counts
are statistically independent for a given intensitiy I(t) [5].

It should be noted, that real photon counting systems always show some artifacts
like dark count, after-pulsing, and dead time, which lead to violations of eq.(18) for very
weak signals, very short delay times, or very strong signals, respectively. As a consequence,
photon counting is typically limited to a dynamic range from some 102 to some 10° counts/s
and special attention is required for delay times smaller than several 100ns.

2.1.2. Photon Correlation Algorithm
The digital nature of single photon counting signals is ideally suited for digital signal

processing. The most popular processing scheme for the extraction of spectral information
is digital correlation, the calculation of

10



n;n
— 7tk
n,n; k>— hm E <
< Aichs M

JT+T (]+k+1)T
/ / I(¢) I(t’)>dt dt’
(G+K)T

J

(k+1)T
=/( _(10) I(t)>(T— it = kT))dt, (19)

k—1)T

of course approximated by a sum over a finite number of samples M. The slight triengular
smoothing over lag times ranging from (k — 1)T to (k + 1)T is often ignored, which is
justified for intensity signals with little change over a single sample interval T, only.

The triangular smoothing is insensitive to the slope of the intensity correlation, but
sensitive to its curvature. Exponential contributions to the correlogram are characterized
by a proportionality of all derivatives to each other, particularly the second derivative and
the exponential itself. Hence for a given sample time T, the effect of triangular smoothing
is just a multiplicative factor, which is easily computed as

[2 cosh(T'T) - 2]
T2

for an exponential exp[—I't] instead of the small T limit T'2. For singly exponential correl-
ograms, T is generally chosen much smaller than the decay time. A value of I'T = 0.1 is
typical and leads to less than 0.1% amplitude change due to triangular smoothing.

r2r?

=T? [1 o O(F“T“)] (20)

If different exponential contributions occur with very different decay times, as it is
often the case for Brownian motion studies on concentrated samples, much larger values
of I'T may be obtained for the faster components at a single sample time. Hence eq.(20)
should be taken into account, explicitly.

While the triangular smoothing due to intensity integration over the sampling time
may seem to call for a choice of small sample times T, such a choice has two possible
disadvantages as well. The first one is the obvious limit on the range of available lag times
for a given number of channels at equally spaced lags. Generally, a precise knowledge of
the long time tail of a correlogram is highly desirable, in order to improve the stability of
evaluation algorithms.

If the lag time spacing is increased over the sample time interval, say to some integer
multiple of T, a larger lag range may be covered. But in this situation a second disadvan-
tage will show up, which is a loss in signal-to-noise ratio. The triangular smoothing tends
to average noise on time scales smaller than T quite efficiently. If we decrease T, more and
more high frequency noise components will be picked up in the correlogram, most notably

B



photon shot noise, but - if present - short lived intensity fluctuations as well. The increas-
ing number of samples which can be obtained within the same total measurement time for
a smaller sample time T counteracts the loss in signal-to-noise, but cannot make up for it,
since this increase in signal-to-noise only grows like the square root of the decrease due to
shrinking T.

In essence, the signal-to-noise of a particular channel of a correlation function obtained
at some sample time T equals that of the average over L channels located in the same lag
time range, which were measured at a sample time % using identical total measurement
times. A single channel obtained at the shorter sample time % will always be inferior in

terms of noise.
2.1.3. Multiple Sample Time Correlation

Whereas noise considerations do not favor any particular sample time if an arbitrary
number of channels is available, economic considerations call for as small a number of
channels as possible. Furthermore, the theoretical analysis of the Laplace inversion problem
proved, that a fairly small number of channels suffices for stable analysis, if lag times can
be spaced linearly in log time, i.e. if the lag times form a geometric series rather than an
arithmetic one [10]. Finally, such a scheme can easily be used with etremely large lag time
ranges, say 4 or 6 or even 8 decades.

From our discussion in the previous section it should be clear that in parallel to the
lag time, we should increase the sample time interval, if losses in signal-to-noise are to
be minimized. If the lag times cover many decades, the difference between a fixed sample
time scheme and a geometric sample time scheme becomes very noticeable, and significantly
shorter total measurement times are possible with the latter scheme for a given statistical
accuracy (5]

The channel dependent triangular smoothing due to the variation in T must be ex-
plicitly accounted for, if a very coarse channel spacing is desired. An alternative approach
is the use of a finer channel spacing. For a given ratio of sample time T to lag time t,
the maximum absolute distortion of an exponential exp|—I'T| at any lag time is easily
computed as

T2
maXx.error = @Cz—m’ (21)
which is well below 1073 for -":— = 1. In order to obtain eq.(21), we use the first two terms

1
)
2 —
in the power series of eq.(20) and determine the maximum of © XP(=Y) for constant T.

In conclusion, the use of e.g. 8 channels per octave, which is equivalent to some 27
channels per decade, keeps absolute distortions of the correlogram due to the triangular
smoothing much smaller than typical noise levels. The total number of channels necessary
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to cover say 6 decades of lag times is 160, still a number well manageable in terms of data
storage and time required for Laplace inversion.

2.1.4. Digital Correlators

The computational tasks of a digital correlator are (i) counting of input pulses, (ii)
delay of these data, (iii) multiplication of delayed and direct data, and (iv) accumulation of
these products in a summing store. For maximum efficiency, steps (ii) through (iv) should
be performed for many lags in parallel and at real time speed.

The classical instrument of photon correlation spectroscopy used to be the single bit
correlator which was first introduced by Malvern Instruments as the “K7023” around 1970.
The instrument uses a single bit shift register for signal delay. These delayed data are then
multiplied with direct data. With single bit delayed data, the multiplication can simply
be done by gating the direct data to a counting store, on a pulse by pulse basis. Hence,
this type of machine may be termed a 1 x N bit correlator, in order to stress the fact that
data reduction to a single bit is necessary for the delayed data only. The direct channel
can accept as many pulses as there are operational cycles (typ. 50ns) in one sample time
interval.

Data reduction to one bit is most simply done by clipping, i.e. binary thresholding
at some clip level [18]. For Gaussian input signals (more precisely: Gaussian complex
amplitudes), this clipping procedure does not distort the correlogram. Furthermore, if
the clipping level is chosen close to the mean count per sample time interval, there is no
significant change in signal-to-noise. As the majority of dynamic light scattering measure-
ments are performed on many particles, the Gaussian assumption is acceptable for most
experiments.

If non Gaussian signals are to be expected, as in number fluctuation spectroscopy,
random clipping or scaling must be applied to avoid distortions of the correlation function.
However, these procedures do degrade signal-to-noise, and may significantly increase total
measurement times [19].

Mainly for this reason, multibit correlators were introduced in the late 1970’s, first
by Langley-Ford and later by Malvern and Brookhaven Instruments, to name just a few.
Most of these machines are of the 4 x N bit type, i.e. they use a 4 bit shift register for
data delay and the multiplications are broken down to a series of additions of these 4 bit
numbers to the accumulating store, again triggered by the direct data on a pulse by pulse
basis.

While these instruments generally avoid the need for clipping and scaling, if necessary,
and introduce much less loss in signal-to-noise, their more complex structure causes a slight
decrease in speed. Their maximum input count rate is typically limited to 10MHz. In order
to obtain full scale 4 bit signals, a sample time of 1.5us or more must be used. The latest
variant of this type of correlator was recently introduced by Malvern Instruments and uses
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an 8 x N bit structure at a cycle time of 50ns, corresponding to 20MHz peak count rates
in real time operation.

A different correlator concept was developed during the early 1980’s at my laboratory
to process digital data into structure functions (sum of squares of n; — n;) as well as
correlation functions. Structure functions are less sensitive to low frequency noise or drifts.
Their algorithm is not easily broken into a sequence of single pulse steps. Hence a fully
parallel approach was used, resulting in a 4 x 4 bit structurator/correlator This means
more complicated (and more expensive) logic, but also a significant increase in speed.
Parallel operation completes the multiplication and accumulation to the store within a
single machine cycle for full 4 bit data in both channels, delayed as well as direct. With
a fast pulse counter in the input, peak count rates in excess of 100Mhz may be processed,
using sample time intervals from 100ns up.

A second, less obvious advantage is related to full parallel data processing. A typical
photon counting signal constitutes a very irregular pulse sequence. Even for constant
detector intensity, Poisson fluctuations result in an exponential distribution of waiting
times. Any signal fluctuation produces even wider waiting time distributions. To avoid
dead time distortion, average count rates must be kept very small as compared to the peak
count rate of the correlator. Factors of about 100 are commonly used. Consequently, the
fast (and expensive) correlator electronics, e.g. a 4 x N bit machine, actually processes
data only a tiny fraction of the time, 1% is typical.

For a 4 x 4 bit correla.tor, processing is no longer tied to single pulse arrivals. Instead
there is exactly one active computation cycle for every sample time interval. However, at
a typical sample time of say 10us and an internal clock of 100ns, the same low 1% duty
cycle arises. There is, however, a subtle but important difference between both situations.
While for the 4 x N bit correlator, randomness of the input signal makes it impossible to
predict which are the active machine cycles, for the 4 x 4 bit device we know the location
of the active cycles by design.

To take advantage of this fact, we must decouple data sampling and processing, e.g. by
storing all data in a fast dual port memory first. After a certain block of data is available
in memory, we start its processing, of course at maximum speed. For sample times in
excess of the internal processing time, processing will be done before another block of data
has been sampled and we can use the available time for a second round of processing. This
time we read the same set of data for the direct channel as before, but use a time displaced
set of delayed data, resulting in a different range of lag times to be computed.

In this fashion, a small number of hardware channels are time multiplexed to obtain
the performance of a larger number of real time channels in the correlogram. The factor
by which the number of channels is increased essentially equals the ratio of sample time
and internal processing cycle time. For the first commercial instrument of this type, the
ALV-3000, this cycle time is about 60ns and 16 hardware channels are typically installed.
For our earlier example of a 10us sample time, more than 1000 real time channels result!
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Even more useful for dynamic light scattering is the opportunity, to implement a quass
geometric lag time and sample time pattern in such a 4 x 4 bit correlator. Such a scheme,
where both the lag time increment as well as the sample time are doubled every m channels,
becomes prohibitively expensive if implemented in traditional 4 x N bit hardware, if many
decades of lag time are to be covered [20].

With data buffering, simply add pairs of adjacent data and store these sums in place
of the old data between each two rounds of processing of a particular block of data.
The required hardware is minimal and can operate in parallel to the processing without
requiring extra computation time. Doubling of the sample time naturally implies a halved
number of samples. Hence the necessary computation time decreases like a geometric
series. Due to some overhead, the ALV-3000 achieves real time operation in this quasi
geometric or multiple tau fashion at an initial sample time of about 1us for 8 channels per
octave (m=8) and 8 additional channels to fill the lag time range from 0 to 7us. 4 x 4 bit
hardware is used for sample times up to about 1ms. Larger lags are processed on a separate
16 bit microprocessor using a full 16 x 16 bit data format. In this manner, simultaneous
lag times from 1us to some 60s are covered at real time in a single measurement.

As the next logical step in correlator development, the performance of these multiple
tau machines will be improved by 8 x 8 bit parallel hardware processing for the small
sample times and, again, 16 x 16 bit processing at large sample times. The increase in bit
format allows quantization errors to be kept below photon noise levels for all lags. The
ALV-5000, which will be commercially available in early 1989, covers a simultaneous lag
time range from 200ns to an essentially unlimited upper bound with 8 channels per octave,
to avoid significant triangular smoothing distortion. Increase of sample time with lag time
and full real time operation ensure optimum statistical accuracy over the whole lag time
range.

Consequently, multiple tau is the only mode of operation, and sample time setting is
no longer necessary. The only user setting is a choice of auto or cross correlation (a second
pulse input is included) and of single or dual auto correlation mode. The latter allows the
simultaneous calculation of two independent correlograms, both at a 400ns initial sample
time. This simplicity plus the heavy use of LSI technology allows the correlator to fit onto
a single board.

The increasing power of microprocessors stimulated the design of pure software cor-
relators at several laboratories (including my own). While this approach is succesful at
large sample times, say on the order of 1 ms, or if sufficient experimental time is available
to work in non real time at a low duty cycle, typical dynamic light scattering experiments
with sample times in the us region still profit from hardware machines with fast real time
operation.

In order to give a comparison of the relative computational powers achieved, we may
use the number of elementary operations (multiply and add to store) completed in one
second - for short designated as Op/s. A typical 16 bit microprocessor (e.g. 68000) achieves
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some 2 x 10% Op/s, this number is essentially doubled for 32 bit processors. Another factor
of two is available through the use of the fastest available versions of the processor with
fast memories. Programmable signal processors achieve some 10% Op/s (2 x 10® Op/s for
32 bit processors) due to their faster memory cycle and separate data and program access.
However, the parallel hardware of the ALV-5000, to give an example of current hardware
technology, runs at 2 x 10® Ops/s, about a factor of 100 faster than the fastest current
“pure software” approach.

An extension of the multiplexing to more than just two simultaneous correlograms,
which is easily added to a hardware correlator with data buffering like the ALV-5000,
seems to be more promising than the use of a large number of lower performance software
correlators run in parallel, if many correlograms are to be measured at the same time with
maximum efficiency. This is true both in terms of cost as well as in terms of space and
power requirements. The development of dedicated powerful single chip correlators could,
however, be a superior third alternative. While such a development seems feasible today,
the high cost of custom LSI design will probably discourage commercial companies, unless
the photon correlation market expands rather significantly.

2.1.5. Dead Time Correction

Before leaving the topic of photon correlation, I want to point out some special prob-
lems that should be considered at very small or very large lag times, respectively. At small
lags, photon noise generally dominates and a large count rate is very desirable. The count
rate is, however, limited by detector and correlator dead times, typically ranging between
10ns and 100mns.

While this limitation had been realized in the early days of photon correlation, not
much beyond a simple first order approximation was available to estimate dead time dis-
tortions in correlograms until our recent work on correction algorithms for arbitrary signals
with complex joint Gamma amplitude statistics as they occur by spatial or temporal av-
eraging of Gaussian or many particle scattered amplitudes.

Dead time behavior may be classified according to whether or not a skipped pulse
extends the dead period of the detection or counting system. If such an extension occurs,
the system will be completely blocked at very large input event rates and is hence called
paralyzable. If skipped pulses are just completely ignored, the output rate will saturate at
the inverse dead time at very large input rates. This type of dead time behavior is known
as non paralyzable. Unfortunately, some real photon counting systems fall in between both
cases and some mized model is required.

An exact algebraic expression for dead time distortion in correlation functions of
Gamma signals is available for the paralyzable system. Approximations, which are accurate
for input rates up to about 40% of the inverse dead time, have been computed for the
non paralyzable and mized cases. They may be used in an iterative correction procedure
for correlograms, which removes essentially all nonlinear distortions due to dead time.

16

e m



This algorithm is stable beyond 40% dead time effects, thus greatly increasing the useful
dynamic range of photon correlation spectroscopy {21,22].

As a side effect, our computations may be used to estimate the “safe range” of count
rates, where no correction of dead time distortion is required. In fact, almost 10% dead
time effects are necessary to produce severe deviations in time constants extracted from
photon correlograms.

2.1.6. Bias and Symmetric Normalization

At large lag times, the common assumption of having a large number of samples,
about 108, is violated, unless exceedingly long total measurement times are being used. A
first consequence of this fact is the appearance of some bias in the normalized correlogram
[23].

While this bias problem has long been recognized, a signal-to-noise problem related
to the common procedure of normalization was not realized until our recent work, which
was stimulated by an investigation of the superior immunity of structure functions against
the use of a short total measurement time. We discovered, that a novel symmetric nor-
malization scheme may be used, to achieve a similar improvement in the signal-to-noise
ratio of correlograms [24].

Symmetric normalization takes into account the difference between the delayed and
the direct data sets by using separate monitor channels for each of them and normalizing
raw corralation data by their product rather than the usual square of the number of
counts measured in the direct channel, only. It should be noticed, however, that this
scheme requires a separate monitor channel for each lag time. This information is so far
not available in existing hardware correlators, except for the ALV multiple tau machines.

The effect on signal-to-noise can become quite enormous if the sample time becomes
a significant fraction of the total measurement time and the signal shows a very small rela-
tive variance on this time scale as is typically the case with dynamic light scattering data.
Reductions in signal-to-noise of more than a decade have been observed [24]. This corre-
sponds to a decrease in the total measurement time required to achieve a given statistical
accuracy in the long time tail in excess of 100 - i.e. minutes instead of hours.

Even for experiments where no long time components are expected in the photon
correlation function, the accurate measurement of the long time tail will yield an improved
baseline plus the opportunity to detect distortion due to the passage of slow dust particles
close to the measurement volume. With symmetric normalization, such measurements are
feasible without an increase in the total measurement time.

2.2. Phase Processing

Photon correlation analyzes temporal intensity fluctuations of scattered light. While
this technique is certainly the most popular signal processing scheme in dynamic light
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scattering, it should be noted that there are alternatives that may be superior in spe-
cial situations. As an example, we will discuss a processing scheme based upon analog
measurements of the optical phase of a scattered light signal.

As discussed earlier in the context of dual beam dynamic light scattering, the mea-
surement of small collective particle velocities by photon correlation velocimetry is limited
in terms of resolution by line broadening due to random Brownian particle motion. Many
experiments undertaken to measure electrophoretic mobilities have to apply high electric
fields in order to create measurable particle velocities. High fields tend to destroy the
sample by heating and electrolysis. The latter problem is usually avoided by the use of
alternating fields [13]. In an ac-field, particles show a collective periodic motion plus the
superimposed Brownian random walk motion.

To apply standard laser Doppler techniques, the periodic motion must have an am-
plitude that exceeds both the rms Brownian motion over one field period as well as the
effective fringe spacing, i.e. the inverse length of the scattering vector times 2. If phase
processing is being used, collective particle oscillations may already be detected at much
smaller amplitudes.

The technique is most easily explained by discussing the scattering from a single parti-
cle. Here, the optical phase in some kind of heterodyne experiment is directly given as the
scalar product of wave vector and particle position. Hence the mean squared phase change
- the phase structure function - is proportional to the mean square particle displacement,
in our case the sum of a linear term with slope 2D for diffusion plus a (1 - cos) term for an
electrophoretic motion in a sinusoidal field. The amplitudes of both terms are easily fitted
to measured data with good accuracy over a large range of relative magnitudes, especially
if the Brownian motion strongly exceeds the field motion on the time scale of a field period.
Furthermore, the field induced motion may well be just a small fraction of a single fringe
separation.

For many particle scattering, the simple phase processing scheme breaks down. A
complex signal as in eq.(5) has a phase difference distribution without a finite second
moment. Occasional destructive interference of the single particle scattering amplitudes
is responsible for this divergence. Hence the problem is best removed by including an
amplitude weighting in the measured phase differences. The structure function of this
amplitude wesghted phase (AWPS) may be computed and turns out to be very similar
to the single particle phase structure function. The difference is essentially an additional
factor equal to the mean square amplitude, which is removed prior to further analysis by
division with a suitable monitor channel [25].

The AWPS-technique was successfully applied to a number of colloids and emulsions.
An early measurement on 300nm diameter emulsion droplets with a zeta potential of some
40mV detected a 10nm peak-to-peak motion in a 0.6V/cm ac-field at 50Hz. This motion
was less than 1/200th of the effective fringe separation and of course very much smaller
than rms particle diffusion over 20ms [25,26]. AWPS measurements to check the effects of
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retardation and relaxation, which complicate the theoretical derivation of surface potentials
from mobilities, are underway as well as a large number of pharmaceutical applications.

3. Microgravity Considerations

The suitability of laser light scattering for microgravity experimentation largely de-
pends on our ability to replace full size optical table experiments with small, lightweight,
rugged setups. We will discuss this issue first on the level of the necessary components,
then proceed to discuss an example of a particular setup, and finally address the question
of worthwhile experiments.

3.1. Components

Key components of the optical setups used in laser light scattering in terms of size
are the laser and the detector. Many current experiments use small or large ion lasers,
which are extremely inefficient devices, when comparing their power consumption with the
optical output produced.

The obvious alternative for space experiments are semiconductor laser diodes. Such
lasers are both, small and power efficient. Their wavelengths are at present limited to the
far red and the near infrared. Powers of some 100mW may be obtained near 800nm with
decent single transverse mode beams. Several mW are available at 670nm, just inside the
visible region of the spectrum where alignment is considerably easier.

The diode laser power supply is a simple current source driving some 100mA at only
about 2V. But for stable operation, thermal control, e.g. by a Peltier cooler, is necessary.

The large beam divergence and astigmatism of laser diodes must be corrected with
special optics, including large aperture lenses plus cylinder lenses or anamorphic prisms.
Single mode optical fibers may prove useful for beam delivery and spatial filtering.

If shorter wavelengths are required, hybrid lasers like the diode-pumped frequency-
doubled YAG with up to 5mW at 532nm and excellent beam properties may be used.

The standard detector in present day laser light scattering is a photomultiplier tube,
typically 1.5” in diameter and accompanied by a space consuming high voltage power
supply. Again, semiconductor technology must supply us with an alternative. Static light
scattering is already easily performed with ordinary small pkoto diodes, which offer high
quantum efficiency and low noise at small bandwidth. Multi element detectors like line
arrays are available, too.

For dynamic light scattering, the avalanche photo diode (APD) has just been improved

to produce about 100Hz dark count rates at high quantum efficiencies in Geiger mode.
Active quenching reduces dead times to less than 50ns [26]. Some afterpulsing problems
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remain, but may be circumvented by cross correlation techniques if small lag times are
important.

APDs need a moderately high supply voltage of some 200V plus thermal control, usu-
ally slight cooling by a very small Peltier device, which may be mounted right underneath
the diode’s substrate. Their spectral range matches that of laser diodes extremely well
with the highest quantum efficiency being obtained at about 800nm.

The application of avalanche diodes for photon counting will be greatly eased if com-
mercial modules, including the necessary thermal control and active quenching electronics,
become available.

As a second alternative to photomultipliers for photon counting, we may consider
micro channel plate detectors. While these devices still need high supply voltages, their
size is typically smaller than ordinary photomultipliers, though still much larger than that
of photo diodes. Compared to photomultipliers, micro channel multipliers offer faster re-
sponse and less sensitivity to magnetic or mechanical disturbances. Multi-anode detectors
are available, that use the imaging properties of micro channel plates.

Optical components of typical light scattering setups like lenses, mirrors, and aper-
tures, are replaced by smaller components with relative ease, such components are now
becoming readily available mainly for light wave communications. The most difficult as-
pect of miniature optics like graded indez lenses or fibers is their mechanical alignment, if
bulky mechanical components are to be avoided.

The decreasing size of digital correlators was already mentioned in section 2.1.4.
Present state-of-the-art are single board correlators with the possibility of future single
chip machines in the air.

3.2. Systems

A large number of light scattering exeriments may be performed using the new minia-
ture components. To illustrate the possibilities, I will sketch a setup that I recently pro-
posed for a critical light scattering experiment in space.

Very close to the critical temperature - a region generally not accessible except under
microgravity due to the divergence of the isothermal compresmbnhty - the critical opales-
cence of single component liquids becomes so strong that severe multiple scattering occurs,
unless extremely small sample volumes are being used. For dynamic light scattering, the
decorrelation of multiple scattering seems an obvious choice. The dual color technique
may be directly applied, e.g. based on two diode lasers operating at suitably spaced wave-
lengths.

However, the required complicated alignment for a change of the scattering angle
and the large number of necessary optical components do not look very attractive for an
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experiment that must be small as well as rugged. Instead, I propose a setup very close
to G. Phillies’ original idea. There are just two diode lasers - selected to yield identical
wavelengths - illuminating the measurement volume with counterpropagating beams and
two detectors looking at exactly opposite scattered wave vectors.

Semiconductor lasers show a fast output response to the driving current (only about
1ns delay). This allows for an extremely simple way of separating the two desired propa-
gation paths from the two undesired ones, which were always present as well in Phillies’
experiment. We divide each sample time interval into two non overlapping time intervals
of equal length and switch on just one of the two lasers for every sub-interval. The de-
tector signals are gated synchronously, and in this way time-multiplexing serves to select
the desired combinations of laser and detector only. Arbitrary scattering angles may now
be accessed by a single common rotation either of the two lasers, or the two detectors,
whichever is simpler.

A point to be illustrated by the sketch of this “time slotted cross correlation experi-
ment” is, that in addition to the use of small modern optical components, new ideas for
simple novel setups are required if optimum instrumentation for microgravity environments
is desired.

3.3. Experiments

Many of the current suggestions for the use of laser light scattering in space are related
to critical fluid experiments. The need for microgravity for close approaches to the critical
temperature in single component fluids was already mentioned. Experiments which have
been performed in Germany include holographic interferometry on SFe¢ during the D-1
mission and a static light scattering measurement using a camera detector to observe
spinodal decomposition during a TEXUS flight. A dynamic light scattering experiment
is prepared on ground to investigate spherical particles in a near critical fluid. My own
proposal for the use of dynamic light scattering on critical fluids aims at the study of
equilibration effects close to the critical point, about which there seems to be surprisingly
little theoretical understanding, and where the absence of gravity induced convection is a
major prerequisite.

As for other experiments, there is some demand for the exclusion of sedimentation or
convection in aggregation and crystal growth and light scattering is being discussed as a
useful analytic technique. But to my knowledge no specific light scattering experiments
along those lines are currently underway in Germany.

Conclusions
Current technology certainly allows the construction of compact rugged laser light
scattering experiments for, both static and dynamic light scattering. In addition to the

use of micro components like diode lasers, micro lenses, APDs, and single board correlators,
we should put considerable effort into the design of the simplest possible setups to perform
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a successful light scattering measurement under the essentially hostile environment on
spacecraft with a high level of vibration and stringent requirements for small and light
weight equipment.

Before the design of such a specific experiment, we need answers to two important
questions: First, who are the users and what are their experiments (possibly other than
just critical light scattering)? Second, what quantities should we measure at what precision
and what environment is required for the sample?

Only with clearly stated answers to these questions should we proceed into the ex-
tremely time consuming task of preparing a light scattering system to go on board a space-
craft. Only on the basis of these answers can we attempt to design an optimal experiment
with a high probability of successful performance in space.

If we proceed to develop multi-purpose light scattering equipment prior to sufficient
answers - possibly motivated by the desire to attract new users by the actual availability
of some instrumentation - we should not forget about our questions for exact experimental
requirements. There is always a certain danger for projects to keep on running just by
their own inertia (though not always to their disadvantage)!

However, just the use of compact light scattering setups on the ground may be suffi-
cient stimulus as well as reward for their design. While this may be regarded as another
spin-off from space technology, it is at the same time certainly beneficial for future micro
gravity instrumentation if suitable systems have already been used thoroughly on earth.
And - one way or the other - laser light scattering will become a more powerful experimental
tool in the end.
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The objective is to measure the decay rates of critical density fluctuations in a
simple fluid (xenon) very near its liquid- vapor critical point using laser light scattering
and photon correlation spectroscopy. Such experiments have been severely limited
on earth by the presence of gravity which causes large density gradients in the
sample when the compressibility diverges approaching the critical point. The goal
is to measure fluctuation decay rates at least two decades closer w0 the critical point
than is possible on earth, with a resolution of 3 uK. This will require loading the
sample to 0.1% of the critical density and taking data as close as 100 uK to the
critical temperature (T, = 289.72 K). The minimum mission time of 100 hours will
allow a complete range of temperature points 1o be covered, limited by the thermal
response of the sample. Other technical problems have to be addressed such as
multiple scattering and the effect of wetting layers.

We have demonstrated the ability to avoid multiple scattering by using a thin
sample (100 microns), and a temperature history which can avoid wetting layers,
a fast optical thermostat with satisfactory microcomputer temperature control and
measurement, and accurate sample loading. With the questions of experimental art
solved, there remain the important engineering tasks of mounting the experiment
to maintain alignment during flight and using vibration isolation to prevent Shuttle
motions from distorting the sample.

The experiment entails measurement of the scattering intensity fluctuation decay
rate at two angles for each temperature and simultaneously recording the scattering
intensities and sample turbidity (from the transmission). The analyzed intensity and
turbidity data gives the correlation length at each temperature and locates the critical
temperature.

The fluctuation decay rate data set from these measurements will provide a severe
test of the generalized hydrodynamics theories of transport coefficients in the critical
region. When compared to equivalent data from binary liquid critical mixtures they
will test the universality of critical dynamics.

*Work was funded by NASA Lewis Research Center under grant
NAG-727 (Project Manager; Richard Lauver). This work was
previously presented at a Program Review requested by Code EN
(Microgravity Science and Applications Division).
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1 Introduction

Near a critical point it is possible to approach a macroscopic instability continuously
through equilibrium states. This instability is the source of a continuous symmetry
breaking or ordering. The key to understanding the anomalous phenomena observed
in the critical region is the thermodynamic fluctuations. Approaching the critical point
the fluctuations in the order parameter become extremely large in amplitude, show long
range correlations, and decay exceedingly slowly. The large amplitude and extent of
the fluctuations means that they can not longer be neglected and are truly dominating
the properties of the system. This dominance of the order parameter fluctuations leads
to a universality of the behavior, an independence from the details of the molecular in-
teractions, so that descriptions of the anomalies only depends on the dimensionality of
the system and the number of components of the order parameter. The prediction of
asymptotic static properties near critical points is now more precise than experiments.

We now know that there are many examples of critical transitions: liquid-vapor critical
points, magnetic transitions such as Curic ferromagnetic points or Neel anti-ferromagnetic
points, superconductivity, the helium lambda transition, binary mixture miscibility critical
points, ferroelectric Curie points, etc. All these continuous tiansmons share in having
divergent thermodynamic ﬁuctuauons It is the study Lhcorcﬂcaﬂy and cxpenmcmally of
these fluctuations that marks this current era of critical phenomena research.

Themodynamic fluctuations are the variations in space and time of a thermodynamic
variable from its equilibrium value. The fluctuations reflect the underlying heat modes
(thermally excited microscopic material modes) of the material. From condensed matter
physics point of view the divergence of fluctuations is the result of the instability of a heat
mode. The cigenfrequency goes to zero, at the critical point and its thermal population
diverges. The energy stored in this mode diverges and this is seen in the divergence of
the heat capacity. In a liquid-vapor critical point the relevant modes can be described
by generalized hydrodynamics. For each wavevector ¢ there are five modes, two sound
modes, two shear modes, and a thermal diffusion mode. At the liquid-vapor critical point
the diffusive density fluctuation is unstable and through couplings to the other modes from
the non-linearities of hydrodynamics, the other modes are affected Ieading to anomalies in
sound propagation and shear viscosity. These modes can be used as a basis for describing
the static and dynamic pmpcmcs of a material and are thc fundamcntal excitations of the
matenal. 7 )

Experimentally it is often possible to look directly at the microscopic excitations.
Most commonly this is done with a scattering measurement where one can measure
either the static or dynamic structure factors of the modes. Such measurements probe
modes having wavevector magnitude ¢, with

q = 2ksin(8/2) ,

where k is the wavevector magnitude of the incident radiation and § is the scattering
angle. Mcasurements of the intensity versus angle gives the correlation length £ of the
fluctuations and spectroscopy of the scattered light gives the spectrum or time correlation
of the modes. For liquid-vapor transitions light scattering has fumished the best method.
The techniques are now highly developed and by using photon cormrelation measurements
of the scattered laser light intensity it is possible to have accurate measurcments of the
space and time contlations of the critical fluid dcnsny fluctuations.

In what follows we describe the context for the proposed experiment on critical fluid
light scattering named Zeno, give the Zeno Science Requirements which will produce a
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significant data set during a Shutle flight, and describe the Zeno apparatus conceptual
design to meet the Science Requirements.

2 The Context for Zeno

2.1 Critical Exponents and Universality

The theory of critical phenomena is overseen by an experimental fact: thermodynamic
response functions are singular at a critical point; and a conjecture: the principle of uni-
versality. The theoretical approach to critical phenomena has matured in the past decade
to the point where its predictive success is rivaled only by quantum electrodynamics.
The singularity of response functions suggests that they be described simply near a
critical point. Measuring the distance from the critical point by the reduced temperature
t = (T — T.)/T.. where T, is the critical temperature, one expects the response function
f(t) to satisfy a power law f(t) ~ t¢ as t — 0. The value of the critical exponent ¢
depends on the particular function f(t). Examples for a liquid-vapor critical point are:

specific heat, C, ~ t7%, «a=0.110;
correlation length, £ ~ t7¥, v=20.630;
isothermal compressibility, &« ~ t77, v =1.241.

The universality principle makes critical exponents more than just a mathematical
curiosity. Separate all critical points into universality classes, where each universality
class has two unique properties: the spatial dimension of the system in question (3 for
a fluid), and the degree of the order parameter for the critical point (1 for a liquid-gas
critical point since the order parameter, the difference between liquid and gas densities
pL — pc. is a scalar). Then, within a universality class, the critical exponents of all static
properties should be universal, unvarying from system to system.

Critical exponents are a powerful way to characterize critical phenomena, but they
provide a challenge for experiment. Since they are defined from the limidng, or asymp-
totic, behavior of the thermodynamic functions, the exponent of a particular function will
not be clearly revealed unless an experiment reaches the so-called asymptotic region.
The challenge is that critical behavior is often not manifestly evident before reduced
temperatures less than 10~% are reached. Thus, experiments in critical phenomena are
usually very concemed with penetrating ever closer to the critical point '

2.2 Critical Dynamics in Fluids

The critical fluctuations in a liquid-vapor system comrespond to density fluctuations which
decay isobarically by thermal diffusion. The mean square fluctuation in density is pro-
portional to the isothermal compressibility and hence diverges with exponent v = 1.241.
From the thermal conduction equation it follows that the density fluctuation with wavevec-
tor ¢ (its gth Fourier component) decays with a rate given by

I'=Dq"
with D the thermal diffusivity, which in the hydrodynamic limit ¢ — 0, is given by
A
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with A the thermal conductivity, p the density, and C, the heat capacity at constant
pressure. The thermal conductivity diverges approximately like ¢ and C,, diverges with
exponent . The result is that as the critical point is approached, Dy goes to zero about
like £~1. For finite ¢, I' and D approach finite limits with a strong ¢ dependence. One
of the principle results of dynamic scaling is the prediction that

. — g(1+z,)
i D,= 407

where z, is the correlation range exponent of the viscosity divergence.

2.3 The Need for Low Gravity

The techniques of temperature control in the laboratory are sufficiently advanced that it
is possible 1o begin penetrating deeply into the critical region. However, once there it is
impossible o obtain the desired result of measuring critical anomalies. The problem fis
gravity.

The compressibility of a fluid system diverges at the critical point: xr ~ t~7. The
compressibility expresses the response of the fluid’s density to pressure on the fluid.
Across any fluid container, there is of course a pressure differential caused by the weight
of the fluid itself: AP = pgh. In normal circumstances, when a fluid is nearly incom-
pressible, this is barely noticeable: near the critical point, the effects of the pressure
differential are grealy magnified by diverging compressibility.

Under the influence of its weight, the fluid develops a density gradient; that is, fluid
at the bottom of a container is more dense than fluid at the top. As the critical point
is approached, the dcn_su)_( gradicnt increases. What happens is that the fluid density at
" the extremes of the container deviates more from the critical density, and the regions
of dcvnauon grow toward cach othcr The net result is that only a thin layer of fluid
near the center of the container is close enough to the critical density to show critical
behavior; as ¢ is reduced, the thickness of the layer decreases. This is a severe limitation
for measurements On macroscopic samples.

In a light scattering experiment the laser beam used to probe the sample can only
be usefully focused to a diameter of about 100 um. When the thickness of the layer of
critical fluid drops approaches this size, the light is no longer sampling a homogencous
critical system. In effect, the density gradients limit the useful range of ¢t which can
be cxplored. This is shown in figure 1, which gives the acceleration dependence of the
limiting temperature at which the density of xenon varies by more than 1% over a 100 um
distance. At 1 g the critical point may be approached to within 14.5 mK, while at 1073 ¢
the limit is 145 uK.

This result is disappointing. At t = 5 x 10~°, the asymptotic region for these
fluctuation wavelengths is just being reached. The decay rate for any finite wavevector
will saturate at a finite, lowest value as the critical point is approached. This is shown in
figure 2 for the wavevectors corresponding to the 12° and 168° scatiering angies planned
for Zeno. At the 1 ¢ limit, the small angle decay rates have not yet really begun to
saturate. By going to at least the 1073 g limit the asymptotic behavior at both angles
will be reached. This then sets the minimal requirement for reduced gravity for critical
fluid light scattering. The Zeno instrument flown on the Shurtle provides a solution to

this problem.
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Figure 2. Calculated Xenon Diffusivity

29



2.4 Previous Work

Progress in understanding critical phenomena has been substantial in the past decade
since the methods of the renormalization group theory, first developed to solve problems
in high-energy physics, have been applied to calculating the critical exponents of static
divergent quantities. This theoretical work has given a computational base to the ideas
of universality classes and two-scale universality, as well as accurate estimates of many
critical exponents (Sengers, 1982).

In contrast, the theory of critical fluctuation dynamics and transport phenomena,
although actively pursued, leaves many questions unanswered. The questions are both
theoretical, because the calculations have proved difficult to perform; and experimental,
because of limitations imposed by gravity as well as experimental problems with multiple
scattering in light scattering experiments.

The general state of experiment and comparison with current theory has been lefi at
about the state of the experiments by Swinney and Henry (Swinney and Henry, 1973).
Figure 3 is taken from their paper and shows the level of agreement. The quantity I'* is

100 I I
+
Xe /
( a ) *"‘.. "
.5
*
Ll |O — —
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. &
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sl J |
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Figure 3. Reduced decay rate vs. scaled wavevector (from Swinney and Henry, 1973).
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a scaled decay rate from which viscosity and angular dependence has been divided out,
plotted as a function of scattering wavevectors scaled by the correlation length: z = ¢§.
The range in £ of 0.01 to 8.0 comresponds to a temperature range of 5.8 K w0 3 mK
from the critical temperature. The most recent and only other work on xenon was by
Giittinger and Cannell (Giittinger and Cannell, 1980). They covered the same range in z
with fiting errors of + 5% using more accurate values for €.

Other efforts have included work to account for multiple scattering (Bray and Chang,
1975; Reith and Swinney, 1975; Sorenson et al., 1977, Beysens and Zalczer, 1977), or
to avoid it altogether (Chang, Burstyn and Sengers, 1979). Particularly notable is the
work by Burstyn and Sengers (1982) on the index-matched, weakly scattering binary
liquid mixture 3-methylpentane-nitroethane. Excellent, precise results to 0.3 mK from its
critical temperature were obtained. No significantly improved light scattering studies of
the fluctation decay rates for single component fluids have been possible.

2.5 Xenon: A Simple Fluid

Theory presumes that the liquid-gas critical point of simple fluids and the component-
separation critical point of binary liquid mixtures belong to the same universality class:
more specifically, that they belong to the same suatic universality class. Hence, they
should exhibit the same critical behavior, at least for the static properties.

As an example of a simple fluid, xenon is without competition. The molecule is
monatomic, spherically symmetric, and has no dipole moment; one expects the inter-
atomic forces to be as simple as possible. While this would be the case for any of the
noble gases, xenon wins as a choice for experimental use because it has a convenient
critical temperature (16 °C), and many of its properties have been studied extensively.
Nevertheless, if density-matched binary fluids, with their greater insensitivity to gravity,
could apparently provide the same results on earth as a space experiment on xenon, why
use xenon?

Studying critical point dynamics at a simple fluid, liquid-vapor critical point can yield
better critical point measurements than in any mixture. We present the following reasons.

1. A simple fluid can be more accurately loaded to its critical density than can a
mixture to its critical concentration.

2. A simple fluid reaches equilibdum more quickly after crossing the phase boundary
since no time is taken for molecular diffusion to readjust the concentration profile.

3. Simple fluid systems have smaller viscosity and correlation ranges so that the order
parameter relaxation time, €2/ D (D is the thermal diffusivity), is 100 times shorter
than for the most favorable density-matched mixtures. This allows the measuring
of viscosity one decade close to the critical temperature than for any mixture.

4. The viscosity background is smaller in the pure fluid while the amplitude of the
critical part of the viscosity is about the same, making it easier to analyze the
critical part.

5. A simple fluid is less susceptible to a drifting critical temperature.

6. A simple fluid has no diffusion controlled, surface wetting, sample segregation
processes.

7. The order parameter in a simple fluid is identified with greater ease and certainty.
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8. Additional thermodynamic measurements necessary for analyzing the dynamics
into background and critical contributions exist in sufficient detail only for pure
fluids.

9. Only by studying both systems can one experimentally answer the question: Do
both of these fluid systems belong to the same dynamical universality class?

As mentioned previously, for static properties, universality classes of critical points
are characterized completely by the spatial dimension of the system under study and
the symmetry of its order parameter; all other properties of the system are assumed to
be imrelevant. However, for dynamical properties, the static universality classes must
be subdivided according to whether the order parameter is conserved in the system’s
dynamics. Conservation laws for other hydrodynamic variables may further subdivide
universality classes (Hohenberg, 1977, Bhattacharjee and Ferrell, 1983). In contrast
to pure fluids, binary liquid mixtures contain an extra hydrodynamic variable which is
conserved. This is thought to be irrelevant asymptotically close to the critical temperature,
although it can be relevant in the temperature range experimentally accessible on earth.

The complications that can occur when an extra degree of freedom is introduced are
illustrated by the recent measurements of transport properties by Meyer and co-workers
(Cohen, 1982; Cohen, 1983) near the critical point of mixtures of 3He and *He. Meyer
did not observe distinct composition and density fluctuations. He did observe the thermal
conductivity and thermo-diffusion ratio diverging as £ and €2 respectively. To interpret
Meyer's data, it was necessary to introduce the concept of the “degree of azeotropy™ and
to argue that the asymptotic behavior of transport properties would only become evident
at reduced temperatures smaller than 1073,

Since the very careful work by Swinney and Henry and the refinement by Gittinger
and Cannell on xenon, it has been clear that to apply the theories which attempt to cal-
culate the modification of dynamic properties due to divergent fluctuations in a critical
system,. one needs to know the “bare” properties (without the effects of critical fluctu-
ations) in particular of the thermal conductivity, heat capacity at constant volume, and
pressufe coefficient on the isochore. Then, accurate measurements of the correlation
range, viscosity, and fluctuation decay rates for several wavevectors can be used to ex-
plore solutions of the coupled equations for the critical enhancements of the fluctuation
lifetimes and the viscosity. Most systems do not have a large enough data base of criti-
cally cvaluated properties to allow crucial comparisons. As Swinney discussed, for those
systems with enough of the properties known (CO;, SFs, and Xe), the crucial uncertain-
ties entering the comparison with theoretical forms are from the correlation range and
the viscosity. Except for the correlation range, we still depend on the properties gathered
and evaluated by Swinney and Henry in 1973.

Meanwhile, the theoretical developments of the renormalization group calculations
and universality have established the static critical exponents reliably. This requires that
the old data be refitted to modem forms and exponents. But, when one is finished, the
fact remains that we are still extrapolating old measurements well beyond their range to
provide a “test” of the new and accurate decay rale measurements. New measurcments
taken closer to the critical point are needed for anyone who wishes to evaluate current

theoretical ideas.
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2.6 Experiment and Theory at their Limit

The current theorefical treatments of dynamic critical fluctuations can be reduced to
the form from generalized hydrodynamics which shows that the wavevector dependent,
fluctuation cormrections to the viscosity and fluctuation decay rate are coupled in a pair
of integral equations over particular functions of the static structure factor (Kawasaki,
1976). Various iterative approximations to these equations have lead to several estimates
for the viscosity anomaly and decay rates which differ depending on where the iteration
is stopped. Bhattacharjee and Ferrell (1983) have clarified the calculaton of the critical
viscosity exponent, Bhattacharjee, Ferrell, Basu and Sengers (1981) showed how to treat
the cross-over region of viscosity data, and Burstyn, Sengers, Bhattacharjee and Ferrell
(1983) applied the calculatons of the dynamic scaling function to classical fluids. Of
particular interest is the prediction (Bhattacharjee and Ferrell, 1983) for the dynamic
scaling exponent, i.c. the exponent, as £ diverges, for the wavevector dependence of the
decay rate, which has only been tested on binary liquid mixtures. The results for the
decay rates differ from earlier esumates when the scaled wavevector becomes greater
than 10. The experiment described in this document should reach scaled wavevectors of
1000.

The form suggested by Ferrell (Burstyn, 1983) for the critical part of the diffusivity

is

D. = % = R% (z) (1 + b222)=/?
where R is the amplitude factor, 5 the shear viscosity, £ the correlation range, z = € the
scaled wavevector, (z) = K(z)/z? with K(z) the Kawasaki function, b the amplitude
of the dynamical correction, and z,, the exponent of the correlation range in the viscosity.

The real tension between theory and experiment at present is over the viscosity €xpo-
nent z,,. Siggia ez al. (1976) suggested that z,, = 0.065 and that the amplitude, R, of the
Stokes-Einstein-Kawasaki form of the decay rate was 1.20 rather than 1.00. Experiments
have been rather convincing that the amplitude is 1.00, but they are not independent of
the method used to estimate the correct extrapolation of the viscosity into the tempera-
ture range of the light scattering measurements. Measurements of the viscosity seem to
show that the binary mixtures are best described by z, = 0.065 (Burstyn e al., 1983),
but recent fitting of the available data for liquid-vapor critical systems favors the value
I, = 0.054. This is in agreement with the suggestion of Ferrell that the Siggia calcula-
tion had missed a cancellation of corrections and that the exponent is nearer the original
estimate (Bhatacharjee and Ferrell, 1983).

Because the viscosity exponent is not established, the predicted values of the decay
rates close to the critical temperature are very uncertain. Figure 4 shows the scaled decay
rate calculated with two fits to the Strumpf xenon viscosity data (using the exponents
0.065 and 0.054) extrapolated into the temperature range of the space experiment which
we are discussing. The difference grows to 10% and illustrates why we must measure the
decay rates in this region. They simply cannot be calculated with the limited viscosity
data available: even with improvements to viscosity data from a low-gravity experiment,
they would still need to be extrapolated into the temperatures reached in this scattering
experiment. We do not know whether the equations used for binary mixtures (Burstyn
and Sengers, 1982; Kopelman, 1983) will work for a liquid-vapor system. The only way
to determine this is to have measurements close o the critical point without the distortions
in the density of the sample induced by gravity.

We see this experiment as a means to probe the fundamental dynamics of a critical
system, specifically that of a simple fluid, by accurately measuring the critical fluctuation
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Figure 4. Calculated (:liffusivily of xenon at a scattering angle of 12°.

decay rates closer to the critical point than is possible in any earth-bound experiment.
We expect to measure the actual limiting decay rates at finite wavevector and determine
their wavevector dependence. In addition, we will measure the correlaton length of the
fluctuations. As discussed above, it is not possible at present to calculate the decay rates
to the accuracy with which they can be mcasurcd in this experiment. Thus, it is a worthy
goal to make such a set of measurements on a carefully chosen, simple fluid system like
xenon. This data set will have a lasting value as a testing ground for any ideas about
transport properties and dynamics in thermodynamic systems with large fluctuations.

3 Zeno Science Requirements

The list of science requlremcms distills the cxpcnmcm into its barest essentials, to provide
a foundation on which to build engineering requircments. The list derives from two
principle considerations.

First, there are two major measurcment goals of the cxpcnmcm, namely decay rates
and correlations lengths of critical fluctuations. Further, the decay rate measurements are
to be performed at two angles to fix their dependence on the scattering wavevector. The
associated science requirements spccxfy the conditions that must be met to accomplish
the precision and range of the measurements that will lead to a satisfactory data set.

1. Determine the decay rates of critical fluctuations in xenon.

1.1. Measure to + 1% from correlation functions.
1.2. Measure at two angles, § and x — § (6 = 12°), with angles known to +0.03°.
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1.3. Maintain the multiple scattering below 1% of the scattered intensity.

1.4. Measure over a temperature range of 1 K to 100 uK from the critical point,
with at least two values per decade.

2. Determine the correlation length of critical fluctuations in xenon.

2.1. Measure to + 3% from transmission and intensity data.
2.2. Measure time-averaged transmission continuously, to £ 0.1%.
2.3. Measure the scattered intensity continuously, to £0.1%.

2.4. Measure over a temperature range of 1 K to 100 K from the critical point,
with at least two values per decade.

3. Establish the thermodynamic trajectory towards the critical point of xenon.

3.1. Measure and control the temperature of the sample to £ 3 uK for periods of
at least 3 hours.

3.2. Locate the critical temperature of the sample to £ 20 uK.

3.3. Establish the absolute temperature of the critical point to = 10 mK.

3.4. Load the sample cell 10 within % 0.1% of the critical density of pure xenon.
3.5. Allow no temperature gradients across the sample larger than 1 uK/cm.

3.6. Limit residual and vibrational accelerations to < 1073 g.

3.7. Limit radiation heating of the sample to < 1 uW.

4 The Zeno Experiment

The instrument which performs the experiment divides easily into two subsystems. The
optics subsystem includes the xenon sample under study, the means to maintain its ther-
modynamic state, the light source to probe its fluctuations, and the optical, thermal, and
mechanical transducers which monitor its environment and collect the results of the in-
teraction between light and critical fluid. The electronics subsystem oversees the control
of the sample's environment, collects information from the transducers, and processes,
reports, and stores the information. The operating of the subsystems are coordinated by
the control software which manipulates the components of the optics subsystem, super-
vises the components of the electronics subsystem, and directs the experiment so that it
can meet its science goals within the mission timeline.

4.1 Optics
4.1.1 Sample Cell

The xenon sample cell, shown schematically in figure 5, contains the sample at its critical
temperature of 289 K and critical pressure of 58 atmospheres, while providing optical
access for the light scattering measurements. The primary design constraint, to meet
the science requirement of less than 1% multiple scattering, is that the laser beam have
a 100 um path length through the fluid, accomplished simply by having the windows
of the sample cell separated by this amount. However, this would create such a small
total volume of sample that meeting the science requirement that the cell be loaded
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Figure 5. Xenon sample cell with 100 um optical path length.

to within 0.1% of the critical density would be difficult Thus, the 100 um sample
space is surrounded by a reservoir of xenon sample, but the reservoir must be designed
carefully. If its volume is oo large, the heat capacity of the xenon would begin to slow
the response of the themmostat. If its surface to volume ratio is o small, the divergent
thermal conductivity of xenon at its critical point would lead to unacceptably long thermal
relaxation times.

4.1. 2 Thermostat

The only parameter comrollmg the lhcrmodynamm state of the xenon sample is temper-
ature; this is the responsibility of the thermostat. To achieve the goals of the experiment,
the requirements that it must satisfy are severe: controlling and measuring the tempera-
ture of the sample 0 + 3 xK (near a temperature of 298 K), and preventing temperature
gradxcms acmss the sample larger than 1 uK/cm. Furthermore, for its trip into space, the
thermostat must be small, lightweight, and able to change temperature quickly to meet
accommodauon and mission time restrictions.

The thermostat shown schematically in cross section in ﬁgurc 6 satisfies these goals,
assuming an ambient environment stable only to & 1 K. It is constructed of four co-axial
cylindrical shells (numbered 1 through 4, innermost to outermost), with the sample cell
contained within shell 1. The thermal coupling between shells is radiant, with 15 minute
time constants. Optical access to the interior is provided by windows mounted on the

ends of each shell. The overall size is 16 cm by 7 cm diameter, and the mass is less than
1.5 kg.
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Figurc 6. Thermostat

Mounted on shell 1 is a platinum resistance thermometer, used for absolute tempera-
ture calibrations; in operation, temperature sensing is done with thermistors. Each shell
has at least one thermistor mounted on its surface to monitor temperature. On cach of
the outer three shells, the thermistor is part of a feedback circuit, which includes surface-
mounted heaters on the shell, to control the temperature of the shell. Proceeding inward,
cach shell reduces temperature gradients by a factor of 100.

4.13 Optical Paths

A schematic layout of the optical configuration is shown in figure 7. The layout satisfies
the science requirements for measuring fluctuation decay rates at two scattering angles
and the correlation length of the fluctuations.

The beam from the low-power (5 mW) Helium-Neon laser can take one of two paths
through the xenon sample; the path is chosen by the shutters, only one of which is open
at a time. In the forward scattering configuration (top of figure 7), part of the beam
is deflected into a photodiode to provide a reference for turbidity measurement. The
remainder, focused by a lens, passes through the thermostated sample. The light which is
scattered by fluctuations in the sample into a small solid angle (defined by the pinholes)
at angle # is collected for decay rate analysis by the photomultplier tube. That light
which survives its trip through the sample unscattered is directed to a second photodiode.

In the backscattering configuration (bottom of figure 7), the beam follows in reverse
the path of the forward scattering beam. Again, part of the beam is deflected into
a photodiode for turbidity reference. The remainder is focused and passes through the
sample. That which makes it through unscattered is collected by another photodiode. The
light scattered by the fluctuations in the sample is stll collected by the photomultiplier
tube, but the scatiering angle is now = — 4, the supplement of the forward scatering

angle.
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4.1.4 Mechanical Environment

The degree to which the experiment achieves its scientific goals increases in proportion to
the degree to which it is isolated from vibrations on the STS. Thus the table on which the
optics are mounted, beyond providing a stable surface to prevent distortion of the optical
paths, is a component of a vibration isolation system to protect the optics subsystem.

Adjunct to the isolation system is the means for real-time monitoring of disturbances
passes to the table from the STS. A high dynamic-range triaxial accelerometer is mounted
on the surface of the optical table to inform the operating software of vibrational distur-
bances, also providing information on the size and duration of the disturbance.

4.2 Electronics

The electronics which support the experiment provide five basic functions: thermometry
and temperature control, processing of the light scattering signal, processing of the tur-
bidity signal, processing of the accelerometer signal, and opening and closing the shutters
which set the scattering coufiguration. These operations are under the control of a mi-
crocomputer which coordinates them and effectively runs the experiment. The system is
shown in figure 8.

NIV =

Amplifier Digital Ratio Ratio

A/D Correlator Voltmeter | Scanner Transformer Transformer

G s | |
Bus Bus

g

Microcomputer

Figure 8. Control and Data Acquisiton System
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4.2.1 Temperature Measurement and Control

Thermometry is done using AC bridge circuitry, where one of the bridge is formed by a
thermistor and reference resistor (located on each of the thermostat shells), and the other
arm is provided by a ratio transformer. The bridge is nulled (i.e. temperature is measured)
by changing the tap position in the ratio fransformer; null detection is accomplished with
a phase sensitive, lock-in amplifier. Using AC signals to excite the bridge with lock-
in signal recovery is necessary to achieve the temperature resolution required by the
experiment. The output of the lock-in amplifier is a DC voltage representing the amount
by which the bridge is out of balance. In the case of the shell 1 thermometer, this error
signal represents the temperature of the sample. in the case of the outer shells (2, 3,
and 4) the error signal is processed by the temperature controller, which drives heaters
mounted on the shells to maintain their temperature, which is set by the ratio transformers.
The ratio transformers are in tum set by the microcomputer, in this way determining the
temperature profile across the thermostat and monitoring the temperature of the sample
via the shell 1 thermometer.

4.2.2 Transducer Signals

The light scattering signal is collected on the optical table by a high-gain, high quantum
efficiency photomultiplier tube. The output of the tbe is converted by the preampli-
fier/discriminator into a high-frequency (order MHz) stream of TTL pulses, with the
pulse count rate proportional to the intensity of the scattered light. The programmable
correlator calculates in real-time the autocorrelation function of the pulse stream as well
as the average intensity, then makes the results available to the microcomputer after a
pre-determined time. From these data the microcomputer calculates decay rates of the
fluctuations, and some of the ool_flfclauon length information,

In each of the two light path configurations, there is a pair of photodiodes which
produce the raw signals for the turbidity measurements. In each case, one photodiode
produces a current proportional to the intensity of the test beam to use as an amplitude
reference, and a second photodiode produces a current proportional to the intensity of the
light transmitted by the sample. The output of the ratiometer circuit is the logarithm of
the ratio of transmitted to reference current, which is proportional to the turbidity of the
sample. This signal is averaged by a digital voltmeter and passed to the microcomputer.

The signal from the accelerometer mounted on the optical table is prucessed by its
amplifier, and the results passed to the microcomputer when safe levels of acceleration,
determined by the current operating temperature of the experiment, are exceeded. With
information about the level and duration of the detected disturbances, the control software
can choose the proper strategy for accumulating data during the disturbance that takes

best advantage of the limited mission time.

4.3 Timeline and Control Software

The software which comrols the experiment is n:sponsxblc for the operation of the elec-
tronics, and for coordinating them in the most efficient way to accomplish the science
goals. Figure 9 shows a hierarchy of functions to be pcrformcd by the control software.
Coordination of experimental activity is the primary responsibility of the experiment
scheduling program, which decides the optimal approach to data taking, subject to pro-
grammmed information from the planned mission schedule and real-time information
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Figure 9. Expeniment Control Hierarchy

from the accelerometers located on the optics table. This schedule is passed to the syn-

chronous device controller which is responsible for overseeing the actual operation of the

electronics, as well as handling data storage. Some results of the lower lever operations

are made known to the scheduling program to inform it of progress. With this feedback

the scheduler is able to report both its decisions and the progress of the experiment based

on those decisions to a ground-based monitor which can ovemride its decision process.
The time line for the experiment breaks down into four parts:

1. Tum-on, initialize, and establish stating conditions.
2. Locate the critical temperature of the sample.
3. Mecasure decay rates and turbidity at temperature sequence.

4. Verify the critical temperature of the sample.
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The tum-on of the instrument proceeds automatically after being actuated by the STS
crew, The xenon sample must be put at a known, equilibrium state at a determined
temperature, in order that it be homogeneously mixed and ready for operations. Given
intershell time constants in the thermostat of 15 minutes, and an overall time constant
of 45 minutes, reaching the initial temperature would take several hours. To allow the
sample to equilibrate thoroughly, we allow 6 hours for the initialization procedure.

Locating the critical temperature of the sample is done by first cooling the sample
quickly to a temperature near the critical temperature (typically within 100 xK); distance
from the critical temperature can be inferred from the turbidity of the xenon sample.
Once near the critical point, the thermostat altemately cools and warms the sample,
looking for hysterisis in the turbidity signal which marks the beginning of the irreversible
spinodal decomposition of the fluid which marks the critical point. The final steps in the
cooling and warming are made at the temperature resolution of the thermostat, establishing
the critical temperature of the sample to 100 uK. At present, the most length searches
performed in the laboratory take from 4 to0 6 hours; for the mission, we allow 8 hours as
an upper bound and expect the actual time needed to be shorter.

The turbidity and fluctuation decay rates of the xenon sample are to be measured
throughout the temperature range of 1 K to 100 uK from its critical point. Depend-
ing on the severity of the vibration environment encountered by the experiment, this
range could be extended from 1 K 1o 3 uK. We plan to take measurements at a se-
quence of temperatures of two per decade, at temperature differences of 1 K, 0.3 K,
0.1K,...,3x10°5K,107%K, 3 x 10-%K. The last points will be more difficult than the
first and may require extra attention. Thus, the sequence will have about 12 temperature
points as a minimum set. At each temperature a sequence of forward (§ = 12°) and
backward (¢ = 168°) scattering fluctuation decay rates will be taken automatically by the
correlator and analyzed, altemating between forward and backscattering configurations.
Fitted correlation functions give the experimentally determined decay rate. These are
compared as they accumulate; when the prescribed statistical accuracy is achieved, that
determination is considered complete and the microcomputer moves the experiment on
to the remaining temperatures.

Each correlation takes about 15 minutes for reasonable statistics and 10 points at each
angle should reduce the statistical uncertainty of the decay rates to the required accuracy
of 1%. The switch between forward and backscattering configurations is accomplished
by the shutters on the optical table in less than 1 second. During the time that corre-
lation functions are accumulating (in either configuration), the turbidity of the sample
is logged continuously at the rate of approximately 1 sample/second. Thus the time for
accumulating the correlation functions sets the time scale of the experiment at 6 hours
per temperature point or a total of 78 hours.

If more time is available to the experiment during this phase, then the control program
would concentrate on obtaining additional information in the temperature range from
3 mK to 3 uK from the critical point, the range in which earthbound measurements are
impossible. Note that, for the self-consistency and integrity of the data set for post-flight
analysis, we do take time to measure the turbidity and decay rates rather far from the
critical temperature.

Finally, to check for possible (but unexpected) drifts in the thermometry, the exper-
iment will verify its earlier determination of the critical temperawre. We expect again
that this will take no longer than 8 hours.

Thus, the total time line is made up of 6 hours to establish initial operating condi-
tions, 8 hours for locating the critical temperature of the xenon sample, 78 hours for
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completing the turbidity and decay rate data set, and a final 6 hours for verifying the
critical temperature, for a total mission time of 100 hours. We expect that some of the
start-up tme and tme for locating the critical temperature can be eliminated. If more
time is available for data taking, the measurements can be made in a smaller temperature
sequence concentrating on the smaller temperature differences.
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MINIATURE [INSTRUMENTATION FOR LASER LIGHT
SCATTERING EXPERIMENTS

Robert G.W. Brown
Royal Signals and Radar Establishment
Malvern, Worchestershire, United Kingdom

Traditional optical systems for photon correlation spectroscopy and laser
anemometry have relied upon physically large and fairly expensive lasers,
"bulk-optics" such as lenses of a few inches diameter, large mechanical
mounts and carefully selected, fragile and bulky photon-counting photo~
multiplier detectors. In some cases experimental fluid dynamics at a
desired position in a flow, perhaps deep inside complex machinery, is
physically impossible or very difficult. Similar problems exist with
photon correlation spectroscopy, eg., remote and heterodyne experiments.
We have investigated and characterized various optical and electro-optical
components with the aim of replacing existing photon correlation laser
spectroscopy and anemometry techniques in miniaturized form, and with
significant cost reduction.

Very recently we have constructed a range of miniature, modular light
scattering systems from little solid-state optical and electro-optical
components, and experimentally verified measurement performance comparable
to (and in some cases better than) standard laboratory photon correlation
spectroscopy and laser anemometry equipment.

Text: Copyright @ 1988 by HMSO, London.

Figures: Copyright © 1986 (figs. 1, 3, 5, and 6), 1987 (figs. 2, and 7
to 10), and 1988 (figs. 4, and 11 to 16) by Royal Signals & Radar
Establishment, Malvern.
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Introduction

Throughout the development of photon correlation techniques [1,2] the
axperimental equipment has been of a considerable size and expense, often
occupying a volume of approx a cubic metre and at a cost of approx $20,000
- $100,000., These values have limited more widespread application of
photon correlation procedures eg, to industrial applications such as
process control.

Recent commercially available electronics includes photon correlators and
structurators constructed on a single circuit board together with micro-
processor or desk-top computer control and data processing.

Also, recently, photon correlators useful for study of low velocities and
large macromolecules have been constructed at greatly reduced costs, eg, in
Uncommitted Logic Array chips {3] and within small desktop microcomputers

{3,4,5], both at a cost of <= $1000. Current developments in systolic
array correlators [6,7] may also impact on their size and cost.

However, it is the purpose of this paper to concentrate on recent develop-
ments in the optical and electro-optical aspects of photon correlation
experiments, solid-state lasers, monomode optical fibres and solid-state
detectors. These new, commercially available devices offer the potential
for construction of new photon correlation systems at reduced size, cost
and complexity. Opto-electronic systems occupying volumes of only a few
cubic centimentres and costing $500 - $2000 in components are possible, and
are described later.

New Solid—-State Lasers

Traditional lasers for photon correlation experiments have been gas lasers
of the HeNe or Argon-ion variety, the size of an arm or a leg and costing
$2000 - $20,000. These lasers output nominally TEM,, cw visible light of
between a few milliwatts and a few hundred milliwatts power in a single
line. For photon correlation applications the chosen laser must be of
sufficient power stability and lacking in spurious noise and light
correlations that it does not contribute significantly to and distort the
correlation function of the scattered-light process being observed [8].

Recently, we have characterized some solid-state, visible laser diodes for
photon correlation applications [9]. These Sharp lasers output at 750nm to
780nm wavelength, with power levels of some milliwatts to 30+ milliwatts in
a single longitudinal and transverse TEM,, mode whose linewidth is approx
80 MHz, i.e. having a coherence length of ~ 3.75m. They cost only a few
hundred dollars and together with their simple drive circuitry can occupy a
volume of just a few cubic centimetres. The other principal differences
between these lasers and conventional gas lasers are twofold. First, the
drive currents are typically 40 - 100 mA at approx 2 Volts and second, the
output laser beam is of elliptic cross-section and requires a correction
lens before use.

In our investigations, in order to prevent longitudinal mode hopping we
used a simple temperature control circuit utilizing a thermistor placed
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close to the laser diode and a miniature Peltier heat pump to maintain a
preset temperature.

Power output stability was checked using a standard photon counting
arrangement with a count rate of 400KHz, and found to be stable to within
1% over 30 minutes after a brief warm-up period.

We compared the laser diodes directly to various HeNe lasers often used for
light scattering in terms of factorial moment and photon correlation
performance, both parameters being of importance in a full assessment. We
used a carefully selected EMI9863 photomultiplier to detect laser photons
and supply the photodetection signal to a Malvern Instruments K7025, 10
nanosecond sample-time photon-correlator.

Experimental verification of the expected value of Factorial moments of a
coherent laser source (unity) and departure from that value in excess of
the calculated experimental error is an excellent test of the quallty of
the laser and its drive circuit in terms of small instabilities. We
examined up to the fourth moment, f1nd1ng agreement to within experimental
error for sample times chosen between 1076 snd 10-2 seconds, ie,
performance comparable with our often used SP120/124 gas lasers.

Correlation measurements were conducted on time-scales equal to and greater
than 10 nanoseconds. The measure of degree of excess correlation was the
usual after-pulsing expression, = = (g 2)(T)—l). n , where = is the excess
correlation probability, g the normalized correlation function value and =@
the average photon-count rate.

In 47 experiments, photon correlation functions of constant magnitude to
within an excess of 0.0l% - 0.02% were recorded, and up to timescales of
0.5 seconds. This is negligible, as required.

Thus we concluded that it is possible to construct simple laser diode
circuitry and achieve basic photon correlation performance similar to and
in some respects better than traditional gas lasers used in photon
correlation experiments at a fraction of the size and cost and with
significantly less fragility. Our experimental apparatus is shown in
Figure 1.

New Optics

Traditional photon correlatlon optical systems have been large, cumbersome
structures containing an array of lenses, prisms, pinholes and filters
together with their mechanical adjustments. The alignment procedure is
lengthy, the cost some thousands of dollars and the capability is only a
single measurement point at a time.

In recent years a variety of optical fibre laser anemometry schemes have
been constructed [10,11] and tested. Mostly they involve delivery of laser
power to small optical heads via monomode optical fibre(s) and direction of
collected scattered light to a remote detector via multimode fibre. Opto-
mechanical multiplexing is available to allow construction of arrays of
measurement sites. Monomode optical fibres also allow a very simple method
of creating self-aligning coherently-detected LDA and spectroscopy
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geometries useful for observing flows containing high concentrations of
particles or solid surfaces, albeit with Doppler shifts of approx 1OMHz/m/s
for the measured component.

Recently we have described basic monomode optical fibre components (fibre
coupled to microlenses) for photon correlation use [12], paying close
attention to their design and manufacturing problems. An example monomode
fibre and microlens assembly is shown in Figure 2. In design and manu-
facture the major problem areas are inachieving tolerances at the micron
level and eliminating contamination of the fibre endfaces. Testing of the
laser beam parameters produced by monomode optical-fibre components is
especially easy using boiling speckle and photon correlation techniques.
Special problems that must be considered in photon correlation experiments
include the requirement for close similarity of the gaussian beam waist
dimension in the two orthogonal transverse directions to the laser beam
propagation direction. Monomode optical fibre systems will be discussed
shortlye.

New Solid—-State Detectors

Traditional detectors for photon correlation experiments have been single
photon counting photomultiplier tubes specially selected for very low noise
(20 - 100 cts/sec) and afterpulsing performance (<= 0,04%) [8]. Such
devices are often the size of a forearm, costing $1000 - $4000 and rather
fragile. Operating quantum efficiencies of a few percent and supply
voltages in excess of 1600 V are typical.

Recently we have characterized silicon avalanche photodiodes (APD) as
replacements for photomultipliers used for photon correlation experments
[13,14]. In particular the RCA C30921S reach-through style AFD has proved
useful in both passive and actively quench modes of operation. In both
cases the APD is operated in reverse bias beyond breakdown to achieve
photon-counting or "Geiger" operation, and cooling by mini-Peltier devices
to approximately 0°C is used to reduce dark counts to acceptable levels.
Whilst voltage stabilities at the millivolt level are needed and easily
achieved, temperature stabilities of order 1/20°C are also required but can
be fairly easily accomplished by suitable APD encapsulation and active
control.

In passive quenching the APD is placed in series with a ballast resistor
through which it recharges following a photodetection. Combination of the
series resistance and APD capacitance leads to a typical dead time of
approx 1 or 2 microseconds and a maximum counting rate of approx 250,000
cts/sec before distortions are excessive. Recent device modifications by
RCA should allow significant improvements in these figures.

In active quenching, photodetection by the APD is detected by a high
sensitivity, low noise, very fast comparator which is used to reduce the
APD bias voltage and thus stop the current-flow and build-up of
afterpulses. After a few nano-seconds the APD has recharged and so the
bias voltage is restored to allow the next photodetection. In this manner
we have achieved dead-times of 20-30 nanoseconds and count-rate capability
up to lMHz before excessive distortions are apparent. Again, recent device
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Figurc I- A 25 mW HeNe gas laser (upper box) compared to a 30 mW semiconductor
laser (lowest item) and its drive circuitry (middle box)

Figurc 2- A 10m protected length of monomode optical fibre transmitting a lcw
hundred milliwatts of 5145AC light from an Argon ion laser and focused
via a Imm focal length microlens.
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modifications by RCA, such as direct Peltier cooling, should allow major
improvements in count-rate capability.

Notable features of APD performance of significance to photon correlation
experiments are that afterpulsing levels of only 0.006% (passive) and 0.047%
(active) are achievable, together with quantum efficiency exceeding 97 at
633nm. In fact the quantum efficiency may be set at a much higher value by
increase in the reverse-bias voltage so long as the cooling is increased to
remove the corresponding increase in dark-count rate and maintain the
overall dynamic range of the detector. A photograph of our experimental
apparatus compared to a standard Malvern Instruments photon-counting
photomultiplier assembly is shown in Figure 3.

A photograph of a modular, fully engineered, twin APD system incorporating
active cooling and active quenching circuitry is shown in Fig 4, The APD's
stabilized bias voltage is supplied by a one cubic inch power-supply cube
(1.64 x 10=°m3),

These APD's are available with optical fibre input leads, making them more
compatible with optical fibre anemometry and spectroscopy than
photomultipliers.

Figure 5 shows an example of photon correlation LDA functions and data
analysis using both a conventional photomultiplier and an APD viewing the
identical Doppler—difference LDA measurement-volume placed in an axi-
symmetric air jet. The upper traces show the correlograms with a fitted
gaussian velocity probability density function, in which mis-fit because of
negative skewness in the flow velocity statistics is clearly evident. The
middle traces show the same correlogram data fitted by a spline procedure
in which no Gaussian assumptions are made about the form of the flow
velocity distribution [15]. The lower traces show the velocity probability
density functions obtained from information-theoretic transformation [15]
of the spline fits shown in the middle traces. The results from the APD
are seen to be very similar to those from the photomultiplier except for
minor artefacts caused by the transform procedure. Agreement between the
first two calculated moments of these distributions was better than 0.5%,
and is typical of a set of data so-treated.

Figure 6 shows an example of photon correlation spectroscopy functions
using the same suspension of latex spheres in the same scattering geometry
and using the same laser power, but varying the detector from a photo-

multiplier to an APD. The curves are displaced vertically for clarity and

show essentially identical slope behaviour, as required.

The solid-state APD's have a component cost of $150 $500 1nc1ud1ng
circuitry and occupy a total volume of a few cublc centimetres. We
concluded that they may be suitable replacements for larger, more costly
and fragile photon- counting photomultipllers in photon correlation
experimentss-

Combinations of the new teéﬁnblogies

The construction of a series of prototype pﬁoton correlation instruments
has been undertaken to demonstrate the feasibility of combining the new-
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Figure 3- A standard photon-counting photomultiplier for photon correlation
experiments (upper box) compared to our APD circuitry (lower box). The
APD is at the centre of the white part of the unit.

CENTIMETERS

Figure 4- A fully engineered twin APD system with active quenching circuitry
and active temperature control. Light enters the APD compartment via
two optical fibres to the left hand side of the figure. The lecft hand
compartment contains two fibre-coupled APD’s mounted adjacent to two
Peltier coolers and surrounded with insulation. The right hand
compartment contains the active quenching circuitry and temperaturce

control. Bias and supply voltages are supplied by the wires to the right
hand side of the figure.
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Figurc 6- Photon correlation spectroscopy results, APD (lower)
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technology devices just described into usable miniature systems. We will
now briefly review a series of new photon correlation spectroscopy and
anemometry instruments.

(i) Monomode-optical-fibre photon correlation spectroscopy

The use of optical fibres in dynamic light scattering experiments is well
known [16] and usually employs multimode optical fibres. Recently, we have
shown [17] how to employ monomode optical fibres to advantage in such
experiments, allowing some substantial gain in correlogram intercept value
at the slight expense of signal power. The use of such fibres with micro-
optics allows major miniaturization of the standard experimental
configuration for photon correlation spectroscopy, as can be seen from the
photograph of our experimental arrangement shown in Figure 7.

A basic test of the monomode-fibre photon-correlation spectroscopy (PCS)
arrangement was direct comparison with a conventional dynamic light
scattering apparatus observing the same suspension of particles at 90° and
using single-coherence—-area detection and the same suspension temperature.

Comparative correlograms with a Malvern Instruments 4700 Spectrometer,
integrated for the same length of time, are plotted in Figure 8. Signi-
ficant intercept differences are observed as expected (1.985 monomode PCS:
1.62 standard 4700 PCS) but close correspondence of correlogram slopes (and
slight curvature) is obvious, as also expected and required. Estimates of
mean size and polydispersity from these data agreed to better than 0.5%,
typical of a set of such data.

Apart from standard PCS replacement, there are a variety of potential
additional advantages to be gained from employing monomode fibres in PCS
experiments, e.g., possible flare rejection advantages at low scattering
angles, TEMOl* mode-effects removal, multi-angle and multi-sample
geometries, and particularly simple heterodyne-PCS implementation using a
fibre-coupler. These are detailed elsewhere [17].

Monomode optical fibre PCS is already finding uses in Biotechnology
measurements, e.g., the measurement of proteins eluting from a liquid
chromatography column as described in detail elsewhere [18]. An example
result is shown in Figure 9. Many other potential applications exist
within the general area of Downstream processing and we are pursuing a
number of these in collaboration with the Public Health Laboratory Service,
Porton Down. The key features here are miniaturized, low cost,
multiplexable, remote measurement potential.

(ii) Monomode fibre-optic probes for laser anemometry

Whilst optical fibre LDA's are now becoming common [10,11], the
construction of all-solid-state LDA's has created new challenges and
problems. Recently, we have collaborated with the University of Kent in
the creation of an all-solid~state LDA using the new electro-optic
components discussed above [19]. This R and D programme has yielded a
laser diode driven (780nm and 850nm), two-component full-backscatter LDA
constructed in a cylindrical head of 25.4mm diameter and approx 80mm
length. Lens-ended monomode optical fibres are used to deliver the laser
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Figure 7- Monomode-optical-fibre photon correlation spectroscopy experiment. The
particulate suspension is held in the square cell at the centre of the photograph
and illuminated from the upper lens-ended fibre. Scattered light is collected by
the lower lens-ended fibre at 900 scattering angle.
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Figurc 8- Comparative photon correlation spectroscopy correlograms, plotted  scmi-
logarithmically. The upper data arc from monomode-optical-libre photon
correlation spectroscopy, and the lower data arc from a standard photon-

correlation spectrometer with approximately single coherence arca observation.
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beams to the measurement volume at 100mm range, and a multimode optical
fibre delivers collected scattered light to APD's for photo-detection. The
electro-optical system has been designed specially to operate with photon-—
correlation signal and data processing with velocities up to 500 ms~l.
Computer simulations of signal levels indicate the feasibility of such
performance, and detailed testing is currently in progress.

(iii) A miniature, battery operated laser Doppler anemometer

Because of the small size, high efficiency and low power consumption of
diode lasers, we have recently been able to construct a hand-held,
portable, lithium battery operated, 30 mW laser diode, backscatter LDA
constructed in a tube of 30 mm diameter and 250 mm length. The tube also
contains micro-optical beam collimation, a miniature galilean telescope,
miniature beamsplitter and prism, spatial filtering, solid state detector,
electronic amplifier, bandpass filter, discriminator and either (1)
telemetry to transmit Doppler (analogue or digital) signals to a remote
signal processor or (2) integral frequency analysis of analogue signals and
LCD display of single component velocity. All components are mounted on
micro optical benching. The velocity range is up to a few metres per
second; the system operates for a few hours before battery replacement is
necessary. The component cost was eight hundred UK pounds. Full details
are reported elsewhere [20]. A picture of the completed system is shown in
Figure 10.

(iv) Modularized, miniature photon correlation spectroscopy and laser
anemometry

The principles of miniaturization outlined in the previous section are
being taken forward into prototype, fully-engineered, modular light-
scattering systems for photon correlation spectroscopy, laser Doppler and
laser transit (time-of-flight or L2F) anemometry [2]. The aim is to open-
up a new range of applications to industrial monitoring and process-
control, as well as making possible new research experiments.

Recently we have designed a range of modular units that can be "plugged"
together in various geometries to form quite different light scattering
experiments. The basic modules are (i) laser, (ii) optics and (iii)
detector(s). These modules are designed for manufacture on numerically-
controlled engineering facilities, with high-tolerance, cheaper, small,
lightweight, fairly rugged "mass" produced output. The laser module
contains the laser and its power stabilization and supply circuitry
together with collimation and beam diameter control. It outputs a beam of
known size, divergence and pointing error. This unit is positioned at one
of many possible sites on a baseplate using dowel-location techniques.
Similar descriptions apply to the optics and detector modules.

Whichever configuration is chosen, the overall dimensions of the entire
photon correlation light scattering system is 36 mm width by 200 mm length
by 40 mm height. The detector unit contains all the electronics necessary
to operate 2 APD detectors in active-quenching mode for high speed (short
sample time) photon correlation measurements.
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Figurc 10- Photograph of the constructed battery-driven LDA.
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Fig 11 shows the miniature, modular laser Doppler anemometer (LDA)
corresponding to the prototype battery-operated instrument shown in Fig 10.
The laser and collimating optics is contained in the fore-most right-hand-
side rectangular metal block, the prisms for beamsplitting and separation
are seen centrally and the focussing lens to intersect the two laser beams
of the LDA is at the left hand side of the device. Scattered light is
imaged back through this lens onto a multimode optical fibre and directed
to an APD detector and electronics housing in the rear-most rectangular
metal block. Internal details of the APD unit are shown in Fig 4. Voltage
supplies and signal connection to the processor are provided by the ribbon-
cable to the right hand side of the figure. The distance of the
measurement volume from the end (lens) of the instrument can be varied from
5 cms upwards via interchangeable lenses. A clearer understanding of the
laser beam paths is gained from study of the corresponding original
artist's impression shown in Fig 12.

Continuing in the manner of Figs 11 and 12, we have used the same detector
module with two, simpler laser diode modules (using different wavelengths
to avoid crosstalk iIn the receiver) and a transit-anemometer optics—-module
(incorporating a Wollaston prism and quarter-wave plate) to create a
miniature modular laser—~transit anemometer system where two parallel laser
beams are formed in the measurement region [2]. The constructed system is
shown in Fig 13. 1In Fig 13, the two laser diode modules in the fore-most
right hand side direct light through two polarization-preserving monomode
fibres to a Wollaston prism and transit anemometer optics module. The
beams are imaged by the left-hand-side lens to form the parallel beam pair
of the measurement volume. The same lens collects scattered light and
directs it back through the Wollaston prism and to two multimode optical
fibres and thence to the two APD's mounted in the detector module. The
velocity dynamic range is from near zero to potentially thousands of metres
per second with present day processor bandwidths; at 60 mm operating range
from the output lens the measurement volume comprises two parallel ten
micron beam waists spaced by approximately 300 microns.

The miniature modular photon correlation spectroscopy or dynamic light
scattering system is shown in Figs 14 and 15. The laser and APD modules
are positioned as described for Fig 1l1. The laser beam is directed via a
50 mm focal length lens to form a 50 micron diameter laser beam waist
inside the Hellma sample cell seen to the left hand side of the figure. At
the extreme left hand side of the figure is a simple triangular beam stop
with highly absorbing painted surfaces. Fig 12 shows more clearly how
scattered light at 90° (in this instance) is directed via a small prism to
a lens—-ended monomode fibre (as described earlier) and onward transmission
to the APD module for detection. Using this system with a 30 mW, 780 nm
laser and a suspension of nominally monodisperse 8.5 nm diameter particles
(at a concentration of ™~ 0.5 pg/mf) we have acquired high quality
correlograms in approx 30 seconds when using the APD detector with a
quantum efficiency of approx 15-20%.

One of the major advantages of the modular approach with high accuracy
machining is the lack of adjustments in aligning the optics. The LDA in
Fig 11 requires three small (one angular, two lateral) minor adjustments,
the transit anemometer has two simple slide-to-focus-and-lock adjustments
and the photon correlation spectrometer has only one lateral adjustment of
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Figurc 11- A modular miniature laser Doppler anemometer.

Figurc 12- The original artist’s impression of Figure 11, showing the lascr
beam paths.
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Figure 13- A modular miniature laser transit anemometer.

Figurc 14- A modular miniature photon correlation spectroscopy system.
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the laser beam to ensure intersection with the recelver's field—-of-view.
Finally, Fig 16 shows some of the family of new light scattering
instruments created from the new technologies, and here the commonality of
modules is obvious. Further light scattering instruments are planned,

based on the same components.

By now it will be clear that all of these systems could have been made even
smaller than already achieved; there is a considerable amount of metal and
space around the components used. Furthermore, although lightweight
through use of duraluminium throughout, improvements in this area may be
made by using high-stability plastics and ceramics, especially for quantity

production.

Concluding Remarks

We have briefly reviewed developments in the miniaturization of photon
correlation instrumentation that have occurred during the last three years.
Prototype, small new photon correlation spectroscopy and laséer anemometry
systems have been constructed and successfully demonstrated.

We confidently expect to see a new range of photon correlation
instrumentation constructed from the solid-state technologies outlined
here. It is possible to replace some previous photon correlation—
instrumentation at an order—of-magnitude smaller size and (perhaps) cost.
Significant advantages are possible, 1in parameter measurement—capability,
ease of system adjustment, detection efficiency and ruggedness.

Developments in integrated electro-optic devices will lead to further size
and cost reductions. Semiconductor laser diodes output powers are steadily
increasing (2 100 mw) and their availability ready-coupled to beam-forming
optics or directly into monomode fibres will steadily improve. APD
performance also continues to improve and we expect to see iIn the near-
future the commercial availability of devices with noise performance at

2 0°C suitable for photon correlation experiments. Further in the near-
term we expect to see APD's packaged with integral temperature control and
active-quenching circuitry as modular units with which to construct photon

correlation experiments.

Finally, we note that these miniaturized components for photon correlation
measurements are presently being incorporated into a new range of instru-
ments for research and industrial environments, notably for process—
control. The exploitation procedure is being co-ordinated by Defence
Technology Enterprises. We anticipate the commercial availability of some
of the devices discussed here in 1989 and beyond.
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Figure 15- As per Figure 14, but from a different viewpoint to show 90°
scattering via a small prism into a lens-ended monomode optical fibre
that connects to the APD housing.

Figure 16- Three of the family of four ncw modular light scattering systems
constructed from scmiconductor laser, monomode fibrec, microlens and APD
technologies. From left to right: a flowing-aerosol photon corrclation
spectroscopy particle sizer, thc lasecr Doppler ancmomcter, and the
photon correlation spectrometer, showing commonality.
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PHOTON COUNTING MODULES USING RCA SILICON AVALANCHE PHOTODIODES

Alexander W. Lightstone, Andrew D. MacGregor, Darlene E. MacSween,
Robert J. Mclintyre, Claude Trottier, and Paul P. Webb
RCA Incorporated, Electro Optics
Vaudreuil, Quebec, Canada

Avalanche photodiodes are excellent small-area, solid-state detectors
for photon counting. Performance possibilities include: photan
detection efficiency in excess of 50%; wavelength response from 400 to
1000 nm; count rates to 107 counts per second and higher; dark count
rates well be%ow 100 counts per second: afterpulsing at negligible
levels, < 10-°%; timing resolution better than 1 ns. Unfortunately
these performance levels are not simultaneously available in a single
detector-amplifier configuration. By considering theoretical
performance predictions and previous and new measurements of APD

per formance, this paper derives the anticipated performance of a range
of proposed APD-based photon counting modules.

1.0 INTRODUCTION

Silicon avalanche photodiodes (APD's) offer a practical approach to
photon counting. This paper considers proposed APD module perfor-
mance in terms of:

Available performance - what RCA can offer today (Fall 1988).
Tarqet performance - what RCA could offer within twelve months
..... given sufficient funding and market

incentive.
Possible performance - how qood an APD module could be.

An APD is a solid-state photodiode which operates at a reverse bias
voltage which is high enough to cause avalance multiplication in
the vicinity of the p-n junction. Since the avalanche process is
statistical in nature, the resultant gain is statistical. The gain
increases with voltage until the "Breakdown Voltage" is reached, at
which point the average gain is statistically infinite. Appendix [
considers the gain probability distribution as a function of
voltage in greater depth.

RCA has been manufacturing silicon APD's commercially for over
Fifteen years. Typical applications include optical rangefinding,
target designation and optical communication receivers; such appli-
cations reflect the APD's system advantages of compact device size,
high internal gain and high quantum efficiency.
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2.0

2.1

For photon counting, specialized APD's and receiver circuitry are
required. In this paper we discuss so called "lLinear mode" and
"Geiger mode" photon counting, defined in more detail in Sections 2
and 3 respectively. In both cases it is necessary to make a clear
distinction between the following quantities:

QE - The probability that an incident photaon
(Quantum Efficiency) generates a primary electron.

Pe {Photo-Electron - The probability that the primary elec-
Detection Efficiency) tron gain gives a pulse height that

exceeds the receiver threshold.

and

P4 (Photon Detection - equals (QE x Pg).
Efficiency)

Historically, and currently, PMT's have been the main detector for
photon counting. Recent publications [1 to 4] and on-going work
reported here, indicate that APD's can offer competitive or better
performance in a more compact package. It is therefore important
to be aware of the basic differences between APD's and PMT's for
photon counting; typical parameters are summarized in Table 1.

TABLE 1 AP PMT
Quantum Efficiency [|High > 80% Low 25% (max.)
(Qe)
Photon Detection Up to 60% x QE ! < Q.E. Not normally
Efficiency (Py) quoted for PMT's
Wavelength Range <400 to 1000 rm 2 200 nm to 700 nm 2
Active Diameter < 1 mm < 50 mm
Dark Count @ 22°C 10's to 1000's cps 1's to 1000's cos
Max imum Count See discussian Few x 10° cps
After Pulsing Few x 102 to <10-"% |[Few x 10-*%
Timing Resolution 100ns to 1ns: < 1ns? |Few hundred pS
Lifetime > 100,000 hours 5,000 to 20,000 hrs.
Ease of Use APD modules will be |[Familiarity a factor
easy
! Depends on the particular confiqurétion, preamplifiers, etc.
Defined at a OFE of approximately 10% minimum. Assumes an APD
or PMT optimized for the wavelength and for photon counting.

LINEAR MODE PHOTON COUNTING

Technique

In a previous publication, operation of the APD for photon counting
below the breakdown voltage was described theoretically and experi-
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2.2

mentally [Ref. 4]. Appendix I highlights the thearetical back-
ground to this technique and includes new calculations on Pg.

In this mode, the diode is operated close to but below the break-
down voltage, at a voltage such that the average gain is large but
finite. It is connected to a low-noise, charge-sensitive preampli-
fier. A threshold is set sufficiently high (6 to 10 times the rms
noise level) to reduce amplifier noise to an acceptable level. Any
thermally or optically generated electron which undergoes a gain
greater than the threshold setting is then counted. Amplifier or
thermal noise pulses which exceed the threshold are dark counts.

A hybrid prototype version of the circuit of Figure 1 has been
developed. An integrating front end preamplifier is followed by a
pulse shaping circuit and a threshold discriminator circuit. In
such a preamplifier, low input capacitance is essential. Currently
the total input capacitance with an 0.5 mm active diameter C30902S
APD chip is 2.0 pF; the equivalent input nolse charge of the hybrid
amplifier is = 180 electrons rms. Ongoing developments will reduce
total capacitance below 1.0 pF to give a noise below 100 electrons

rms.

IR

Pulse 0O/P
Charge 20ns Threshold
20M sensitive shaping discriminator
preamp filter
\V
Y4
FIGURE I. Linear mode photon-counting preamplifier

Results

Initial results achieved very recently are illustrated in Figures
2, 3 and 4.
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3.0

3.

3.2

Figure 2 shows raw count rate versus number of input photons for
various threshold settings. Subtracting an estimate of the the
"dark count" gives the normalized curves of Figure 3. Converting
these to photon detection efficiency gives the results of Figure
4. The P4 of about 4.5% was achleved a few volts below break-
down at a maximum count rate around 10° cps. By comparison, Ref. 4
reported a Py of 10% at a few x 10° cps.

GEIGER MODE PHOTON COUNTING

Breakdown Process

Above the breakdown voltage, an optically or thermally generated
electron initiates a chain of ionization which either peters out
with a current pulse amplitude which does not exceed an external
threshold setting (self-quenching), or causes a huge breakdown
pulse containing >10® electrons which is detected as a count. The
pulse must then be actively or passively quenched by reducing the
bias voltage below the breakdown voltage; the detector bias is then
reset in order to detect the next optically or thermally generated
electron.

Once a breakdown has started, the breakdown 1ignition spreads
through the APD. Unless it is self-quenched due to space charge,
it must then be quenched by an active or passive circuit which
reduces the bias voltage to below the breakdown voltage.

During a breakdown, two other things occur which can be of signi-
ficance:

(a) The leading edge of the breakdown pulse exhibits step-like
fluctuations with a timescale of nanoseconds between steps -
this affects timing resolution. However, by arranging to
trigger on the first step (< 10° electrons), subnanosecond
timing should be possible, and 1 ns FWHM timina resolution has
already been reported [Ref. 4].

(b) Photons generated by the breakdown process can be absorbed
elsewhere in the APD structure. Some of the resulting photo-
electrons are trapped, leading to afterpulsing when the trap
empties some time later. I[f this afterpulsing becomes exces-
sive, it results in either distortion of the correlation func-
tion, or a limit on the maximum count rate due to the require-
ment for a "dead" time after each pulse. (By operating below
the breakdown, in the linear mode, such afterpulsing is
virtually eliminated.)

Passive Quenching

Y

Once a breakdown has been initiated, the current 1in the diode rises

in a timescale which 1is subnanosecond. This current 1s drawn
through the load resistor and the APD series reslstance, causing
the bias voltage across the APD to decrease. Since the instan-

taneous number of carriers in the pulse is time and bias dependent
and fluctuates wildly, this decrease in bias voltage increases the
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probability that the number of carriers can fall to zero, quenching
the pulse. For a (309025, a "critical current" of =50 pA may be
defined, implying that for a starting bias voltage 10V above the
breakdown voltage and a load resistor of 200 kQ, all breakdown
pulses will be quenched within a few nanoseconds. This type of
pulse quenching is referred to as "passive quenching".

The bias reqains its original value by exponential charging of the
APD capacitance, C, via the load resistor, R, giving a time
constant given by T R C. For R = 200 k&, C = 1.6 pF
(packaged €309025). Tt = 0.32 us.

The count rate limitation is a consequence of both the sensitivity
of Pq to (V-Vgg), and therefore to recharge time, (see Figure
5) and the deqree of acceptable non-linearity.

For a non-linearity specification of (e.g.) 5% at maximum count
rate, the P4 must approach its original value within 5%. This
occurs after a period of about 3t. For randomly spaced photons,
the maximum mean count rate is substantially lower, and may be
calculated in terms of photon arrival rate probability statistics.

~This limits the linear count rate reqion to a few hundred thousand
counts per second. New small area APD's are under development;
packaged with integral resistors they may achieve C of around 0.3
pF, reducing t to around 60 ns, and allowing count rates of around
1 Mcps. R itself cannot be reduced below the value at which the
breakdown 1s self-sustaining, about 200 kQ for a C30902S biased 6V
above breakdown (allowing a x2 safety factor). However, after-
pulsing must also be considered.

Afterpulsing and Maximum Count Rate

The probability of afterpulsing is a complex function of device
structure, breakdown pulse shape, temperature and bias voltage
[Ref. 4]. Since it is a trapping problem, increasing R to
reduce the total charge dissipated will reduce the afterpulsing
probability, but only at the expense of increasing T and lowering

the maximum count rate.

Ref. 4 reports results using an active quench circuit (see 3.3)
designed by RCA specifically to evaluate afterpulsing characteris-
tics. At ambient temperatures, the characteristic afterpulse delay
time was 65 *10 ns for a random selection of C30921S APD's from
various wafers. The actual afterpulsing magnitude in a given 10 ns
period varied by nearly an order of magnitude between different
devices., Cooling the APD to -25°C, a low probability afterpulse
phenomena with a characteristic delay time of 500 ns appears.

For the (€30902S, at a P4 of 5%, afterpulsing 1is quoted at 2%

maximum for pulses occurring 1 us to 60s after a signal pulse or a
dark count pulse,.
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3.

3

Results on New Low-k APD's for Commercial Modules

Figure S plots measured P, versus Vp-Vgg for some new k =
0.004 (at 650 nm) APD's, together with the 830 rnm results and, for
comparison, the data sheet values for a C309025.

Three things are apparent:

(1) Higher Pg's are achieved at lower excess voltages, At A
= 830 nm the low-k APD has substantially higher Py than a
C309025; 0.22 instead of 0.11 at 2V above breakdown.
(Ideal situation with a focussed spot.)

(i1) The P is more wavelength dependent in the newer devices.

(111) The voltage dependence of relative P, 1is greater at low
(v-vgR) and less at high (V-Vgg).

These, very recent, results are close to the theoretical predic-
tions. In essence, it is now possible to achieve either higher
Pe than a C30902S with the same degree of afterpulsing, or the
same P, with less afterpulsing than a 309025,

Fiqure 6 plots P, against position for the APD of Figure 5. High
Pe 1s achieved over a 150 um wide FWHM, Very aqood Pg uni-
formity is evident over the central 80 um.

Active Quenching

In order to count at faster rates than is possible with passive
quenching, it is necessary to threshold detect the breakdown pulse
and then immediately quench the breakdown by reducing the bias
voltage to below Vgg. After a suitable delay to allow the traps
to empty, the bias voltage is reset.

Currently no active quench APD module is commercially available.
An optimized active quench module would use a sensitive first stage
to trigger the thresholding circuit and quench circuitry after only
10" to 10° electrons had appeared in the pulse. This might give a
timing resolution of around 1 ns or better, and substantially
reduced afterpulsing. Such a module might achieve count rates of
10's to 100's of Mcps.

Reported Results on RCA Devices

Currently the circuitry for actively quenched modules 1is still
being optimized. Ref. 3 reports the use of a quench delay time of
6 ns on a C30902S and a dead time of 40 ns to achieve afterpulsing
of around 0.04% at a photon detection efficiency of 9% at 633 nm.
Improvements in chip heatsinking should improve the linear range of
operation over the = 1 Mc/s observed.
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FIGURE 6

Ref. 4 reports an active quench circuit which gave similar
results. Such circuits will form the basis of actively-quenched
photon counting modules which will achieve higher maximum count
rates than passive quench circuits, but at the expense of circuit
complexity and perhaps afterpulsing.

PERFORMANCE SUMMARY FOR PHOTON COUNTING MODULES

RCA is currently developing modules and detectors to satisfy the
"Target" performance for counting below breakdown and for passive
quenching. Module development for active quenching will recommence
shortly.

An essential feature of all modules will be "Photons In - Pulses
Out". Voltage bias and APD temperature will be internally factory
set to achieve the design performance for photon counting. Modules
for all three modes will be optomechanically identical, implying
identical optical and mechanical interfaces, and hence 1interchange-
ability. Power supply requirements will be low voltage only. The
bias voltage (200V to 500V) will be generated internally.
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The modules will incorporate the following subassemblies:

APD Chip

Thermoelectric Cooler
APD High Voltage Power Supply (DC to DC Converter)
Thermoelectric Cooler Driver Circuit
Preamplifier (as appropriate)

TTL Output Buffer

Linear Mode, Counting Below the Breakdown

Available Target
Now < 12 Months "Possible"
Pq (%) - 30% to 50% Same
(A dep)

Max count rate* - > 1 Mcps 10 Mcps?

Dark count @ 22°C - = 100 cps < 100 cps

Timing Resolution - = 20 ns < 20 ns

Active Diameters - 200 um 160's to 500 um
Afterpulsing - < 0.01% < 0.01% )
* (5% non-linearity at max. count rate)
Geiger Mode, Passive Quenching**

Available Target
Now (C30902S) < 12 Months "Possible"

Pg (%) 0 to 50% 0 to 60% > 60%

Max count rate Few TOO'E kcps = 1 Mcps > 1 Meps?

Dark count @ 22°Cj{1.5 x 10" cps Few x 10 cps |7

@ -5°C{< 10° cps (Note 1)

Timing Resolutioni< 10 ns Few ns < 1 ns?

Active Diameters |500 um 200 to 500 um{10's to 1000 um
Afterpulsing < few % to C 1% to 10'sH{< D.M1%

10"'s%
** Actual values depend on the bias above breakdown. Not all

parameters are available simultaneously at the same bias.

Note 1:

Custom package

cooler is available now.
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4.3 . Geiger Mode, Active Quenching**

Available Target

Now < 12 Months "Possible"
Pg (%) - % to 60% > 60%
Max count rate - Tens of Mcps |100 Mcps?
Dark count @ 22°C - Few 102 cps |?
Timing Resolution - Few ns <1ns
Active Diameters - 200 to 500 um|{10's to 1000 um
Afterpulsing - < 1% << 0.01%
*¥* Actual values depend on the bias above breakdown. Not all

parameters are available simultaneously at the same bias.

5.0 ACKNOWLEDGEMENTS

This work was partially supported by an Industrial Regional
NDevelopment Program grant from the Canadian government.

75



APPENDIX I

GAIN PROBABILITY DISTRIBUTION

The theory of photon detection using silicon APD's is described in
Refs. 1, 4, 5 and 6. This Appendix summarizes the derivation of
photoelectron detection efficiency from the theory, and bhow this
impacts the optimum attainable performance of photon counting
modules.

For photon counting, the output pulse height must be sufficient to
exceed the threshold set in an external amplifier. The pulse is a
current pulse resulting from a single photoelectron which bhas
undergone an avalanche gain "m",

Both below and above the breakdown voltage, the gain probability
distribution P{(m), is highly dependent on the "effective k" of the
APD design and on the applied field. k 1is the ratio of the
electron and hole ionization coefficients. Subsequent discussions
use a "constant k" assumption, which involves some degree of appro-
ximation over real device structures.

It is possible to calculate both P(m) and the average gain <m> for
any given effective k at any given electric field with respect to

the breakdown field [Ref., S5].

Figure A-1 [from Ref. 1] shows P(m) for a k = 0.02Z APD for three
cases:

— m=400

FIGURE A-1
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In case (a), <m> = 400, but only 15% of photoelectrons have m >
400, In case (b), <m> = = (>10%), because the tail goes to
infinity, but even so, only 20% of photoelectrons have m > 400. In
case {c), <m> = =, and some 15% of ‘photoelectrons lead to breakdown
pulses, m > 10°.

For a lower k diode at the same fields (relative to Eg), all
these percentages can be substantially increased.

The allowable threshold setting depends on the amplifier noise.
With low capacitance diodes (< 1.5 pF), it is possible to fabricate
low-noise charge-sensitive preamplifiers with response times in the
10 ns range and equivalent noise charges (ENC's)of the order of 100
to 200 electrons (rms). Noise from the amplifier can be suppressed
by setting the threshold at a level of five to eight times the rms
level. Any photon which generates a pulse greater than the
threshold setting can be detected. For example, refering to figure
A-1, if the amplifier threshold has been set at 1000 electrons, all
the distributions in the case of (a), (b) and (c) to the right of
this threshold will be detected.

PHOTOELECTRON DETECTION EFFICIENCY

[f the gain is sufficiently high, the output pulse height due to
the absorption of a single photon will be sufficient to exceed the
threshold set in an external circuit.

Fiqures A-2 and A-3 plot photoelectron detection efficiency, Pg,
versus 6/dpg above and below the breakdown for effective k values
of 0.02, 0.004 and 0.002, and for thresholds of 500 and 1000
electrons. Decreasina k increases P(m) at a given m, and hence
Pe at any given &§/8gg value. & is defined as:

W
§ = foa(E).dx [Ref. 5]

which integrates the electric field dependent electron ionization
coefficient a(E) through the device depletion width w at a parti-
cular applied voltage V. The gain is related to § and k by:

S(VI/80VBR) 1y [Ref. 5]

M= (1-k)/(k
leading to: dgg = -(1n(k))/(1-k)
Figures A-2 and A-3 may best be considered in terms of the break-

down uniformity of the APD., Performance is dominated by the first
part of the active diameter to breakdown. Since the silicon doping
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PHOTOELECTRON DETECTION EFFICIENCY

PHOTOELECTRON DETECTION EFFICIENCY

versus Delta/Delta(BR)
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A.3

process cannot be perfectly controlled, actual APD's vary on a
chip-to-chip basis, even for chips from the same wafer. On Figures
A-2 and A-3, any given APD will actually cover a band of &/4g
values; the width of the band reflects the processing uniformity on
the actual device. A very uniform device 1s required if it 1is to
be operated close to the breakdown. It 1is apparent that "low-k"
APD's give significantly better Py, and that working close to or
above the breakdown is desirable.

At a 500 electron threshold, a perfectly uniform k = 0.002 APD
working at just below Vgp would give a PDE of 0.61, substantially
above the 0.24 predicted for a k = 0.02 APD of similar uniformity.

ACHIEVABLE APD PERFORMANCE

Effective k. To date, standard product (e.g. C30902S) has had an
effective k of 0.02. Novel devices have recently been fabricated
with theoretical k values of around 0.002 at visible wavelengths
and measured values of k = 0.005 at 633 nm. Lower k may be
possible but only for very high bias voltage APD's.

Dark Current. Improved gettering has reduced dark count levels by
an order of magnitude [Ref. 4]. Room temperature dark currents of
a few fA (approximately 10" "dark" electrons per sec) have been
achieved on 0.5 mm active diameters. Actual dark counts will
depend on the APD bias and temperature and on the threshold
setting.

The dark count rate decreases by a factor of approximately five for

a 20°C decrease in operating temperature, and can be mathematically
described as proportional to exp(-0.55eV/kT).

79



(1]

(2]

(3]

(4]

(5]

(6]

REFERENCES

R. J. McIntyre, "Recent Developments in Silicon Avalanche Photo-
diodes", Measurement 3, 146-152 (1985).

R. G. W. Brown, K. D. Ridley, and J. G. Rarity, "Characterization
of Silicon Avalanche Photodiodes for Photon Correlation
Measurements. 1: Passive Quenching", Appl. Opt. 25, 4122-4126
(1986).

R. G. W. Brown, R. Jones, J. G. Rarity, and K. D. Ridley,
"Characterization of Silicon Avalanche Photodiodes for Photon
Correlation Measurements. 2: Active Quenching", Appl. Opt. 26,
2383-2389 (1987).

A. W. Lightstone and R. J. McIntyre, "Photon Counting Silicon
Avalanche Photodiodes for Photon Correlation Spectroscopy". Proc.
Photon Correlation Techniques and Applications, 0SA, Washington,
D.C., May 31 - June 2, 1988.

R. J. McIntyre, "The Distribution of Gains in Uniformly Multiplying
Avalanche Photodiodes. Theory", I[EEE Trans. Electron Devices, Vol.

ED-19, p. 703, June 1972,

P. P. Webb, R. J. McIntyre and J. Conradi, "Properties of Avalanche
Photodiodes", RCA Review, June 1974, pp 234-278.

80

[T TR AT

| ot

Fomoome o

Tmo



N90-17090

DESIGN OF FIBER OPTIC PROBES FOR LASER LIGHT SCATTERING

Harbans S. Dhadwal* and Benjamin Chut
State University of New York at Stony Brook
Stony Brook, New York

In this paper we present a quantitative analysis of the role of optical
fibers in laser light scattering. Design of a general fiber optic/microlens
probe by means of ray tracing is described. Several different geometries
employing an optical fiber of the type used in lightwave communications
and a graded index microlens are considered. Experimentai results using
a non-imaging fiber optic detector probe show that due to geometrical
(numerical aperture and core diameter) limitations of single-mode fibers a
probe using a multi-mode optical fiber has better performance, for both
static and dynamic measurements of the scattered light intensity, com-
pared with a probe using a single-mode fiber. Fiber optic detector probes
are shown to be more efficient at data collection when compared with
conventional approaches to measurements of the scattered laser light.
Integration of fiber optic detector probes into a fiber optic spectrometer
offers considerable miniaturization of conventional light scattering spec-
trometers, which can be made arbitrarily small. In addition static and
dynamic measurements of scattered light can be made within the scatter-
ing cell and consequently very close to the scattering center.

1. INTRODUCTION

Over the past year we have seen a dramatic and new use of optical fibers in laser light
scattering (LLS)I'G. Up until recently the use of multi-mode and single-mode fibers of
the type used in lightwave communications was restricted to back-scatter anemometers
of Dyott7 and of Auweter and Horn3. Optical fibers used in spectrometers of the type
described by Haller et al.8 use fibers which are made from a single piece of glass or poly-
mer and are typically 1 mm in diameter. In order to perform dynamic light scattering
measurements fibers of the latter type are used in combination with lenses and aperture

stops. In this paper we present a detailed design procedure for a general fiber optic

*Department of Electrical Engineering.
tDepartment of Chemistry and Department of Materials
Science and Engineering.
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probe which uses an optical fiber and a graded index microlens but no additional aper-
tures are required. The resulting probe is typically 2 mm in diameter and no longer
than 15 mm. Experimentai resuits confirm the important role these miniature probes

will play in future LLS systems.

2. THEORY AND DESIGN OF FIBER OPTIC PROBES

2.1. An optical fiber

Optical fibers used in fiber optic probes comprise two simiiar coaxial cylinders of silica.
The inner cylinder, called the coxfer, is usually doped'\}vwi’thwgérmanium and has a refractive
index, 0. The outer region, called the cladding, has a refractive :index, n,, which is usu-
ally slightly lower than n,. Light is transmitted along the optical fiber bj Iﬁéans of total
internal reflection at the core/cladding interface. Current state of the art optical fibers
are almost at the theoretical limit of performance and typically have an attenuation loss
of less than 0.2 dB/km, corresponding to a 5% reduction in intensity over ! km length
of fiber. An optical fiber, which is a cylindricélrvd’iierlréctric waveguide has ;;é}iticai accep-
tance angle, 8, beyond which iight is not guided along the length of the optical fiber.

The sine of the critical acceptance angle in air defines the numerical aperture of the opti-

cal fiber [(N4), = sin(s,) = Vol k

Note that the light always exits from the tip of the optical fiber at the full numerical
aperture, independent of the launching conditions. If the tip of the optical fiber is
embedded in an arbitrary medium of refractive index, Ry ﬂhén the numrerrical aperture
is accordingly reduced. Waveguiding properties of optical fibers are well understood and
numerous textbooks are available on the subject. For our appiication in LLS instrumen-
tation we are primarily interested in the numerical aperture, (VA ), and core diameter,
D; of the optical fiber. Optical fibers can usually support a large number of discrete

modes in the guiding region, each mode being characterized by a parrtircuiar cut-off fre-
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Dy (nf? - nf)?

)\ with A\, being the free

quency. The normalized frequency, V =

space wavelength, determines the cut-off between singie-mode and multi-mode fibers. For
a single-mode fiber, that is, propagation of HE11 modeg, V should be less than 2.405.
An optical fiber with n, ~ n, =1.46, An = 0.002 and ), = 0.85um requires D, to be

less than 8.5 um for single-mode propagation. The number of modes propagating in a

o
multi-mode fiber is = {—‘-’;V-J . Wave guiding properties of optical fibers become an

important consideration in the design of laser delivery systems and do not play an

important role in the design of fiber optic detector probes.

2.2. SELFoc!? graded index microlenses

The SELFOC graded index microlens is a cylindrical rod of glass with a circular cross-

section.  The microlens typically has a radial refractive index profile,
n(r)=N,(1 - %Arz). N, is the refractive index on the optical axis (r==0), A is the gra-
dient refractive index constant and r is the radial distance from the optical axis. The
optical ray i1s guided along the length of the microlens by periodic focussing. This is
particularly strong for meridional rays and somewhat weakzr for skew rays. The spatial

2r

period is referred to as the the pitch, P (=W) of the microlens. The length z of the

microlens is normally specified as a fractional muitiple of the pitch. The focal length, f,

VA 2

3 =)' The small size and parallei end surfaces makes the

is given by [N, VA sin(

microlens a very attractive component for mating with optical fibers in order to make

miniature fiber optic probes suitable for a wide variety of applications.
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2.3. A general fiber optic probe

A fiber optic probe. whether to be used as a transmitter of incident optical radiation into
the scattering cell or as a receiver of the scattered light from within the cell. must go
through the same design criterion. A general fiber optic probe comprises an optical fiber
of the type used in lightwave communications and a SELFOC graded index microlens.
Careful matching of the two components gives the desired properties of the subsequent
probe, which can be used either in an imaging configuration or in a non-imaging mode.
The latter being more appropriate for dynamic and/or static light scattering and 1s a

special case of the former type.

Geometrical optics, by means of ray tracing using transfer matrices”, is employed as
the design tool for describing the propagation of the laser light emanating from the tip
of an optical fiber as it propagates through arbitrary stratified media. The propagating
ray is defined by two parameters: , Fig. 1, its height, r at the point of intersection with a
reference plane; and angle f which a particular ray makes with the optical axis. In order
to make the governing equations independent of the refractive index, n, of isotropic and
homogeneous media, bounded by parailel planes perpendicular to the direction of propa-
gation, a normalized angle v = nr is used to specify the optical direction cosine of a par-
ticular ray. With this notation propagation of a ray through a series of P different

media, bounded by parallel planes, can be expressed through a matrix relation

r r
BRI CARCNEN]S g
where {Rp] is a ray transfer (or ABCD) matrices for the P'th medium, [ryvy] and
[r, 41,0, 41] define the ray parameters in the input and output reference planes, respec-
tively. With knowledge of the transfer matrices for different types of media the imaging

conditions for an arbitrary optical system can be quickly derived. Versatility is intro-

duced in the design stage by having an arbitrary coupling medium between the optical
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fiber and the microlens, and by allowing the output face of the microlens to be embed-
ded into an arbitrary scattering medium. The coupling and scattering media are
assumed to be isotropic and homogeneous with refractive indices Dom and n . respec-

tively. The ABCD matrix for such a medium is given by!!

1 ¢
[0 1} (2)

where i is the optical path length in the medium. The microlens, a distributed lens-like

medium, described in section 2.2 has a ABCD mat,rix11 given by,

cos (VA z) —-TerAain(\/sz)
-N, \/'A_sin(\/A_z) cos(\/}i.—z) (3)

Thus for a general fiber optic probe shown in Fig. 1 the output ray parameters [r,,v,]

can be related to the input ray [r,,v, ] through the relation

H = {; g} m (1)

where
A = cos(VAz)- TN, VA sin (VA z) (5a)
B = W:—lﬁrsin(\//_l-z) + fcos (VA z) + Teos (VA z) - TIN, VA sin (VA z) (5b)
C = -N,VAsin (VA z) (5¢)
D = cos(VAz)-IN,VAsin(VAz) (5d)
wheret.=—l-—,7.'= T .

Rem Rsm

2.3.1. The imaging probe

The imaging condition is obtained by considering a point source in the object reference

plane RPO, that is ro=0. The image of a point source will be another point , that is,
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ri=0 - requiring that B=0. Re-ordering Eq. (5b) gives

IN, VA cos (VA z) + sin (VA z)

T = —
[IN, VA sin (VA z) - cos (VA 2 )]N, VA ©)
and the magnification, m (=—:'—) is given by
~(N, VA )%sin (VA z) ™)
==  {

N, VAL - cot (VA z)

Egs. (8) and (7) can be used to determine the position and magnification of the image for
any optical fiber, microlens, coupling and scattering medium combination. Note, by
replacing t by (do-hl) and T by (di'hQ) it can be easily shown that Eq. (8) is consistent
with the usual lens formula associated with spherical lensesr(ncm =n_. = 10). h1 and

h2 are the positions of the principal planes of the microlens as measured from the front
and back surfaces, respectively. In Fig. 1, h1=h2= W‘;—tan (VA z).

¥y

2.3.2. The non-imaging probe

A fiber optic probe suitable for light scattering may have a non-imaging configuration,
that is the image is at infinity ( 7 = o0). This condition produces a collimated beam

from a point source located in the front focal plane. Under the non-imaging condition

Eq. (8) gives

. 1
b= N, VA tan (VA z) - (8)

Substituting Eq. (8) into Eq. (5) and using Eq. (4) we can express the diameter, (D, )p
and divergence, (Aﬁ)p of the collimated beam, Fig. 2, at any piane parallel to the output

face of the microlens as follows
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. . \ v, .
(D4)p =2r, =2(r,co8(VAz)-r, IN,VAsin(VA:) + ) \/:(sin(\/g-:)} (9)
and
v, r, N, VA sin (VA z
(a0 = || = Vi) (10)
p "sm "sm

Egs. (9) and (10) can be simplified considerably if a quarter-pitch microlens is used

(z=0.25P) - the equations reduce to

2y,
(Da )p = NT (11)
(a8) = ro N, vA (12)
P sm

Note that v, is equivalent to the numerical aperture of the optical fiber in the coupling

. D
medium and r, = —-él—

The collimated transmission probe, suitable for LLS, is obtained when an optical fiber is
excited by a spatially coherent and quasi-monochromatic source, typically a laser, and
the output end of the optical fiber is positioned in the front focal piane of the microlens.
The spatial coherence and polarization of the source are preserved by using a single-
mode polarization maintaining optical fiber. The disadvantage of such a delivery system
is the critical alignment which has to be maintained and launching efficiencies of greater

than 80% are not practically achievable.

v

The requirements for a non-imaging fiber optic detector probe are somewhat different
from those required for the transmission probe. In this instance the fiber optic probe is
illuminated by a three dimensional spatially incoherent source - that is the scattering
region. For efficient dynamic light scattering {DLS) we require, according to Lastovkam,
that collection of the scattered light intensity be confined to within a smail spread in the
scattering vector, ensuring that the magnitude of the normalized mutual coherence func-

tion seen by the observer is significantly greater than zero. This condition usually
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transiates into a stringent requirement of the angle over which the detector probe

should collect light from the scattering region. The maximum divergence angle, (A&)p of

the fiber optic detector probe must be less than the coherence angle (A#d),,,, which is
determined by the size of the scattering volume and is a function of the scattering angle.
For a scattering volume having the shape of a parallelepiped, the coherence angle
decreases from a maximum value at a scattering angle 8 = 90° to zero at ¢ = 0° I Note
that this dependence is significantly different from that given by Lastovka for a rec-
tangular parallelepiped scattering region of fixed volumew. The angular dependence of
(A8),.,» suggests that there will be an optimum fiber optic detector probe at each scatter-

ing angle. However, as discussed by Dhadwal and Chu! commercially available optical

fibers and graded index microlenses cannot take advantage of this optimization.

It should, however, be noted that for the non-imaging detection configuration the optical
fiber provides a spatial filtering of the angular spectrum of the light wavefield. Thus
spatial coherence properties of the optical fiber are of no consequence as far as the per-
formance’ of the detector probe is concerned. According to Egs. (11} and (12) the core

diameter and the numerical aperture of the opticai fiber dictate the properties of the

composite probe.

Three fiber optic detector probes using single-mode and multi-mode optical fibers were
constructed. The three probes had aperture diameters of 1.3 mm, 0.410 mm and 0.410

mm and divergence angles (in air) of 0.3 mrad, 5.0 mrad and 25 mrad respectively.

In this section we have outlined a generalized approach to the design of fiber optic
probes. The accuracy between the predicted and measured characteristics, of course,
depends upon the accuracy of the governing constants and input parameters. [n partic-
ular, the optical fiber has been assumed to be a planar extended source whose near field
radiation pattern is adequately defined by its core diameter and numerical aperture.

The approximation is generally very good for muitimode optical fibers but for single-
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mode fibers the (VA ), , as defined by m 9! is an overestimation. However, the
near field radiation pattern may be measured for a more precise estimate 13. Other
configurations, using different values of z for the microlens, may alse be employed to
design fiber optic detector probes. On occasion it may be advantageous to use a 0.23P

microlens - allowing possible use of a coupling medium.
3. EXPERIMENTAL RESULTS

3.1. Performance of fiber optic detector probes

A laser beam from a Spectra Physics He-Ne laser (#SP124B) was focussed into an aque-
ous suspension of 0.176 ygm nominal diameter latex spheres. The focussed spot had a
beam waist of ~168um diameter. The concentration of the sample was ~10® g/ml. The
same sample was used for all of the measurements reported in this paper. Each of the
detector probes described in the previous section was mounted on the rotation arm of a
goniometer in a conventional laser light scattering spectrometer as shown in Fig. 3. In all
cases the scattered light intensity was detected by the same photomultipler {EMI
9863B/350) and electronic processing of the signai was identical. A Brookhaven Instru-
ments 4-bit digital correlator (#BI2030) was used to measure the intensity-intensity
correlation function. In addition an Hewlett-Packard photon counter (#53186A) was

used to record the signal count rate.

Measurements of the un-normalized intensity-intensity correlation function,
GHr) (=A1 + 3] ¢"Y7) | )** were made at several scattering angles for each of the
detector probes described in section 2.3.2. A is the baseline. 3 is the spatial coherence

factor, r is the delay time and ¢{"(r) is the normalized first order electric field correlation

G (2)(7-) _

4

function. Fig. 4 shows a plot of the normalized correiograms, [ 1] at a scatter-

ing angle of 30 © Curves 1, II and III correspond to measurements made with probes 1, 2
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and 3 respectively. The intercept of the ordinate axis in Fig. 4 indicates the value of 3,

which as expected is the largest for the single-mode fiber optic detector probe.

In order to obtain a quantitative assessment of the accuracy of the measurements each
data set was analyzed using an established non-linear least squares curve fitting pro-
cedure based on the method of cumulants'¥'1° The function 9V(r) can be related to the

normalized linewidth distribution function G (I') by a Laplace transiorm

T

g(r) = j‘G(I‘)exp(—I‘r)dF (13)
r

where G (') = 0 for <y, and >, The curve fitting procedure gives values of 3, T

and I_I_—z, with
r

rnu
F= [ramar (14a)
rmin
rmu
pp= [ (C-TPG()r (14b)
Tmin

Estimates of I were within 19 of the expected value for probes 1 and 2 and within 2%

for probe 3. The spatial coherence factor 3, which is a measure of the efficiency of the
probe for DLS was also computed from the least squares curve fitting. We note from

Fig. 4 that probes 1,2 and 3 have g values of 0.78, 0.21 and 0.004 respectively.

Performance of the fiber optic detector probes was compared with a detection arrange-
ment used in a conventional spectrometer described by Chu et al18. they used an eye-
piece detector made by Gamma Scientific to measure the static and dynamic properties
of the scattered light. This arrangement has been described by Dhadwal et al.2 in con-
nection with the fiber optic detector probes and will not be elaborated upon in this
paper, except to note that the eyepiece detector has an effective divergence angle of 0.6
mrad and a beam diameter of 1.4 mm. Fig. 5a shows a semi-log plot of the normalized
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(2)
correlograms, [E—[T(ﬂ - 1] at a scattering angle of 80°. For this plot and Figs. 6 and 7

triangles, squares and diamonds represent measurements made with the eyepiece detec-
tor and fiber optic detector probes 1 and 2, respectively. Fig. 5b shows the percentage of
relative deviations obtained from a second order cumulant fit to the data shown in Fig.
5a. Efficiency of the various detector probes was determined by computing the accumu-
lation times required to achieve a baseline and a net count of ome million in the

intensity-intensity correlation function. The two respective times being defined by

and ¢ ! , respectivelyz. 7 is mean signal count rate

‘base = N net _ﬂ_tbaac

(counts/second), At is the sample time in seconds. Figs. 8 and 7 show a plot of thase

and et for probes 1, 2 and the eyepiece detector. From Figs. 8 and 7 it can be ascer-

tained that probe 2 is the best choice for both static and dynamic measurements of the
scattered light intensity. This is contrary to what might have been expected based on 2
values only. It should be noted that light from the eyepiece was coupled to a photomulti-
plier by means a fairly lossy optical fiber, which if replaced or removed, could result in

an improvement in the accumulation times by an additional factor of 4.

3.2. Evaluation of a fiber optic light scattering spectrometer

As described by Dhadwal and Chul the fiber optic probes described above were
integrated into a light scattering spectrometer which had no moving parts and the detec-
tor probes were inserted directly into the scattering cell at various fixed scattering
angles, Fig. 8. Fig. 9a shows a plot of the normalized intensity-intensity correlation func-
tion with probe 1 inserted into the 90° scattering port. Fig. 9b shows a relative devia-
tions plot indicating an extremely good third order cumulants fit to the data. Again esti-
mates of I were within 19 of the expected vaiues and a variance value of 0.03 was well

within the expected range for an aqueous suspension of latex spheres.
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4. SUMMARY

In this paper we have quantitatively shown the important role that fiber optic/microlens
detector probes will play in future LLS systems. The probe is no more than 2.0 mm in
diameter and has a typical length of 15 mm. The performance of the multi-mode fiber
optic detector probe is far superior than both the existing conventional light scattering
detection geometries as well as the éingle—mode fiber optic detector probe. The fiber
optic detector probes can be integrated into existing light scattering spectrometers or
form an integral part of new spectrometers. These new developments will truly make
LLS a far more versatile tool to be used in an industrial environment as well as in a

research laboratory.
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principal planes

Figure 1 - Schematic of a fiber optic probe. SML- SELFOC!? graded index microlens; RPo and RP;
are the object and image reference planes; h; and h; are the principal planes of the microlens
measured from the two end faces; CL and CR are cladding and core regions of the optical fiber
(F) respectively; d, and d; are the object and image distances measured from the principal
planes; n.,, - refractive index of coupling medium; n,.m - refractive index of scattering medium.
The dash-long dash line indicates a typical ray path through the optical system.

Figure 2 - Schematic of a typical fiber optic detector probe. SST - a machined piece of cylindrical
stainless steel; SML - SELFOC!? microlens; SSF - a stainless steel or ceramic ferrule used for
mounting the bare optical fiber; E - epoxy used for holding fiber in ferrule; HT - heat shrink
tubing; FC - fiber cable; and CT -SMA type II male connector. (D,), and (&), are the
effective detector aperture and divergence angle, respectively, as defined in Eqs. (11) and (12).
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Figure 3 - Schematic layout of the optical spectrometer used to obtain the static and dynamic mea-
surements of the scattered laser light.
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Figure 4 - Normalized intensity-intensity correlation data obtained from a dilute (C ~ 10~%g/ml)
aqueous suspension of polystyrene latex spheres of nominal diameter 176 nm. Measurements
were made at § = 30° using a modified conventional spectrometer!®. Curves I, II and III are
the corresponding correlograms obtained, under identical conditions, for probes 1, 2 and 3,
respectively. The [(D4)p,(A8),] values of the probes were [1.29 mm, 0.3 mrad], [0.41 mm,
5 mrad| and [0.41 mm, 25 mrad|, respectively. Third order cumulants analysis of the three
data sets gave 8 values of 0.78, 0.20, and 0.01; F(sec"l) values of 128, 130, 132; and variance

values of 0.10, 0.05 and 0.08 for the three probes, respectively. (T = f::‘:’ TG(T)dl' and the
variance is defined by ré% with p? = f[f‘"'," (T - T)*G(T)dT).
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(a) - A semi-log plot of the normalized intehsitﬁy{iﬁténsity correlation function at a scattering
angle of 60°. r is the delay time increment. Triangles, squares and diamonds correspond to

measurements made with eyepiece, probe 1 and probe 2, respectively;
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(b) - A plot of the percentage of relative deviations obtained from a non-linear least squares fit to

the data shown in Fig. 4.

Figure 5 - Comparison of the dynamic light scattering measurements made with probes 1 and 2 and
the eyepiece detector. The sample under investigation was as described in Fig. 4.
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Figure 6 - A plot of the accumulation time, tsqee = ﬁ’}AA_t’ required to achieve a baseline count A, of say,
one million. Note there is an arbitrary scaling factor 16 which is internal to the Brookhaven
digital correlator. 7 is the mean signal count rate and At is the sample time.
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Figure 7 - A plot of the net accumulation time, t,.; = 5“3“, required to achieve a net count Af, of say,
one million. A is the spatial coherence factor.
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Figure 8 - Schematic of the fiber optic light scattering spectrometer. B - the lower stainless steel block;

PO - three of the possible 14 detector probe ports (not shown); S - scattering cell of total
volume 0.3 ml; I1 and I2 are mput and output ports for use as a flow cell respectively; W1
and W2 are entrance and exit windows respectively; DP - detector probes; L2 - microlens; FC
- fiber cable; C1 - SMA type II male connector. The small dash-long dash line indicates the

path of the incident laser beam.
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Figure 9 - Dynamic light scattering measurements using the fiber optic spectrometer described by

Dhadwal and Chu!. Curve (a) is the normalized intensity-intensity correlation function
[m - ] obtained using probe 1 positioned in the 90° detector port, Fig. 8. A third

A
order cumnulants fit gave values of 0.83, 963, 0.03 for 3, T and & I‘" respectively. Curve (b)

shows the percentage of relative devxatlons [(date—ﬁt )/fit] x 100.
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MAXIMUM LIKELIHOOD TECHNIQUES IN QELS
Robert V. Edwards
Chemical Engineering Department

Case Western Reserve University
Cleveland, Ohio

A framework for the analysis of QELS experiments designed to be used in
micro—gravity environment is derived. Example calculations of the type to be used to design

the QELS system are given.

0.0 Introduction

Since the announcement [1] of dynamic laser light scattering as a method of measuring
the size statistics of small particles suspended in solution, many have looked for an efficient
method of extracting the statistics. The methodology's initial appeal was that it could be
very fast compared to competing methods such as electron microscopy and that it was
non—obtrusive. Indeed, mean particle sizes could be obtained with an accuracy of 3% in less
than five minutes. However, getting other moments of the particle size distribution proved
to be a daunting challenge.

For almost ten years, attempts were made to generate algorithms for extraction of the
particle size statistics with little regard to the possible resolution of the methodologies.
Measurement times expanded from five minutes to days. Finally, in 1978, McWhirter and
Pike [2] published a seminal paper that demonstrated that the possible resolution of the
particle size distribution was directly related to the noise on the measured correlogram and
thus to the averaging time. Roughly, the resolution is inversely proportional to the square

root of the averaging time.
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McWhirter and Pike also made some shrewd guesses that the resolution would not be
the same for every size particle. They consequently recommended logarithmic and geometric
ratio distributions of intervals with which to represent the particle size histogram. Several
computer programs based on their work are available.

Recently, Cummins and Staples [3] published a paper where they incorporated the
above mentioned concepts, but added the concept of using the data from several different
angles at the same time. It takes advantage of the fact that the Mie coefficients for the
scattering power of each size can be computed a priori. The additional information obtained
by this technique appears to greatly increase the obtainable resolution. Even more
resolution may be obtained using a posteriori classical light scattering data.

Like many mature experimental techniques, QELS has a well developed set of
methodologies. Some of them are based on established basic resea'rch, others are based on
what could be called the "mythology" of the experienced users of the technique. This
mythology is loosely based on basic research, but has usually never been subjected to
rigorous analysis or testing under the conditions that obtain in a given experiment. Let me
hasten to add that T am not questioning the truth of these myths. It is simply that their
rigor and applicability under all conditions has never been checked. Example statements of
this type are: "You need 1 million counts to get a good correlation function”. You only need
16 points in the correlogram, if you space them right." ...

As is well known, any experiment with noise in it is incompletely specified until some
method of dealing with the noise is specified. Otherwise, there are an infinity of solutions
that will satisfy the experimental requirements equally well. Usually, the problem
specification is completed by using a form of least-squares procedure to solve for the desired
experimental parameters. As I will show below, greater care than is typically shown should
be given to this part of the problem specification. Failure to do this may result in algorithms

for extracting the experimental parameters that are intrinsically biased.
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The framework for the analysis here will be based on the concepts of parameter
estimation typified by Maximum Likelihood Iistimation (MLE) mnethods. There are other
parameter estimation schemes in the literature. However, tlie essential attributes of the
methods are all contained in MLE. These methods not only serve as the template for
parameter estimation algorithms, but can also be used (or optimal design of the experiments.
Optimal design of experiments is facilitated by the fact that these methods not only give
procedures for parameter estimation, but also estimates of the errors associated with the

parameter estimation.

Since the technique is not that well known, I will include a brief tutorial on MLE.

1.0 PARAMETER ESTIMATION

1.0 Maximum Likelihood Estimation

Suppose you have a model of what a data set should look like — a model function {(n,a).
The independent variable is denoted n and a represents the set of parameters of the model
function. For instance, in a QELS experiment for a monodispersed sample, f( ) would be
given by

f(n,a) = agexp(-aAtn)
where a9 is the initial point, a; is the decay rate and At is the time interval for each
measurement count. The parameters to be estimated are ag and ay.

You could try to obtain the parameters a by simply varying ag and ¢ until you match
the data exactly. Of course, you can never do it that easily for the simple reason that the
data always has "noise" in it. In practice, you vary the coefficients a until you have
obtained a "best" fit. Least Squares is a popular method for doing this.

Before going into the formal structure of paramenter estimation schemes, [ will give an

101



example of a typical problem and an example of how not Lo solve the problem. Consider the
simple QELS experiment outlined above.

Engineers are usually taught that the way to do this problem is to take the log of the
data and plot it against t. The resulting plot should be a straight line which is then usually
fit using a least squares procedure. That procedure made some sense in the days before
computers and handheld calculators. T will show here that this procedure is incorrect and
guaranteed to give the wrong answers! In the following, T assume that the data were taken
by sampling at regular time intervals, so that the time will be identified by the variable n,
n=0,1,23 ... '

In any experiment, there will be "noise" on the data. I will assume for purposes of
illustration that the noise here is solely due to photon shot noise. Such errors are
approximatedly Gaussian with a constant variance. i.e.

d(n) = agexp(— a4n) + €y,
where ¢, is the error at each point. Saying that the statistics are Gaussian is to say the the
pdf for ¢, is given by

1 2

p(e) = JWGXP(—%{-)- 1.0.2
The variance of the error is independent of the time n. The pdf for the log of the data can be
derived, however here I will use an approximate model here to demonstrate the problem with
using the logarithm.

Take the log of the data.

log (f(n)) = log (agexp(— a1n) + ¢,) = log ((avexp(~ayn)(1 + (€u/ao)exp(ain)))

=log(ag) — a1n + log (1 + (¢en/ a0)exp(arn)). 1.0.3

The noise term for the log of the data, log (1 + (ea/ao)exp(ayn)), is clearly a function
of time, n, and does not have a constant variance. Note that for large values of n, the term
(én/ao)exp(ain) can approach + 1. For a +1 variation, nothing extraordinary happens, but

for a fluctuation of the size -1, one has an error term of the order log(0) (=—w)! In other
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words, negative fluctuations are heavily emphasized over positive lluctuations. Further, the
fluctuations can make f(n) negative, whereupon you can not take the logarithin. You are
forced to eliminate all negative points or truncate the data at the first occurence of a
negative point. Iobject to either option, since experience shows that taking data is very
expensive and to throw out data points is unnecessarily costly. Further, it will bias the
results of the experiment. The bias of the data toward emphasizing negative fluctuations
will always bias the results toward overestimating the magnitude of a; and ao.

To illustrate this, I will do a simulated experiment. The model function is

f(n) = 100exp(-.3n) .
Then zero mean Gaussian noise of expected variance 16 was added to the data. Figure 1.1

shows a plot of the log of the data truncated at the first negative point.

Using a least squares on the log of the data, I obtained values for the parameters
a = 127, o = 0.3595.
Not bad, but it suggests the bias I mentioned above. The values for ag and a; are on the high

side.
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103



There are really two problems to deal with here. It is possible to still use a least
squares procedure, but it will be a nonlinear one since it will have to deal with the nonlinear
coefﬁcien!:‘a,. Second, it is not obvious that least squares is the correct procedure to use. At
this point, all we know is that least squares is popular and software to do it is readily
available. In what follows, a plausible framework to arrive at the correct procedure to
handle problems of this sort will be derived. Later, procedures for dealing with the nonlinear
equations derived will be discussed.

A formal method of extracting parameters from noisy data is the so—called Maximum
Likelihood Estimation process. Let p({dn}| @) be the probability of a data set {dn} given the
set of parameters a. In other words, a procedure for calculating the probabi iity of the data
set, if you know a. The MLE method consists of varying a until the probability of the data
set is maximized. The trick is to find an expression for the probability of the data set. The

rest is purely numerical analysis.

The secret to finding the probability of a data sct is to have a model for the measured
fluctuations in the data, i.e. the noise. In the QELS experiment described above the errors ¢
has a Gaussian pdf. In that example, p(dq| @) is given by

1 - 2
p(dn] @) = p(€) = o7z exp(- do “Tin. ), 1.0.4

where f(n, @) = agexp(—ain).

Often, the data at each measurement point is statistically independent of the data in
every other interval, thus the errors are independent random variables. Then using the
formula for the joint probability of multiple independent random variables, we get the
probability of the data set given a as

p({da}|a) = p(di| @)p(d2| a)p(ds| @)... = Tp(dn | a). 1.0.5

Since the log of a function is a maximum when the function is a maximum, most uscrs

prefer to use the log of the probability. The log of the probability of the data set is given by

10gp({d,,}|a)=2]og p(da| @). 1.0.6
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Finding the set of parameters a that will maximize the probability of the data set is done by

solving the set of equations
dlog p({dn}la@) g =123 .. 1.0.7
da;
subject to the usual constraints that the second derivatives be negative. These are called

The Maximum Likelihood Equations [4]. Since we have the data set {d,} and the model
function f(n,a), and an explicit function for p({da}| @), the problem is now completely

specified.

1.1 Gaussian Processes

Let us see what the explicit equations look like for the simplified QELS experiment.

log p(da|a) =~ (dn 505(“""))2 —-0.5log 27a2.
- 2
log p({dn}la’) =_2(dn QUg(n’a)) _0.52 log 2702, 1.1.1
n n

Since in this example ¢ is not a function of @, this problem is solved by maximizing the first

sum in the expression above, or minimizing minus the expression. This is exactly a least

squares procedure. We have shown that for a measurcinent process with constant Gaussian
errors, the MLE method is identical to a least squares procedure.
If the variance of the measurements, 62 was a function of @and/or n, the method

would be a weighted least squares procedure. In that case, the terms involving derivatives of

o? would have been kept.

1.2 Residual
A question that often arises is how you tell if you used the correct model function and
statistics. That question can be answered by examining the so—called weighted residuals.
_(dq - f(n,a 5
Letwn—i—wﬁfr—)—'—)—l. 1.2.1
It is the difference between your measured data point and the model function weighted by

the function o(n,a), the expected standard deviation at that point. The calculation of the
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standard deviation changes depending on what kind of statistics you think you have. Tlere,

we have assumed Gaussian statistics.
<wp> = <o = g(“"’))> =0,

<wat> = <90 = Bmal®s 1 (g, ~t(n,a))2> = =1
The mean is zero and the expected variance is 1.

The weighted residuals should be a set of random numbers with a mean of zero and a
variance of one. Further, since a critical assumption in the analysis to this point is that the
residuals are independent of each other, the weighted residuals should also be independent of
each other. A plot of the weighted residuals should appear to be featureless. There should
be no apparent pattern in it.

If there is a pattern in the residuals plot or if the mean or vaiance are incorrect, then
the model function or the statistics are wrong.

Figure 1.2.1 shows a plot of the residuals for the QELS example where the fit was done
using a non-linear least squares (MLE) procedure. Note the lack of an apparent pattern.
However, note also that the variance is not 1. It is fairly typical when you are doing a
broblem with Gaussian statistics that you don't know the variance. All you know is thal the

variance is constant. In that case, you get the same information about the goodness of the fit

fron a weighted residuals plot as you do from an unweighted one. In fact, the variance can be

estimated from the residuals data. In this example, it was calculated to be 14.4.

Figure 1.2.2 is a plot of the residuals for the same simulated data, but usring the fit
obtained by taking the logarithm of the data. Notice how large the residuals are at the
beginning of the data set. This is fairly typical of fits made to the log of the data. As
predicted, the fit tended to emphasize the smaller values in the data. This residuals plot
obviously has structure in it. Structure in the residuals is a sure clue that the assumed

statistics or the model function is incorrect.
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1.3 Error Estimates

A question that is not asked enough, is how good the estimates of the parameters a are.
Until now, we have merely told how to get the best estimates of the parameters. We have
given no hint as to how good the estimates are. We should always keep in mind that the
procedure for deriving the parameters is really an elaborate procedure for making a new
random variable. If we do an identical parameter estimation scheme with two different sets
of data from the same experiment, I guarantee that you will get two different sets of answers.
This section is devoted to deriving expressions that give an estimate of the variation in the
answers.

The method for getting the error estimates is based on examining the sharpness of the
peak in the log of the probability of the data set as a function of ai. If the peak is very sharp,
the error in the estimation of a; is expected to be small. The measure of the sharpness of the
peaked used is the second derivative of the log of the probability taken with respect to the
estimated parameter. '

The procedure is as follows...

Let the matrix Fj; be computed by

= < _®log p({dn}]a)
Fij = <-"gaida; > 1.3.1

where < > denotes expected value. Then the estimate of the variance in the measurement of

; from the expected value <a;>, 0% is given by

a2~ Fiil. 1.3.2

ng is the ith diagonal element of the matrix inverse of Fij. The matrix F is referred to as the

Fisher matrix.

In principle this calculation gives a lower bound on the expected error for the ith

parameter and is'the estimate only for a problem with Gaussian distribution. However, in

my experience, it does a good job as an error estimate.
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1.4 Expected Errors for Gaussian Statistics.

Recall that for Gaussian statistics
dy - f(n,a))? 1
log p({da}|a) = _z (dy 202(11 a)L"Tz log 2702.
n

n

Thus

dog p({da}la) _Tv 1 of dn )2 Jo? da?
dai 27 a, (dn —1) + da; 05055(1,

#10g p( {dn}l “z 1 Lol 8000 _(dy-f) Of 9o
Ja; 0 n'?a T'aaaa- 7 Ja; Oa;
_ -f) 9f 9o (dq —l da? do? n n -2 J%2
Jag o ~ (02)3 5—8&] 2{ 0" Ja; Daj
1 P?a? 1 1 do?

N Jaida; T T (072 Ua 7)—3‘,
Fortunately, this formidable expression simplifies greatly when we take the expected value.

Recalling that
<(dn -f)> =0and
<(dp -)2> = ¢2,

we get
_log p({da}la). _ 1 Jf Jf I do? Jo?
<= Fayda; > = LoT O 0w T A Ja; Oy B4
n

For the QELS problem demonstrated here,

Foo = ;%—2 exp(—2an), For =Fio = FE—Z ag nexp(—2aqn)

Fu= ;%—2 a? n2exp(—2aqn)

In order to evaluate this expression, you use the values for aobtained in the parameter
estimation process. Recall that the variance was not known at the beginning of the fitting
process, although we did know that the statistics were Gaussian. The measured variance
was 14.4. The values of F;; are found to be

Foo = .15, Fo1 = Fy9 = 17.7, Fyy = 5981.

The inverse matrix containing the error estimates is thus,

Flg0 = 10.23, F-lgy = F~lyg = .0305, "1y = 2.57x1074,

The computed error estimates of the estimation procedure are

oo~ 3.2,and oy~ 0.016.
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The computed numbers are the estimated standard deviation of the parameters
derived. There is an implied assumption here that the statistics of the estimates are
Gaussian. Given that, there is a 67% chance that the expected value lies within o of the
derived parameter.

The off diagonal terms in the matrix are the crosscorrelation coefficients. They are a

measure of how the error in the ith parameter estimate affects the error in the jth parameter

estimate.

1.5 A Priori Error Estimation

Note that data is not needed to evaluate the error estimates. All you need is some

preknowledge about approximately what value the parameters may have. It is always true
that you have some idea of the range of the possible answers from an experiment. If you

claim to have no idea of what the possible answers are, you don't have any idea of the size

and range of the instruments you need to do the experiment. Besides, computer experiments

are cheap. You can check the error estimates for large ranges of possible answers.
The point is that the MLE error estimates can be used ahead of time to set up the
optimal experimental conditions. Suppose you were only able to take 4 equally spaced data

points in the heat transfer experiment. Where should they be to give the best possible

results?

The procedure is to evaluate the F matrix and its inverse using the approximate values

of the parameters and varying the placement of the data points to find the placement that
will give the sméﬂééﬂ variance in the most importdnt parameter. In this particular
experiment, we are interested in the decay rate coefficient, so we want to minimize the
measurement variance of ay.

A good way to proceed here is Lo define a time "stretch” factor j. The model function
is thus written

f(n,a) = agexp(—aifn).

Time is stretched by the factor 5. The equalions for the Fisher Matrix are now
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Foo = ;%—z exp(-2afn), For=Fjo= ;g-} ap n exp(-2aydn) ,
Fiu= 5—2 ao? n2exp(—2a1n)

Figure 1.5.1 is a plot of the expected standard deviation in the estimate of ag as a
function of the stretch factor. Note that there is a minimum in the error at a stretch factor
of approximately 1.9. This gives a minimum expected error of .023. Not bad for only 4

measurements. Recall that before we had an expected error of .016 with 20 measurements.

2.0 QELS PARAMETER ESTIMATION

The situation for processing real QELS correlograms is similar to the procedure

outlined above, although more complex. In this section, the analysis will still be simplified

0.4
0.3]

002_'
9

0. 1_ \\-—"——‘-’—//

° 1
0 e 1
Figure 1.5.1

oy vs. streteh factor 3 for the example with Gaussian stalistics.

RN



somewhat in order to illustrate the essential concepts. Let R(n) be a measured correlogram
and let <R(n)> denote the expected correlogram at that point. If we use the typical

multiple exponential approach to fitting the correlogram, the model function is given by

<R(n)> = z ag exp(-bgn),
k
where tle by are preselected decay rates. Tle closer spaced these coeflicients can be, the

higher the possible resolution of the particle size distribution. If the correlogram is to be
measured at different scattering angles, the correlogram model is better written

<R(n,6)> = ) ax M(by,8) exp(-fisin2(e/2)n),
k

where M() is the Mie coefficient for the scattering cross-section at angle © and at the particle

size specified by by.

In the previous section, I assumed that the errors- were given by an independent
Gaussian process. However, correlograms obtained from QELS experiments do not have
that type of statistics. In fact it can be shown that the errors in a correlogram are correlated
with each other. If the error in the nth point is positive, it is likely that the error in the
n+ Ith point is also positive. The covariance Ann between data points on a correlogram is
approximately given by (see appendix 1)

Aam = <(R(n) = <R(n)>)(R(m) — <R(m)>)>
<R(0)><R(n-m)> % <R(n)><R{m)> +S6
1 um

where N is the total number of products involved in the estimation of each point of the
correlogram, and S is the shot noise contribution to the correlogram.

Since estimation of the correlogram involves the addition of a large number of points,
it seems reasonable to invoke the Central Limit theorem and assume Gaussian statistics for
the correlogram. This can be true, even if the process whose correlogram we are estimaling
does not have Gaussian statistics. The model for the errors in the mneasured correlograms is
thus given by a joint Gaussian expression. Ignoring terms that are not a function of a,

log p({da}| @) ==Y ¥ Ama (R(n) = <R(n)>)(R(m) - <R(m)>).

mi
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Thus the MLE equations are given by

_5_8_93‘21 J Y Amk (R(m) - <R(m)>)-25800> =, = 1,23 ..

nm

The matrix Fjj used to calculate the errors in the estimates of a is given by
Fij _2 2 A—l 6<R(n)> d<R(m)> ' 9.1
nm

daj

The MLE expressions for the measurement variance can be used to examine the effect
of various time lag schemes in the correlator and of various spacings of the histogram
intervals. For instance, the by's can be selected and the error estimates of the a performed.
The errors can be examined to see if any are as large as the expected coeflicients. If such
errors are found, the algorithm clearly cannot tell those by apart, thus fewer will be selected
and the procedure redone until the errors are acceptably small. Alternatively, the procedure
could be set up to estimate the by given a known adistribution. The procedure would be

used to see which by are distinguishable {rom one another.

Effect of Multiple Angle Measurements.

This problem can be explored both theoretically and experimentally. The MLE
equations can easily be modified to include multiple angle experiments. Again, the various

controllable parameters can be varied to find optimal operating conditions.

Efficient algorithms.

It is well known that the numerical problem associated with parameter estimation in
QELS is very difficult. The fundamental reason for this was clearly shown by McWhirter
and Pike [2]. They were able to solve the associated Fredholm eigenvector problem and
showed that the eigenvalue distribution was such that small errors in the measurements

would be magnified into large errors in the estimated particle size distribution.
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A more immediate manifestation of the numerical difficulties of the problem can be
obtained by examining the Fisher matrix derived from the MLE equations (Equation 2.1).
The inverse matrix, Fil, gives two thing: 1) the error estimates on the measured parameters,
and 2) an estimate of the condition number for the numerical problem. Recall that the
condition number is roughly given by the ratio of the largest diagonal element to the smallest
diagonal element of the inverse matrix. It is a measure of the numerical stiffness of the
problem. It can be shown that condition numbers for QELS problems for a single scattering
angle are of the order of magnitude of 108 or larger. Further the diagonal elements can be on
the order of 1013 or larger. All of this means that the minimum in the least squares problem
(or the maximum in the MLE problem) is very shallow indeed. Very large changes in the
estimates of the parameters can result in a very small change in the object function. With
this in mind, a perusal of the literature. may lead one to be puzzled as to which results are
due to the particle statistics and which are due to the fitting algorithm. For instance, some
investigators claim to be able to resolve bimodal distributions with correlograms computed
over a few minutes, whereas other investigators claim that hours of averaging are necssary.

Figure 3.1 is a plot of a histogram (it to exp(-.5n) with independent Gaussian noise of
standard deviation .05 added to it. Figure 3.2 is a plot of the residuals from that fit. Note
that the best fit is grossly in error although there is no noticeable pattern in the residuals.
Under the circumstances, this false solution is indeed the best {it.

Another test of the histogram fit procedure was made by fitting exp (-.55n) plus
Gaussian noise. The values of the exponentials in the fit were .1,.2,.3,.4,... , 1.0. Note that
the plot of the residuals (figure 3.3) does have a noticeable structure. This structure comes
about because the fitting function is wrong. There is no term exp(—.55n) in the fit.

The stiffness of the problem can be mitigated somewhat by adding some
pre—knowledge to the problem. A common method of doing this is by so—called
regularization schemes. For the histogram method in QELS this means forcing a smootlness

condition on the distribution of sizes. The main problem with this method is that the result
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is strongly determined by the degree of regularity forced on the solution and the "correct"

amount of smoothness is not known a prior:.

0.3

0.4_{

0.3}

0.2 0.4 0.6 0.8l 1

Figure 3.1
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CONCLUSIONS

It has been shown that a MLE framework can be used to design and analyze QELS
experiments. Further, the framework can be used to design software that can monitor
experiments and by examining such outputs as the residuals, decide on the optimal

experimental conditions.

Appendix 1

Covariance of Noise on Correlograms

Consider the covariance of the correlogram of the measured photon count f(n).

Aan = <(R(n) - <R(n)>)(R(m) - <R(m)>)>
Anm = <( —lé-z{( f(k+m) - Nz f(p+n) - <R(n)>)>
k

[y

Aam = —mﬁd(k (k+m)f( )f(p+n)>—<R( n)><R(m)>

Evaluation of the expression for the covariance requires evaluation of the expected
fourth order moment <f(k)f(k+m)f(p)f(p+n)>. There is no general expression to compute
this term as the variable f(n) is not necessarily Gaussian and the details of the correlator
algorithm can vary. In order to get a feel [or how this term behaves, assume:

1. {(n) is a Gaussian random variable.

2. The correlation computer operates in the so—called batch mode. i.e. If k # p, the
data sets do not overlap and thus

<I(K)f(k+m){(p)(p+n)> = <I(k)(k+m)><[(p){(p+n)>

Thus,
App = —I%T(N <f(k)2f(k+m)f(k+n)> + N(N-1)<R(n)><R(m)>) - <R(n)><R(m)>
Aum = = <f(k)2A(k+m){(k+n)> + (1-1/N)<R(n)><R(m)> - <R(n)><R(m)> .
Aum = g <E(K)2A(k+m)f(k+n)> - -~ <R(n)><R(m)>
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Now, invoking Gaussian statistics for n#m, we get
<f(k)2A(k+m)f(k+n)> = <f(k)2> <f(k+m)i(k+n)> + 2<i(k)f(k+m)> <f(k){(k+n)>
<f(k)2(k+m)f(k+n)> = <R(0)><R(m-n)> + 2 <R(m)><R(n)>

For n = m, the situation is complicated by the fact that {(n) is a measured photon

count rate. (See Saleh [5].)
<f(k)2f(k+m)2> = <f(k)2><f(k+m)2> + <f(k)><f(k+m)2> + <f(k+m)><{(k)?>
+ <f(k)><f(k+m)> .
= <R(0)>? + 2<R(0)<f> + <f>2

Finally, |
Aan = i (<R(0)><R(m-n)> + <R(m)><R(n)> +(2<R(0)><L> + <I>?)on).
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IMPROVED OPTICS FOR LASER LIGHT SCATTERING

H. Michael Cheung
Department of Chemical Engineering
The University of Akron
Akron, Ohio

Laser light scattering experiments contemplated for use in a microgravity
environment must conform to a number of operational constraints which do
not apply on Earth. In particular, the use of index matching fluid to
control flare is unacceptable. This paper describes work in progress to
eliminate index matching fluids by the use of high spatial resoclution
receiving optics. By increasing on-axis spatial resolution flare from the
sample cell walls (both the cell/sample and cell/air interfaces) can be
effectively prevented from reaching the photodetector. In general,
improving the on-axis discrimination degrades the angular resolution of a
receiving optical train. Several different possible configurations of
receiving optics are compared for their spatial resolution and angular
resolution. For cylinder symmetric optics, the dual lens, fourier
transform pair, receiving train with a center mask located between the
lenses gives the best on axis spatial resoclution. Future work will focus
on optimizing this configuration as well as some non-cylinder symmetric
configurations which may decrease the angular resolution "cost” of the dual
lens, center mask arrangement.

INTRODUCTTON

A number of experiments using laser light scattering are contemplated for
future space shuttle missions. As part of an effort to develop a suitable
instrument, this work is examining the use of high spatial resolution
receiving optics to eliminate the need for index matching fluids. Often
Earth based light scattering instruments utilize index matching fluids to
control flare from the interfaces between the sample cell, the air
surrounding the sample cell, and the sample itself. It is very desirable
to eliminate the need for these fluids in any instrument destined for use
in microgravity as they constitute both an engineering problem and a

potential hazard.



There are a large number of potential configurations for the receiving
optical train, see for instance Chu!, Ford®, and numerous other papers in
the literature. However, most fall into the categories of dual pinhole,
single imaging lens, or dual imaging lens (with many variations on tne
theme). These configurations can be compared in terms of three optical

system performance parameters:

Ax - cross axis resolution
Az - on axis resolution

Ty = angular uncertainty

The cross axis resolution, Ax, describes the spatial selectivity or the
optical train on the axis perpendicular to the axis which passes down the
center of the optical system.r The on axis resolutioh;”lz, describes the
spatial selectivity on the axis passing down the center of the optical
system. The angular uncertainty, ae, describes the contribution to
measurement error induced by the optical system subtending a finite angle

(and hence not measuring one and only one K-vector).

Today’'s paper will compare several base case receiving optical systems with
the intent of illustrating the relative merit (and "price") of using a

center mask to achieve on axis spatial resolution. The systems to be

examined are:

Double Pinhole

Single Lens and Pinhole

Center Mask, Lens, and Pinhole
. Dual Lens and Pinhole

Lens, Mask, lLens, and Pinhole

- W N

n

iChu, B. "Laser Light Scattering”; Academic Press: New York, 1974;

Chapter VII.
2Ford, N.C. In "Measurement of Suspended Particles by Ruasielastic Light
Scattering”; Dahneke, B.E., Ed.; John Wiley & Sons: New York, 1983;

Chapter 2.
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The spatial resolution parameters, Ax and Az, are configuration dependent.

The angular uncertainty, however, can be described by

3 3

T
Ja = ' (1}
37L A 2

B ™

where L is the distance from the center of the sample volume to the first
optical element in the receiving train, RL is the radius of the first‘
optical element in the train, and RM is the radius of the center mask

(RM = 0 if no center mask is present). This expression overestimates Ty
for the double pinhole case, but it is so small anyway that it this of no
practical concern. This angular uncertainty leads to the fellowing

relative error in the measured diffusion cocefficient

7
2 o Ty cot—g— (2)
2 )y 2

where the subscript indicates that this is an error contribution due to the
angular uncertainty. Since this scales as the cotangent the errors become

increasingly severe as the scattering angle is decreased.

DOUBLE PINHOLE

The double pinhole configuration is diagramed in Figure 1. Ray tracing

yields the following expression for the cross axis resolution:
x = R, +=— {Rr\l +RA2} (3)

where RAl is the radius of the first pinhole, RA2 is the radius of the

second pinhole, L; is the distance from the center of the sample volume to

the first pinhole, and Ls is the distance between the two pinholes. For

the base case considered RAl = RA2 =350 4, Ly = 75 mm, and Ly = 150 mm.
3

From equation 3 Ax = 0.1 mm and from equation 1 7y = 0.29 x 107",

121



L1—sl L2 |
Ax = R, + =+ |R, + R & AZ -
Ai L Ai A2
2
BASE CASE: RA1 = RA; = 50 p
L, = 75 mm
L, = 150 mm
Ax = 0.1 mm & gg = 0.29 x 1073

FIGURE 1 Diagram of Double Pinhole Receiving System

Raytracing software was implemented in APL to better illustrate the spatial
resolution characteristics of the receiving optical systems compared in
this paper. Figure 2 shows both a surface plot and a two dimensiocnal
representation of the fractionrof light originating at grid poinfé in the
vicinity of the sample volume center which reach the photodetector (through
the receiving train). In the two dimensional plot the circled asterisk is
the "brightest” point detected, "8" indicates points which are at least 80%
as bright as the maximum, "6" indicates points which are 60% as bright as
the maximum, and so forth for "4" and "2". The small dot indicates points
which are nonzero, but less than 20% as bright as the maximum. The "-"
indicates points which are not detected at all. It is clear that the dual
pinhole setup has no on axis resolution. Light can always get into the

detector from straight down the optical axis. In these figures the span on

the cross (x) axis is 0.25 mm and the span on the optical axis (z axis) 1is
5 mm.
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FIGURE 2 Spatial Resolution Plots for the Double Pinhole System
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The dual pinhole system has angular resolution which cannot be matched by
any of the lens based receiving systems. However it leaves a great deal to

be desired in terms of on axis spatial resolution.
SINGLE LENS SYSTEMS

Figure 3 depicts the single (imaging) lens base case examined. A single
lens is placed such that it forms an image of the sample volume on an
aperture in from of the photodetector. Thé system was considered with and
without a center mask placed just in front of the lens. In the figure L
is the distance from the sample volume to the mask, RM is the radius of the
mask, RL is the lens radius, and RA is the pinhole radius. The cross axis

spatial resolution, Ax, is equal to the radius of the pinhole, RA'

< ef =T ef

Ax = R & Az - = (w/0 mask)

FIGURE 3 Diagram of the Single Lens Base Case
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Without the mask the system has no on axis resolution in the sense of
excluding light absolutely. With a center mask the on axis resolution is

given by

R .L, 2
Az = 2 , Ly »> _f?ﬁ

Py B

(4)

The specific parameters used in the single lens base case were:
RL =2.53mm, £ =75 mm, RA = 50 4, %“ = 1.5 mm, and L; = 140 mm. The cross
axis resolution in both cases is Ax = 0.05 mm. Without the mask the

angular uncertainty is 09 = 7.1 x 10-3. With the center mask the on axis

resolution is Az = 4.7 mm and the angular uncertainty is 00 = 9.3 «x 10-3.
The addition of the center mask increases the angular uncertainty, but not
to a great extent. Figures 4 and 5 depict the spatial resolution in
surface plots and two dimensional plots. The x and z axis ranges spanned
and the significance of the symbols are the same as for Figure 2. Notice
that the addition of the lens does provide some on axis resolution even
without the center mask. There is a definite peak near the sample volume
center. The angular spread induced by adding the lens is also clearly
apparent. In Figure 5 the cleft in the received intensities caused by the

center mask is easily seen. The on axis dead space created is quite small

for this configuration and mask size.

DUAL LENS SYSTEMS

Figure 6 depicts the dual lens base case examined. The nomenclature is
consistent with the prior figures. Again the cross axis resolution, ix, is
equal to the pinhole radius, RA' With the mask there is an on axis dead
zone created with

RA £ ~

Az = —
Ry
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FIGURE 4 Spatial Resolution Plots for Single Lens System with no Mask
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Ax = R, , Az - o (w/o0o mask)

I{A. f

Ry

FIGURE 6 Double Lens Receiving System Base Case

with mask , Az =

The specific parameters used in the dual lens base case calculations are:
RL = 2.5mm, f = 75 mm, RA = 50 4, RM = 1.5 mm, and L; = 130 mm. Without
the mask the angular uncertainy is 7, = 14 x 1073,
on axis spatial resolution of Az = 2.5 mm and an angular uncertainty of

Ty = 17 x 10-3.

values than any of the other, yet offers the best on axis spatial

with the mask there is

The dual lens system has much poorer angular uncertainty

resolution. In fact, this type of receiving optical train has been applied
in the study of strongly scattering oil-in-water microemulsion samples in
which it was necessary not only to control tlare from the entrance and exit
of the laser beam from the sample cell but also to reduce the amount of
light reflected from the cylindrical cell wall, see Cheung et als,

Figures 7 and 8 depict. the spatial resolution without and with a center

mask ,respectively, using the same format as for earlier plots. Without a

3Cheung, H.M.: Qutubuddin, S.; Edwards, R.V.; Mann, J.A., Jr. Langmusr
1987, 3, 744-752.
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FIGURE 7 Spatial Resolution for Dual Lens System without Mask
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center mask, the dual lens system demonstrates increased selectivity on the
optical axis. This is essentially an f-number effect, the f-number of the
dual lens system is half that of the single lens system for the same focal
length lenses. In Figure 8 the increased on axis resolution is apparent.
There is a dead zone on the optical axis (which is cone shaped in three
space) from which no light can reach the photodetector. The size of this
zone is dependent on the focal length of the lenses, the radius of the
pinhole, and the radius of the mask. Figure 9 depicts the spatial
resolution of the same optical system except with a much larger center

mask, RM = 0.8 RL' The dead zone is considerably enlarged.

The dual lens system with a center mask also provides the opportunity to
incorporate a second detector train based on the dual pinhole design
directly into the receiving train. This co-linear receiving train would
then provide both high spatial and high angular resolution in one device.
The second (dual pinhole} train may be desirable for making total intensity
measurements in parallel with the QELS measurements. There may be
computational advantages to having both sets of data available, especially
for multi-angle based fitting schemes, see for instance Cummins and
Staples . This configuration is depicted in Figure 10 and will be the base
case configuration implemented for the NASA instrument. It is expected
that at angles above 30 degrees this configuration will be adequate. For
lower angles (and possibly for the entire instrument) designs which
incorporate the high spatial selectivity of the dual lens, center mask
scheme, but which address the angular resolution problem will need to be
investigated and developed.

DISCUSSION

The dual lens, center mask design for receiving optics offers high spatial
resolution and the opportunity to cleanly incorporate high angular
resolution total intensity measurements. While the comparisons made in
this paper are not exhaustive, it is probably the best cylinder symmetric
option 