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INTRODUCTION

In recent years, there has been a rapid growth in the ability to obtain detailed data on large complex structures in three dimensions. This development occurred first in the medical field, with CAT scans and now magnetic resonance imaging, and in seismological exploration. With the advances in supercomputing and computational fluid dynamics, and in experimental techniques in fluid dynamics, there is now the ability to produce similar large data fields representing 3D structures and phenomena in these disciplines.

These developments have produced a situation in which currently we have access to data which is too complex to be understood using the tools available for data reduction and presentation. Researchers in these areas are becoming limited by their ability to visualize and comprehend the 3D systems they are measuring and simulating.

HISTORY

In response to this, there is growing activity in the area of visualization of 3D data. Some early work in this area was done by Harris et al. (1979) at the Mayo Clinic and Herman et al. (1984) at the University of Pennsylvania in the area of medical imaging. In 1983, Jaffey, Dutta, and Hesselink (1984) approached the subject from a different direction. They developed the "source-attenuation" model, and used holograms to visualize 3D subjects. More recently, there is stronger emphasis on interactive visualization, and concentration on techniques and systems for general use and commercial products (Goldwasser, 1985; Hunter, 1984).

Much of the recent activity is directed toward improving and extending the use of graphics techniques for interactive visualization of data based on surface representations. The groundwork for this was done by Herman et al. Work in this area is continuing both in academic groups (Herman at the University of Pennsylvania (Herman et al., 1984 and Fuchs at North Carolina (Fuchs et al., 1985), and in several commercial ventures (notably CEMAX)). Also, graphics projects at NASA, JPL, and aerospace corporations have been providing increasing support for visualization tasks based on conventional graphics concepts.

The more interesting projects involve departures from conventional graphics. By careful use of transparency, it is possible to produce images of 3D systems which provide true volumetric visualization, rather than surface projections. We have been working on this type of system for the past three years (Russell and Miles, 1987), concentrating on techniques which are efficient enough.
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to be used interactively on existing computer systems. Pixar Corporation has recently been developing a package to support volumetric visualization, including an approach called Volume Rendering Technique, which they developed with Phillips Medical Systems and Dr. E. Fishman (1987) of Johns Hopkins University. This package is perhaps the most comprehensive image-based system commercially available at this time.

An approximation to volumetric imaging is also provided in PLOT3D, a graphics software system developed at JPL. This package includes a facility for producing nested transparent contour surfaces from a volumetric data base, which provides surprisingly good visualization of the data. Its primary limitations are data size (about 100,000 data points) and the number of contours it can support. Also, since this is a rather symbolic representation, it must be interpreted with care.

VOLUMETRIC VS. 2 1/2D VISUALIZATION

Normal pictorial illustration (stills), and most widely used 3D graphics techniques are limited to providing 2 1/2D surface images. That is to say, along any line of sight there is only one object or surface visible. This usually produces pictures from which a rough idea of the three-dimensional structure of the original scene can be deduced. In contrast, X-ray images generally do not have a unique interpretation as projections of some three-dimensional subject, and even X-ray stereo pairs are insufficient to provide an unambiguous interpretation without a priori knowledge about the subject.

This is a computational constraint which applies not only to visual observation of pictures, but to interpretation of volumetric projections in general. Vision, however, is capable of limited volumetric perception and comprehension, if given adequate stimulus.

In order to achieve effective volumetric perception, it is necessary to present volumetric data in a form that vision is accustomed to dealing with. While cross sections are often useful for detailed study of internal features, it is difficult or impossible to fully comprehend the 3D structure of an object in this manner. Instead, data must be presented as we would see a real object. Natural visual processing transforms this information back into a mental structural model. Volumetric characteristics of the data are conveyed by making the projection TRANSPARENT, as implied in the earlier discussion.

The requirements for volumetric perception are basically the same as for computed axial tomography. A set of projection images from many different viewpoints is computationally sufficient to reconstruct the internal details of a subject. Visual reconstruction has several added constraints: the images must be presented as an ordered sequence of closely spaced views, and they must be shown at a rate of at least 8 to 10 frames/sec. These constraints are dictated by the temporal character of visual perception.

For perception of volumetric structure (rather than surface structure), complex optical phenomena such as lighting and shading, specular (surface) reflections, and diffraction and diffusion are not useful. In fact, these effects generally make the basic structure of volumetric scenes more difficult to understand, overwhelming the viewer with fine details and optical distortions. Simple luminance and opacity are adequate for volumetric visualization.
We have developed a system at Princeton which implements this approach to volumetric visualization on a PC/AT (Russell and Miles, 1987). The algorithms upon which it is based are efficient enough to provide a usable off line visualization system on the AT (precomputed images take approximately 1 min/view for 2 million data points) and they are suitable for development into a real-time interactive visualization system using current state-of-the-art commercial hardware (AT&T Pixel Machine, for example).

The model for the system has the following characteristics.

1. Data consists of samples on any regular 3D lattice (e.g., simple cubic, face-centered cubic, hexagonal close packed).

2. The data elements are treated as nebulous, fuzzy regions localized around the sample coordinates. (i.e., no subvoxel definition—consistent with proper sampling technique).

3. Optical model includes luminance and opacity control at each data point, with the possibility of handling a light source (no refraction or specular reflection).

4. Views are computed directly from the data, without any intermediate representation. This reduces the risk of artifacts and avoids simplification of the data that may lead to the loss of features.

5. Perspective is not supported (this is subordinate to motion).

This combination of characteristics yields a model which is well-behaved and computationally efficient, with enough flexibility to provide a broad range of visual effects.

The implementation on the PC/AT operates in a two-step process. For a given data base, a sequence of views is computed, based on a selected set of optical characteristics onto which the data are mapped, and a viewpoint and axis of rotation for the data. Each image takes about 60 to 75 sec, for a typical data base of 2 million samples (e.g., 32x256x256 or 128x128x128), and we usually generate anywhere from 15 images (for a restricted range of views) to 120 images (for a full rotation of the data). The images are stored on a disk as they are generated. When a sequence is complete, the images are loaded by a second program for viewing. Up to 180 clipped images (176x176) may be loaded into 6 Mbytes of RAM on the PC/AT. They may then be viewed as a movie on a full-color, 8-bit greyscale display at frame rates up to 15 frames/sec. The viewpoint is controlled interactively using a mouse, within the precomputed range.

**EVALUATION**

This method of visualization provides good comprehension for a range of subjects and optical characteristics. Its most significant advantage is that it is very robust. There is little or no preprocessing of the data, so there are generally no computational artifacts. Even data containing no distinct surfaces can be accurately visualized, since this method does not rely on surfaces as the
fundamental elements of a scene. The use of motion as the means of communicating structure allows all the data to be made visible through the use of transparency. This provides a high degree of confidence in the resulting visualization. It is also robust in the sense that an informative set of images can be produced using simple optical characteristics (luminance = data value, high transparency) with little or no a priori knowledge about the data itself.

The motion/transparency approach is most effective with scenes of moderate complexity (such as that shown in Fig. 1), that is, scenes whose structure can be largely comprehended as a whole. With very complex scenes, containing perhaps hundreds of detailed components (e.g., a video cassette recorder guts), this type of visualization suffers from showing too much information, which cannot be fully comprehended as a single entity.

**COMPLEXITY**

The issue of complexity arises in visualization for two distinct reasons. The first is the visual limitation just mentioned. The mind is incapable of performing a complete internal reconstruction of a volumetric scene, as is done in a CAT scan, for example. We have observed that beyond a certain level of complexity in depth (apparently three to four layers of structure), the mind's ability to maintain a conceptual model of a scene begins to fail.

In addition to the visual/conceptual limitation, there is an optical constraint which limits the degree of complexity which is practically acceptable. There is a tradeoff between the amount of transparency used (which affects the visibility of embedded structures) and the amount of contrast available in small features. This is directly related to signal-to-noise (S/N) ratio. Vision does not have particularly large S/N ratio, so fine details quickly lose definition as transparency is increased. This is also a limiting factor in CAT scans, but the devices used have much higher S/N ratios, so much lower contrast can be tolerated in CAT-scan source images than is detectable visually.

These considerations provide strong motivation to develop means of reducing and controlling the level of complexity in volumetric visualization.

**THE ROLE OF BINOCULAR VISION**

From a very early point in our investigation of visualization, it was clear that stereo pairs were inadequate as illustration of volumetric scenes. Once we had a working visualization system based on motion, it was easy to see how much more comprehensive this approach is than static stereo viewing. For some time, we assumed that adding stereopsis to the motion-based system would not be worthwhile, since static experiments suggested that stereopsis would not work well on precisely those scenes where some improvement was needed. Specifically, scenes with extensive volumetric content and high complexity, such as medical data, generally have low contrast and few clearly defined, unique features on which stereopsis can operate. For scenes which are visualized with low transparency, which provides more distinct features, stereopsis is not really needed since these scenes are generally quite easily understood with only the motion-based visualization.
When we actually were able to try out stereo and motion together, the results were somewhat surprising. With scenes of medical data with moderate to high transparency, static stereo viewing is relatively ineffective, as expected. However, when motion and stereo viewing are used together, the stereopsis provides noticeable enhancement to the visual perception of the structure over motion alone. There is apparently some interaction between the visual mechanisms which use stereo and motion to deduce structure. The combined effectiveness suggests that stereopsis is facilitated by information made available by motion, which perhaps allows better feature matching between images, resulting in more and better disparity measurements.

This strong interaction between stereopsis and motion perception means that stereopsis must be considered as an important part of any visualization system. Though motion is very powerful alone, considerable enhancement is possible through the use of binocular vision.

CONCLUSIONS

This approach to visualization, using transparency and motion in an image-based system, has significant advantages over systems based on solid rendering or graphical modeling. Most significant are the broader range of volumetric structure which can be visually represented and the robustness and freedom from artifact which volumetric visualization provides. A comprehensive visualization facility should certainly include the ability to perform both image-based and graphical rendering, and in the future these techniques should be increasingly integrated to allow both graphical and image-based components in a single visualization.

Computers are now becoming available which will be capable of performing visualization tasks interactively. This will dramatically change the way in which visualization is used, particularly for very complex subjects. As interactive visualization becomes more practical, the current emphasis on development of techniques for data reduction and rendering should be supplanted by the need for means of controlling and interacting with the visualization process. As the potential degrees of freedom for controlling a visualization increase with the complexity and size of scenes, the design of effective control mechanisms will be a difficult endeavor.

Some simple control mechanisms, such as clipping, spatial editing tools, and 3D cursors, are relatively easy to implement. However, for complex data, control mechanisms should parallel the way in which structures are decomposed and manipulated conceptually. This means providing the capability to specify the structural components of a scene and control their visual characteristics by referring to them as objects. Automated or computer-aided object segmentation is required to make this practical, but for the purpose of interactive control of visualizations, the accuracy and reliability of segmentations need not be as high as it must for conventional, noninteractive visualization.

Additionally, it may be useful to be able to produce geometric distortions of data in order to push obstructing objects out of the way without separating them altogether from the region of interest. The net effect would be to produce the equivalent of an exploded view for structures of nondiscrete components. This would be particularly useful in medical applications. If information about connectivity and stiffness can be incorporated into the process, this could make the visualization system even more useful in surgical training or preoperative planning environments, where the mechanical properties of tissue structures is very important.
Advanced modes of interaction will become more and more important as volumetric display is applied to more ambitious problems of data interpretation.
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Figure 1.— Vortex rings resulting from the Crow instability. Navier-Stokes simulation data provided by Dr. Micheal Shelley, Princeton University.
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