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ABSTRACT

NASA Conference on Space Telerobotics

These proceedings contain papers presented at the NASA

Conference on Space Telerobotics held in Pasadena, January 31-

February 2, 1989. The Conference was sponsored by the NASA

Office of Aeronautics and Space Technology, together with ARC,

LRC, GSFC, JSC, MSFC, KSC and JPL. The theme of the Conference

was man-machine collaboration in space. The Conference provided

a forum for researchers and engineers to exchange ideas on the

research and development required for application of telerobotics

technology to the space systems planned for the 1990s and beyond.

The Conference: (i) provided a view of current NASA telerobotic

research and development; (ii) stimulated technical exchange on

man-machine systems, manipulator control, machine sensing,

machine intelligence, concurrent computation, and system

architectures; and (iii) identified important unsolved problems

of current interest which can be dealt with by future research.

There were about 500 international participants including about
i00 from abroad.

An international program committee was established for the

conference. A.K. Bejczy and H. Seraji of JPL acted as co-chairs

for this committee. Members of the committee were

J. Amat, University of Barcelona, Spain

G.A. Bekey, University of Southern California

P.R. Belanger, McGill University, Canada

R.C, Bolles, Stanford Research Center

J.G. Bollinger, University of Wisconsin

W.J. Book, Georgia Institute of Technology

J.M. Brady, Oxford University, UK

F.E.C. Culick, California Institute of Technology

R.J.P. deFigueiredo, Rice University

W.R. Ferrell, University of Arizona

E. Freund, University of Dortmund, FRG

A.A. Goldenberg, University of Toronto, Canada

R. Jain, University of Michigan

T. Kanade, Carnegie-Mellon University

I. Kato, Waseda University, Japan

A.J. Koivo, Purdue University

P.D. Lawrence, University of British Columbia

J.Y.S. Luh, Clemson University

H.E. Rauch, Lockheed Palo Alto Research Lab

A. Rovetta, Polytechnic University of Milan

G.N. Saridis, Rensselaer Polytechnic Institute

T.B. Sheridan, Massachusetts Institute of Technology

L. Stark, University of California, Berkeley

D. Tesar, University of Texas at Austin

H. Van Brussel, Catholic University of Leuven

R.A. Volz, Texas Tech University
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The Conference was organized by the Telerobotics Working
Group of the NASA office of Aeronautics and Space Technology.
M. Montemerlo of NASA Headquarters and S.Z. Szirmay co-chair this
working group. Representatives to this group from NASA centers
and other research organizations are

D. Akin, Massachusetts Institute of Technology
J. Bull, Ames Research Center

R. Davis, Kennedy Space Center

S. Fisher, Ames Research Center

J. Haussler, Marshall Space Flight Center

A. Meintel, Langley Research Center

J. Pennington, Langley Research Center

D. Provost, Goddard Space Flight Center

C. Price, Johnson Space Center

L. Purves, Goddard Space Flight Center

C. Ruoff, Jet Propulsion Laboratory

E.C. Smith, Marshall Space Flight Center

M. Zweben, Ames Research Center
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INTRODUCTION

The application of robotics to operations in space promises great
benefits in extending the capability of man in exploration.

Robotics is highly relevant to NASA's long-range vision of
establishing a manned base on the moon, and later in exploring

the surface of mars. An interplanetary voyage is of a different

order of complexity from traveling to earth's moon because rapid
return to earth in the event of trouble would be impossible. For

such a mission involving humans, it would be prudent to first

establish an operational base at the destination complete with an
earth return capability. Humans would not begin their voyage

until the remote base was assembled and known to be operational.

Assembly and maintenance of such a base might be performed by
robots that would work with a high degree of autonomy.

Alternatives to the exploration of mars by direct human presence

are under consideration by both the United States and the Soviet
Union. In these concepts, autonomous surface vehicles would

navigate the planet performing a variety of detailed exploratory

functions such as mapping, seismic measurements, sample
collection and analysis. Both of these approaches to the

exploration of mars depend to a high degree on the ability of

robotic machinery to perform complex functions without real-time
human direction. Closer to home and in time, robotics will begin

to play a role in space operations in the construction and

maintenance of Space Station Freedom. This paper will introduce

the Flight Telerobotic Servicer Project as an element of the
Space Station Freedom, and discuss its objectives and some

special challenges it faces.

THE NEED FOR ROBOTICS IN BUILDING THE SPACE STATION

The Space Station Freedom will be assembled on orbit through a

sequence of 26 shuttle launches, each bringing a full load of

truss members, modules, and work fixtures. The assembly process
will be performed by astronauts wearing pressure suits - termed

Extra-Vehicular Activity or EVA. The Shuttle's remote

manipulator arm (RMS) will provide mobility for both crew and
equipment. It is estimated that several hundred hours of

astronaut EVA time will be required to complete assembly of the

initial configuration of the space station.
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Presently, EVA is not performed during the first two days of

shuttle flights to allow the crew to acclimate to weightlessness
and the tendency toward disorientation which EVA makes worse.

After the two day adjustment period, each EVA session requires

two hours of preparation time before the actual EVA operations
begin, and the useful operation time is limited to about 7 hours

due to the physical demands of flexing a fairly stiff pressure

suit and exhaustion of consumables such as cooling water. New
suit technology employing more compliant joints and closed

cooling systems are currently being investigated to reduce these

limitations. Each EVA session places the crew at some degree of
risk from failure of one of the essential parts of the EVA

system. These systems are designed to be highly reliable, but as
the number of EVA hours worked increases, even small failure

probabilities multiply and become a significant risk in the long
term.

Considering all of these factors, it can be seen that robotic

machines, designed to perform a significant portion of the space
station assembly, would reduce the requirement for manned EVA,

thereby providing significant gains in productivity and safety
for the crew. This is one of the principle objectives of the FTS

Project. The method of controlling the telerobot will initially
be teleoperation where a human operator within a pressurized

module of the space station continuously directs every step of
the robot's operation and performs all object recognition and

maneuver planning.

OTHER USES FOR A SPACE TELEROBOT

There are important applications for robotics beyond assembly and
maintenance in proximity of the Space Station. When attached to

a suitable transfer vehicle such as the Orbital Maneuvering

Vehicle (OMV), the FTS will be capable of visiting spacecraft in

orbits which the Shuttle, and hence astronauts, cannot presently
achieve. This opens the new possibility of performing remote

servicing operations on space assets without being limited by the
shuttle operational envelope. However, because of the inherent

communications delays and likely bandwidth limitations associated

with such a mission, a different operational mode for the FTS

will be required. Called supervised autonomy, this mode must

provide the capability for the FTS to perform many operations

with little or no human direction. The human supervisor would

intervene only at planned stages of the operation to confirm the

success of prior steps performed autonomously by the robot, and

to confirm readiness to proceed to the next step. Autonomous

operation of the telerobot would also be valuable in the space

station assembly and maintenance application because it would

relieve the human operator from continuously directing every
action to be performed, thereby freeing the operator to do other
tasks.
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THE TECHNOLOGY CHALLENGE

Achieving autonomous control capability will require that most of
the planning and sensor interpretation functions that are done by

a human operator in the teleoperation case must now be performed

by sensors and processing aboard the telerobot. A substantial
on-board database is also needed to provide rapid access to

geometric descriptions of the workspace, procedures to be

executed, and criteria for success and failure for each step.
The algorithms and machinery required to support autonomous

operation of a robot are currently being explored in research

laboratories, and much work is needed to develop them into

operational capabilities. Therefore, autonomous operation is

considered a long-term goal for the FTS, and initial capabilities

will concentrate on teleoperation. This initial capability will

include sensing and processing to support bilateral force

reflection - a technique whereby forces and torques being exerted

by the end effector are measured and used to actuate motors in

the hand controller such that the operator "experiences" the

forces and torques being exerted on the workpiece. This

capability is needed to perform certain tasks where the ability

to "feel" proper engagement is important to successful

teleoperation. In addition, a few elementary forms of autonomous

control will be provided, including active compliance and modes

of control shared between the human operator via the work station

and on-board algorithms.

But the attainment of significant degrees of autonomous control

remains a long-term objective, and this implies that as robust

sensing and processing techniques and hardware become available,
the FTS must be upgraded to accommodate them. The FTS design

anticipates this requirement, and employs _n architecture that

will facilitate the refinement or the replacement of function

when required. The selected architecture is an emerging standard

called NASREM developed jointly by NASA and the National

Institute for Standards and Technology. [1]

THE OPERATIONAL CHALLENGE

There are two critical questions that need to be considered: The

first is, "what can a telerobot do in space?" Our operational

experience to-date for tasks involving a high degree of dexterity

is that very little has been done robotically in space, and so a
fundamental credibility must be established. The FTS Project has

responded to this through a forum called the Mission Utilization

Team whose charter is to analyze a representative suite of space

station assembly tasks. A process of task decomposition develops

the detailed sequence of steps required to perform a given task

and identifies the needs for mobility, utilities at specific

locations, special fixtures, and use of standard facilities such

as the Remote Manipulator System. The analysis proceeds down to

the geometric descriptions of the work space and the kinematics



of the FTS. Positioning of the robot and the objects it works

with are worked out in time sequence and dynamic envelope

clearance is checked at every incremental position through the

entire task. The process is laborious and rigorous, and yields a

good initial assessment of feasibility. However, full-scale

mockup testing will be required to ultimately prove the ability

of the system to accomplish the task.

The FTS Project includes two test flights aboard the Space
Shuttle to evaluate the effectiveness of the human-machine

interface and to demonstrate the ability of the telerobot to

perform representative tasks. The experience gained through

these flights will establish a significant degree of confidence

in relying on telerobots to perform important space station

assembly work.

The second question to be addressed is: "Believing that certain

jobs can be performed by robots, what is the case for probable

success for a specific task?" The FTS is to be an operational

system that can be depended upon to perform important tasks in

constructing and maintaining SS Freedom. Dependability and the

required end result of accomplishment of function distinguish an

operational system from an experiment in which the primary

objective is information. Tasks to be performed by the FTS must

have a substantial probability of working, even in the presence

of difficulty. If it is not successful, then unplanned use of

EVA as an alternative will come at potentially high expense in

terms of the overall mission. The assurance of a high

probability of success implies a significant investment in FTS

reliability, diversity of ways of doing things, operations

testing, and long-term technical support. Dependability in the

context of operations is a quality that is not merely

designed-in, but must also be earned through successful mission

testing. The preparation for performing space operations using

astronauts is presently a significant undertaking. Procedures

and contingency plans must be developed, tested, and rehearsed

thoroughly by the crew to assure that the mission will succeed

even when things don't go as planned. The presence of a robot
and its control station adds several new considerations to the

mission planning process, including the attachment of the robot

to the work site, planning & handling of reaction loads, and the

interaction of the robot with other active control systems such

as the shuttle or space station RMS. An effective space robotic

system must include capabilities to support both mission planning
and the conduct of simulations that interact with humans and

other systems in a highly realistic manner.

For these purposes, the FTS Project includes the development of a
trainer - a telerobot and workstation capable of operation in a

1-G environment, and which are highly representative of the FTS

flight system. The project will develop mockups and simulators
as required to accomplish pre-integration of the FTS with the
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space station. A Robotics Development, Test, and Integration
facility is also being prepared to support the testing of
procedures and tooling to perform actual assembly and servicing
operations and to evaluate advanced technology and control
techniques. [2]

CONCLUSION

In being NASA's first general-purpose space telerobot, the FTS

Project has simultaneously a significant technical challenge and

a great responsibility to do the job well so that robotics

becomes firmly established as an effective way to operate in

space. We recognize that in being the first, a degree of

skepticism must be overcome. And rightly so, because the NASA
reputation for successful operations in space was not achieved by

recklessly attempting untried techniques for the first time in

orbit. Therefore a rigorous program is required to demonstrate

the capabilities of the FTS together with it's control system and

human operators to perform the actual tasks that it will be

called upon to perform in orbit.

In order for FTS to achieve its long-term objectives in control

autonomy, critical developments must be accomplished in the

laboratory and then transferred to the FTS operational system.

The research efforts sponsored by NASA should target these

requirements, and the FTS Project must provide means to develop

the results of these efforts into robust operational techniques

and hardware. The FTS is being designed in a way to make such

changes feasible, and the necessary development and integration
facilities are planned to support this process. In the long

term, FTS is only a beginning in applying robotic technologies to
n_m_.n n_n_l nh_,c_al t_c_c _n cp_r_ It ic Jn_vit_hl_ that

many robotic systems will follow, some similar to FTS in form and
function, and others that are intended for quite different

applications. It is our hope and commitment that the FTS will be

the first positive step for robotics as an effective operational

tool in spaceflight.

REFERENCES

[1] "The FTS: From Functional Architecture to Computer
Architecture" R. Lumia, National Institute of Standards and

Technol ogy.

[2] "Development of a Robotics Technology Test Bed for the

Flight Telerobotic Servicer Project" G. Mosier, M. O'Brien,

and R. Schnurr, Goddard Space Flight Center.



FLEXIBLE ARMS

9 ,_,,_-_c_,_.._ _,-,,:,c. _._i_=_ _IOT FILMED



N90-29782_

Model ing, Desi gn, and Control

F1 exi bl e Manipul ator Arms :
Status and Trends

of

Wayne J. Book

The George W. Woodruff School

of Mechanical Engineering

Georgia Institute of Technology

Atlanta, GA 30332

ABSTRACT

The desire for higher performance manipulators has lead to dynamic behavior in

which the flexibility is an essential aspect. This paper first examines the

mathematical representations commonly used in modeling flexible arms and arms

with flexible drives. Then design considerations directly arising from the

flexible nature of the arm are discussed. Finally, controls of joints for
general and tip motion are discussed.

1. MODELING FLEXIBLE ARMS

Models are used for simulation, analysis, and synthesis. In robotics, models

may be used directly in the control algorithm with the computed torque

technique. We will first look at the representation of the flexible behavior.

Then, the incorporation of this flexible behavior into an overall arm model will
be considered.

Modeling the Flexible Behavior

Examination of the energy storage characteristics of a component is helpful in

assessing the modeling requirements of a system. Rigid arms store kinetic

energy by virtue of their moving inertia and store potential energy by virtue of

their position in the gravitational field. The flexible arm also stores

potential energy by virtue of the deflection of its links, joints, or drives.

Joints have concentrated compliance which is well modeled as a pure spring

storing only potential energy. Drive components such as shafts or belts may

appear distributed but store little kinetic energy due to their low inertia, and

a lumped parameter spring model succeeds well for them also. Links are subject

to torsion, bending, and compression. Torsion of a link stores potential energy
but little kinetic energy due to low mass moment of inertia about the

longitudinal axis of the beam and is thus well represented as a massless spring.

Compression stores little potential energy due to the high compressional

stiffness and dynamics along this axis is well described by a rigid mass. Links

subject to bending store potential energy by virtue of their deflection as well
as kinetic energy by virtue of their deflection rates and a good model must

include this distributed nature. Partial differential equations result from an

analysis of this type of problem, with time and one independent spatial variable

usually adequate to represent the dynamic solution of the generally slender
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links. The dynamics of the link itself may be represented by the Bernoulli-
Euler beam equation:

4 2

El B y + u B__y: f(x,t)
2

Bx @t

(1)

which ignores shearing of the beam and the mass moment of inertia of a

differential element along the length. The Timoshenko beam equation includes

these two effects and should be used if the beam is short relative to its

diameter. Such "stubby" links are likely to be essentially rigid anyway. The
Bernoulli-Euler beam may have a varying cross section, but analytical solutions

are not available except for the simplest variations. Thus the partial

differential equation is useful to accurately model only very simple real links,
or to study the general nature of the problem. This is not a great limitation
since most time domain analysis is performed on a finite dimensional

approximation of the distributed parameter system anyway.

Other assumptions are usually made when the partial differential equation is

employed. While body forces may be included on the right side of (1), these

forces due to translation and rotation of the link are quite complex and are

only represented in simple cases not representative of telerobotics, such as a

constant spinning satellite with an antenna. As discussed below, PDE's with
simple boundary conditions are also used to obtain a set of basis functions.

These spatially discretized equations may include body forces in at least an
approximate way.

If we treat time as a continuous variable, an ordinary differential equation can
be obtained by representing the beam shape as an infinite sum over a set of

basis functions, each multiplied by its own time varying amplitude. Suitable
approximations result from discarding all but a finite number of these functions

as in (2). For arms with only rotational joints this procedure is quite
natural.

m

y(x,t) = 7 a(t} ¢(t) (2)
i=1

Prismatic joints on flexible links are another problem. As a flexible link

moves in and out of a fixed prismatic joint its length effectively changes.
Physically viewed, the energy stored in the link deflection must be transferred

to another part of the beam. This is easily illustrated by a vibrating hack saw

blade retracted over the edge of a table. The peak strain in the blade during
the vibration must increase to store the same energy in a shorter blade and the

frequency of the blade increases due to its higher natural frequency. Real

manipulators will have real joints which are not ideally constrained, and must

be examined for the degree to which they are able to constrain the translation,
rotation and curvature of the link. These joints will dissipate vibrational

energy as well, in fact this may be their most desirable feature. Research on

modeling prismatic jointed flexible manipulators is limited.[1] Variation of

the mode shapes is one approach to the problem, but it will not be discussed in

detail in the remainder of the paper.
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In spite of the long standing use of a truncated series of shapes to represent
the kinematics of a flexible beam, no unimpeachable rule has evolved on the

selection of these shapes to obtain the needed combination of model simplicity
and accuracy. Popular choices are

1. Simple polynomials

2. Eigenfunction solutions to simple eigenvalue problems

3. Eigenvector solutions to finite element problems

4. Modal test results on the actual components.

Qualitatively speaking, the best results seem to come from shapes which allow

the natural shape of the link when in the total system to be accurately
described. Thus an "augmented body" which has the mass and/or inertia of the

other links represented as a rigid appendage on the end of a given flexible link

can be used to get the shape functions for that given link. This has given rise

to endless tinkering with the link boundary conditions in an attempt to find the

"perfect approximation." Some of these are described by Craig[2]. For

manipulator arms this incorporates a wide range of effects varying with

I. Payload

2. Contact with the environment

3. Joint position

4. Accelerations due to joint motion

5. Feedback control law and gains.

With so much uncertainty we must accept either a) models of high order, b)

models of low accuracy, or c) models not appropriate for the full range of
operation. In particular, decisions made on the basis of these models should

recognize their approximate and specialized nature.

The choice of mode shapes modifies the "rigid" motion variables. Different

choices have different advantages. A clamped boundary condition leads to a

physically measureable joint variable and simpler coefficients of the joint

torques.[3] Pinned-pinned boundary conditions lead to ease in specifying the
location of the joint tip and have been used to advantage in computed torque

control since the tip position is specified by one variable per link.[4] Others

nave used free-free boundary conditions and described the link c.g. with "rigid"
motion variables.[5]

La__y_g__MotionEquations

Implicit in the above description of the arm flexible components is the

assumption of small excursions from a nominal position. This assumption could
be violated in several ways. Nonlinear material behavior would result from

strains beyond the elastic limit, for example. Even with linear elastic

material behavior, one end of a sufficiently long beam can rotate through
multiple revolutions with respect to the other end in violation of the small
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motion assumptions of the derivation. A straight beamof length L projects a
distance L onto an axis x. Whenone end of the beamis deflected from that axis
and the other end is kept tangent to the x axis, the projected distance is no
longer L, but must be less. The length of the beamremains constant at L,
assuming no axial extension. The shorter projection on x is ignored as a
standard procedure, but has been shownby Ryan and Kane[6] to lead to obvious
errors under reasonable conditions of rotation. Likewise, centrifugal
stiffening, often ignored, creates terms that affect the system dynamics. While
the conditions of rotation of their example is unlikely for space robots, the
point at which these phenomenabecomeimportant is not clearly knownand a point
for future research.

Given the distributed behavior of a flexible link and the lumped behavior of
joints and drives, overall equations of motion can be derived by several
methods. A finite dimensional model will be assumedhere. Lagrange's equations
and severa| variations thereon are readily applied. Kane has formulated
equations in a manner of somedistinction.[7] Newton's laws are less popular
because of the distributed nature of the flexible links. Only the first,
Lagrange's equations, are discussed at all here. Lagrange's equation for
flexible links differ from rigid links because the flexible degrees of freedom

appear principally as a sum rather than as a product due to the parallel
contribution of each of the assumed shape functions. This is easily illustrated

with the homogeneous 4x4 matrix formulation of the forward kinematics. For a

rigid arm, the end point coordinate transformation is:

T = AIA2A3A4AsA 6 (3)

where Ai is the transformation representing the joint and link.
flexible arm the end point coordinate is

For the

T = A'IEIA'2E2A'3E3A'4E4A'sEsA'6E6 (4)

mi

Ei = Hi _"6ijMij
j=l

where Hi transforms along the length of the undeformed i-th beam and Mij adds
the effect of mode j. A' i transforms for the joint only.

where the Ei's incorporate the summation of the assumed "mode" shape

transformations Ei j and Li incorporates the undeformed transformation of the
]ink length. When'an integration over the length of the flexible beam is used
to incorporate all the kinetic and potential energy contributions, the assumed

shapes are integrated to yield, for example, "modal masses", "modal
stiffnesses", and "modal input matrix elements". These become coefficients in

the final dynamic equations and are one way the choice of shape influences the
final result. The choice of shape also will affect the calculation of outputs

from the model, such as end point position or strain in the links. If a finite

element or experimentally generated shape is used, equivalent integrals are

approximated from the nodal points in the model.
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The coefficients described above involve cross products of the various shape
functions. The choice of orthogonal shape functions eliminates a number of
terms from the final equations of motion, since for orthogonal functions

J" 0 i(x) 4,j(x) dx = O, i_:j (5)
0

The orthogonality condition is automatically obeyed by the eigenfunctions of
components. If boundary conditions are chosen to represent, for example, the
mass of an augmented body the orthogonaltty condition will incorporate terms
outside the integral. The true net value of this simplification is not clear.
Operations such as inversion of the inertia matrix and multiplication by the
inverse eliminate the zero coefficients. In simulation the coefficients may be
recalculated relatively infrequently. Some researchers support the use of
polynomials because they are able to represent more general conditions on the
flexible link. Even though a polynomial is not orthogonal it is simple to
compute. Incorporating the orthogonality condition correctly complicates the
derivation procedure with the hope of ultimately reducing the complexity of the
final equations. Since the equations are so complex already for practical
cases, either symbolically generated equations or general multi body codes are
the only practica| way to generate reliable equations. A final judgment on the
use of orthogonal shapes should be made in the context of that implementation.

Lagrange's equations applied by brute force to the appropriate energy functions

will generate a complex dynamic model. Simplification can be achieved by

simplification of the resulting complex equations can be pursued as described by

Book[3]. Remarkable success has recently been achieved by prior simplification,

using the specific form of the equations and the relation between the

coefficients ultimately sought for the equations of motion.[8][9] Kinetic

energy, for example, can be written as the integral over the link, but also as a

quadratic product with the rate variables with the mass matrix.

KE = xT M xT/2 (6)

The nonlinear dynamic terms can be related to the changes of the mass matrix.
Various relations like this have been used to represent rigid arm dynamics[lO]

and their analogies are now being found for flexible arms.

Non-serial arms

Very few of the thousands of manipulators constructed in the world qualify

exactly as serial link manipulators. Only a pure direct drive arm can meet the

qualification since all speed reductions involve parallel structural and drive

elements. Incorporating parallel flexible links is difficult but

manageable.[11] Differential equations can be formulated for each parallel path

along the structure up to a point where they must connect. Algebraic constraint

equations prescribing the meeting of the parallel paths must accompany the

differential equations and their constraint forces. Several numerical

techniques are then available to jointly solve these two types of equations and

eliminate the extra degrees of freedom from the differential equations. Among

the numerical procedures relevant are Singular Value Decomposition (SVD), QR

decomposition, LU partitioning and Gaussian elimination.[11] SVD is attractive

for flexible manipulators because the reduced variables resulti-ng are tangent to
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the constraint surface, and errors in satisfying the constraint equation have

less effect on the overall dynamic simulation.

Symbolic Derivation and Multi-Bod_ Codes

Hand derivation of dynamic equations for multi-link flexible arms is not

recommended for producing the final equations of motion. It does give a student

of the subject a healthy appreciation for the complexity of the problem and

perhaps ideas for simplifying the result. Two alternatives are symbolic

derivation and the use of general purpose multi-body codes.

General purpose symbolic manipulation programs include MACSYMA, SMP, REDUCE, and

MAPLE. These were originally developed for main frame and mini computers but

similar programs are now available on work stations and even personal computers.

Special purpose symbolic codes are available for rigid arms (SDExact and SDFast)
and are under development for similar flexible systems[12]. The general purpose

symbolic codes allow one to approach research on more complex configurations
with confidence. They cannot be viewed as an automatic means to turn theory

into simulation code. Problems of practical complexity can swamp even large

memories with "intermediate expression swell," especially when an expression is

expanded in preparation to simplification. Pathological cases continue to be

found on these systems which give incorrect results without even warning the

user. They are extremely complex programs in genera], and some have evolved

over many years leading to both good and bad characteristics. While not a

panacea, they are an invaluable, almost essential to one who would develop

equations of motion for a flexible arm.

Guidance on the use of general purpose manipulation programs for rigid[13] and

flexible manipulators using Lagrange's equations[14] is available in the

literature. The special nature of Kinematic chains leading to symmetry and zero

terms can be exploited well with symbolic manipulation as shown in recent

research.[8,9] for both serial and non serial arms.

Multi-body simulation codes are capable of handling unconstrained and in some
cases constrained flexible chains. Well known codes include DISCOS, CONTOPS,

DADS, ADAMS and others.[15] These codes insert the specifics of the model in

numerical form early in the equation generation process. The disadvantage is

more computational burden at each simulation time step. The advantage is a very

general formulation suitable for components connected in a tree topology by

various joints. They generally accept assumed shape data directly from finite

element analysis modal results. Simplified linear models can be generated for

more intensive design tradeoff studies on control, for example. In our research

with flexible arms we have begun to look to these codes for independent

verification of the accuracy of symbolically generated models.

Model order reduction

Discretization of the partial differential equations reduces the order of the

flexible arm model from infinity to n. The value of n and the flexible degrees
of freedom to be included can be determined from modal cost analysis

techniques[16] that are most relevant to structures without feedback controls or

to structures with the feedback controls already included. Tsujisawa[17] has

applied this analysis to planar motion of a large arm with parallel actuated
second link and found that one or two modes per flexible link were adequate for
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his case. Large space structures may require dozens or hundreds of modes. The
difference is the relatively clean, simple nature of the structure that
Tsujisawa examined and that arms in general exhibit. Modal cost analysis does
not insure that some higher mode will not cause instability i.e. that the
effects of observation spill over will be small. This is especially
problematical when the passive damping of the structure is small. Alberts[18]
has shown the pronounced effects on stability of enhancing the passive damping
through surface treatments. No general guarantee that a model includes the
right degrees of freedom exists. A high order "truth model" for ultimate
verification is perhaps the only insurance short of experiments.

Frequency Domain Analysis

It should be mentioned that if PDE descriptions of flexible elements are
accurate and large motion behavior is not of interest, A very attractive
alternative is frequency domain analysis. Models can be composed of elements
which are flexible or rigid, serial or parallel, with up to six axes of freedom.
Serial connection of components is much more readily incorporated using the
transfer matrix approach. With the transfer matrix approach facilitates
creation of the model from a library of elements as described in Book.[19] The
principal price paid is a restriction to linear behaviors. While the powerful
time domain synthesis techniques are not directly applicable to the frequency
domain model, iterative techniques for pole placement were used by Book and
Majette which converted between frequency domain and simple time domain models.
Readily available are frequency response, natural frequency, true mode shapes,
and, via the inverse FFT time response. The models have been applied to the
Space Shuttle Manipulator Arm and a complex payload with general spatial motion.
Numerical accuracy limited the approach as Majette used it, even with a 60 bit
word length. More robust numerical techniques have been used in analysis of
spinning spacecraft.J20] This approach is perhaps under utilized in the
dynamics and control community. The powerful finite element techniques have
dnm_n.tad and eaam mnPa Palatl_nt _0 "mae©y n_nhl.mem' ,.;_h m_,, *._**_.** _._

parallel connections.

2. DESIGN OF FLEXIBLE ARMS

This section is about the design of arms which behave well even though they are
flexible. Designing arms to be flexible is not of practical interest.

Material properties principally affect strength, stiffness and damping. High

strength materials allow lighter cross sections, consequently more flexibility.
For many high performance materials, strength and stiffness increase together.

While stiffness determines the need for flexible arm control algorithms, damping

determines the ease in implementing such a control algorithm. Composite

materials typically have more damping than homogeneous metals. Cost and ease of

working with metals is a strong incentive for alternative means of damping
enhancement.

The constrained layer damping treatment is a very effective means of enhancing

damping for flexural vibrations.[18] One can achieve an increase in damping by
a factor of 10. The treatment consists of a thin visco-elastic layer placed on

the beam's surface and covered by a very stiff constraining layer. Bending of

the beam results in shearing of the visco-elastic material and consequent

dissipation of energy. This dissipation can be maximized for a given wavelength
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Figure I: Robotic Arm Large and Flexible (RALF). Note multiple connections

between parallel linkages.

of vibration by sectioning the constraining layer. The dissipation can be large
for a wide range of wavelengths and their attendant frequencies, however.

Torsional vibrations are not so readily coupled to the constrained layer

treatment. A spiral wrap of a strip of constraining material has been examined

by Dickerson[21] and was effective for this purpose. Vibrations with torsional

compliance of a link depends on other links or the payload for inertia. These

links would be at an angle to the link in torsion and hence undergo some
flexure. This flexure could be effectively damped as mentioned before.

An active alternative to passive damping is active damping using piezo electric
films or ceramics.[22] By closing the loop with local measurements of the

strain, much the same effect of passive damping is obtained. One advantage of

the active approach is the elimination of temperature sensitivity which is quite
pronounced in the visco-elastic materials. Another advantage _s a small amount

of static deflection that can be obtained to control the shape of structures if

that is important. The disadvantage is the complexity of an additional control

loop and a high excitation voltage of several hundred volts.

Designs to minimize the flexibility of an arm are also important. Parallel link

mechanisms are more rigid than a serial link mechanisms of equivalent weight

such as the Stuart's platform. Unfortunately, the range of travel is typically
smaller too. A parallel actuation link can have the dual benefits of placing

motor mass near the base and providing a larger cross section area moment of

inertia when the two parallel links are bent. Multiple connections between the

parallel links such as shown in Fig. 0.1 work to further stiffen the pair by
allowing both to support the load in bending. The added attraction of this

arrangement is that the buckling load for the actuation link is increased.

Design should be interpreted broadly to include completely new concepts of arm
operation. Additional degrees of freedom, e.g. a small arm, on the end of a

long flexible arm are one way to change the nature of tradeoffs that must be

made in arm design. The tradeoff between arm rigidity and low inertia can be

couched in terms of gross and fine motion speeds. The extra degrees of freedom

can be used to have light weight for gross motion of a large arm and high

bandwidth rigid motion of a small arm it carries. These extra degrees of
freedom can also be used to generate inertial forces that act to reduce

vibration much as a dynamic vibration absorber would. They can also be used to
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compensatefor the relatively slow vibrations of a large arm, keeping the end

point stationary. These three strategies are discussed in a companion paper,
and will not be dealt with in detail here.

3. CONTROL FOR JOINTS OF FLEXIBLE ARMS

This section will discuss the limits for performance with rigid arm controls and

the use of advanced control algorithms of various types. The control of only

the existing joints will be discussed, not the addition of additional actuators

specifically for controlling vibrations, such as proof masses, reaction wheels,
or "smart materials." Such a control problem for robots is typically broken

down into path planning, trajectory planning, and trajectory following. Little

if any work on path planning specifically for flexible arm robots has been

presented. The concentration will therefore be on the other two phases. For
flexible robots control might also have the objective of vibration damping.

Trajectory Plannin 9

Trajectory planning for the joint and the eno point of a flexible arm are not

equivalent problems as they are for the rigid arm. Three perspectives on the

problem can be identified:

1. Generate an "optimal" trajectory

2. Control the arm's tip to follow a specified trajectory

3. Control the joints account for rigid link motion plus static deflection

and suppress arm vibrations with feedback control.

Sangveraphunsiri[23] numerically determined the minimum time trajectory for a
single link arm but recommended a near optim_Jm based on rigid behavior and a

feedback control near the final position due to the sensitivity of the true

optimum to parameter variations. Meckl and Seering[24] solved a similar

linearized problem in modal coordinates which yielded a simpler solution format
applicable to the complete class of linear problems. Book and Cetinkunt[25]

looked at trajectory optimization for rigid arms and extended it in an

approximate way to flexible arms.

Singer and Seering[26] examined shaping techniques for trajectories in terms of

their vibrational consequences. Work by Oosting and Dickerson[2?] sought to

choose tip trajectories to make the joint torques realizable without preview. A

type of inverse dynamics model was used. Bayo[28] used a more elaborate model

to obtain joint torque histories to track a Gaussian tip trajectory. Bayo's

model was based on finite element and his original solution involved frequency

domain techniques with substantial computational burden. He is extending his

results to the two link case. These inverse dynamics approaches must

simultaneously incorporate inverse kinematics, since the flexible degrees of

freedom cannot be decoupled from the joint degrees of freedom. Asada also

studied the inverse dynamics/kinematics problem and found that it was possible

to produce a well behaved tip motion that resulted in unstable joint motion.[4]

This was not observed by Bayo or Dickerson and may involve the choice of

trajectories to be followed.
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Several authors have planned the trajectory based on a static correction to the

tip position based on rigid arm motion. Since this is not a dynamic correction

it is easily implemented. Joint position adjustments assume instantaneous wind

up of the arm "spring" predicted by acceleration forces. The method is shown to

be very successful. It would seem that a good choice of trajectory to track is
critical to the success of this method.

It should also be mentioned that if the tip position is not crucial except near

the end of a motion, it is quite reasonable for the flexible arm to track joint

motions based on rigid kinematics and use a final feedback control to produce

acceptable vibration characteristics. When a flexible manipulator is used as a
teleoperator, trajectories are at the disposal of the human operator, and can be

at most minimally filtered to condition the reference signal.

Trajector _ Trackin 9

As an arm is made lighter (more flexible) a point will be reached when it can no

longer be considered rigid. Alternatively, if the arm servo bandwidth, us is
increased sufficiently, interaction of the dominant poles with the lowest

ignored poles (in the rigid model) will eventually occur. For simple beams

connected by rotary joints this lowest pole will be the first structural

frequency with joints clamped, _c- The proximity of the closed loop bandwidth

to _c gives one a valuable measure of the difficulty in achieving that bandwidth

with simple rigid arm controllers. For example _s < _c/2 has been proposed as a
practical limit for simple P.D. joint control.[29]

Imperfections in the system's behavior result in poor performance even for much
stiffer systems. Coulomb friction in the joints, for example, will result in

the link not back driving the actuator for small vibrations. These oscillations

cannot be damped by the actuator motion, i.e. energy cannot be removed from the

vibration. With greater frictional break away torque, larger amplitude

vibrations will be allowed to exist with only structural damping slowly reducing

their amplitude. With link strain included in the joint control, even low

amplitude structural vibrations can be damped. For arms with speed reducers

this is especially valuable, since some high ratio reducers are not back

driveable under any circumstances. The strain feedback can be viewed either as

a damping enhancement or as a inner torque control loop.

In order to account for a limited number of additional states in a flexible arm,

a higher order model can be used in the control synthesis. Linear regulators or

tracking controls optimized based on a quadratic performance index with a

guaranteed margin of stability have been employed for end point[30] and strain

measurements[31] for one link arms and also for multi link arms[32][8

Measurements involving link flexure can introduce non-minimal phase behavior.
This is most apparent with tip position measurements of a one link arm. The tip

initially moves in the opposite direction of the applied torque. The linear

transfer function of such _ system has zeros in the right half plane. The poles

of an output feedback controller will move toward these zeros as gains increase,

leading to instabilities. Viewed from a state space perspective, some

optimization techniques for linear systems effectively cancel unwanted zeros

with poles, leading to instability when the cancellation is inexact. Other

measurements are less vulnerable to non minimum phase difficulties. Strain

gages at the base of a one link arm with motor inertia has no non minimum phase

zeros, and yet can be used to observe all system states.[33] The price paid is
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the lack of direct knowledge about end point position in the uncertain work
environment. For higher modes it is desirable to make more measurements instead

of having a high order observer, with the attendant computational requirements.

These additional sensors can introduce the non minimum phase zeros and
instability. Multi link arms introduce an even greater need for additional

measurements. Understanding more thoroughly the role of non minimum phase

dynamics in both the linear and nonlinear cases is a very challenging and

potentially useful research area. How can one combine strain and tip position
sensors to achieve a robust and accurate controller?

The system linearity assumed in standard LQR control design is highly
questionable in the robotic applications. Rigid arm control has been able to

circumvent this through various means, including computed torque techniques,

linear,zing controllers, nonlinear controls (e.g. variable structure control),
and adaptive controls. When the number of degrees of freedom exceeds the number

of actuators, as for flexible arms, this approach must be modified.

Adaptive control has also been applied to the rigid case. Application of rigid
arm model reference adaptive control to a flexible arm can overcome the adverse

nonlinear forces at high velocities, but cannot overcome the bandwidth

limitations imposed by vibrational structural modes.[34] For a flexible MRAC to

be designed using the stability methods applied to rigid arms, the "model

matching" condition must be satisfied. The rigid arm development uses the equal

numbers of actuators and degrees of freedom. The near linearity of the one link

flexible case has allowed Siciliano, et.al.[35] to accomplish model matching to

a reference model which, instead of decoupling the rigid degrees of freedom, is

a linearized model of the flexible arm. This also provides values of the

flexible states for tracking during the motion. Others have proposed indirect

adaptive control approaches such as the estimation of the payload mass.[36]

An explicit means of incorporating model uncertainty and simplifying assumptions

adding to the linear control adaptation ano a saturation term similar to

variable structure controls. This technique has been used to derive a

decentralized controller for a two joint flexible arm with very good success
relative to both a rigid controller and to a pure linear flexible feedback

controller.[8]

The complexity of the nonlinear, flexible problem has lead researchers to seek

various ways to simplify the problem. Rigid-nonlinear approximations are usual.

Flexible-linear approaches are also common. When limited to small motions and

inconsequential nonlinear velocity forces this is straight forward. Since the

elastic deflections are usually rather small, linearization along a specified
motion path is also effective. It is not accurate to assume the gross motions

only force the flexible motions, since the damping of the vibrations is

increased by their influence on the moving joint. One well developed approach

for separating rigid and flexible motions is by exploiting their time scale

separation with Singular Perturbation Analysis. This has been studied for arms

with compliant drives[37] and with flexible links[38]. If flexible frequencies

are to retain the broad separation from the "rigid body" frequencies needed for

the singular perturbation theory to hold, high performance light weight arms

will be automatically excluded. An alternative to including all flexible

degrees of freedom in the fast system is to place the lowest mode in the slow

system with the rigid body modes. This enables the dominant dynamics to remain
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in the slow system. It appears feasible for light arms with significant
payloads. For example, as the payload of a beamgets bigger and heavier, its
first bending frequency approaches zero. The second bending frequency
approaches the first clamped-clampedbending frequency. On a percentage basis,
the separation of the two modesincreases as the payload increases.

Practical advantage seems to be gained when the decoupling of rigid and flexible

motion combines a ]inearizing feedback control for the rigid motion and a linear

control on the flexible subsystem linearized about the rigid motion. A static

deflection correction to the specified joint motion can also be incorporated to

place the tip closer to its specified trajectory.[39]

4. CONCLUSIONS

The consideration of flexibility in manipulator arms is in a rapid state of

progress relative to a few years ago, but much remains to be done. Many new
approaches in modeling, design and control are being explored. It is important

that experimentation accompany the theoretical and simulation results to keep
realism in the research. Even single link experiments are much better than no

experiments. It is important to move into realistic 2 and 3 joint experiments
where flexibility is representative of real applications or at least scaled to

those app]ications. It is possible that earlier work on rigid arms will find
more application when the role of flexibility is more fully understood.
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Using the Method of Kinematic Influence
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ABSTRACT:

A method of formulating the dynamical equations of a flexible, serial manipulator

is presented, using the Method of Kinematic Influence. The resulting equations account for

rigid body motion, structural motion due to link and joint flexibilities, and the coupling

between these two motions. Nonlinear inertial loads are included in the equations. A
finite order mode summation method is used to model flexibilities. The structural data

may be obtained from experimental, finite element, or analytical methods. Nonlinear
flexibilities may be included in the model.

INTRODUCTION:

Link and joint flexibility often have significant effects on the performance of

robotic manipulators. Simulations which include the dynamical effects of flexibility

should include the structural dynamics coupled with the dynamics due to the gross motion
of the links. A method of formulating such a dynamical model is presented. It extends the
Method of Kinematic Influence to include a finite order mode summation model of
structural dynamics.

The Method of Kinematic Influence is used to obtain a geometric and kinematic

description of the robotic device, which includes the effects of flexibility. The kinematic
description is then used to obtain a dynamical model which includes structural motions,

gross motion of the links and base, and the coupling terms between the structural and

gross motiot_s. Nonlinear inertial forces are inciuded. The operations used in obtaining
this model are simple transformations of the inertias of each link, and first order

transformations of forces and torques. A computer program, called V-Sire, has been

written which uses this method to automatically generate the dynamical model for
simulations.

REVIEW OF PREVIOUS WORK:

Various models of structural dynamics in robots have been presented in the
literature. Many of these models use a finite order modal representation of the distributed

mass and stiffness of each link. [6-8,11,14-19,21,23-25] Some lumped parameter models,
[1,5,13,20,22] and some finite element models [2,9,17] have been presented. Linearized

and quasi=static models have also been analyzed to determine how they differ from the
full non-linear dynamical model. [16,17,20]

The method used to derive the dynamical equations should be chosen because it is

easy to understand, or because it meets some other desirable criteria. Lagrangian

derivations are common in flexible body dynamical modeling because they use the kinetic

and potential energies, which may be easily obtained for a system of flexible bodies.

[6,13,23-25] Hamilton's Principle has also been used because it provides similar
advantages. [17] Other derivations have used Newton's Laws. [7,20]

Many computational algorithms have been presented. Great variations exist in the

order of the calculations, and in how the algorithms collect common operations and

common terms. Recursive methods of computation have been popular because of their

tractability and efficiency. [11] Other more general methods which do not depend upon a

25



specific recursive algorithm, have been presented. [3,4,10,12,19,23] Most methods may

also be used to obtain the system inertia matrix and the non-linear torques which are

necessary in control algorithms involving dynamical compensation.

The assumptions of the structural model have great effects on the validity of the

resulting dynamical model. For example, mode summation models often assume modes to

be geometrically decoupled at the local link level, and may ignore certain dynamical

stiffening effects which may occur. [15,19] If inertial variations due to flexibility are

included, these models will predict extremely large deflections and become unstable at

high rotation rates. When such a model is used, the assumptions which restrict its
application should be examined. In general, these models are valid only for small link
deflections.

The Method of Kinematic Influence was developed first for rigid body, open loop

(serial) mechanisms. [3,4,10] The method was extended to closed loop (parallel)

mechanisms [12], and then to mechanisms with flexible joints [13,22], and flexible links

[23]. This method is an extremely powerful and simple way of obtaining the dynamical

model of a complex mechanism. Its organized structure yields information which is useful

in mechanical design and analysis. It may also be used to calculate information about the

system inertia matrix and non-linear forces and torques which are required in many

advanced control algorithms.

THE GEOMETRY OF A FLEXIBLE SERIAL MECHANISM:

The geometry of a serial mechanism can be represented by a series of links

connected by translational or rotational joints. A local coordinate frame is attached at the

proximal end of each link. The z-axis coincides with the proximal joint axis. The x-axis is

perpendicular to both the proximal joint and distal joint of the undeflected link. The

undeflected link is represented by the vectors ai and si+l. The joint angle is denoted by

_i, and the link angle by cxi, as show in figure 1. If the proximal joint is rotational, ¢_i will

be a variable, but if it is translational, s i will be a variable. Link deflections are

represented by a displacement vector, d, and a small rotation vector, O.

, Figure i, Geometric Parameters

A finite order modal representation is used to describe the structural deflections

of each link. The deflection of a point on the link is a function of the magnitude of the

modes of the mechanism, q.
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Often, the modes are assumed to be geometrically decoupled at the local link level, and the
deflections can be written in modal matrix form.

(2)

The rotational coordinate transformation between sequential local coordinate

frames can be represented in a 3x3 matrix form, [iTi+l]. The rotational deflection is

represented by the skew-symmetric form of the small rotation vector, O i, added to the

identity matrix. This matrix is post-multiplied by a matrix representing the angle a i

about the x-axis, and then by a matrix representing the angle 0i about the distal joint (z-

axis).

I -0z 0r [ I 0 0 l "c°st'sia¢ 0ri,,r I

lli+lJ" Oz 1 -O_ [ 0 corn-sinai sinO coo 0 (3)
L 0 sina cosa J

-Or O, 1 O O 1

Notice that the rotational transformation matrices between other frames may be found by
concatenating these matrices, and that the inverse of a rotational transformation matrix

may be approximated as the transpose, since the determinant is very close to one.

i-i

[wI'J"I'I [tI'H-J"[wI'h*d[h+*T_]"'"[i'iT'J (4)

[,r.j-'=['r,]'=[,Td (5)

The position vector of a point on link P is:

p-I

j-h

f

_3

where Xp is the undeflected position of the point. All vectors are referenced to a common
coordinate frame.

THE METHOD OF KINEMATIC INFLUENCE:

The Method of Kinematic Influence allows the cartesian velocities of any point on
the mechanism to be expressed in terms of the positions and speeds of the joints, modes,

and the base. This expression may be organized in the form of a Jacobian matrix, [J]. The

translational and rotational cartesian velocities of the point, P, are described by a 6xl
vector, such that:

}-- . [I,,.JI,,l] /
It is convenient to combine the joint variables with the modal variables in one vector. This

hybrid combination of joint space and modal space will be called j-m space. Base motion is

modeled as three rotational and three translational joints at the origin of the base link.
The columns of the Jacobian matrix are called the Kinematic Influence

Coefficients, g, and are functions of the mechanism geometry, the joint positions, and the
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deflections. For a rotational joint or base motion which contributes to the motion of point,
P , the Kinematic Influence Coefficient is defined as:

(8)

For a translational joint or base motion which contributes to the motion of point, P , the
coefficient is defined as:

For a mode qi which contributes to the motion of point P , the coefficient is defined as:

)
I aqiJ R it,+ | aq J

°:/ /
| aqil

(10)

But, if the modes are geometrically decoupled, the column of the modal matrix which is
associated with this mode may be substituted for the partial derivatives.

-g;- (11)

For a joint or mode which does not contribute to the motion of point, P , the coefficient is
defined as:

\

///-/'- \"X'%-"

Figure 2,The Geometric InfluenceCoefficientforJointi

(12)

The S and R vectors can be found from our knowledge of the geometry of the mechanism. R

is the vector position from the joint or deflection to the point, P, and S is the vector of
direction cosines which describe the line-of-action of the joint or deflection, as shown in

Figure 2. All of the vectors which are used in these formulas must be expressed in a
common frame of reference.
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KINEMATIC INFLUENCE AND EQUIVALENT FORCES:

The Jacobian matrix also serves as a relationship between cartesian force/torques

and the equivalent j-m loads:

(13)

where {_ Q } is the vector of equivalent loads in j-m space, {F M} is the 6xl vector of

cartesian forces and torques, and [jp]T is the transpose of the Jacobian Matrix for the
point where {F M} is applied. This relationship is a result of the duality of forces and

velocities, and may be proven by showing that the virtual work performed by the cartesian

force/torque is equal to the virtual work done by the equivalent j-m loads.

(14)

THE DYNAMICAL E_QUATIONS:

Consider a differential element of mass in one of the links. The kinetic energy of
this mass element is:

(15)1 ]l l[o]

The velocities are referenced to a local coordinate frame fixed in the element. Potential

Energy is defined as the integral of an elastic force and moment, from a reference position

where there is no Potential Energy, to the current position, allowing for nonlinear

stiffnesses in the system.

(16)

Lagrange's Equation provides a convenient starting point for deriving the final

form of the dynamical equations of the mass element.

¢j _ [OKE_ OKE + OPE (17)

By chosing x to be the cartesian coordinates fixed in the mass element, the resulting

equation is a familiar form.

[o]
[o] o }

5Dx
_ }Elastic

(18)

But this form of equation is not suitable for simulation. The equations must be converted

to j-m space, and all of the other mass elements in the mechanism must be considered.
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To express these dynamical equations in terms of j-m space, the Jacobian

transpose relationship is used, where [Jp] is the Jacobian for the mass element.

Qp Exte_al =[JILT I _l_I] 0 + ! "_p /

(19)

Next, the dynamical equations for each mass element in the mechanism must be
combined to form the dynamical equations for the system. This can be accomplished by

adding all of the equations together, and can be written as a volumetric integral

throughout the mechanism, assuming the mass elements are very small. Notice that the

forces between the particles cancel because they are equal and opposite, _ at the

joints, and "at" the modes.

(20)

where p is the mass density and II/V is the inertia "density". For practical purposes, the

integral term must be simplified. Let the acceleration of the particle can be expressed as

the sum of a linear function of the j-m accelerations, and a nonlinear function of the j-m
velocities.

(21)

Substituting this formula into the integral,

[o]
[Jp] dV +

o )
(22)
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The nonlinear inertial forces are lumped in one term for notational brevity. Notice that

the linear inertial integral involves a similarity transformation. This will yield the

system inertia matrix. It is most convenient to perform the integration over each link, and

then sum the results. To do this, it is necessary to express [Jp] in terms of the Jacobian of
the link coordinate frame, and a Jacobian expressing the motion of the mass element with

respect to the link coordinate frame.

[JP']= [0] i'I] [_]

1
L[J,] =[j,,,][ [q
[0][I] ] ro][i] ]

(23)

The nxn zero matrix and mxm identity matrix in this formula are used to make the matrix

multiplication conformable ( n equals the number of joints, and m equals the number of

modes of the mechanism). The matrix [Wp/i] is equivalent to [V/p]- IV/i]. The linear inertial

integral then becomes the definition of the system inertia matrix:

[J,Y [J,,]

--_ P'] [a_7
• [o][i] . [o1 [v_]

[o][I]

,r24)

If this integration is performed in the local link coordinate frame, and the modes are

assumed to be decoupled at the local link level, and variations due to the flexibility are

not considered, the elements can be defined as:

[ [a,.,,][iI.o][n.]]
[inJ:/[n,,,_[li,,][is,,,]1L[n.,Y'[n,,2"[ii_

(25)

where:

[li_x] ffi Irni [I] (25.a)

o m, ]

-,{:_111y

-Cinz 0 C;x
Cmy -Crux

(25.b)
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[H=]: p_ [o] ov

[_®]:[_._]+[roT_ [I]- c__.mc.mT]m,

cm2y+cm_z -cm_my -cm_cn_
[c__mTc_m[I] -cm c___mT]= -cm_cmy cm_Z+cm_ -cm_cnh

-cm_ah -cm_'m_ cm_Z+cm_

pm[_[_._]
Ix(_)_ ,
--g-Lv_._J

(25.c)

(25.d)

(25.e)

av (25.0

and,

I_[ pro[_,_)]_[_] [o][l_] : I X(_) [ _i(._]T[ _. X(._][o] v
dV (25.g)

such that [IIcm] is the rigid body rotational inertia at the center of mass, mi is the total

link mass, and cm is the undeflected position of the center of mass in the link coordinate
frame. In practical situations, these inertial parameters may be estimated via finite
element analysis, or some appropriate experimental technique. To transform the inertial
parameters back into a common frame (which is necessary), the matrix is pre- and post-
multiplied by a transformation matrix, where the mxm identity matrix is used to make the
matrix multiplication conformable.

[_%]Eo]Eo][lli] : [0] [hTi] [0]

[0] [0] [q
[irL] [_Ti]Eo]

L Eo] [o] [i]
(26)

Often the nonlinear inertial terms are presented as Christoffel Symbols of the
inertia matrix, which are multiplied by the appropriate joint velocities to obtain the
nonlinear loads. The computation involved in computing the Christoffel Symbols is

overwhelming for a mechanism with many flexible modes, and the mathematical operations
involved are not easy to understand. The number of computations can be minimized by
collecting common operations. To do so, the nonlinear acceleration of each link is
computed using an iterative algorithm, then the nonlinear loads on each link are

computed, and finally the loads are transformed back into j-m space using the [jT]
relationship. The nonlinear loads will be computed from the accelerations and angular
velocities of the center of mass of the link. The nonlinear accelerations may be computed
in an iterative fashion:

a }nmlir=arb :

a
amlimara

(27)
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And the nonlinear forces are approximated by:

The final dynamical equations are expressed in j-m space, and in a standard form:

"(a} °'
where [II*] is the system inertia matrix in j-m space, and the vectors of externally

applied, and nonlinear inertial loads are given in j-m space.

V-Sim: A SIMULATOR FOR FLEXIBLE ROBOTICS:

These dynamical equations have been implemented as a computer program named

V-Sim. It is currentl]_ being used in a variety of applications ranging from simulation of

cantilever beams to simulations of the Space Shuttle Remote Manipulator System. The

program automatically formulates the dynamical model for an open-loop manipulator. The

manipulator may have n joints, which may be translational and rotational, and may have m

modes of vibration. The resulting equations of motion may be used in simulations for

controls design and analysis, mechanical design and analysis, or operational assessments.
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Abstract

The purpose of this paper is to discuss a recently developed control
system for capturing free-flying payloads with flexible manipulators. Three

essential points in this control system are, calculating optimal path, using a
vision sensor for an external sensor, and active vibration control.

Experimental results are shown using a planar flexible manipulator.

1. Introduction

In the near future, capture of free-flying payloads, for example,
recovery of satellites, will become one of the most important tasks for

manipulators on the space station. This task of space manipulators are

different from those on the earth. Manipulators have to capture payloads
without impact. Most space manipulators should be structurally flexible,

reflecting the necessity for their light-weight based upon minimum energy
comsumption and shipping cost, as well as handling of large mass payloads in a

no gravity environment. Therefore, it is also necessary to control structural

vibration in these space manipulators to accomplish this task, especially

after capturing satellites. The purpose of this paper is to discuss a recently
developed control system for capturing free-flying payloads with flexible

manipulators. Experimental results are shown using a planar flexible
manipulator.

Three essential points in this control system are, (1)calculating optimal
path of manipulator tip, (2)direct sensing of position and attitude of a

payload using a hand eye camera, and (3)active vibration control of a

manipulator. Determining the optimal path is necessary to accomplish non

impact capture of a payload. This path is obtained by minimizing the

performance index which consists of relative position error, velocity error

and acceleration of manipulator tip. Direct sensing of the relative position
between a manipulator and a payload is necessary to move the manipulator tip

precisely along the optimal path. The authors used a hand eye CCD camera and

LED target marker for this sensor. Active vibration control is necessary for
precise and quick control of a manipulator. A local PD feedback of joint angle
and torque was used for robust positioning and vibration control.

An experimental equipment was built to investigate the validity of this

control system. This equipment consists of an air suspended, flexible two-link

manipulator, a payload, and a controller. Experimental results of capturing a

moving payload demonstrates the effectiveness of this system.

2. Control System

The task of a manipulator considered in this paper is automatic capture
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of free-flying payloads, for example, capture of satellites, with manipulators

on the space station or on the free-flyer. This task was accomplished in the

Space Shuttle program by cooperation between RMS (remote manipulator system)

and EVA (extra vehicular activities). This task was done for repair of a
disabled satellite. In the future, after constructing the space station, many
satellites will be assembled on the station and thrown into an orbit.

Therefore, maintenance and repair of satellites will be done frequently on an
orbit. In such a case, doing this task manually will be expensive and

uneffective. Therefore accomplishing this task automatically is necessary.

To construct control system for the first stage,
assumptions were made for payload motion.

the following

(1)A payload rests or moves with constant velocity to the manipulator's
base.

(2)A payload does not revolve on its own axis.

(3)Movement of a payload is constrained on one plane.

For using this control system on an orbit, the following capabilities are
targeted:

(a)Real time manipulator path planning
(b)Direct sensing of the payload position

(c)Quick and precise motion control of a manipulator
(d)Easy integration

The system can be represented by Figure 1. The major subsystems are:

(1)Path planning

(2)Vision system
(3)Manipulator control

Explanation of the subsystem is as follows:

2.1 Path planning

In this subsystem, an approach path of a manipulator is calculated in

real time. The following assumptions were made:

(1)A free-flying payload moves straight with constant velocity.
(2)The position and velocity of calculated path become equal to those of

free-flying payload at the target time tf.

The authors chose the optimal path obtained by minimizing the following
performance index as the approach path satisfying upper assumptions.

1 l/t f t

J=- (2(tSfK) if+-_/ am amdt (I)
2 2 tO

where

K=K --IK
p m

_p'The position vector
_m The position vector

of a free-flying payload
of a manipulator path
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x:[:]:,vxv,vzx z,t
Sf=diag (C I, C I, C I, C 2, C 2, C 2) (C I, C2-_o)

m m

By using this path, non impact capture is realized because position error

and velocity error between a manipulator and a payload become zero at tf.

Horeover, smooth path is obtained because of minimizing total sum of (am)2.

Considering a as the input to the system, the following system equation
is obtained becaus_ the acceleration of a payload is zero.

where

X=F - X+G - a (2)
m

I
o I o

I
------+------

1001
0101 0
0011

G_

-1 0 0
0-1 0
0 0-1

0

Therefore, solving optimal path from equation (1) is equal to the design

of the linear inhomogeneous regulator. In general, for this problem, the
system equation, the cost function and its general solution become as follows

[1]:

_=F (t) y÷G (t) m÷C (t) (3)

I t
J=-(y S

2
_/t f tA

+-- (y y+mtBm) dt
fY) tf tO

-1Gt Sy_B-1GtK

t S÷SGB--IGt S- A

(4)

(5)

(6)

Sf=S (tf)

K+ (Ft-SGB-1G

K (tf) --0

t) K+SC=O (7)

Compairing equation (I) and (2) with (3) and (4),F and G equal equation

(2), and y,m,B,A,C become as follows:

y:X ll=--a
m

(8)
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I ')0
B=I 0 I0

031
6.

Substituting these equations
solution is obtained as follows:

amX

_mY

R
mz

4

A--C=0.

into equation (5),w(7), the analytical

6

VX+ 2 X
(tf-t) (tf-t)

4 6

Vy+ Y
(tf-t) (tf-t) 2

4 6

Vz+ z
(tf-t) (tf--t) 2

(9)

The optimal path is calculated by the integral of equation (9)

substituting Y , Vy, Vz, X, Y, Z which are obtained from vision system in real
time. x

2.2 Vision system

In this system, position and attitude data of a payload are sensed in
real time. This system consists of a CCD camera, a marker and an image
processing unit. A CCD camera watches a target marker on a payload. This
marker consists of a rectangle formed by 4 LED points. Next, video signal from
a CCD camera is sent to image processing unit. In this unit, coordinates of 4
LED points in the frame are detected using a simple hardware.

In three dimensional space, when the geometric relation of 4 points on a

plane are known and corresponding points to 4 points are obtained in the
frame, three dimensional coordinates of these points are determined by using
inverse translation of projection. Therefore, three dimensional coordinates of

camera. Figure 2 showsa payload can be detected only by a monocularXc
coordinates of a ca_eraf( _ C) which consist of , yC and Z , and a frame
which consist of X-, Y-. For each 4 LED points, the following equations are
obtained from translation of projection.

X. C
1

v.C
1

Z. c
1

!" f
X.

1

= k yi a
f

Y.
1

J

where

(i=l, --, 4)

l 2

L13

= f _k t yf_.k I X3 f) 2+ (Y1 3 3kl (Xl 3
t 2 2

f) 2+ (1 -k 3 ) Y a

(11)



r]k 2

=

k4 J

and

x2f -x3f X 4

Ya --Ya Ya

f f
Y2 -Y3 Y4

(X c ctan-1 1 -X4= )
Z C-z c

1 4

1
_b=cos -I [-- { (X c

L 2
12

X
1

Y
a

Y
1

-X

°

k . =k k'.
1 1 1 (i=2, 3,4)

_ Z c c
O=cos 1 ( 1 -Z4
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_, O, _ denote role, pitch, yaw of a marker. Ltj denotes the
actual length between No. i and No. J. Therefore, three dimensional data

X c, yc, Z c, _, O, _ of a marker are detected by sensing X f and
Yf. In this system, data are obtained at 50 msec intervals.

2.3 Nanipulator control

Most of space robots must be structurally flexible, reflecting the

necessity for their light-weight based upon minimum energy consumption and

shipping cost, as well as handling large mass payloads in a no gravity
environment. Therefore it is necessary to control the structural vibration in

the flexible arm for quick, precise tracking of the trajectories and
accomplishment of tasks.

Figure 3 shows a blockdiagram of manipulator control. The outer loop is
for motion control. The inner loop is for vibration control. In this method,

joint angle and torque sensors are basically needed, which are ordinarily used
in remote manipulator systems for nuclear power plants.

Ne derived this method from the standpoint of energy control in the

system, where the energy was both kinetic and potential. We considered a

flexible manipulator system as a completely mechanical system. From this

standpoint, it is possible to consider that the control of a flexible

manipulator is the same as the control of two types of mechanical springs in a

system. The first one is springs in an elastic link. These springs cause

structural vibrations of all modes when the accumulated potential energy
converted to kinetic energy. So it is necessary to minimize both kinetic and

potential energy at the target point for vibration restraint.

The second one is a spring in an actuator. For example, if the

manipulator motion is controlled by simple proportional and derivative (PD)

feedback compensation, as the general industrial robots, the work accomplished

by this actuator is the same as the work in a general linear spring. In this

case, the proportional control gain equals the spring constant. It is also

necessary to minimize both the kinetic and potential energies of this spring
at the target point for motion control [2].
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In the case of flexible manipulators, both vibration and motion control

are needed at the same time. Therefore, it is necessary to control both

springs. In this control, total energy control for the system is accomplished
by composing both joint angle and torque PD feedback loops. The position

feedback loop realizes grobal motion control, while the joint torque feedback

loop realizes vibration control of all modes [3].

3. Experimental setup

An experimental equipment was built to investigate the validity of this

system. The authors named this equipment TESRA-I (teleoperated elastic space
robot arm). This equipment consists of a two dimensional air suspended

flexible manipulator, a payload and a controller. Figure 4 shows configuration

of this equipment.

The flexible manipulator is about 1.5 meter long. It has two flexible
links and three degrees of freedom (shoulder, elbow, wrist). An actuator is

installed at each joint. It consists of a DC motor and a planetary gear

reducer (l:lO0 reducer ratio). The sensor system consists of a potentiometer
for sensing the joint angle, a tachogenerator for sensing the motor velocity,

and the strain gages at the joint axis for sensing the joint torque. Flexible

links for this manipulator are made form strainless steel. The link diameter
is 6mm. The total weight for each joint and hand are 4kg and lkg. This arm

floats on an acrylic plate base, using four air bearings so as to simulate a

no gravity environment in the horizontal plane. A small CCD camera, 35mm(W) x

43mm(H) x 70mm(L), is installed on the manipulator's hand (Fig.5).

The payload consists of lead sheets, and the weight is 40kg. A handle for

grasping is installed at one side of this payload and a target marker is
attached on it. This marker consisted of a rectangle formed by 4LED points,

40mm(W) _ 30mm(H).

This manipulator is controlled by a MOTOROLA digital computer VME-IO

system as the main computer. Its MPU is the 16-bit 68010, and the VERSAdos

multitasking system is used as the operating system. Sensor outputs are

sampled at 15msec intervals through a 32ch A/D board. Commands are fed to the

servo amplifiers through the 4ch D/A board. In the vision system, 32-bit

MPU(68020) are used for calculation of the target position.

4.Experimental result

Figure 6 shows one of experimental results of capturing a free-flying

payload, and the paths of manipulator tip and a payload are indicated.

The task sequence from capture to stop is as follows. The time of capture

t_ is 6.0sec. The path are planned so that manipulator tip goes to the
location of about lcm from a handle for grasping a payload. And, after

arriving at the location, manipulator tip goes ahead and captures a payload.

(1)A payload is manually accelerated to get to about 5cm/sec speed, and
released.

(2)An optimal path is calculated, and a manipulator is controled so as

to track the planned path.

(3)A manipulator tip arrives at the location of about lcm from a handle

for grasping a payload at 6.0 seconds.
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(4)A manipulator tip goes ahead for grasping a handle.
(5)Capturing of a payload finishes at 10 seconds.

(6)A manipulator stops a payload at 30 seconds.

It is obvious that a manipulator tip moved along a smooth path and

captured a payload without impact. A little impact shown in figure 6 was

caused when two fingers of a manipulator closed. No link vibration occured
after stopping the payload.

5. Conclusions

In this study, the authors proposed a recently developed control system

for use in automatic capturing free-flying payloads with a flexible

manipulator. The features of this system are as follows:

(1)real time path planning

(2)direct sesing of payload position by a vision system

(3)quick and precise control of a flexible manipulator

(4)easy integration.

The effectiveness of this system has been verified by experimental

results. The next step for this sytem is to expand its ability so as to adapt
it to capture a payload with acceleration and revolution on its own axis, and

finally adapt it to real three dimensional system.
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'IIgCHNOLOGY AND TASK PARAMETERS RELATING TO THE I_'FF_,CI]VENESS
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1. Introdnefion

The bracing strategy has been proposed in various forms [1] as a way to improve robot performance. One
version of the strategy employs independent stages of motion. The first stage, refered to here us the large or
bracing arm, carries the second stage of motion. After the first stage has completed its motion it is braced to
provide a more rigid base of motion with a more accurate relationship to the parts to be manipulated. The
hypothesis of this research is that more rapid completion of certain tasks is possible with lighter arms using the
bracing strategy. While it is easy to make conceptual arguments why this should be so, it is less easy to specify
even approximately when this will be true for some reasonably generic situation. There is no relevant experience
base with bracing arms to be compared to non-bracing arms. Furthermore, if one were interested in obtaining
such practical, or at least relevant, experience, there would be no methodical guidance on the selection of an

interesting case.
An "interesting case" is one in which the unproven approach, bracing in this paper, can show its superiority. If

one such case exists, only the extent of applicability of the new approach is in question. One set of "interesting
cases" is likely to be applications in which a large workspace must be covered, but where a series of small accurate
moves will remain within a smaller region of the total workspace. A prototype application with these
,..h_,,._*.t_1-_._t;_,,..__._u,;ll.._.l._w _*"t ....."v "_"l a"_,,,,.,,,,,'"-'.... _ of _.._,s _ _ _peti_ st[ategies w_l bc compared.

2. 'l'ne Problem Studied

This paper compares two operational and design strategies to pick and place a stack of n parts as depicted in

F'_,. L The first strategy employs a single arm 11which moves through an _ distance dm to the part location.

It then repeatedly moves a distance dp to relocate the n parts at the final location. The second strategy employs
two arms. The first arm of length i2 carries the second arm to a bracing position from which a second short arm of
length !s to a bracing position from which the short arm can complete the n part relocation moves. The question
to be answered is: Under what combinations of task parameters, technology capabilities and performance
measures should one consider the bracing strategy.

The most relevant task parameters seem to be the distance of the initial move, Dm, the distance of the

repeated moves, Dp the number of repeated moves n, the payload mass rap, and the size of the workspace to be
covered, represented by a length of the single arm, 11. The task chosen is also representative of other tasks in
which operation is concentrated for a time within a small region of the total workspace.

The performance measures examined are the time to complete the task and the weight, under certain
constraints to be described later.

The level of technology employed affects the study in several ways. The elastic modulus, maximum stress, and
material density are three parameters of the material technology, for instance. These are held constant in the
results presented here at values found in common engineering materials, in this case aluminum. The structural
technology combines the material parameters and the task parameters to determine structural natural frequencies,
mass moments of inertia, and stress. The structural technology represented here is a Bernoulli-Euler beam with a
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uniform hollow circular cross section. The control technology is represented by the bandwidth of the f'me motion
control as a fraction of the lowest structural frequency. While advanced control schemes can now achieve higher

fractions, this study assumes fme motion bandwidth of 1/2 of the first structural frequency when the joints are
clamped as is representative of the limits of standard joint PID control of actuator torque. Gross motion is

assumed to be limited only by the actuators and the load inertia, both of which are based on structural strength.
The actuator technology represented here is the moving coil d.c. motor with a gear reduction. The motor is

chosen for minimal weight to meet the peak power demands and the reducer is chosen based on required output
torque.

Complete, multi-degree of freedom arm designs would be convincing to the reader in making this comparative
study. However, it would be extremely time consuming and would involve an immense number of irrelevant and

distracting decisions. The current study involves a far simpler design intended to capture the essence of the
realistic case. The results are qualitatively applicable to real arms and can hopefully be calibrated with existing
complete designs. Each arm is represented by a single beam and a single joint. For the bracing case, the large
arm and

last of Symbols

areax : Maximum arm acceleration
D a : Positioning accuracy
D m : Distance of large move between task areas

Dp : Distance of small move for free tasks
d : Arm diameter

ds : Short arm outside diameter in bracing strategy
d1 : Nonbracing single arm OD
de : Bracing arm in bracing strategy
E : Young's Modulus
I : Area moment of inertia

J : Moment of inertia of arm with payload

: Position feedback gain in fme motion control: Ratio of arm inner and outer diameter

l : Arm length
Is : Short arm length
11 : Nonbracing arm length
12 : Bracing arm length

Md : Harmonic drive weight .
Mm : Motor weight
Ms : Short arm system weight

mp : Payload mass
n : Number of parts to be moved
Pmax : Maximum motor power required in task motion

Pfmax :Maximum motor power required in fine motion

Pgmax :Maximum motor power required in gross motion
s : Fatigue strength of arm material

Tqmax : Maximum torque allowed
tf : Fine motion time

tg : Gross motion time
tt : Total task time
0a : Fine motion range of arm with payload at the end point
Of : Fine motion range of the task

0g : Gross motion range of the task
0 t : Complete task range

u :Arm mass per unit length
Vim_ :Arm initial velocity entering fine motion range
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Vfmax

w,

: Maximum arm velocity in fine motion
: Maximum arm velocity in gross motion

: First natural frequency of damped arm
: Servo bandwidth of fine motion feedback control system

3. Fine Metiea and Gross Metlea ef st Single Link Arm

In both the bracing and nonbracing strategies the proposed task is accomplished through a series of single link
moves. Task completion time is the accumulation of time for these single link moves. As a basis for the evaluation

of proposed task performance, a general singie link motion is first defined and analyzed. The results will thea bc
utilized for the performance comparison of bracing and nonbracing strategies.

General arm motion can bc considered as a combination of fine motion and gross motion [2]. Fine motion is

defmed as that part of the complete task motion commanded by the a linear feedback control law to move the arm

joint to the desired position with a certain accuracy. This fine motion thcrdore occurs only within a certain range,
which is called fme motion range, Of which is determined by the aauator capacity and feedback control law.
Motion outside this fine motion range is called gross motion. Gross motion thus precedes fine motion and gross

motion range is the whole desired task motion range, 0t less fine motion range. It is obvious that depending on the
range of the task, gross motion might not be required. To reduce task time, it would be desirable to move through
the complete gross motion region as fast as possible using the mmdmum available torque and then in the fine
motion range let the feedback control lead the arm to its final position with the specified accuracy.

Gross motion in this study is designed so that arm is accelerated and decelerated with maximum motor torque

Tqamar By virtue of light weight arm design and neglecting the gravity force, Tqmaxis determined by s, the arm
terial fatigue strength for infinite life cycle. For a circular arm cross section of outside diameter d, area

moment of inertia I, the ma_dmum allowed torque:
2Is

Tqmax= d (11

The free motion feedback control law in this study is linear PD control which usesjoint position and velocity
feedback with fmal desired position as a step input. The resulting systemperformance will be evaluated as a
secondorder linear system. With only the joint variablesavailable to the controller, flexibi]ity inherent in a light
weight arm generally will cause difficulty in mMntainin_ end point position accuracy. To provide fast arm joint
response and at the same time be able to damp out and avoid exciting flexible vibration, a general design criteria

[3] suggests that system servo bandwidth {0, be chosen to be half of the first damp-free natural frequency we of the
arm with payload attached. An appro_dmation for the first natural frequency is given by Den Hartog [4]:

Wc = ]: EI (2)
13(0.23ul+mp)

where E : Young's modulus
1: Arm length
u : Arm mass per unit length

mp: Payload mass

System servo bandwidth Ws is determined by position feedback gain Ki, and systcm total inertia J and is set to be

Kp WcWs = -j = _ (3)
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Based on the fine motion definition above, fine motion range for the arm with payload is:
T

qmax0 =
a K

P

(4)

Substituting (1) and (3) into (4), 0 a can be expressed as a function of arm characteristics and payload:

8sl (0.23u1+mp)
o = (s)

a Ed(1/3ul+mp)

When payload mass napis much larger than arm mass, Eq. (5) can then be reduced to:
8s]

Oa EO (6)

Arm fine motion range is shown to be only a function of material properties s, E and arm slenderness ratio l/d.
Arm fine motion range 0 a is a characteristics of the combined arm structure and payload. Depending on the

task and the arm used, the task fine motion range Of might be equal to or smaller than 0 a. If the task range 0 t is
larger than arm fine motion range 0a, the task fine motion range will be 0f= 0a and the gross motion range will be

0g= 0t-0 a. On the other hand, if 0 t is less than or equal to 0 a, the fine motion range will be Of= 0 t and gross
motion will not be required. To illustrate this, a single arm task is shown in Fig 2, where a payload of 60 lb is to
be moved a linear distance of 3 R by an arm of fixed cross section for various arm lengths. The task range here is

the angle the arm has to move to accomplish the task. The results show how the task range 0t, task fine motion
range Of, task gross motion range 0_ and arm fine motion range 0a vary as functions of the arm length. The gross
motion range decreases rapidly with longer arm since task range gets smaller and the arm fine motion range
increases.

4. Fine Motion and Gross Motion Time

With the gross motion and fine motion and their control strategies defined above, performance time for each
task move can be evaluated.

To avoid overshoot and achieve fast response in fine motion, the second order linear system of fine motion is
set to have critical damping. For an arm to move Of, Of< =0 a to within an end point accuracy of D a with Of as a
step input, the fine motion time tf:

ln(DJl) =In(Of+ (Of*Ws-Vi)*tf)-Ws*t f (7)

where

Vi: Arm initial velocity of fine motion. 0 < = Vi < = 0a*W s

V i is equal to zero when gross motion is not required for the task and the arm will start the fine motion from rest.
Larger free motion initial velocity, which is also the gross motion end velocity, will certainly reduce gross and fine

motion time. However, it is limited by Vimax=0a*Ws to ensure that overshoot will not occur and the f'me motion

control torque will remain within Tqrnax during the transition from gross motion bang-bang control to fine motion
feedback control.

Depending on the gross motion range 0g, gross motion will fall into one of the three categories discussed
below:.

1):Og < (1/2)*V_mmax/amax, amax=Tqmax/J

This indicates that gross motion range is too small for the arm to accelerate to the maximum allowed fine motion
entry velocity. Step changes in applied torque result in two jerks (bang-bang) as shown in the velocity profile, Fig
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3Aand3e _t,m_point,_re gro_motion_,,'_ and_ oth_ pomt,,t_r__ _ _.fcumsr_ m.oti'_to
finemotiono¢_*_ F_S3AISfor_ ea_wherees < 1/S*_m./_...and'ccr_rm_mcontm-_a__ _'_t.c_
into fine motion control F'gg313 is for the case where 1/8*V_tmaffamR < -- eg < 1/2*Vfmm_ama x and fine mouoom
starts with deceleration.

Gross motion time tg:

_=(2.od_)_/2 (s)

Maximum armvelocityVmm_:

vp.,= (2._E*0_)_/2 (9)

2):0s >=O/2)'_m_/_w

This is the case where the arm is able to reach the velocity Vim u within gross motion range. Deceleration is

required to reduce the velocity to Vimax when the arm enters the fine motion range. As in previous case, two step

changes in applied torque are experienced with one at the start of gross motion while the other at the point when
maximum reverse torque is applied to decelerate the arm to prepare for the fine motion, Fig 3C. There is no jerk

at the transition from gross motion to free motion since the fine motion control also commands a maximum

reverse torque at this point duc to the choice of maximum fine motion _ velocity, Vimax--Of*W s.

Gross motion time tg:

ts=(4*Os/a_ +2*_mx/a_l/2-VimJamax (10)

Maximumarm velocity vp._:

vs1=(t _+v.._*_)*a.../2 (11)

3): 0g_0

Gross motion is not required when task range is mailer than the arm fine motion range. Fme motion will have

zero initial velocity, Fig 3D. One jerk exists at the start of the motion.

The total time Tt for each task move is the sum of Tf and Tg:

tt=ts+tr (12)

$. System Weight

System weight is the total of arm, motor and reduction gear drive weight. It is also considered as a measure of

performance comparison for different arm designs. Motor technology is represented here by DC moving coil

motor and a harmonic drive is chosen as reducing gear component. Neglecting motor and harmonic drive inertia,

an equation to calculate DC moving coil motor weight M m is approximated by Sangveraphunsiri [5]:

Mm-- Pmx/50 Ib (13)

Pmax is the larger of maximum power required for gross motion, Ppnax and fine motion PfnmL

Pgnmx- Tqmax*Vgmax

Vfmax ffiTqmax*(Of/Oa) *Vfmax

04)

O5)
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where Tqmax*(ef/Oa) is the maximum torque commanded in fine motion by feedback control.
By fitting typical harmonic drive data, its weight M o as a function of torque can be calculated according to:

1.027

*Tqmax*Of/O a)
Md = 467.735

6. Single Arm Performance Analysis

The above quantitative gross and fine motion characterization of arm motion will serve as the basis for the

following analysis of task performed by arms of different design.
The same task described earlier will be used again here. Referring to the schematic in Fig 2, an arm of

circular cross section with the ratio of inner to outer diameters, Kr= 0.9 is required to move 3 ft a payload of 60 lb.
Fig 4 and 5 show how the task completion time and system weight change as function of arm length for

several arm OD's. A break down of task time is shown in Fig 6 for the case of OD=2 in. Notice the
correspondence between this f_,ure and Fig 2 showing the gross/fine motion range of the same structure and task.
It is dear from these f_,ures that a shorter arm of luted OD has better time performance but greater total weight
since greater speed and torque are used. The time performance of a more rigid arm (larger OD) is better and less
affected by arm length than that of a lighter arm, however, at the cost of greater system weight, especially for the
short length arms.

Another way to analyze system performance is to impose the task time requirement for each arm of various
length and see how the arm OD, motor and gear reducing components will vary to meet the different time
requirements. For the same previous task, the results are shown in Fig 7 and Fig 8 for the task time of 1, 2 and 3
seconds. A breakdown of system weight is presented for the task time of 2 sec in Fig 9. For any specified task
time the shorter length arm requires lower system weight. Although this advantage is not quite obvious for t= 2, or
3 sec, where lighter arms are used, it gets quite significant as task time is further reduced to I sec or less.

It can be concluded from the above analysis that a shorter arm is more effective in both time performance
and total weight. Although detailed examination shows that the most effective arm length is not the shortest that
can reach both points but almost the shortest, it is still fairly accurate to say that for a given task the best arm has a

length of half task distance Dp with an OD dictated by the specified task time.
It would be useful to know how task time changes with variations of OD given the best arm length, 1=Dp/2

so that task time can be reasonably specified. Fig 10 shows the task time as a function of arm OD with task

distance Dp as a parameter and 1=Dp/2. For small D. (D. = 2 ft, 1= 1 ft), ODs of I to 2 in. yield about the same
time performance as heavier arms but with much loweVrsysrtemweight required as shown in Fig 11. As Dp gets

large (Dp=16 ft, I=8 ft), ODs of I to 2 in. become too flexible and result in poor time performance while larger
OD (OD=3 in.) provides significant time improvement without much penalty in system weight. An arm designer
therefore will have to carefully evaluate the trade-off between arm OD, system weight and task time specification.

The effects of positioning accuracy, D a and payload mass, mp are shown in Fig 12. Arms of shorter length
and larger OD are less affected by payload variation and accuracy requirement.

7. Bracing Strategy in Large Work Space

As the study of single arm performance suggests, an arm with a length of half the task distance is the most
effective. However, there are cases where it is neither practical nor possible to station a robot arm at the desired

location. One of such cases, as mentioned in the beginning of this paper, is when the major task areas of Dp are

within a large work space and separated from each other a distance of D m (Fig 2). The major fine task here is

doing n moves of distance Dp with payload of mp as described before. Using a single arm which is long enough to
move between the task areas and perform the fine task within each task area is certainly not an efficient design for
the fine task. Bracing strategy suggests that the optimum arm design can still be applied to achieve the best fine
task performance if a bracing arm is provided to move the short arm to its desired location and brace it to a rigid
surface to do the fine task. Given equal system weight, the short arm will certainly outperform the single
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n_armasfom_intbe_m-_ Hmvzw,_mau_carr_e_ Forthe
purposeof this study, ponalt_ are m_mly that brac[_ t_ extra time and_ arm audits _sodated motor
and drive increase overall system weisizt with the fact that they are only utilized once for every n fine task moves.

Techniques _ to those used for the single arm perfo_umce analysis will also be used here to compare

the performances of bracing and _ mategi_. Task time for nonbracing strategy is the total time of oue

larse move of Dm and the sequential n small moves of Dp perfmmed by a single arm of length l1. Forbracing
strategy, task time is the sum of the time for 1) one large move OfD m by bracin8 arm of length 12with weight of
short arm system M, as its payload, 2) the bracing action, which is assumed to complete in one servo cycle of

bracing arm system with paylond M_, and 3) n smull moves of Dp by short arm of leagth i¢ The total system
weight for each ann of 11,12 and Is is cakulated as in sinsle arm mudysis.

The tint comparison will take 11=15 ft, _rap=60 _, Dp=3 ft with a bra_ arm outer diameter d2=3 in.
Bracing arm length 12will depend on 1s accordi_ to the mnfiguratm shown in Fig L F'_g13 shows how the
bracing and _task time chans_ as a function d !, with short arm OD, dz andn as parameters assuming
both systems being equal weight for each 1¢ Although a short arm of ds= 3 in. combined with bracing arm, system
A performs fine task better than that of system B with d,= 2 in., system A requires much greater short arm system
as shown in F'_g14 and thus its bracing arm has poor bracing motion and action performance. Therefore, bracing

strategy with system A will not perform as well aswith system B for small n, especially in the smaller dz ran_. Fig
15. Larger n will make system A more effective as its fine task capability is more utilized, Fig 16. A plot of ratio of
nonbracing and bracing task time is shown in F'_g17. As n gets larg_, bracing becomes more advantas_us for
both system A and B and the optimal 1, moves toward left indicating a shorter short arm is more effective for
larger n. In the extreme case where n is quite large and bracing becomes in_;onif;_nt, the result should agree with

that of slnSk armanab/siswhich has thatthe optima| 1. is equal to half the taskdistance Dr
The next comparison uses the same task and the same arm structure with ds=2 in.-and ¢!2=3 in. but with a

smaller work space, 11= 10 ft. Its performance, task time ratio shown in Fig 18 is compared with that of Iz= 15 ft.
Bracing strategy is seen not as effective as in a large work space since the single arm in the nonbraclng strategy can
have shorter length and therefore will perform better.

Let the short arm for the fine task be chosen having Is= 1/2*Dp= 1.5 ft and ds=2 in.. F'_g19 shows that there
exists an optimum bramg arm OD, d2 for each n. As n gets larger, optimum d2 becomes smaller. This is due to
the fact that bracing arm is not often utilized so that it does not have to be as rigid as optimum bracing arm for
smaller m

S. Cooduslon

Gross motion range and fine motion range are defined and equations for task time are given to evaluate a

single arm task performance. They are derived under the control strategy that bang-bang control is used for the
gross motion, and the fine motion is approximated by a critically damped second order linear system with PD joint
variable feedback control For a simple pick-and-place task, an arm is found to be most effective when its length is
half the task distance and its diameter can be determined based on task time requirement or system weight
constraint.

Bracing strategy is analyzed as sequential single arm tasks, bracing arm motion and short arm task motion,

with techniques similar to those used in single arm performance analysis. Bracing strategy is advantageous over
nonbradng strategy under some combinations of task parameters and bracing arm and short arm characteristics,

especially in large work space and for large number of part moves, n. n is shown to have significant effect on the
optimal choice of short arm and bracing arm structures for bracing strategy.

9. Suggestions for Further Research

The following are areas which can be probed based on the results of this study to gain further understanding
of effectiveness and practicality of bracing strategy for any type of task in any environment.
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. Cost measures: Including not only time performance and system weight but also cost of design,
manufacturing and maintenance of system for bracing strategy.

2. Gravitational effects: examining end point deflection, reduced arm strength due to gravity force and
their effects on bracing strategy.

3. Optimization of short arm length for tasks which are evenly distributed within the large work space.

o Examining tasks which require path control such as painting and welding to see how different types of
tasks will affect arm structure requirement and the bracing strategy.

This work was partially supported through the Computer Integrated Manufacturing Systems program at
Georgia Tech.
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D=: Distance of fine task move

D.: Positioning accuracy Fig. 1. Problem Task.

mm: Payload mass

n : Number of parts to be moved

T : Time specification

Technology parameters:

Material: (Aluminum)

E: Young's modulus

s: Fatigue strength s=O.OO2*E

_: Density

DC moving coil motor:

M_: motor weight, M.=10.93*HP

Harmonic drive:

Md: Harmonic drive weight, M==(T=....B_/@.)I-o27/4G7,735
Control:

Second order linear PD joint feedback control with_=l, W.=O.5W=

Performance measures:

Task completion time: T_

System weight: M

Arm structures:

I.: Short arm length

d=: Short arm OD

I=: Bracing arm length

d=: Bracinq arm OD

li: Nonbracing arm length

d_: Nonbracing arm OD

K_: ID/OD=0.9

M.: Short arm system weight

M=: Bracing system weiqht

Mn: Nonbracing system weight
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1. Introduction

This paper briefly reviews a simple dynamic model proposed for flexible links, and presents experimental

control results for different flexible systems. A simple dynamic model is useful for rapid prototyping of

manipulators and their control systems, for possible application to manipulator design decisions, and for
real-time computation as might be applied in model based or feedforward control. Such a model has been

proposed, with the further advantage that clear physical arguments and explanations can be associated
with its simplifying features and with its resulting analytical properties.

The model is mathematically equivalent to Rayleigh's method. Taking the example of planar bending, the

approach originates in its choice of two amplitude variables, typically chosen as the link end rotations

referenced to the chord (or the tangent) motion of the link. This particular choice is key in establishing the

advantageous features of the model: its simplicity, its efficacy, its extensibility, its physical interpretability, its

observability, and its controllability. A laboratory manipulator of modular design was constructed to permit

rapid link changeout and overall reconfiguration, and was used to support the series of experiments
reported here.

2. Background

Multiple link manipulators are characterized by non-linear relationships between displacements in the
inertial frame and displacements (rotations) in the actuator (joint) space. Inertial forces exist which are

thereby non-linear and cross-coupled with joint rotations even for manipulators with perfectly rigid links. On

a manipulator with flexible links any inertial forces have the effect of further inducing deformations (and

motions) which, in their simplest form, manifest themselves as vibrations which can easily exceed in

magnitude the gross intended motions of the manipulator. The configuration-dependent conditions are

essentially absent in the single-link systems which have attracted much of the research attention, but our

interest is in an approach which is readily extended to multi-link, three-dimensional manipulators.

Moreover, multi-link manipulators are characterized by high joint masses and inertia, and a dynamic model
must readily handle these concentrated mass conditions as well.

We use the phrase dynamic model to referto the construct by which the equations of motion are to be

established. Taking as an example the most simple case of an elastic prismatic link with distributed mass in
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planarbending,the trueequationsof motionare partialdifferentialequationswhich in generalare not
solvedexplicitly. Rather, an approximate solution is used to express the elastic displacement with respect

to the spatial variable, yielding a set of ordinary differential equations with respect to time, which constitute

the equations of motion. A common approach is to form the free vibration mode shapes and use a

truncated series to produce a tractable set of equations of motion. However, that approach is not ideally
suited to the extended set of issues cited in the preceding paragraph. The proposed simple dynamic model

has features which make it well suited to these extensions, as well as being easy in application and in

understanding.

3. Description of the Simple Dynamic Model
The proposed model is described elsewhere [2] and its full presentation is not repeated here. The basic

physical arguments can be formulated by referring, for the purposes of discussion, to the single planar link

pictured in Figure 4. The rotation e is a tangent to the link rotation (alternately 0 may denote the rotation of
the chord between the link end-points); two further variables are denoted, ¢ and ¥, constituting the link end

rotations with respect to the chord. Two physical approximations are then made:

• The kinetic energy of the link distributed mass, m, is approximated as that of a mass m
translating with the center-of-mass of the link chord itself.

• The displacement shape, with respect to the chord, is approximated as the displacement
accompanying static end rotations ¢ and ¥. (The differential equation governing flexure is
readily solved to yield the polynomial solution for the displacement.)

This model readily represents translations and rotations of the concentrated masses as linear combinations

of 9, _, and ¥. Moreover, the three rotation variables are readily observable through rotation and strain

sensing, and are directly coupled to the actuator inputs.

In essence, the model has introduced two amplitude variables (_ and _) to approximate the elastic effects.

The physical nature of most vibrations is such that this choice generally models the most significant

vibration effects. Moreover, the formulation is expressly compatible with assembly of equations for multi-

link systems, such that the most important configuration dependencies will be modelled automatically. Its

assembly and its solution (computation) are simple, and as stated above the model variables are well-

matched to the control problem.

In the general case, a rigid link has its position (with respect to its local origin) expressed by three rotations.

For a flexible prismatic link, the model poses the need for eight rotations; three equivalent to the rigid body

rotations, two for flexural end rotations in each of the two principal directions, and one (the re/ative rotation

between the end points) in torsion. In our opinion the model will be reasonably effective at approximating

the equations of motion1.

1Thedescriptionappliesmostdearlyto linkswhichareprismatic,doublysymmetric,etc. Forlinkswhichareirregularthephysical
reasoningusedinposingthemodelcan stillapply,butthe mathematicsdescribingthedisplacementstatesmustbe updated;oneof
theexparimentalstudiesdescribedinthispaperincludessuchanextension,fora linkof taperingcross-section.
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4. Manipulator Configurations for Preliminary Experiments

A series of preliminary experiments have been performed at Carnegie-Mellon. The first was a single link in
planar motion actuated by 1-DOF end rotation. The flexible link was of constant cross section with

distributed mass and with concentrated mass at the tip, and the actuator was a small direct drive DC motor.

The results of that experiment are described in an earlier paper [2] (with additional authors) and are not

reproduced here; as expected, comparison of simulated and experimental histories confirmed a reasonable

accuracy for the simple dynamic model.

The subsequent preliminary experiments in three-dimensional motion, described for the first time in this

paper, were performed using a manipulator of modular design built at Carnegie-Mellon. The system

features six actuators which connect through endplatas and fittings to a variety of different links. This

results in rapid changeout and inexpensive link fabrication; in addition to the experiments using flexible links

the system has been used as a 6-DOF manipulator with rigid links operating under position control, and as

a 4-DOF manipulator (using totally different configuration and link dimensions) with strain-sensing on the
links operating under a supervisory level of force control. Each actuator consists of a DC motor, harmonic

drive gearing, and a potentiometer for rotation sensing.

Figure I is a sketch of the manipulator as it was configured for the flexible link experiments. Three actuator
units create a roll, pitch, yaw set of actuated DOF. Two flexible links were used. The first is pictured as a

"fishing rod" with a tip mass; it was actuated through 2-DOF (p/tch and yaw) and is further depicted in

Figure 2. The second is pictured as a (flexible) "pipe" attached to a second (rigid) link; it was actuated

through all 3-DOF and is further depicted in an analytical equivalent in Figure 3.

5. Results of 2-DOF Experiments

The motion of the "fishing rod" under 2-DOF actuation is a three-dimensional motion through a spherical

angle, and a pilot experiment was first performed successfully by Heller [1]. The fishing rod is modelled

here as a single link for which motion about the rollaxis (torsional vibration) can be ignored. Figure 4 is the

model of the link for motion about the pitch axis. Note that the link is of tapering cross section, and that in

Figure 4 the end rotations _ and ¥ are referenced to 0, the tangent to the link motion about its base. The

inertial and friction properties of the actuators were determined by measurement and by system

identification (not shown). The simple model was then applied to the link using the physical assumptions

expressed earlier, and including without difficulty the variation in the cross section with length (also not

shown, owing to requirements of brevity in this paper).

The basic experiment was a step motion (0.2 radians pitch rotation and 0.1 radians yaw rotation) performed

under position control2 only. Strain histories in Figure 5 evidence the resulting vibrations, and (with various

other experimental obervations) show the motions to be largely independent (uncoupled) of one another.

The experiments were repeated adding feedback control on the strains at the base of the link. The

experiment was performed about one particular point in joint space, and gains were chosen by trial and

error. Figure 6 shows the resulting rotation and strain histories, evidencing an adequate reduction of
vibration.

In F_]ures 5 and 6 the simulated histories were generated using the results of the simple dynamic model.

2Throughoutthispaperposit/oncontto/orpos/I/onfeedbackreferstodirectfeedbackcontrolofjointrotations.



The model appears to be reasonably accurate in predicting the system frequencies. While the model was

not used to set gains in this particular case, it did establish that the joint (actuator) rotations and link base

strains would constitute the required state variables for control.

6. Results of 3-DOF Experiments

The configuration for the 3-DOF experiment can be considered a two-link system (proximal link is flexible

and distal link is rigid) under general three-dimensional motion which will display coupled lateral-torsional

vibrations. In the first experiment the joints were clamped to behave as a rigid boundary, and the system

was set into motion by being given an initial tip displacement and being released at time zero. The resulting

strain histories are shown in Figure 7a. They reveal the coupling of lateral and torsional vibrations, the

significant vibration amplitudes, and the minimal material damping. The system was then restored to a

configuration for position and strain feedback using gains chosen by trial and error for control about that

point; Figure 7o shows the effective control of all vibrations under the same experimental excitation. Figure

8a shows the rotation and strain histories under a three-dimensional 3-DOF step motion, for the case of

position feedback. Significant vibrations are observed; the damping present in this case (as compared to
the results in Figure 7a) results from the dynamics (and friction) of the actuators. Figure 8b shows the

rotation and strain histories when strain feedback feedback (on three channels of strain taken at the base)

is added, evidencing effective vibration control. Analytical studies of the 3-DOF experiments have not yet
been completed.

7. Summary

The approach and physical arguments for our simple dynamic model have been discussed briefly. The

proposed model has various features which are well matched to demands which surface when studying
manipulators with flexible links. At this time the model is proposed for the attention, consideration, and use

of researchers. A series of experiments were performed demonstrating vibration suppression using direct

feedback control on end rotations and link strains. For one experiment in which analytical results have

been generated, the comparison of experimental and simulated histories shows reasonable performance of

the simple dynamic model in capturing system frequencies and in confirming the needed state variables.

8. References
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fishing rod

pipe

Figure I. Manipulator as configured for 2-DOF (spherical motion, "fishing rod")

and 3-DOF (coupled lateral-torslonal motion, "pipe") experiment.

roll

Z

Figure 2. 2-DOF Experiment Figure 3. 3-DOF Experiment
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Abstract

Interest in the study of flexible-link manipulators for space-based applications has risen strongly

in recent years. Moreover, numerous experimental results have appeared for the various problems

in the modeling, identification and control of such systems. Despite the recent activity throughout

the literature for flexible-link manipulator control, relatively little has appeared involving laboratory

verification of tuning controllers for realistic flexible-rink manipulators which are required to maintain

endpoint accuracy while manipulating loads which are possibly lmknown and varying, and while

undergoing disturbance effects from the enviromnent and in the workspace. This paper reports on

an ongoing effort in these areas for endpoint position control of flexible--link manipulators, with

laboratory setups consisting of one and two-link mmtipulators.

_. aLA:_z, vu Lav_.b £_1|

Efforts in the modeling and control of flexible-link manipulators have been motivated by the

foreseen demand for lightweight, accurate, high-speed robots in space telerobotcs and several other

applications. Presently, studies in these areas have reached a fairly high level of maturity, due

primarily to numerous works in the last four )-ears from both an analytical viewpoint and, to a lesser

extent, experimental viewpoint. Analytical studies in modeling flexible-link robots abound, and are

in fact too numerous to cite here; References [1,2] serve as excellent summaries of existing works in

flexible nmuipulator modeling. Equally numerous are the various approaches which have appeared

in the literature for controller design schemes. The greatest number of these works have dealt in

simulation studies only, and some have developed quite elaborate and complex control schemes.

On the other hand, several successful laboratory setups have demonstrated the effectiveness of

relatively simple algoritlmls for flexible manipulator control. While most experimental qtndies have

focused on single-link manipulators, or multi-link manipulators with a single flexible link, su¢ll setups

have served as valuable testbeds for nmdeling, system identification and controller design. Some of

the more visible experimental efforts have been the work of Yurkovich et al. [3,4,5,6], Schmitz,

Rovner, et al. [7,8,9], and Book et al. [10,11], among others. Ill !41 the use of measurements from

a linear accelerometer in vibration compensation of the robot endpoint was shown to be extremely

successful, proving the concept of acceleration feedback for flexible-link manipulator control. The

ISupported in part by the National Aeronautics & Space Adndnistration under NASA Grant NAG-l-720.
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useof acceleration feedback has intuitive appeal from an engineering design viewpoint, due to ease

of implementation, relatively low cost, and advantages of structure-mounted sensing.

Despite this recent activity, relatively little has appeared involving laboratory verification of

tuning controllers for realistic flexible-link manipulators which are required to maintain endpoint

accuracy while nlanipulating loads which are possibly unknown and varying. This paper discusses

several techniques for flexible-link systems, and presents experinlental results in systenl identification

and control of a one-link flexible manipulator carrying an unknown, varying payload.

II. Problem Description

Two laboratory setups are currently utilized in the Flexible Structures Facility at. Ohio State (De-

partment of Electrical Engineering) [1.2,13]. The one--link system is the subject of the experimental

results reported in this paper and is described in detail below. The identification and control tech-

niques described are, however, currently being investigated primarily for the second system which

consists of two flexible links situated in the horizontal plane. The first link, which is driven by a

3.4 ft lb direct drive servonmtor, is made of aluminum, 0.75 meter in length and 0.125 inches in

width. Mounted at the endpoint is a 1.5 in-lb geared servomotor to actuate the smaller (0.5 meter

aluntinum) second link, 0.0625 inches in width. Both links are therefore very flexible, and the setup

lends itself to complicated modeling, identification and control problems. A VME Bus Motorola

68020/68881 system, with 16 chamlels of A/D and four channels of D/A, is used as the control

computer. Results of experinaentation with this apparatus are forthconfing.

A. One-Link Setup

The flexible-link manipulator arm of this study is a beam made of 1 inch 6061-T6 ahmtinmu,

one meter in length and 10 cm in height. The arm is counterbalanced about the motor axis with a

rigid almniimm attachment 38 cm in length. An electromagnet device is mounted on the manipulator

endpoint to facilitate experilnentation with different payloads. Actuation at the hub is accomplished

by a direct drive de motor with rated stall torque at 680 oz-in. The two sensors for use in feedback

control are the accelerometer, located at the arm endpoint, and the optical shaft encoder located

at the hub. The encoder is rated at 3600 pulses per revolution, allowing measurement of the shaft

angular position with a resolution of 0.05 degrees. The piezoelectric accelerometer is rated at 4-250g

with a sensitivity of 1.15 mV/g. A linear array line scan camera is used for data recording, reading

a light source at the arm endpoint, but is not used in feedback control (results of endpoint position

feedback for this setup were presented in [4]). The computer used in the data acquisition and control

is the DEC MicroVax II.

B. Identification and Control

The laboratory setup has furnished an excellent testbed for investigation of many ideas in the

areas of identification and control, several of which are described in the sections to follow. Specifically,

methodologies under study have included

* Position feedback, fixed controller designs;

• Acceleration feedback, fixed controller designs;

• Eigenstructure realization algorithms tbr identification;

• Auto-tuning control designs with identification, time domain;

• Auto-tuning control designs with identification, frequency domain;

• Input shaping with acceleration feedback;

• Learning schemes;
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• Time optimal slewin 8 controllers.

A characteristic of flexible-link manipulators situated in the horizontal plane is that the modal

frequencies are reduced when a payload is added. Motivated by this and the fact that a fixed controller

will not perform well over a range of payloads, the idea pursued in much of the techniques listed above

is to tune a nominal control configuration according to the changing characteristics of the arm. As

an illustration, consider the nominal case, that is, when no load is carried by the arm. This nominal

control scheme utilizes endpoint acceleration through a static feedback gain, with shaft position in a

separate static gain feedback loop. We note that more comphx schemes have been investigated, such

as linear quadratic regulator theory, or inclusion of dynamics in the compensation network, but the

primary objective was to attain good performance with the simplest possible control technique. This

acceleration feedback control scheme is very robust to disturbance effects {can maintain endpoint

position even when the arm is jolted), but, as nfight be expected, cannot perform nearly as well

for significant payload variation. This effect is verified experimentally by having the arm carry

a payload weighing 0.67 lbs, which is approxhnately 63% of the weight of the arm itself. Figure 1
shows the results of this exercise, where the same controller gains utilized in the nonfiual, no-load case

(dashed curve) are employed for the case with payload; the response is to a conmlanded input which

basically demands that the arm endpoint follow a square wave reference. Attempts at designing

fixed controllers with more complicated dynamics were only slightly more successful. Indeed, the

large overshoot could be avoided, and endpoint position accuracy maintained, if the control gains

were tuned appropriately. For purposes of comparison, Figure 2 offers the open loop response which

illustrates the flexibility of the arm, even for a relatively small slew angle of only about 15 °.
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III. Time Domain Auto-Tuning Control

A. Identification

Since the control objective we consider in this problem involves vibration suppression afterthe
manipulator has mldergone the nmdinear slew maneuver, a reasonable choice of model structure
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amenable to control design for the input to shaft angle and the input to endpoint acceleration transfer

functions (filter) is the Autoregressive Moving Average (ARMA) model. Within this setting, consider

v(_.)= cT(_)O+ ,,'(_') , (1)

where 0 is the vector of filter coefficients, w(k) is stationary, zero nlean process noise, and CT(k) =

[y(k - 1),...,y(k - n),u(k - d -1),...,u(k - d- n)] is the regression vector, for y(k) and u(k)

the system output and input, respectively, and d is the inherent delay (in sampling time multiples)

between the conunanded input (for hub torque actuation} and the response seen in the shaft angle

or, more noticeably, in the endpoint acceleration.

For filter parameter updates we linfit our discussion here to the least squares and recusive least

squares (RLS) algorithms. Both techniques are based on computation of the optimal value of the

parameter vector O based on nlinimization of a scalar loss fimction of the squared equation error.

That is, the well-known non-recursive solution to this procedure for the model (1) is given by

= M_ry , (2)

where the information matrix M = [4iT&]-I is constructed from the data 0, and 0 is the estimate of 0.

Although computationally fast, the amount of data needed for reliable parameter convergence made

RLS olfly slightly faster titan a recursive implementation of an information matrix form of standard

least squares (LS). We have therefore chosen to use such a form of LS which tended to give better

estimator performance, traded off against computational burden. In the robotic system appUcation

we consider here, payload changes are of a discrete nature at a given point in time, implying that

there is no requirement for remembering previous load characteristics. Best results were obtained,

then, using a weighted version of the non-recursive expression

M-'(k + 1)O(k + 1) = ,])r(k + 1)y(k + 1) (3)

with recursive data intbrmation updates according to

M-x(k + 1) = A(k)M-l(k) + ¢(k + 1)¢T(/,• + 1) (4)

Cv(k + 1)V(k + 1) ---- _(_.)¢r(_-)V(_-)+ ¢(_ + 1)V(_"+ 1) (5)

In the above, the weight A(k) is the forgetting factor, and for these applications typically took a

value in the range 0.96 - 0.99.

B. PID Tuning ControUer

The concept of automatic tuning for a proportional-integral-derivative (PID) control law has

been the subject of recent investigations [14], and in fact has been utilized for many years in flight

control systems. Motivation for auto-tuning schemes lies in the fact that often times PID controllers

are difficult to tune manually, particularly when a high level of precision is important.

The discrete version of the ideal analog PID controller is given by

T

/xr
e{i) + f_[e(k) - e(l' - 1)] , (6)

i=0

where T is the sampling time, u(k) is the control input, e(k) is the deviation between the controlled

signal and a desired reference, and Kp, KI, KD represent the proportional, integral, and derivative
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gains, respectively. Generation of a recursive expression for the control input follows easily from (6)
as

u(k) - u(k - 1) = boe(k) + bl¢(k - 1) + b2e(k - 2) (7)

At this point several options are available for choice of the parameters [ bo, bl, bz ], such as classical

pole placement or pole cancellation design. However, for our problem it may not always be apparent

a priori what the desired closed loop poles should be, since their choice may depend on the effect of

payload variation. For example, with a larger payload a slower shw maneuver may be required. For

this reason we choose the PID parameters via an optimization of a performance criterion which is

time varying and which weights the control deviation and the endpoint acceleration.

For the manipulator system of this study it was determined that a performance index which gave

adequate results takes the form

q

J(k) = _-'_[ke_(k)+ 50000(Au)) 2 + 6k2a2(k)] , (8)
k=l

where es(k) represents shaft position error, Au = u(k) - u(k - 1), and c_(k) is the endpoint acceler-

ation. Notice that tiffs index penalizes endpoint deflections more heavily as time increases, for the

following reasoning. In general, when endpoint movement is nfinimal, the shaft position error term

is larger than the acceleration term. Moreover, for a given selection of PID parameters the shaft po-

sition error remains virtually the same when a payload is added. However, the endpoint acceleration

is noticeably reduced with payload and the relative weight of the square of the acceleration drops.

For this system it was observed that endpoint oscillations continue for a relatively long period when

a payload is added; this accounts for the k2 factor in (8). Thus, nfininfization of (8) reduces the

duration of oscillation. A period of 100 saanples (T =30 ms) was found to be an adequate interval

over which to evaluate the performance index. It is straightforward to derive the relationship between

the ARMA model representation (1), the cost criterion (8), and the PID parameterization (6) [5].

The controller design now reduces to computing (8 ) and carrying out an optimization over possible

PID parameters. It is quite obvious, and easily verifiable via experimental tests, that one way to

reduce vibrations at the manipulator endpoint when a load is added is to reduce the slew rate. This

of course is viable only to a degree since our objective is to attempt to slew as fast as possible with
the best possible performance.

Several combinations of proportional, PI, PD, or full P1D designs in either or both feedback loops

are possible [5]. Here we consider the case for gain adjustment within each feedback path (shaft

angle gain and endpoint acceleration gain). The effectiveness of this identification/control scheme is

illustrated in Figure 3 for the following profile. First, the arm without payload m_dergoes a 25 ° slew

with no control applied (open loop); large oscillations are apparent in this first phase. The gains are

then tuned and the arm undergoes a further 200 slew in the same direction, then reverses direction

for a 45 ° slew. During this phase the control has been extremely effective in endpoint vibration

compensation. In the next phase a 0.415 pound payload is added and the arm undergoes a 20 ° slew;

after five seconds (allowing for dmnping of deflections) tuning is performed. In the same direction,

the arm is then slewed an additional 25 °, and in five seconds the direction is reversed to complete

the profile with a 45 ° slew. The two points at which controller tuning was performed are marked

on the plot; the total time span for identification and tuning, given the limitations of the laboratory

computer, is anywhere from 15 to 25 seconds depending upon the mmlber of parameters tuned in the

optimization. For this reason, the time axis in Figure 3 is not marked, but the time period between

slew conunands is nominally 5 seconds.
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IV. Frequency Domain Auto-Tuning Control

A. Ment(fication

An alternative to time domain methods for adaptive filtering is tile use of techniques based in tile

frequency domain [15,16]. Frequency domain adaptive filters enjoy several advantages over their time

domain counterparts, including reduced computation and a fast rate of convergence. A disadvantage

of methods which identify system frequency response, however is that auto-tuning (on-line) control

design is often at best ad hoc.

As an illustration of one of the major shortcomings of the RLS method, consider the case of

identit_ing the tip acceleration of the one-link apparatus, using zero mean white noise as input. A

typical characteristic of time domain methods is the requirement for a persistently exciting input

during the identification starting process. This was the case, for example, in [8] where after a

significant amount of data was gathered the identifier was turned on and the estimated parameters

converged "fast" to the actual ones. That is, although the convergence of RLS is superior to most

other time-identification methods, a large amount of iterations is required for convergence to the

actual parameters. Shown in Figure 4, the estimated transfer function spectrum of the one-link

manipulator is plotted for the cases of 64, 128, 256, and 512 iterations after the start-up of the

identification process (30 ms sampling). In all the cases a Butterworth tilter of 6th order with a

cutoff at 48_ d was used to prefilter the data, the order of the estimated ARMA system was 5 (these

values were fotmd to produce the best results [17]), and all the initial estimated parameters were set

to zero. RLS can predict the first, mode (at approximately 1 Hz) only after 512 iterations, where

the corresponding peak begins to appear. During convergence the estimated poles and zeros of the

system were far away from the actual ones. In the case of an abrupt change of the carried payload

for the manipulator under consideration, the RLS algorithm needed a significant amount of time to

converge to the new system parameters. This characteristic was noticed for the identification and

control experiments described in the preceding section, and nmy not be satisfactory if the control

law update scheme is required to respond quickly.
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By contrast, for on-line filter (transfer function) update, with frequency domain methods the

system input signal is transtormed to the frequency domain before adaptive filtering is applied. The
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simplest frequency-domain adaptive filter is one in which the input signal u(n) and output y(n) are

accumulated into buffer memories to form N-point data blocks. These blocks are then transformed

by N-point Fast Fourier Transforms (FFTs) to their equivalent frequency transformed blocks U, Y
at the k th time instant.

A simple yet effective representation for transfer f:mction identification is the Empirical Transfer

Function Estimate (ETFE) [18,19]. A non-recursive updating scheme for the transfer function in the

frequency domain, at a given time k, is utilized in the manner

Hi(k) ]_(k)
= Ui(_.i , HN_i(k)= H;(k) , (9)

for i E {0 _ i <__ _-, U(i) _ 0}, where i corresponds to the i th bin in the frequency domain, and

H/*(k) is the complex conjugate of H,(k). Notice that the Hi(k)'s can be updated every l samples,

where 1 _< 1 < N. The main properties of this technique are that: 1) The variance in the estimation

is equal to the signal-to-noise ratio at the frequency under consideration; 2) Estimates at different

frequencies are uncorrelated (asymptotically as k _ cx_).

A recursive implementation of this idea is possible via the Time-varying Transfer Function Esti-

mation (TTFE) method [20]. The TTFE technique can be used to reduce the variance of the esti-

mated frequency response through two distinguishing characteristics. First, the adjacent frequency

bins Hi(k), Hi(k) from Equation (9) are correlated through the relation

_--_(i+ ai ),nodN _Hj(k)
Hi(k) = ":--'j=(i-a,)rnodN

_-, (i+ A i )modN i
":--_j=(i-Ai )modN _j

(10)

which indicates that the estimate Hi(k) is related to all the adjacent frequencies within a modulus

i for the frequency point (bin) wj. Notice that the case Ai = 0Ai with a corresponding weight _j

corresponds to a frequency windowing technique [21] used to reduce the bias and variance of the

i : ei : ¢]_i(U ) (where _]_i(_)estimated transfer function. Moreover, the case Ai : A for all i and _j

is the input spectral density) corresponds to the Blackman-Tukey Procedure [21] for smoothing the

estimated transfer function. Therefore, based on this relation the estimated transfer function is a

"smoothed" version of the one obtained from ETFE.

The second distinguishing feature of TTFE is that the frequency bin Hi(k) is related to the

Hi(k - 1),..., Hi(k-/3i) bins of the hybrid time-frequency domain through

Hi(k) = X[(Hi(k - 1),..., Hi(k - _i)] (11)

where the function X may be implemented with 1/.LS for a finite impulse response model l_(k) =

_1 Hi(k - j)Ui(k - j). In case of a sudden change of system dynamics, this recursion results in a

smooth transient from the old transfer function to the new one, representing a substantial difference

when compared to the nonrecursive ETFE techldque which suffers a less smooth transition due to

the assumption of orthogonalized input-output data blocks. The computational complexity of TTFE

is reasonable and can be decreased by assundng that the frequency bins H,(k), Hi(k) for the same

time instant k are uncorrelated (Ai = 0}, over a time period of 7 samples, where 7 corresponds to

the updated interval for the adaptation algorithm.

B. Controller Tuning

The critical information for control purposes sought by frequency domain methods is the location

of poles and zeroes of the transfer function. These locations correspond to the peaks and the valleys
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of the estimatedmagnituderesponse.Due to the lightly dampednatureof the manipulatorthese
locationsare easilyrecognizablewith the TTFE technique,evenwith signal-to-noiseratios up to
15dB[17].

In light of the abovediscussionon convergenceof the parameterestimation,the performance
of the TTFE approachin estimatingthe first modalfrequencyof the systemis demonstratedvia
experiment.Figure5 depictsthe endpointaccelerationwhile the arm is slewedthroughanglesof
30° in a square-wave(shaftangleposition)reference(8 secondperiod).The armcarriesnopayload
initially, and theidealfrequencyis about 1Hz,indicatedby the solidcurve.At 8 secondsa 0.485lb
payload(46%ofarmweight)isadded,andthenremovedat 16seconds,resultingin a changein ideal
frequency due to the change in payload. Frequency estimates from the TTFE scheme (dashed curve)

proved to be adequate, in terms of speed of convergence as well as accuracy, for good controller

performance.

Several algorithms for control design using tile identified frequency response directly have been

implemented for the experimental setup, including a frequency weighted quadratic regulator design

[20]. Here we describe results of a design in which the control structure is set within a scheduling

framework comprised of two feedback loops: one in which the endpoint acceleration is used as input

to a control law, and the other in which the motor shaft angle is input to a separate control law.

These two loops are then sulmned to give a commanded nmtor input voltage. Motivated by the desire

to achieve endpoint position accuracy while maintaining a relatively straightforward implementation

structure, simple proportional schemes make up the above-mentioned control laws in the separate

loops; it is the individual proportional gains which are scheduled as correlated to frequency domain

information over a wide range of payloads. The scheme discussed in the previous section (PID

tuning using (8)) was used to establish a "look-up" table for various payloads corresponding to the

first nmdal frequency of the arm. That is, the fundamental frequency (first mode) was fo,nd using

FFT analysis; because these calculations are carried out off-line, an ample amomlt of data can be

accumulated for the best possible accuracy. The motivation for using the fundamental frequency as

the "pointer" in a look-up table of scheduled optimal controller parameters is the obvious relationship

with the payload. This fact is exploited in the control law by interpolating l'our such data points

(using four different payloads) in construction of a functional relationship, filling out the look-up

table, for use in real-time control.

Figure 6 shows results of the scheduling controller using frequency domain estimation; shown

is the arm endpoint position as read by the camera. As before, the gross motion control objective

is to track a staircase-shaped reference trajectory. At the end of the first and fourth segment, as

indicated, the FFT of the endpoint acceleration is computed and the controller is tuned according

to the estimated frequency of the first mode. The first segment is performed in the open loop for a

slew angle of 8°; the absence of any control effort is evident from the large overshoot. The controller

is then adjusted with the estimated frequency--this operation, including FFT calculation, requires

less than 0.3 seconds of CPU on the MicroVax computer. In the next two segments the arm is slewed

another 32 ° , then 40 ° in the opposite direction; the stabilizing effect of the acceleration feedback

controller is evident. A payload of 0.74 lb (69% of total arm weight) is added at the beginning of

the fourth segment, as indicated, and the arm is slewed through a conunanded angle of 5 °. This

small level of excitation is sufficient to accurately estimate the first modal frequency, so that the

controller is re-tuned to account for the addition of the payload. In the final two segments, the arm

is slewed first another 35 ° , and then 40 ° in the opposite direction. Again, the control has adequately

compensated for deflections at the endpoint. Since the 5 ° slew with payload generates relatively

small deflections, to illustrate the effectiveness of the scheduling control the endpoint position for

the case of not re-tuning the controller after addition of payload is overlayed in the Figure (dashed

line). Similar results were obtained for a variety of payload conditions.
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V. Conclusion

This paper has presented a summary of the various i,l_ntification and control tech,iwlp_ hoing

investigated in the laboratory at Ohio State ibr flexible-fink manipulator systems. Primary attention

in these techniques focuses on the ability of the controller to adjust to changes in dynamics, payload,

and working enviromnent. Time domain methods offer identified model structures which are readily

available for control design, whereas frequency domain methods, particularly the TTFE approach

developed for this application, are more desirable when rapid controller tuning is required.

Oldy a sample of the results obtained to date were presented here due to space constraints; the

interested reader is encouraged to pursue the listed references, copies of which are available upon

request from the authors.
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Abstract

This paper summarizes the devdopment of a knowledge-based controller for the Bel-

grade/USC robot hand, a five-fingered end effector designed for ma_mnm autonomy. The

biological principles of the hand and its architecture are presented. The conceptual and soft-

ware aspects of the grasp sdection system are discussed, including both the effects of the

geometry of the target object and the task to be performed. The concluding section of the

paper presents some current research issues.

1 Introduction

Grasping and manipulation of objects in space by robotic systems will probably require a blend

of teleoperation and autonomy for a number of years. However, the difficulties associated

with placement of cameras and other sensors suggest that the robotic end-effectors used in

unstructured environments be as autonomous as possible. Our group at USC, in collaboration

with the University of Bdgrade, has been active for several years in the development of robot

hands capable of mimicking some aspects of human prehensile behavior. We have concentrated

on autonomous grasping. Hence, the hands we have designed have limited degrees of freedom

as required only for grasping and not for finger manipulation. Within this limitation, it is

our goal to imbue the control systems for these hands with sufficient intelligence to be able

to grasp objects of arbitrary shape with the hand posture appropriate for a given task. This

paper presents a brief summary of the major features of the hand design, with emphasis on

the software aspects.

IThis research was supported in part by the Jet Propulsion Laboratory under grant #956501, the National

Science Foundation under grants DMC-8719579 and IRI-8796249, and by the Institute for Manufacturing and
Automation Research.
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2 Human grasping

Following the work of Jeannerod [6], it is known that the human hand preshapes to the

geometry of the object being grasped during the approach trajectory. The actual hand posture

(grasp mode) selection is accompanied by the selection of the grasp location on the object in

such a way as to bring functionally effective forces to bear, insuring a stable grasp appropriate

to the task at hand. A model of this process has been developed by Iberall and Arbib [1, 4].

Groups of fingers move generally together as a virtual finger setting up the forces that will

be applied in opposition to each other. They are functionally effective in the sense that

the chosen grasp mode must satisfy multiple constraints acting in the task. A number of

investigators have catalogued the basic grasp modes of the human hand [3, 7]. The human

perceptual, cognitive and motor systems process geometric information on the target object

in the light of the goals of the grasp and with a vast data bank of past experience to obtain

the proper grasp mode. In [5], Iberall and MacKenzie identify numerous constraints acting on

this process, separating some of the more functional issues from the physical ones. The final

configuration of fingers and the applied force are obtained from a blend of sensory feedback

and knowledge. We have attempted to incorporate some aspects of this process in the design
of our hand.

3 The Belgrade/USC hand

The Belgrade/USC hand is an anthropomorphic, five-fingered end effector. The first model of

the hand is illustrated in Fig. 1. It has four articulated fingers and a thumb. The two distal

finger joints are not individually controllable; they are connected by linkages in order to move

similarly to human fingers during grasping as the fingers flex (a virtual finger). The thumb

in Model I was rigid, but capable of rotation about an axis normal to the palm, to bring it

into opposition with any of the other fingers. A unique feature of the hand is its autonomous

shape adaptation. Three motors are mounted in the wrist structure to provide the external

degrees of freedom. One motor moves the thumb, while the others move two fingers each as

a virtual finger. The virtual finger drive is applied to each pair of fingers through a lever

structure, such that if the motion of one real finger is inhibited, the second can continue to

move, thus achieving shape adaptation without external control [2,13].

The structural design of Model II (to be completed in the Summer of 1989) is illustrated

in Fig. 2. This model features a jointed thumb (and hence an additional drive motor) and

fingers capable of spreading prior to grasping.

The consequence of this design is that the hand is well suited to autonomous grasping of

objects of arbitrary shape; it is capable of preshaping; and is simple to control, since all the

motors are located in the wrist structure. Touch sensors are located on the finger tips and on

the palm, position sensors are embedded within the fingers. The hand is mounted on a Puma

560 robot.
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Figure 1. Belgrade/USC Model I hand. 
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4 Target geometry and grasp modes

The high-level grasp controller is knowledge-based, selecting a preshape on the basis of visual

information on the target and a stored library of relationships between grasp modes and

geometric primitives. The basic modules of the system are shown in Fig. 3. A camera provides

the input to an image analysis system, which obtains a shape description using generalized

cones [12], from which the name and parameters of a geometric primitive are deduced. The

system includes such primitives as cone, cylinder, torus, etc. Given the geometric primitive

and its dimensions, the system then obtains a list of all feasible grasp modes. This list is

unranked; task information is needed to organize it. We have obtained the grasp modes by

means of rules and tables [11]. We have also demonstrated a neural network approach to the

problem [8,10].

_-L_

I

Figure 2. Belgrade-USC Model II hand.
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5 Task information

Our recent work has focused on the question of selecting the preferred grasp mode from

among all the permissible ones by using task information [9]. In order to restrict the size of

the search space, we have restricted the domain to operations associated with simple assembly

tasks, such as:

1. Grasp a wrench to tighten a nut

2. Grasp a hammer to drive the nail.

3. Pull handle to open the drawer.

4. Insert the pin into the hole.

The commands are parsed and the key elements (tool, action, part, context) are extracted

and used as inputs to the task analyzer illustrated in Fig. 4. The nature of the action ("turn",

"insert", etc.) and the type of tool are used with a functional database to determine the focus

of the desired action. For example, using a wrench puts the focus on the ability to apply the

maximum possible torque; inserting a pin requires the greatest possible ability to manipulate

a small object in space; pick and place operations require a highly stable grasp. These action
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loci in turn make it possible to select which of a large number of heuristics concerning human

grasping are appropriate to the task. Humans use such heuristics as "grasp the object as

close to the center of gravity as possible" for some tasks and "grasp the object near the end"

for others. Using a wrench to tighten a nut requires a different grasp heuristic than picking

up the wrench to place it in a given location. As Klustrated in Fig. 4, once the heuristics

are selected and ordered, they are used to produce a rank-ordered list of grasp modes. The

highest ranked mode is selected and the hand is preshaped accordingly. The details of this

process are described in [9].

Currently our object analyzer contains descriptions of 5 primitives (cylinder, cube, torus,

sphere and cone). The functional object database contains descriptions of 7 objects (wrench,

screwdriver, hammer, nut, pin, handle and cylinder) as well as type of tool, center of gravity,

function and other information. The task analyzer contains 72 production rules, 14 heuristics

and 2 meta-heuristics (used to order the heuristics). The Model I hand is capable of 4 grasp

modes (power grasp, hook grip, pulp pinch and lateral pinch). Additional modes usually

associated with the human hand will be possible with Model II.

Task Description
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Figure 4. Task analyzer.
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6 Current and future work

We have developed a knowledge based approach to reasoning about grasping from a task

description, and used it succesfully to obtain grasp modes for a robot hand. The attributes of

the task and knowledge about actions, objects and geometry have enabled us to rank order

feasible grasps in order of quality.

Much work remains to be done to extend the functional object base and to broaden the

task descriptions and attributes. We also plan to add slippage sensing to the hand and to

include surface friction and estimated object weight into the system.

We believe that the approach to autonomous grasping described here, where both task

and object geometry are considered in the determination of a grasp, offers great potential for

space applications.
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Abstract

The design, construction, control and application of a three finger, nine

degrees of freedom robot hand, with built-in multi-component force sensors are

described. The adopted gripper kinematics are justified and optimized with

respect to grasping and manipulation flexibility. The construction features

miniature DC-motor drive systems imbedded into the fingers. The control is

hierarchically structured and is implemented on a simple PC-AT computer. The

hand's dexterity and "intelligence" ape demonstrated with some experiments.

I. Introduction

The fascinating dexterity and versatility of the human hand caused many

people to dream about the development of a mechanical equivalent of their own

hands. For about fifteen years, researchers in the whole world [i],[2],[3],

[4],[5],[6] are challenging this problem and yet their results seem to be

rather poop in comparison with the natural example. On the other side, when

lookin_ at the present day two jaw industrial grippers, the developed

multifingered grippers really are a big step forward, without being copies of

human hands.

Generally spoken a robot end effector or gripper has two functions. In

the first place it should be able of grasping a wide variety of objects in

order to augment the versatility of the robot on which it is used. On the

other hand, it should be able to perform short-range manipulations without the

necessity to move the whole robot arm, thereby providing local redundancy.

Especially in assembly tasks these fine manipulations can be very useful.

Our aim at K.U.Leuven was not to build an equivalent of the human hand,

but rather to construct a dextrous end effector providing both grasping and

manipulating functions [7]. Unlike most other designs, the main effort was

given to the manipulating function. The mechanical design is not optimized

with respect to weight requirements, as our first intention was to demonstrate

that a multifingered gripper provided with force sensor feedback, even when

using a rather small controlling computer, really can perform the desired

manipulative dexterity.
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2. Kinematic consideratons

2.1. Basic presumptions

When designing a multifingered gripper the number of fingers to be used

is the first problem to cope with. For every finger also a suited layout has

to be chosen. By the formulation of a minimization function one can find a

solution for this problem. As described by Salisbury and Craig [8], the

contact between an object and a finger can be classified by the number of

degrees of freedom (d.o.f.) of relative motion it permits. It is evident that

the number of d.o.f, is inversely related to the number of constraints on

object motion (c.o.m). For every type of contact, the numbers of constraints

and degrees of freedom are listed in table 1. The term sort ringer is used to

denote a contact area with enough friction to resist moments about the contact

normal.

Table 1 : Contacts between object and finger

Type of contact Symbol c.o.m, d.o.f.

Planar contact with friction

Line contact with Friction

Soft finger

Point contact with friction

or planar contact without friction

Line contact without frition

Point contact without friction

x6

x5
x4
x3

x2

Xl

6

5
4
3

2

1

0

1

2

3

Further, one could define active Joints and passfve Jofnt8 [7]. An

active joint is a joint where the relative positions of the two links can be

set by external means. An example of an active joint is a servoed joint. A

passive joint is a joint where the relative positions of the two links is

depending on constraints imposed by the kinematic linkage.

In our design, we assume a ffngertfp-t_lpe p ehensfo,of the object. This

kind of prehension, where every finger has only one contact with the object,

is only one of the six possible types of hand prehension [9]. It was chosen

because of its excellent moving capabilities, which was, as stated before,

considered more important than the lack of performance when speaking in terms

of grasping. Furthermore it is simplifying considerably the control of the
gripper.

2.2. Kinematic criteria

Starting with these presumptions one can formulate some kinematic

criteria that have to be met by every hand design based on a fingertip
prehension:

- To be able to move the object in n degrees of freedom, a minimum of n

degrees of freedom is needed at each finger-object linkage. So when the

contact has 1 d.o.f, the connecting linkage needs n-i d.o.f.
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-Each finger has to be able to reach the required contact point, so the

minimum number of active joints will be equal to the dimensionality of the

object.

-To be able to completely restrain a three-dimensional object from motion,

the minimum number of restrictions of all contact points is six.

- The contact between object and finger is not a permanent contact. Therefore

at least one additional connectivity restriction has to be added.

2.3. Ninimization of the number of active Joints

To facilitate the control of the gripper, one could minimize the number z

of active joints in the system :

Min z = 3x I + 3x 2 + 3x 3 + 4x 4 + 5x 5 + 6x6, (1)

where x i (i=1 .... 6) are defined in table 1.

following conditions:

xl + 2x2 + 3x3 + 4x4 + 5x5 + 6x6!7
Xl + x2 + x3 + x4 + x5 + x6! 2
Xl + x2 + x3 + xa4 + x5 + x6_ 5
Xl,X2,X3,X4,xs,x6 _ 0 and integer

The problem is subjected to

(2)
(3)
(4)
(5)

Condition (2) means that we need at least seven (six for mobility and one for

connectivity) constraints. When only using point contacts without friction,
this condition becomes:

Xl >_7

This is the same condition as stated by Lakshminarayama [i0]. Conditions (3)
and (4) are expressing that a hand should have at least two and at most five

fingers. They are based on the fact that every finger has only one contact
with the object.

The problem (1% n_ d_r,4h_ °_,._ _- - I_...., , ...... o = _**_aL integer programming

problem that can be solved by the simplex method using Gomory's algorithm.
This yields as optimal solution :

z = 7 Xl = 0 x2 = 0 x 3 = 1

x4 = 1 x5 = 0 x6 = 0

So a two-fingered hand with at one finger a point contact with friction and at

the second finger a soft finger contact is using the smallest possible number

of active joints namely seven. The drawback of this gripper is its limited

ability to resist moment about the line connecting the contact points and also

its limited mobility.

To improve mobility one could replace the point contact by a plane contact

with friction which requires two extra active joints. Because the surface

geometry of the object has to match the surface geometry of the plane, this
solution lacks universality.

The next choice is to build a robot hand with three fingers.

changing the right hand side of equation (3) yields following results:

Thus

z = 9 Xl = 1 x3 = 2 x2,x4,x5,x6 = 0

Because a point contact without friction is a rather academic concept, the
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finally constructed hand has three fingers, each finger having three active
joints and a point contact with friction at the fingertip.

3. Mechanical design

3. i. Configuration

When designing a finger with three active joints, several combinations of

rotational and translational joints are possible. Translational joints would

imply a very complicated construction, so we preferred to use only rotational

joints. Even when using only rotational joints, still a wide variety of

possible finger designs exists, and there seems to be no evident criterion to

make a selection. Therefore only the three configurations, described in

figure 1 and mainly inspired on the human finger, are further considered.

Fig. i. Possible hand configurations

To make the final choice, we studied these designs for their grasping

ablility of some simple geometric forms :

- A square object is grasped with the fingers working as a two-jaw parallel

gripper. When the finger shape is cylindrical all three configurations can

perform this task.

- For a vertical cylindrical object, the first configuration cannot make a

line contact for all fingers. The other two configurations are equivalent.

- When grasping a small horizontal cylinder the fingers of the second design
may touch each other so that only the third design remains.

This configuration has a drawback for manipulating the object, because of a

singularity in the working space at the rotating axis of the first joint.

Therefore the working space had to be limited.

3.2. Construction

To simplify the construction of the first prototype, we designed fingers

with built-in electrical actuation, rather than using a remote tendon type

actuation. Electrical actuation was also very attractive because of the ease

of control. So the fingers are constructed from rotational joints driven by

dc motors, using planetary reduction gears to generate an acceptable torque.

Some motor parameters (gearbox included) are:
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dimensions 24 x 60 mm

weight 1.2 N

max. speed 6.8 rps

max. torque 2.3 Nm

gear ratio 1 : 1164

A miniature incremental position encoder (125 pulses/rev. ) is attached to the

axis of every motor. Due to the high transmission ratio, this results in a

very high resolution of the position measurement (145500 pulses/ finger rev. ).

Every finger is also equipped with a three dimensional force sensor using

strain gauges. These force sensors were built as a combination of one ring

dynamometer and two cantilever boxes [7]. The characteristics of the sensors

are :
maximum force

resolution

nonlinearity

average cross sensitivity

acquisition speed

bandwidth

drift

50 N

0.2 N

< 1% full scale

lO%
20 kHz
25 Hz (determined by the filters)
i0 % full scale in 4 h

The final design of the three-fingered gripper can be seen in figure 2.

On the photograph the gripper is mounted on a fixed structure, grasping a

chicken egg. The mechanical size of the fingers is determined by the size of

the components. Every fingertip is equipped with a rubber ball to introduce

friction at the contact points. The force sensors built-in in the first

phalanx are clearly distinguishable. The amplifiers for the strain gauge

signals are placed on the bottomplate of the gripper together with all other

connectors for the motors and the encoders.

4. Controller design

4. I. Mathematical gripping model

For real applications the radii of the contact surfaces may not be too

small in order to limit the contact pressure. This means that a point contact

becomes a ball contact which makes the kinematic relations between finger and

object much more complicated. The use of a soft layer at the contact point

will create a second problem. When using a soft layer, a force tangential to

the contact area will shift the center of a ball contact. As a consequence

the contact point will shift when there is a rotation around the normal line.

One can conclude that the calculation of the exact kinematic relations becomes

very difficult in practical applications so that there has to be some

possibility to compensate for calculation errors.

One of the solutions is to have compliances at the finger tips in order

to compensate for position errors. This method is also very useful to

compensate for small fingertip deviations caused by the controller itself.

Otherwise the coordinated movement of the three fingers would require a very

complicated servo system. The proposed gripping method simulates a three

dimensional spring behaviour at finger tip. As a consequence the position

accuracy of the object relative to the gripper base becomes rather low.

However, from extensive experience with active force feedback at K.U.Leuven

[ii], a robot with a compliance at the end effector is still able to do

accurate operations when the external forces working on the object are

measured and fed back to the controller.
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To calculate the joint positions of each finger, the coordinates of each

finger tip in the contact plane relative to the object frame, are transformed

to the hand base frame by means of transformation matrix A 1 (Figure _) and to

the finger base frames through transformations A2i (i=i,2,3). To move the

object, transformation matrix A 1 is calculated for the successive positions.

_. 2. General controller structure

The controller is hierarchically divided into three main levels: the

finger controller, the hand controller and the task controller.

Normally the hand level has the control over the finger level. As can be seen

on figure 5, there is some special case where the joint positions are almost

directly routed from task level to finger level. This happens when the

fingers have no contact with the object and are following a preprogrammed

approach path in order to grasp the object. The precise working of this case
is discussed further.

4.3. The finger controller

Basically each finger of the robot hand is controlled as an active

stiffness system, where the finger tips are progrsmmed as two linear springs

(vertical and radial) and one rotational spring. The fingers are thus

controlled in cylindrical coordinates as shown in figure 6. In fact this is a

simplification of the finger model described above (three cartesian springs

attached to the object). These simplifications were made to reduce the

required computing power. The inputs to the finger controller, coming from
the hand controller, are :

- spring rates for radial,vertical and rotational springs;

- vertical, radial and rotational position of the finger tip relative to the
finger frame.

vertical spring

pring

I e r

/

• r

v el

_T_-_ Joint

O_' -_',_- I _le3leontrollers] "

Fig. 7. Finger controller layout

-8

O

Fig. 6. Cylindrical coordinates used for spring definition
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The software controlled spring is realized by using a multidimensional

stiffness controller with internal position loop. The internal position loop

scheme was chosen mainly because of the higher bandwidth of the position

measurement in comparison with the force measurement. The additional passive

compliance which is usually needed for an internal position loop was

unnecessary because of the high resolution of the position measurement [11].

Figure 7 shows that the cylindrical finger coordinates (v,r,e) are

tranformed to joint coordinates (ele2e3) for the joint position controllers.

The new position results in an external force (determined by the contact

stiffness Ko), measured by the strain gauges. This signal is passed trough an

analog low pass filter before it is converted into a digital signal. The

force measurements are transformed by Tf into the cylindrical coordinate

system of each finger. They give the measured forces in radial and vertical

direction and a moment around the rotational axis. Both moment and force are

multiplied by the desired springcompliance 1/K s. The result is subtracted

from the desired position.

Digital PD-controllers are used to control the finger joints. Velocity

feedback is calculated from the position by differentiation of the encoder

signal, as there was no place to use a tachometer.

4.4. The hand controller

The task of the hand controller is the coordination of the position of

all fingers. One has to make a distinction between the grasping and the

manipulation of an object.

During the grasping (before there is contact between the fingers and the

object), the object does not move and the position of the contact plane

relative to the robot hand base remains unchanged, while, however, the

positions of the finger tips relative to the contact plane or object frame are

changing. This seems somewhat contradictory because of the fact that the

contact plane was defined as a plane formed by the fingertips. But this

definition was only valid when there is a contact between finger and object.

In this case the con-tact plane is formed by three arbitrarily predefined

points on the object where the gripper is going to grasp it. So one can have

the impression that the fingers are direcly controlled by the task level as

was indicated in figure 5.

A second phase is the manipulation of the object relative to the hand base.

As explained above, this is done by moving the contact plane, formed by the

contact points. The position of the finger tips relative to the contact plane

remains unchanged. The movement of the contact plane consists of a rotation
and a translation relative to the hand base. The rotation transformation is

using the RPY angles formalism.

_.5. The task controller

The task controller is controlling the performed operations. This

controller is written in a high level language unlike the two previous

controllers that are written in assembly language. It is providing a set of

subroutines which make it very easy for the programmer to develop a specific

application program.

We take as an example a task that requires the robot hand to grip an object,

move it in vertical direction and then move it back until it is touching the

base. Figure 8 gives the Fortran program performing this task.
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c gripping the object

do 100 contactforce=O
touch1
touch2
touch3

100 continue

c move in vertical direction

moveinz (disp)

c move down until vertical force equals
c "touchforce"

200 moveinz (-1)
getforce (fz)
if ( fz < touchforce) then
go to 200
retum
end

Fig. 8. Sample program of grasping

task definitions

Microprocessor

H_

eriminators

9 vb]tdge

joint
motors

Fig. 9. Hardware configurations of the

3 12 bits

a/d_or_

3 _dl_rs

9 amplifiers
with low pass

filter
S I I
strain
gauges

hand controller

4.6. Hardware construction

Figure 9 gives a description of the hardware implementation of this

controller as it was developed in 1986. The controller is based on the Intel

80286 microprocessor with 80287 numerics] coprocessor, bo*_h _-.'..-,ningat 9 _z.

This system has 512 kbyte ram memory,20 mbtye mass-storage, a timer and an

interrupt handler. The interfaces built to connect the robot hand to the
controller are :

- decoder inputs for the incremental optical position encoders.

- digital to analog converters (12 bits) with power amplifiers to drive the

servomotors

-analog to digital convertors for measuring the outputs from the force

sensors

As the floating point operation speed of the controller was insufficient to

perform all coordinate transformations, some calculations had to be made by

using integer arithmetic, resulting of course in a decreasied accuracy of all

mathematical operations.

5- Experiments

5.1. Hanipulation of an object

This experiment was set up to prove the ability of the gripper to absorb

the error between calculated and real position of the contact points. It 81so

demonstrates that it is possible to manipulate objects having a complicated

and only approximately known geometry. The setup of this experiment is shown

in figure 2. The fingertip was assumed being a point and no correction was
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made for the shifting between fingertip and egg. In a first step the gripper

will grasp the egg by approaching the fingers until there is a contact force

detected. Once there is contact, the egg can be translated or rotated in any

direction in space. Of course every movement is subject to the limited

workspace of the gripper.

5.2. Peg into hole insertion

By using a chamfered peg and an adapted compliance one can eliminate

centering errors during an insertion [12]. This method works well if the

initial displacement error is smaller than the dimension of the chamfer.

Our experiment (Figure ii) uses an unchamfered peg to be inserted in an

unchamfered hole with a clearance of 0.1 mm. The use of a searching algorithm

makes insertion possible even with an initial displacement error of one fourth

of the diameter of the hole. The flow chart for the algoritm is shown in

figure 10. If the peg is not precisely centered when starting the insertion,

the force in the vertical direction increases until it reaches a maximum

preset level. The program then calculates the forces in both horizontal

directions to find out the magnitude and direction of the moment acting on the

peg because of the eccentric insertion. The object will be retracted until

the vertical force equals zero and then will be moved to another position

following the direction of the calculated moment. This procedure will be

repeated until the vertical movement surpasses a preset distance after which

the peg is to be considered as rightly centered inside the hole. During the

last part of the insertion,some adjustments of the peg position will be

carried out in order to keep the horizontal forces as low as possible.

The forces working on the object during the inserton can be seen in figure 13.

Both horizontal directions correspond to x and y; z is the vertical insertion

direction.

6. Further developments

The first aim of this project was to build a dextrous multifingered

gripper with extensive grasping and manipulative capabilities, with a limited

computer budget, as is common for space applications. Therefore no attempt

was made at this stage to optimize the mechanical design.

The next step is to improve the design to arrive at a more technically

sound concept. Therefore the volume and weight need to be reduced and the

actuator capabilities increased. The next design will not only allow a three

fingered grasp, but also other types, like e.g. a planar grasp [9]. This

implies another type of force sensing.

The first problem was to find a suitable actuator. A theoretical study

[15] comparing electric, hydraulic, pneumatic and shape memory actuation,

proved electric actuation to be the most appropriate solution, especially

when taking into account the development time and costs. Parallel

developments in other labs showed also the need for a remote tendon type

actuation. So we decided to develop a cable pulley actuation driven by a

linear electric actuator. As there was not a suitable commercial device

available for our application, a new actuator was designed. Figure 13 shows

a cross-section of this device. It is built up around an Inland frameless

high torque rare earth DC motor and uses a miniature high precision ball screw
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Fig. 13. Linear actuator for controlling tendon-controlled finger

to obain a linear movement. The actuator is designed to reach a peak force of

300 N with a linear stroke of 30 mm. A first prototype is presently being
tested.

Also a first model of a finger with cable-pulley actuation is built. We

designed a three joint finger driven by four cables, three for flexion and one

for extension. It is intended to equip this device with an already developed

tactile sensor based on conductive rubber [14].

7. Conclusion

A universal gripper should have two functions : grasping and manipulating

an arbitrary object. The main effort in this study was given to the

manipulating function. By minimization of the number of active joints, is was

found that a three fingered hand with in total nine active joints is the most

optimal design in the case of a three fingertip grasp.

Active compliance has proven to be an effective solution for certain

problems, occuring during the manipulation of an object by a multifingered

gripper. The practical applicability of this method was demonstrated with a

simple multifingered gripper, controlled by an ordinary personal computer.

Actually this gripper is redesigned to optimize its mechanical construction

and to extend of its gripping capabilities. The final aim is not to build an

equivalent of the human hand, but rather to construct an industrial end

effector providing both dextrous grasping and moving functions.
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TRACTION-DRIVE FORCE TRANSMISSION
FOR TELEROBOTIC JOINTS*

D. P. Kuban and D. M. Williams
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Abstract

The U.S. Space Station Program is providing many technological
developments to meet the increasing demands of designing such a facility. One
of the key areas of research is that of telerobotics for space station
assembly and maintenance. Initial implementation will be teleoperated, but
long-term plans call for autonomous robotics. One of the essential components
for making this transition successful is the manipulator joint mechanism.

Historically, teleoperated manipulators and industrial robotics have had
very different mechanisms for force transmission. This is because the design
objectives are almost mutually exclusive. A teleoperator must have very low
friction and inertia to minimize operator fatigue; backlash and stiffness are
of secondary concern. A robot, however, must have minimum backlash, and high
stiffness for accurate and rapid positioning. A joint mechanism has yet to be
developed that can optimize these divergent performance objectives.

A joint mechanism that approaches this optimal performance was developed
for NASA Langley Research Center, Automation Technology Branch. It is a
traction-drive differential that uses variable pre!oad mechanisms. The

differential provides compact, dexterous motion range with a torque density
similar to geared systems. The traction drive offers high stiffness and zero

backlash - for good robotic performance, and the variable-loading mechanism
(VLM) minimizes the drive-train friction - for improved teleoperation. As a

result, this combination provides a mechanism to allow advanced manipulation

with either teleoperated control or autonomous robotic operation. This paper
will address the design principles of both of these major components of the

joint mechanism. Various materials were evaluated for the traction rollers,
and two were tested. Also, various surface modifications to these rollers

were studied utilizing previous NASA Lewis Research Center experience. Both

modified and unmodified materials were tested. For the VLM, several designs

were investigated to determine the trade-offs between friction and compliance,
as well as the effects of dimensional tolerances and structural deflection.

Various designs were fabricated and tested. Test results from the test joints

are included. Also, the preliminary results of the complete master/slave

assembly are discussed. At the time of this writing, final assembly is under

way. Finally, the paper describes some of the limitations of this mechanism,

as well as recommendations for further development of this technology.

*Research sponsored by NASA Langley Research Center under Interagency

Agreement Number 40-1553-85 with Martin Marietta Energy Systems, Inc.
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1. Introduction

The purpose of developing a telerobotic work package for space

application is to increase astronaut and overall system safety, productivity,

and flexibility. _stronaut safety is of increasing concern because of the

number of potentially hazardous tasks, such as hydrazine fuel transfer, being

planned for space execution. Astronaut risks increase as the demand for extra

vehicular activity (EVA) time increases for work on large projects such as

space station assembly, operation, and maintenance activities. A remote

system would allow around-the-clock operation while the astronaut-operators

remain safely inside the orbiter or space station. Finally, with a
telerobotic-based dexterous remote-handling system, operations in the far

future can be conducted at significant distances (such as geosynchronous

orbit) from the orbiter or space station.

Traditionally, teleoperated manipulators have been designed primarily to

operate with low friction and inertia to minimize operator fatigue and
backlash and stiffness were of secondary concern. Robots, on the other hand,

are designed with high stiffness and minimum backlash as a primary concern to
accommodate accurate and rapid positioning; friction and inertia are addressed

secondarily, if at all. The design objectives of teleoperators and robots

dictate mechanical approaches that are almost mutually exclusive. Attempts to

merge these technologies into a "telerobot" have been strictly limited by
these contradictory approaches. To accomplish this merger, a joint mechanism

is needed that provides very low friction and inertia to accommodate

teleoperator requirements and high stiffness and zero backlash to accommodate

robotic requirements. A joint mechanism has yet to be developed that can

optimize both of these requirements. However, a joint mechanism that

approaches this optimal performance has been developed for NASA Langley,

Automation Technology Branch. It consists of a traction drive differential

that uses variable-loading mechanisms (VLM) and is called the Laboratory

Telerobotic Manipulator (LTM).

2. Traction-Drive Ooint Mechanism for the LTM

The LTM is a seven-degree-of-freedom telerobot that employs replicated

traction drive joint mechanisms as shoulder, elbow, and wrist joints (Fig. 1).

Each joint mechanism provides pitch and yaw motions about orthogonal axes.
Each joint is attached to the adjacent joints by means of only four fasteners

to produce a modular mounting arrangement that allows the LTM arms to be

easily assembled and disassembled. This modularity also allows the LTM arms

to be easily reconfigured for changing requirements and permits maintenance on

the arms by simple module replacement.

The LTM has load capacities to accommodate man-equivalent operation.

Each LTM arm has a peak load capacity of 30 Ib and a continuous load capacity

of 20 lb. To accomplish this requirement effectively, the LTM arm was

configured by joints having different torque capacities. The resulting torque

requirement for each joint is 435 in.-Ibs for the wrist, 960 in.-Ibs for the

elbow, and 1650 in.-Ibs for the shoulder. To reduce the fabrication and

engineering cost, a large joint having a peak torque capacity of 1650 in.-Ibs

is used at both shoulder and elbow positions. In an effort to optimize

dexterity and minimize weight, a small joint having a peak torque capacity of
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435 in.-Ibs is used as the wrist joint. An assembly of the small joint is

illustrated in Fig. 2. The large joint is simply an enlarged replica of the
small joint and is illustrated in Fig. 3. Both joint assemblies consist of a

differential drive mechanism, two DC servomotors (Inertial Motors) with

gearheads, two torque sensors, and two resolvers as shown in Figs. 2 and 3.

The speed-reduction ratio through the differential is_3-I/2 to I. Special

gearhead (Bayside Controls) with spring-loaded antibacklash gear trains were
used. Commercially available (GSE) torque sensors have been modified and

incorporated directly into the joint mechanism to produce a compact
arrangement. Vernitron resolvers are located at each joint axis and are

coupled directly to the axis of rotation. These resolvers and torque sensors
provide the control system data indicating the joint's payload and position.

Cabling provisions have also been made to eliminate the use of external

pigtails and connectors. A through-passage within the differential has been

provided to accommodate the cabling bundle. This cabling bundle is also

equipped with electrical connectors positioned at each mounting interface that

engage and disengage automatically as each joint is attached and detached to
the adjacent joint.

Permanent-magnet fail-safe brakes have recently become commercially

available (Electroid) and have been coaxially mounted to each drive motor.

These brakes will safely stop each LTM arm during power failure and will

provide the capability of supporting maximum payloads for long periods without

motor overheating. The operating principle of a permanent-magnet brake is

similar to that of a standard spring-set brake in the sense that permanent

magnets are used to generate a magnetic force that replaces the spring force

of the spring-set-type brakes. When the coil of a permanent magnet brake is

energized, it cancels this magnetic force, releasing the clamping force on the

drive disc. The real advantage of these brakes is the amount of torque per

unit size and weight. These magnetic units are capable of supplying five

times the torque-to-weight ratio as spring-set brakes.

The differential drive mechanism has two inputs and one output which

rotate about orthogonal axes. Force transmission through the differential

drive mechanism is accomplished by traction drives. Unlike force transfer

through gear teeth that generate torsional oscillation as the load transfers

between teeth, force transfer through traction is inherently smooth and
steady, without backlash, and relatively stiff. The elements of this

traction differential drive can be seen in Fig. 4. Two driving rollers

provide input into the differential. A significant advantage in this setup is
that each driving roller is required to transmit only one-half of the

total torque necessary to make a particular motion. These rollers drive two

intermediate roller assemblies, which in turn drive the pitch/yaw roller about

the pitch and yaw axes. The axis about which the pitch/yaw roller rotates

depends on the direction of rotation of the driving rollers. The pitch/yaw

roller is driven about the pitch axis when the driving rollers rotate in

opposite direction. When both driving rollers are rotated in the same

direction, the pitch/yaw roller is driven about the yaw axis. The rolling

surfaces of the differential are gold pl_ted in an ion-plating process
developed by NASA Lewis Research Center.: This plating serves as a dry

lubricant in the sense that it prevents the substrates from contacting.

Vernitron resolvers are located at each joint axis in an effort to maximize

I06



ENCODER

TACHOMETER

._HIGH TORQUE
.-'" DRIVE MOTORS

BRAKES

ZERO BACKLASH
GEARHEADS

VERNITRON
RESOLVERS

INCORPORATE
TOROUE SENSORS

CABLING

ARRANGEMENT

r-NEXT JOINT

/___, INTERFACE

/ i

_ELECTRICAL CONNECTORS

Fig. 2. LTM small Ditch/yaw joint assembly.

107



BRAKE

ZERO
GEARMEADS

DRIVING

TORQUE SENSOR

LOADING
MECHANISM

ROLLER
/--P ITCH/YAW ROLLER

//ASSEMBLY

t"

Fig. 3. LTM larQe pitch/yaw joint assembly.

108



INTERMEDIATE--,

ROLLER \
ASSEMBLY

INPUT VARIABLE
LOADING MECHANISM

--OUTPUT LOADING MECHANISM
./ (INCORPORATED INTO THE

INTERMEDIATE ROLLER ASS'Y)

RESOLVERS

PITCH AXiS

IYAW AXIS

\

_-- PITCH/YAW ROLLER

Fig. _. LTM traction drive differential.



positioning accuracy. By locating these resolvers directly at each joint

axis, any creep events that occur through the traction drive differential will

not effect the positioning characteristics of the LTM.

VLMs have also been employed as an alternative to constant-loading

mechanisms in an effort to improve the differentials back-driveability,

mechanical efficiency, and fatigue life. Constant-loading mechanisms produce
a constant normal load between the traction drive rollers. This constant

normal load must be sized to ensure adequate traction at the joints maximum

torque capacity. The obvious disadvantage of this constant normal load is

that the traction drive rollers and their supporting bearings are needlessly

overloaded during periods of low torque transmission. This constant normal

load not only generates extra bearing losses at low torque transmission but,
more important, shortens the drive systems fatigue life. _ To ensure adequate

traction with minimum friction loss, VLMs were developed. These mechanisms

produce varying normal loads between th_ traction rollers that are
proportional to the transmitted torque. _ Two VLMs variable loading mechanisms

have been incorporated into the traction drive differential. These VLMs are

known as the input VLM and the output VLM.

The input VLM produces a varying normal load between the input roller

and the intermediate roller assembly. This mechanism consists of a upper

thrust cam, a lower thrust cam, a thrust bearing, two radial bearings, a

thrust bearing retainer, and four ball bearing balls, referred to as cam balls

as shown in Fig. 5. This mechanism generates a thrust force proportional to

the input torque. This thrust force is applied to the input roller and is

counteracted by the thrust bearing and bearing retainer. The radial bearings

provide stability to the upper thrust cam. The upper and lower thrust cams

are equipped with tapered contours that are fprmed by helical grooves. These

contours contain cam balls as illustrated in Fig. 6. Each contour is formed

by two helical grooves, one cut on a right-hand helix and the other cut on a

left-hand helix. These two helical grooves converge at a depth that is

slightly less than that of the cam ball radius (0.031 in). A free-body

diagram of the upper thrust cam and lower thrust cam is shown in Fig. 7. The

input torque (Ti).is transmitted from the upper thrust cam to the lower thrust
cam by a compresslve force generated in each cam ball. This compressive force

F is normal to the tangent helical groove and is the resultant force of a

horizontal force FT and a vertical force Fi. Force FT is the tangential

force required to transmit the input torqu_ Ti. Forc_ Fi is a varying thrust
load that is counteracted by the thrust bearihg and bearTng retainer shown in

Fig. 5. This varying thrust load is applied to the input roller and produces

a varying normal load between the input roller and intermediate roller

assembly.

The output VLM produces a varying normal load between the intermediate

roller assembly and the pitch/yaw roller. This mechanism is incorporated into

the intermediate roller assembly as shown in Fig. 6. It consists of the

intermediate drive roller, eight cam balls, and an intermediate transversing

roller. These rollers contain tapered contours that work in conjunction with

the cam balls in the same manner as the upper and lower thrust cams of the

input VLM. As torque is transmitted between the intermediate drive roller and

intermediate transversing roller a thrust force FL is generated that produces

the varying normal force FN.
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The operational performance of the LTM was verified through testing
during its preliminary design. A photograph of the test stand used is shown

by Fig. 8. The test stand was originally designed to accommodate two

different types of speed reducers; a power hinge reducer, which was seen to be

economically unfeasible; and a harmonic drive reducer, which is now being

used. The test-stand differential is very similar to the LTM small-joint

differential. Similar bearings and traction drive rollers are employed in

both cases. The test stand is equipped with an input VLM and an output

constant-loading mechanism. This arrangement provides the capability to

compare the two different types of loading devices. Some of the parameters

tested were the starting torque, back-driveability, mechanical efficiency, and
torque capacity. The test stand demonstrated that a traction drive

differential equipped with VLMs will satisfactorily transmit its designed

torque capacity with a mechanical efficiency of_90%. Testing also indicated

that a VLM generates only 25% of the starting and back-driving torques,
whereas the constant-loading mechanism generated 75% of these differential

torques. This appears to indicate that the VLM may reduce the starting and
backdriving torque _50%.

3. Conclusions

A joint mechanism for a space telerobot was developed for NASA Langley
Research Center. This joint mechanism incorporates a traction-drive

differential that is equipped with variable preload mechanisms. It meets the
requirements of both teleoperators and robots. Backlash is eliminated and

high stiffness is provided that accommodates accurate and rapid positioning
needed in robots; and low friction and inertia is obtained to minimize

operator fatigue needed in teleoperated manipulators. By meeting the

requirements of teleoperated manipulators and robots, this joint mechanism is

the first operational system to mechanically merge these two technologies into
a "telerobot".
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Abstract

The autonomy of manipulators, in space as well as in industrial

environments can be dramatically enhanced by the use of force/torque and

tactile sensors.

In a first part the development and future use of a six-component

force/torque sensor for the Hermes Robot Arm (HERA) Basic End-Effector (BEE)

is discussed.

Further, a multlfunctional gripper system based on tactile sensors is

described. The basic transducing element of the sensor is a sheet of

pressure-sensltive polymer. Tactile image processing algorithms for slip

detection, object position estimation and object recognition are described.

1. Introduction

The HERA is a symmetric six-degrees-of-freedom manipulator arm with an

anthropomorphic configuration and an overall length of 11.2 meter. It is

designed to perform following operational functions: capture, berthing,

release, inspection, insertion and retraction, transfer, placement, actuation,

tool operation, EVA-support. It can be operated in the following modes:

automatic mode, (tele)-operator-controlled mode, single-jolnt mode.

Several of the above mentioned functions require the use of closed loop

control strategies, based on active force feedback [i]. This requires the

presence of a multi-component force/torque sensor imbedded in the HERA BEE

(fig.l).

Active force feedback seems to be an appropriate control mode for all

"compliant motion" functions. These are functions where the manipulator is in

direct contact with its environment (e.g. insertion). Good results have been

obtained in industrial environments with force-around-position control loops

[2,3]. These schemes also seem applicable to space manipulators [I]. The

main difference with respect to industrial manipulators is the back effect of

the contact forces on the position loops which has to be taken into account in

space manipulators [I], but can be neglected in industrial robots.
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Fig.l. General layout of HERA-arm on HERMES.

At KULeuven, a prototype six-component force/torque sensor for the HERA

has been developed and tested. Some particular design features are outlined
hereafter.

2. The KULeuven force/torque sensor

An extensive expertise in the development of force/torque sensors for

robot (and automotive) applications has been built-up at KULeuven over the

last ten years [4]. A CAD-package has been developed for dimensioning these

sensors, based on the desired force/torque ranges and the allowable outside

dimensions [5]. It takes into account all second order effects and allows

dimensioning against fatigue failure.

The most challenging problem associated with the HERA-sensor are the

conflicting requirements between the force and torque ranges. Force ranges

are 200N versus torque ranges of 150 Nm. These unusually large torques are

due to the particular design of the HERA BEE, where a long electronics control

box is positioned between the sensor and the tool flange (fig.l). Another

challenge ws_ connected with the required stiffnesses_ an easily obtainable
figure of 10_N/m for translations, but a very high 2.10_Nm/rad for rotations.

From the outset, one of the most important design criteria was to achieve

mechanfca_ decoupZing. This results in a diagonal calibration matrix and a

dramatically reduced data processing effort. Cross sensitivities of a few
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percent are permissible sad can still allow perfect force control thanks to

the compensating actions of the active force feedback loops around the
position loops [6] in the manipulator control structure.

The sensor consists of four cantilever beams in a cross-configuration, at
one side rigidly connected to a central block (with a central hole for the

passage of a wire harness) sad at the other side connected to a rigid outside

ring through flexures. These flexures provide four degrees of freedom (sad
thus two restrictions) to the cantilever beams (fig. 2).

This configuration provides a load situation where only a horizontal

force Fh sad a vertical force Fv act on the "free" ends of the measuring

beams. For nominal loads Fx, Fy, Fz, Mx, My, Mz the following relations are
valid (neglecting the flexure stiffnesses) on each beam:

Fx Mz Fy Mz

Fhx =-- + _ ; Fhy =-- +
2 2L t 2 2L t

(i)

Fz Fz My
Fvx = -- + -- ; Fry = -- +

Lt 4 Lt
(2)

The associated strains can readily be calculated. At this stage, design

parameter Lt partially determines the relative sensitivity with respect to
different load components. In the present case, with high torques at low

force levels, Lt is however restricted due to other reasons (e.g. max. outside

dimensions). Therefore, in the present design the m_u__uring tw_.m.h.v_ t_n

laid out diagonally with respect to the square outside shape (fig.2).

¥

Fig.2. Mechanical layout of HERA BEE six component force/torque sensor.
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Having selected Lt, measuring beam cross section dimensions b and h can

be calculated in such a way that a maximal strain level ( c= 0.002 for the

used material A17075T6) is not exceeded. A ratio eFv/_Fh = 1 is adopted as

design criterion. Herewith the complete relation between the generated

strains for each force/torque component is fixed, so that the length 1 of the

measuring beams can be determined. In chosing this length the sensor
stiffness can be controlled.

For the above mentioned specifications, this results in following

dimensions: b = 10mm, h = 16.9mm, 1 = 45mm, Lt = 200mm, resulting in following

strain levels: eFx,Fy = 221, E Fz = 66, E Mx,My = 976, eMz = 821.
These values are absolute maxima, obtained under the assumption of ideal 4

d.o.f, flexures. At this stage, a more detailed calculation is made, taking

into account the influence of the non-ideal flexures. This influence has to

be minimized by chosing proper flexure dimensions. In our case the flexure

dimensions are: if = 40mm, bf = 1.3mm, hf = 16.9mm. With this complete load

situation, the ultimate stresses and stiffnesses are calculated (Table 1).

Table i. Design data for the HERA force/torque sensor

Direction

x,y

z

x,y (rot)

(rot)

Nominal strain

(microstrain)

179

65

954
810

Stiffness

(N/m,Nm/rad)

6.7xI0_

38.1xI0 
z.83xlO 
1.37x10-

As

specified ones, while the rotational stiffnesses

specifications.

can be seen there, the translational stiffnesses exceed largely the

are slightly below the

h. T TF¥

_ _L "-' '-'l zT _ _ rr---" 1.2

TFz
1.1
3.1

1._-

TMz
2.4
4.L_

2.}-

Fig.3. Placement of strain gauges for achieving a decoupled sensor coupling

matrix.

120



A mechanical overload protection is provided by means of mechanical

stops, preventing further deformation when 125% of the nominal load is
exceeded.

Six strain gauge bridges, positioned at strategic places, to obtain full

decoupling of the different force/torque components, are used. Full bridges

with four strain gauges are used for Fx, Fy, Mx and My, and with eight gauges

for Fz and Mz, resulting in a total number of 32 gauges for the complete

sensor (fig. 3). Precision instrumentation amplifiers (type AD5245) guarantee

good performance over the extended temperature range of -55"C to 125"C.

A static calibration was performed to obtain the 6x6 sensor coupling

matrix A, relating the force vector F to the sensor output signal vector S, as
follows:

S = A.F (3)

By applying one force component and measuring the different bridge outputs,

the corresponding column of A can be determined.

As the sensor is decoupled, only the diagonal elements are significant.

Due to the fact that A is square and approximately diagonal, inversion is also

straightforward:

F = A-Z.S (4)

-200 -100 0 100

Load Fy {N)
Fig.4. Sensor outputs for pure force load Fy.
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Fig.5. Photograph of finished sensor prototype with bu i l t - i n  e lec t ronics .  

I n  case of low cross-sens i t iv i t ies  ( =  5%) t h i s  procedure i s  acceptable f o r  
using the sensor i n  closed-loop applications of ac t ive  force feedback [4].  
Otherwise, the complete matrix has t o  be inverted. Fig. 4 indicates  a typical  
cal ibrat ion r e s u l t  indicat ing the d i f fe ren t  bridge outputs f o r  a force Fy 
applied t o  the  sensor over its f u l l  range (2 200N). A s  can be seen, the cross 
sens i t i v i ty  i s  very low. For the whole sensor, the m a .  cross s e n s i t i v i t y  was 
smaller than 5%. ( A  few exceptions were due t o  incor rec t ly  placed s t r a i n  
gauges and an inaccurately machined sensor body). 

Fig. 5 shows the finished sensor prototype with i t s  bu i l t - i n  data 
processing electronics .  The mechanical s tops are not v i s i b l e  as they are 
hidden i n  the  back plane. 

3.  A sensory controlled gripper system 

The above described force/torque sensor can enhance the autonomy of 
manipulators performing compliant motion tasks ,  by applying ac t ive  force- 
feedback. Additionally, the gripping capab i l i t i e s  of those manipulators can 
be made more i n t e l l i g e n t  by introducing tacti le perception within the gripper. 

A t  KULeuven some years ago, a high-resolution tactile sensor has been 
developed t o  be incorporated i n t o  a two-jaw gripper mechanism and aimed a t  
s l ip-detect ion,  object loca l i sa t ion  and recognition [7]. 

The general layout of the sensor is outlined i n  fig. 6. It consis ts  of a 
pressure-sensitive contact layer  mounted on a spec ia l ly  laid-out printed 
c i r c u i t  board consis t ing of row and column tracks.  I n  t h i s  way the sensor 
surface is  divided i n t o  a matrix of 16x16 "islands" (cel ls) .  By using a 
scanning mechanism, these is lands are consecutively e l e c t r i c a l l y  i so la ted  from 
t h e i r  neighbours, thus allowing t o  measure the  loca l  electrical resistance. 
This la t ter  i s  function of the pressure exerted on t h a t  cell.  The 
d ig i t i s a t ion  module provides e i t h e r  binary pressure information per cell  
(through a comparator) or real d i g i t a l  information according t o  the analog 
output (through an A/D-convertor). 
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Fig.6. Layout of the tacti le sensor b u i l t  i n t o  a two-jax gripper ( a ) ;  d e t a i l  
of scanning pcb (pressure sens i t ive  layer  removed). 
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Fig.7. Block diagram of the  gripper cont ro l le r .  

The main features  of t h i s  sensor include: 
- matrix s ize :  16x16 c e l l s  (or 32x32); 
- spatial resolution: 1.2 mm (or 0.6mm); 
- allows detection of 256 pressure levels  from 1 N / c m 2  t o  50N/cm 2 per  cell.  

(The uncertainty l eve l  is 4 b i t s ,  leaving a real resolut ion of 16 d i s t i n c t  
l eve l s )  ; 

- a t o t a l  acquis i t ion t i m e  f o r  2 x 256 cells of 75ms; 
- a wide operating temperature from -3O'C t o  100°C. 

A deta i led  description can be found i n  [7]. A fu r the r  development tes ted 
out recent ly  is the  implementation of the sens i t i ve  layer  on an elastic 
pr inted c i r c u i t  board, an in te res t ing  feature  when one w a n t s  t o  use the  sensor 
on curved surfaces,  l i k e  the f ingers  of a dextrous hand. 
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Fig.8. Overall architecture of the sensory controlled gripper system.

Two sensors have been incorporated at the inside surfaces of an off-the-

shelf two jaw gripper (fig.6). The global control scheme is illustrated in

fig.7. It consists of a hybrid position/force controller. As long as there

is no contact force, the system acts as a pure position controlled gripper.

Control of the gripper fingers is achieved by a pneumatic piston, driven by a

pulse width modulated pneumatic controller based on fast-acting pneumatic

valves and pressure transducers. An LVDT displacement transducer provides the

position feedback. The tactile sensor acts as force transducer. The overall

architecture of the sensory controlled gripper system is illustrated in fig.8.

Slip detection

Slip detection is important in grasping unknown fragile objects. The

here described sensors can only detect normal contact forces and no tangential

forces. The key point is how to detect slip by only measuring normal forces.

Detecting a shift of the gravity center of the tactile image can only work

when the sensor's active contact surface is not fully covered by the object.

Moreover, image noise normally prevents detection of minute changes in the

computed center of gravity. Therefore, the solution adopted here detects

changes in the contact area. For instance, the contact area reduces and the

pressure value of the most loaded cell changes when slip occurs. By combining

both features after proper weighing and by using a simple digital filter a

very sensitive slip detection method could be worked out. The most noticeable

advantage of this solution is that there is no limitation on the size of the

grasped object. Experiments have shown very satisfactory results.
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Object location estimation

Compared to vision, the use of tactile sensing for identifying object
location is advantageous, because:

- much less data is required, reducing image processing time;

- the measurements are direct, without distorsion, shadows, projection errors,
etc.;

- no problems occur with obscured objects;

- it is much cheaper than vision;

- location and even recognition are combined with the grasping function.

Important, prior to determining position and orientation of a grasped

object, is to start from noise-free tactile images. This is obtained here by

dynamic image comparison and proper tresholding. Fig.9 shows the images

before and after such filtering. The object's position and orientation

coordinates are determined by calculating its center of gravity and the

direction of its principal axes of inertia of the enhanced tactile image:

Xc = Zxi/A ; Yc = ZYi/A (5)

-2 Z (xi-xc)(yi-Yc)

e = 0.5 arctan (6)

Z(yi-Yc)2 - Z (xi-xc)2

where x i and Yi are resp. the column and row coordinates of an active cell i;

A is the number of active cells

Xc, Yc is the location of the center of gravity

e is the angle between the minor principal axis of inertia and the x-

axis (fig.9).

Table 2. Position data and standard directions for cases a, b and c of fig.10.

a

b

C

(Xc" Yc) = (_c, _c) ± (°xc" °yc)

(8.50,7.50) ± (0.12,0.07)
(7.93,8.04) ± (0.03,0.2)
(8.16,7.84) ± (0.2,0.2)

e:e± 

0.0" + 0.5"

89.94 v + 0.4"

44.81" + 0.6"

As an example, a cylinder was grasped 20 times under three typical

orientations with respect to the x-axis: 0", 45", 90". Fig.10 shows typical

tactile images; table 2 shows the relevant position data and the standard

deviations, based on 20 measurements. It can be concluded that the obtained

results are very reliable: standard deviations on position coordinates of less

than 0.5mm and of 0.6" on the angles, this being obtained with a sensor

spatial resolution of only 1.2mm !

Object recognition

An immediate further use of tactile sensors is extracting knowledge from

the tactile image to define shape features of the grasped object and making

decisions about the class the object belongs to, out of a finite number of



Fig.9. Tactile image before (a)
and after (b) noise elimination.
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Fig. lO. Typical tactile image obtained by

grasping a cylindrical object under

O" (a), 90" (b)and _5" (c).

classes. Our tactile sensor can extract following features:

- contact force;

- contact area A;

- perimeter of contact area P;

- moment invariants of A;

- smoothness of contact area, defined by A/P;

- softness of an object.

A recognition programme was developed using the first four features mentioned

above, together with the object thickness (measured by the LVDT).

Assume there are n classes of objects and each class has m features fij
(j-th feature of i-th class). An nxm feature matrix F can be defined. In

this matrix, row i contains the different features for object i, column j

contains feature j for all the object classes. During a Zeu_Ing phuse, with

k sample measurements for each object class, the nxm expected value matrix

and the nxm standard deviation matrix Z = [oij ] can be derived using standard

statistical techniques. For the recognition phuse, a ixm feature row vector

= [mj] is defined for an object to be recognized. Then we compare the

matrix D_FFdefined by:

DE = [dfij]_ F - [i .... i]T M = [fij - mj] (7)

with the standard deviation matrix Z, element per element. This results in a

matrix P, with elements Pij defined as follows:

0 if dfij > 3oij

Pij = {
1 otherwise

(8)

Statistically, Pij = 0 means that the probability that the j-th object

feature belongs to object class i is less than 0.003. Contrarily, Pij = 1
means that a large probability exists that the j-th object feature belongs to

object class i.
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Fig.11. Set  of nuts  t o  be recognized by tactile gripper.  

The recognition is f i n a l l y  made by means of a score vector S, defined by: 

where = [wj],1 is a weight vector, representing the r e l a t i v e  importance of 
the d i f f e ren t  object features .  W is determined according t o  the knowledge 
obtained i n  the learning phase. 
The object  is sa id  t o  belong to tha t  object class i which y ie lds  the la rges t  
score Sm, thereby exceeding a certain recognition treshold Tr:  

_- This T r  can be determined by trid zzzd eccwr. 
object  does not belong t o  any c l a s s  and cannot be recognized. 

wnen no S i  exceeds T r ,  then the 

A n  experiment was set up t o  evaluate the performance of the above 
algorithm. Eight d i f f e ren t  classes of nuts (see fig.11) were t o  be recognised 
by grasping them with the sensory based gripper. Per class, 50 experiments 
were performed. This resul ted i n  a 100% recognition, without a s ingle  
f a i l u r e  . 

Some observations are appropriate here. F i r s t ,  ge t t i ng  an exact image of 
an object  is not so important for  object recognition as f o r  object  location. 
A small image d i s to r t ion  does not influence the recognition r e s u l t  very much. 
Second, features  obtained from other sensors may s ign i f i can t ly  f a c i l i t a t e  
recognition, e.g. object  thickness information from the LVDT. 
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REDUNDANT SENSORIZED ARM+HAND SYSTEM _._

FOR SPACE TELEROBOTIZED MANIPULATION

prof.Alberto Rovetta, eng. Paolo Cavestro

Department of Mechanics

Politecnico di Milano,Italy

Abstract

This paper deals with an integrated system, composed of an

arm, a wrist, a mechanical multifingered hand. which has been

realized in separate parts, and which is on development for

possible application in telemanipulation.

The redundancy of the degrees of freedom of the system and

of the sensors, the application of logical rules and the

supervision of teleoperators may be applied in order to have an

optimum of reliability of the system in space telemanipulations.

1.INTRODUCTION

This paper deals with the realization of a mechanical

system, (indicated FCR8} for telemanipulation in the space

{Fig.l}.

Objects of genericshape, of relatively small and big sizes,

of different masses and deformabilities, may be manipulated and

grasped by a robotized system, which is constituted by an arm

{fig.2], a wrist and a multifingered hand {fig.3}.

the mechanical and electronic software for the control of hand

and arm motion, is possible to perform a multipurpose task in the

space.

The redundancy of the system may be utilized to different

goals, with specific reference to the telemanipulation.

The recognition in the space application is performed by the

hand itself, which touches the object and determines parameters

for the optimization of the prehension configuration.
After the recognition phase, the hand is moved to the final

manipulation, also with the support of the teleoperator.

A parallel process of simulation and modelization, also with

the aid of expert systems, may be performed.

The feasibility project is reported, for the first

laboratory prototype.

2.USE OF BASIC PRINCIPLES OF TELEOPERATIONS IN THE DESIGN OF THE

MANIPULATION SYSTEM
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The basic principles of t eleoperations in space, adopted in
the development of the feasibility pro.iect of the mechanical
system FCR8, are reported.

They are:
- internal functionality of the hand, with its own

capabilities in the prehension of objects, according to physical
principles:

- redundancy of informations and data from the sensors and
communications channels from the hand, from the arm and from the
environment towards the operator, with the evaluation in every

moment of the reliability of every signal and data;

- teieoperations in macrooperations and in microoperations,

with different ranges of tolerances and precision, with the

supervision of the whole process by a second operator, able to

assist the general process, instead of the single phases, and in

every case to assist the main operator.

The concept of a double teleoperation is devoted to the

redundancy of control, in order to obtain a local intelligent

control by one operator, and a whole supervision, during the

process, and in the same time with the aims of serving an

emergency recovery, in front of unforeseen events.

Reliability in teleoperations and telemanipulations in the

space is the main fact in front of the evaluation of the quality

of the work in the space.

3.MANIPULATION SYSTEM DESCRIPTION

The manipulation system is composed of a mechanical hand,

with three fingers and a palm, (see References /I/), connected to

a supporting system, with 6 degrees of freedom.

The hand performs the manipulation process, grasping the

elements and moving the single fingers in order to perform the

task.

The mechanical system, which supports the hand, presents six

degree of freedom in the motion.

It is similar to a robot, where the arm presents 4 degrees

of freedom, and the extremity part, analogue to a wrist, presents

two degrees of freedom.

The total system presents six degrees of freedom in the

support structure and 13 degrees of freedom in the hand.

The strategy of the control system is that the redundancy of

the degrees of freedom is fundamental to obtain a manipulation

process which offers reliability.

4.DESIGN OF THE SUBSYSTEMS

The design of the hand is obtained with reference to some
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basic principles, connected with mechanical and systems laws.

Some of these principles are:

use of three fingers and one palm, to obtain a multiple

points contact, to ensure a reliable prehension; use of friction

surfaces for the fingers and of smooth surfaces for the palm, to

increase prehension stability; use of a settlement phase, able to

obtain a sequence of micromotions of the object in the hand,

which perform the process of selfadjustment of the object inside

the hand; integration of sensors data, by using the redundancy of

the sensors output signals for improving the reliability and

capability of the control system; development of different

parallel sensors, for the control of the prehension process

itself.

The design of the arm which supports the hand is developed

in order to offer to the hand a support of 6 degrees of freedom,

which may be controlled in a parallel way.

5.CHARACTERS OF THE TELEROBOTIZATION

The manipulation process may be subdivided in different

phases, both in time and in space.

The first phase is the approach phase, where the

manipulation system is moved in order to approach the objects to

be manipulated, inside a certain operative radius in the working

area.

The mechanical arm and the wrist must be moved in order to

get a position, with a large capability of motion and operation.

The control of the motion is obtained according to the rules

of the expert systems, in order to have a collision avoidance and

a optimal trajectory choice, also considering the reliability of

the system.

(The methodology of the expert system application for

collision avoidance and optimal trajectory choice has been

presented and developed in Ref. /2/.)

After the approach phase, the manipulation phase may begin.

It is subdivided in two parts: the first part is the

operation of grasping of the object or of the tool, the second

part is the motion of the object or of the tool.

The presence of a double arm may simplifie the procedure, in

front of a better dexterity of the system.

In conclusion, the operations are a sequence of

macrooperations and of microoperations, which are performed by

the system.

The teleoperation is obtained by means of the choice of the

strategies of approaches and of the tasks.

The tasks are subdivided in elementary tasks, and the

elementary tasks, developed by the elements of the system, are

supervised by the teleoperator.
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Teleoperation in the system here presented consists in the

subdivision of tasks in sub-task.

Teleoperator decides the subdivision of tasks, and the

system operates freely inside the subtasks, according to simple

boundary conditions or more complex expert systems rules.

The here described task has been under development, in

different subsystems, in the Laboratory of Robotics, Department
of Mechanics, Politecnico di Milano.

The process of interaction must be developed in the future

according to the design rules, represented synthetically in
Fig.4.

6.REQUIREMENTS FOR MANIPULATION IN THE SPACE

The FCR8 system presents some features for telemanipulation
in the space.

They are mainly:

I) capability to approach the operating position, by the use of

inverse kinematics, applied to the mechanical arm, with the

choice of optimal trajectories, according to prerequired
functions;

2) possibility of developing dynamic control with reliability

evaluation of different functions, by the consideration of the

reliability functions of the mechanical components ( see
Ref./3/);

3) adaptability of the hand to different functions, with the

selfadjustable prehension and grasping phase, both for the single
object or for a working tool;

4} sensitivity of the mechanical hand in front of dynamical

perturbations, by means of the motion of the fingers, in order to

obtain a stable prehension in grasping and a reliable gripper for
the use of the tools;

5) reliability of the system , in front of a mechanical and

electric design, which need no lubricant or liquid material, and

which may be applied to loads of Nw up to hundred of Nw, with a

selfadaptability of the prehension system.

The teleoperation may be performed by means of two levels:

- macrooperations

- microoperations.

The macrooperations may be performed with the support of the

sensors which are in the system.

The operating sensors are : force sensors and tactile system

in the hand for a first recognition of the unknown object to be

grasped; vision and recognition system on the arm, able to

determine the characters of the environment.

The integration of the sensors with the "experience" of the

robotized system and of the teleoperator is a main character of

the system on development.
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Multiprocessor system and transputer system are on

application for adapting the computers capabilities to the

telerobotized system requirements.

7.CONCLUSIONS

An integrated system, composed with an arm, a wrist and a

hand with redundancies in the mechanical design and in the

sensors, may be used for telerobotics in space, where reliability

of the system is a basic element.

The application in the space is indicated in front of

different subtasks which may be performed by the robot.

Supervision in the steps of the tasks is obtained by the

operator, where a second operator may evaluate the reliability of

the single subtasks in front of the results.

This paper has been developed with the

Italian Education Ministry.

support of the
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Fig. 2 Mechanical arm with 6 
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Fig. 3 Sensor controlled 
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Abstract

An impedance hand conlroller with direct fcgco feedback is examined as an alternative to b'flatentl force reflection in
teleolgmtions involving force contact. Experimentation revealed an operator preference for direct force feedback
which provided a _ "feel"of contact with the envimnng_ _ advantages of variable ann impedance we_ also
made clear in tracking tests where subjects preferred the larger hand controller inertian made possible by the
accdcaation feedlmck loop in the master arm. It is expected that the ability to decouple the lmmiconlroller inqgdam:e
from the slave arm dynamics will be even more significant when the inertial Ia13pertlesof various paylonds in the
slave mn me umsidaed.

NOMENCLATURE

Om= mastermn poem (tad)
Im=mast=n in=_aO_m2)
Imd= dcsin_masa=am ineain(kg.m2)
tim= masterarm visco_ (kg.m2.s-I)
rtmd= desiredmasterannvisco_ty(kg.m2.sa)
...... - " • sam(-_Jn2)tXma _- tz_ _ BCA_I_aIiOgl

Kmd= masterarmartificialdamping0_m2a-1)

I_p = mast=armpositionerr= gmnt',g.m2.r2)
Kmv= mas_ mn velocity en_ gain (kgjn2.s-1)
Kmf= f_ _ gain to masterann (.)
um = masterann conUolinput t,,gjn2.s-2)
O.= slav=annposition(me')

I_ = slav=arm viscosity(kg.m2.s-1)

_d = desiredslavearmviscosity(kg.m2.s-I)

I_ = slave armartificialdamping0qz.m2.s-I)

Iqp=slaveam po_m _ gmn(kg.m2a-2)
Ksv --Slavearm velocity en'or gain 0cg.m2.s -1)

us = slave ann control input (kgjn2.s-2)
Fs = contact force on slave arm (kg.m2.s -2)

Xhffitorque from human _ (kg.m2.s -2)

_s = tmque input to ave arm (kg.m2.s-2)

0e =positim of slave mn conta_ (tad)

I_=en_meml stiffness0_g_n_.s-2)
$te = environmental viscosity (kg.m2.s -1)

T = samplingpcai_ (s)

ZOH =mm on_ hold(,_upkd dam)
COD = compumtio_d_ay

1. INTRODUCTION

The work presented here explores two control options for hand controllers used in master/slave teleoperafion.
The first algorithm, bilateral force reflection (BFR), is the more traditional approach and uses position and velocity
error signals created when the slave ann contacts an obstacle to generate a ferulesignal in the master ann (see Fig. 1).
This system is force reflective since contact will eventually result in a force signal "reflected" back to the master
arm. This algorithm also uses a symmetric control structure by which each ann follows the other using the same
error signals. Hence the term "bilateral" is also used in &scribing this form of controL

The other controller used, impedance control with direct force feedback (IDF), does not exhibit the coupling of
the master and slave arms as in bilateral control. The only signal fed back from the slave mm to the master mm is a
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swain gauge reading proportional to the force on the slave arm. Hence this system is also force reflective but uses
direct force feedback rather than position and velocity errors to generate the signal to the master arm. In principle,
the contact force has very little to do with the slave arm dynamics unless the object being pushed on is very
compliant. Thus the master arm can be considered decoupled from the slave arm. If the position, velocity, and
acceleration of the master,arm are measured, then the stiffness, viscosity, and inertia of the master arm can be varied
using these signals, respectively. Because the designer has full control over the impedance characteristics of the
master arm, this form of control has been named "impedance control."

The main advantage of impedance control over bilateral force reflection is that the "feel" of the master ann can
be varied at any time. The master arm can be made to feel "heavier" that the slave arm in proximity operations
where sudden movement of the slave arm could be disastrous, or feel "lighter" than the slave arm to reduce operator
fatigue when transporting massive objects. Similarly, the viscous effect of friction in the gear box could be
eliminated, or viscosity could be added if the natural friction does not provide sufficient damping.

Another advantage in IDF control is the presence of direct force feedback to the operator. Instead of receiving
pseudoforce information from the robot, the operator can feel exactly what the actual robot arm feels. Not only can
force contact be felt, but inertial forces resulting from the slave ann movement can also be sensed because such
motion also results in swain on the ann link. Though force feedback is usually considered superior because of the
more exact nature of the feedback, it is less stable than its force-reflective counterpart.

Though impedance control is a relative newcomer to the area of teleoperation, its possible advantages in hand
controller applications were seen over two decades ago. Gydikov [1] examined the ergonomic impact of varying the
inertia of a rotary hand controller mechanically. Subjects were asked to track light stimuli moving at various speeds,
and both hand controner velocity and operator pressure on the handle were recorded. His experiments revealed hand
tremors of constant frequency when tracking constant velocity targets. Though his purpose was to seek information
for formulating operator models, Gydikov's discovery of inertia-dependent hand tremors provided valuable
information regarding an important impedance variable in hand controller design.

More recently, Paines [2] developed and tested an impedance hand controller that translated along a linear
carriage. His experiments tested the effect of hand controller inertia and viscosity on the ability of an operator to
maintain a constant position during a step input or drive the hand controller to some desired position. Though his
main purpose was to study the effect of gravity on operator performance (tests were also conducted in neutral
buoyancy), he also discovered hand tremors in the velocity data which depended on the inertia and viscosity of the
hand controller.

There are many papers on the use of direct force feedback in robot control applications, but relatively few in
which a master ann is used to provide the slave arm commands. Hannaford and Anderson [3] conduct master/slave
experiments using a configuration similar to ours with fLXedimpedances. In addition to the force feedback term to
the hand controller, however, they retain the position error term in the master ann feedback which we found to detract
from the advantages of direct force feedback. The main purpose of their experiments was to verify the accuracy of the
human operator model used in their simulations as well as detect parameters pertinent to hand controller design.

Their experiments revealed significant hand controller chattering on impact when only one or two fingers were
used to grab the handle, but reduced significantly when the full hand was used. Perhaps even more signifieanfly, it
was found that although adding servo level damping to the hand controller had a similar effect to the additional
damping provided by the operator's full hand, the system felt "sluggish" to the operator. This facilitated an argument
for a control architecture in which the human operator impedance is continuously measured and only the minimum
necessary amount of damping be supplied by the hand controller. It is not difficult to argue a position in favor of
adjusting the full hand controller impedance using such monitoring.

As mentioned previously, there are many papers which deal with the issue of force control without the added
complication of a human operator in the control loop. One such paper by An and Hollerbach [4] provided the
inspiration for our force contact experiments with an eccentric cam. Whitney [5] provides a good overview on force,
stiffness, and accomodation control for robot applications. The reader is cautioned that these control terms refer to
the inputs to the robot arm and not the type of feedback used, e.g. "force control" means the force is commanded not
that the force is fed back. Often, all three sensor readings, position, velocity, and force, are fed back to modify the
inputs to the robot arm. The reader may also be interested in referring to an excellent paper by Eppinger and Seering
[6] on bandwidth limitations in robot force control when reading the analysis section of this report.
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2. DYNAMICS

TheblockdiagramsfortheBFRandIDFsy_answhenthereisnoforcecontactareshowninFigs.2aand2b,
respectively.Withoutforcecontact,thecontactsensorwillreadonlytheinertialforce,fromtheslavearmrotation,
thustheaccelerationfeeAb_tennintheIDFcuse.(Thegaugeactuallyreads-[p/L)IsOs,wherepisthemasterann's
radiusofgyrationandL istheloadcalibrationposition;sincemostof the inertia originates in the handle, p,-L.)

The transfer function between the human input tonlue to the master _m and the commanded input torque to u_e
slave Em is

-- = [BFR] Oa)
% _m=c_+u.o.

--= [ID_
1-_I+K_Gms2)I_G.

For the continuous-time version, the componmt um_'er functions me as follows:

I
H= = K=., + K=v 0., _2

Ins 4" g,s

(lb)

(2)

H. = K.,, + K.p

If _ is no arm dampins prewar, (1) raiuccs m

= x.,,+

1
z

O. 12+_, j

IBm] (3.)

x, .-- K_ + Ks, [IDF] Ob)

"" "'I. ""_"_"" "_,'--_'--v

where Im=Is=I. If the _ position and velocity error gains _ equal in the BFR case. and Kmf is chosen
to be unity in the IDF case, then the position and velocity gains for both cases can be determined by

K, = i_®_
I

I_ -- _,Ie_

where mn is the des_ natural frequency or system "mndwidth" and _ is the damping ratio.

(4)

In the case where the slave ann is in contact with theenvironment (see Fig. 3), the s/marion is complicated by
the effect of the contact force on the slave ann itself plus the feedback term to the master arm in the IDF case.
(Note: we now choose to ignore the inertial force in the sensor dynamics because of the domination of the contact
force.) After a considerable amount of block diagram manipulation in which the relay is replaced by unity, one is
left with the standard representation shown in Fig. 4 where lhe plant opewloop transfer function, (3, is given by

-KeH,G,Gm
O= (5)

thecom_nsatorby

. = (6)
andthe componentwar,.sfa"functionsby (2). (Note: for theimpedancecommll_, Ira, Pro,andPsme replacedby the
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desired quantities, Imd , _md, and [.tsd which are attained by using the feedback gains Kma, Kind, and Ksd,
respectively, to alter the natural values.) The steady state response of F s to an operator step input of magnitude F H
in each of these cases is

f.-- I%
-'_ FH [BFR] (7a)

l

f.= -"_ Fa [IDF] ¢7b)

Thus, if the slave contact force is to match the human input force in steady-state, Kmp=Ksp in the BFR case and
Km/_l in the IDF case.

3. STABILITY ANALYSIS

In formulating the results in this section, the reader should be aware that the system being examined is closed-
loop only insofar as the operator input is unaffected by tactile feedback from the master ann and visual feedback from

the slave ann. In reality, this is not the case, and we can expect the operator to add a significant amount of damping
as well as inertia to the overall system. Our immediate conclusions on stability are therefore only valid for open-
loop commands to the master ann when the slave arm is in contact with an object.

It is also important to realize that the actual transfer function for force contact is nonlinear, the simplest being a
relay-type model. During experiments, the slave arm will typically bounce upon impact with an object, alternating
between free-space motion and force contact. Thus the stability results are only valid for a "velcro" contact situation
where the slave ann stays latched to the object. This situation is realistic for cases of fairly compliant surfaces but
not for stiffer surfaces. Thus we cannot predict instabilities resulting from impact on a hard surface without
resorting to a nonlinear analysis.

A root-locus stability analysis was done for the continuous-time system shown in Fig. 3. The root loci in the
BFR case show the closed-loop poles varying as the gain on the master compensation, Hm, is increased from zero to

infinity. Figure 5a shows the root loci for a bandwidth of 10 Hz in the BFR case when no natural damping is
present (ttm=_=0) and the environmental stiffness is Ke=1000 N-m/tad where the "bandwidth" refers the system's
natural frequency in the freespace case with gains determined by (4).

The conjugate pairs adjacent to the imaginary axis are largely the result of the interaction with the environment

and become more oscillatory for larger ICe. These roots will be referred to as the "contact" poles. The roots along

the circle close to the origin are the system poles for free-space motion, that is, they are the poles for xs/_ when no

contact force is present, Ke---O. This circle increases in size with system bandwidth for constant damping ratios.
These poles will be referred to as the "free-space" poles. The BFR case is always stable in the continuous-time case.

The root loci for the IDF case in Figure 5b are very similar to the BFR case except for the finite stability
margin on the poles resulting from environmental contact. When Kraf is greater than unity in the zero damping
case, the system becomes unstable. As expected, the faster response resulting from the use of direct force feedback
over position/velocity error has the property of destabilizing the system for higher values of Knff.

Adding damping has the effect of reducing the oscillation in the free-space poles but has little effect on the

contact poles. Reducing the environmental stiffness leaves the contact poles still highly underdamped but lower in
magnitude while the free-space poles remain relatively unaffected. For high enough reductions in stiffness, the free-

space and contact poles may begin to interact. When processing delays are included, the stability is affected
dramatically [7]. The system is very unstable for sampling frequencies less than 1000 Hz and environmental

stiffnesses on the order of 1000 N-m/rad. Thus without taking into account the effect of the human operator, the
system is found to destabilize rapidly when sampling and computational delays are present.

Without changing the model itself, attempts were made to incorporate the effect of the operator by adjusting two
existing parameters: the master ann natural damping, ttm, and the "environmental" damping, tte. A test was

conducted in which the master arm was moved at a moderate speed until the slave arm impacted a wooden block.
Experimental results are shown in Fig. 6 for an environmental stiffness of Ke -- 1000 N-m/rad. As seen in the
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velocity Wofiles, the master mm displays a minor backlash from the impact whereas the slave arm displays none at
all. In the first simulation attempted, the master mm damping was increased to 10 kg-m2/s and the impact induced
Instability; the initial bouncing at impact was less than in the undamped case, but then the oscillations began
growing unbounded. When instead the environmental damping was increased to I0 kg-m2/s, the position and
velocity profiles shown in Fig. 7 exhibited fair agreement with the experimental results.

The contrastingbehaviorresulting from inare_g theclampingin file masterann versus the slave arm can
_med by rep_:mg _ in _ and_ by_

G_ = ttos + K, (8)

and reconslrncting the mot-loci. Figures 8 and 9 give the results for increasing Pm and Pe, respectively, for the case
shown in Fig. 5b. Increasing Pm imWoves the gain margin by a factor of 20, but the poles still remain highly
oscillatory and will destabilize under digilal sampling. Increasing pe not only stabil/z_ the system for all values of
Kmf, it also critically damps the contact poles.

Though the effects of the human olgnttor are undoubtably mc_ subtle than varying a value for the damping (the
inertia is also modified, for instance), we can at least infor an interesting result from the previous analysis. It
appears that the operator injects damping into the system not at the hand controller but at the slave arm. This is
consistent with a fairly well known tenet in flexible body dynamics that collocated damping will always act to
stabilize a system, but noncollocated damping may not. Thus it is with om system that damping at the point of
contact will stabilize the bouncing caused by force impact.

4. EXPERIMENTAL RESULTS

The single-axis hand controller (SAHC) configuration shown in Figure 10 was used to test the conlrol
ulgorithms presenled in the wevions section. Tue _ consisted of a set of identical rotm_ hand conuolle_
driven by a set of PUMA direct drive motors with a peak ontput torque of 5 N-m. Optical encoders with 3200-1iue
resolution were used to measme the angular position of II_ moCx sluffts, and the electronics _ _ __
by a faetor of four togive 16-bit accmacy in the ingle. Slraingaugesweremountedon eachlinkandcah'htatedwith
weights to give torque data. Piezzo-resistive aecelermnelg_s (0-5g) were mounted at the base of the links near the
handle to provide accelenuion measuremems in the IDF tests. _eter and suain gange signals were sent to a
MicroVax via an A/D convertor, _ the encoder remlings were sent to a conmedmmd ixicf m being rend by I_
kA']r*rttVaw rdiT _ I"_lG'f "_ _tu_,_11_! I * ............... _-.. _._.. _ .-_ _._. _ L_muu, u_qu_ wrav computed, they were convened to msiog drive
voltages foe the moux op-amps using a 12-bit DIA converts.

The SAHC was used in two diffcacnt experingntai c0nfigtnfions. Tue first series of tests run investigated the
effects of master ann inertia and damping on the tin:king ability of the operator. The second series tested the effect
of using derived versus direct force feedback on the force perception of the operator. In the tracking experingats, a
length of dowel was rolated about a fixed end aligned with the axis of rotation of the slave ann. The _ viewed
the slave mm and tracking target through a television monitor (see Figure 11) and rotated the master arm to keep the
slave arm following the motion of the dowel. The master mm dynamics were altered to enable four different inertlas
and two different values of damping to be felt by the opeta_. The target wns also rotated at three diffca_nt velecities
for one set of inertia and damping values to investigate theeffects, if any, of target speed on tracking ability.

Autocorrelation analyses of the master arm angulm velocity were pedormed to determine the effects of changing
these parameters. It was found that there were oscillations in the velocity, superimposed on a constant value (see
Fig. 12). Variations in the amplitude and frequency of these oscilhfions were observed to depend on the modified
inertia and damping of the master arm. The autocorrelalion for the case shown in Fig. 12 is given in Fig. 13. In
this example, the master arm had an apparent inertia of 0.0086 kg-m2 and damping of 0.05 kg-m21s. Figure 14
gives the average frequency and ampfimde of oscillations observed in the anions for different values of
master arm inertia and damping. In all tests, the target speed was 90 deg/s and nonzero damping was 0.05 kg-m2/s.

The effect of increasing the inertia of the master arm was to decrease both the frequency and ampfitude of the
oscillations. This is consistent with Gydikov [1] (refer to his Figures 4 and 5), although the actual values are
somewhat different because of different hardwa_ configurations. (In his _Is, the operator grasped a handle
and rotated a flywheel which involved mainly wrist movement, whereas rotation of the SAHC involved movement
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of the entire ann.) The effect of damping was not quite so apparent. For the same inertia, increasing the damping
produced an increase in the average frequency of the oscillations although this was not statistically significant.
Lower damping andtarget speeds did however produce significant increases in the average amplitude of oscillation.

The operator seemed to prefer higher master arm inertias when performing the tracking task, as they lessened the
"flimsy" feel of the hand controller. Additional damping was not as important because the operator adds damping to
the hand controller simply by grasping it. In fact, large values of damping made the motion feel sluggish and
required more effort by the operator in controlfing the rotations.

In the force experiments, the master arm was rotated until the end of the slave ann came into contact with a
rotating circular cam (see Figure 15). The cam had a luted offset, so that the task for the operator was to maintain a
constant contact force on the oscillating surface. Gravity compensation in the control system ensured that the
operator had to apply a continuous force to the master arm in order for the slave arm to remain in contact with the
cam. The bilateral controller used force feedback derived from the angular position and velocity of the slave ann, and
the impedance controller used a direct measurement of the force exerted by the slave arm on the surface. These two
controllers were operated at bandwidths of 5 and 10 Hz and the cam rotation at 0.5 and 1 Hz.

In order to obtain a measure of the subject's ability to exert a steady contact force, the standard deviation about a
nominal constant value (approximately 0.02 N-m) was calculated. This is illustrated in Figure 16, with the
impedance controller (direct feedback) showing the least deviation in all tests and the 10 Hz bandwidth showing better
results for both controllers. In all test runs, the average force felt by the operator before responding to the upward
motion of the cam was 0.2 + 0.02 N-re. The difference between the various scenarios was the time taken for this
force to be felt, which led to a subsequent delay in the operator response. This delay involved both force perception
and reaction time.

At a control bandwidth of 5 Hz, the operator showed little ability to maintain a constant contact force at any
cam speed for either controller. For a cam speed of 0.5 I-Izand bandwidth of 10 I-Iz,however, the subject was able
to maintain a constant force over about 7/10ths of a cycle when using direct force feedback and 3/10ths of a cycle
when using derived force feedback (see Figure 17). The operator's ability greatly diminished at the 1 Hz cam speed
when using derived fc_r_efeedback.

Although the data supports direct force feedback as a more accurate method of contact force perception, the
operator could not distinguish between the two controllers during testing. This was because the stiffness of contact
felt by the operator is set by the slave arm gains in the IDF case (Kmf=l) and by the cascaded viscous-spring

• combination of slave arm and master arm gains in the BFR case. Although the contact force may have felt the same
in the two cases, the IDF feedback was exactly the contact force whereas the BFR feedback was corrupted by the
secondary "spring"effect ofthe master arm.

The bandwidth difference, however, was very apparent. At 5 Hz the subject described the surface as feeling
"spongy", while at 10 Hz contact was much more shaq31y defined. The harder contact felt in the 10 Hz case is
attributable to the increased proportional/derivative gains used by the slave ann to follow the master arm. Since the
PD gains for the slave arm affect the operator feedback in both BFR and IDF control, the operator will perceive a
concurrent increase in stiffness of contact when the gains are increased.

5. CONCLUSIONS

The purpose of this research was to test the effect of a variable arm impedance and direct force feedback on the
ergonomics and performance of a hand controller to be used in space teleoperation. Both arm inertia and viscosity
were to be varied to test their effects on the operator's performance. Direct force feedback was tested against another
well known technique from bilateral control which synthesizes a force reflection signal using relative position and
velocity errors between the two arms.

Results from the tracking tests reveal a distinct operator preference for a frictionless, high-inertia hand controller.
The desire for an undamped hand controller is attributable to the lower effort needed for locomotion. The preference
for higher inertias is somewhat less clear, though part of the reason may be better impedance matching between the
human arm and the hand controller. Hogan [8] shows that matched impedances provides the most efficient power
transmission, a factor which may play the dominant role in an athlete's selection of a tennis racquet or baseball bat.

140



A .less sub'.j_,five.reason may be found .by _g the hand tremccs present in the tracking tests. The operator
found it more difficult to track the target using lighter hand conm)tlers because it was mo_ difficult lo sense the
motion. It is apparent that the subject used tactile information from the inertial fow.es as well as visual feedback to

track the target. "I'nis tactile feedback may well be below the operator's force perception threshold to be of much use
when using lower inenias.

The observation of ine_t oscillations in the wackin8 tests yields mc¢e than ergonomic infcmnation.
Their presence reiterates Gydikov's belief that the o_ integrates errors and then exerts correcting forces using
impulses. Bekey [9] takes this a step further in developing a finite-state model of the human operator.
approach warrants serious conskierafion, as it may lead to better approaches for modeling the human operator in
closed-loop control tasks than file simple damping augmentation approach attempted in the last section.

The effect of direct force feedback was also a critical component of this study, and the force-contact tests yielded

some interesting results, lmlxoved perfmmance with increasing bandwidth was not a particulmty noteworthy result
as it was l_'imarily a function of the gains in the robot ann, not the feedback loop to the master arm. That the focce

pe_ was more accurate in the direct force feedback case was significant, however. Tracking a moving smface
while attempting to maintain a constant contact force provided a way of quantifying this improvement.
Interestingly, the operator was oblivious to his improved peff_ in the force feedback case. There is, however,
a price to pay in stability for this improved performance. Since force feedback is analogous to an acceleration team

in the control law, the feedback has a much higher effective gain than its position or velocity counterpart in bilateral
control. This effect was easily verified by the root locus analysis, though the differences were somewhat less
dmnmtic in the discreW-time case where the sampling period became a dominating coucem [7].

This resemch showed several advantages of impedance control with direct force feedback over the popular
bilateral c_. These advantages are manifested in both opemt_ perception as well as quanliftable
perfcnnaw.e measures. A hand commller with either amomatic or opemar adjustable impedances receiving direct
force feedback information will be a slmug candidate for space teleo_ involving dexlrons numi_
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Flguro 11: Tho single-axis hand controllor during trocklng 
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Figure 12: Velocity of master arm during tracking experiment 
(inertia 0.0086 kg-m*,damping 0.05 kg-mZ/s). 
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Abstract - There is a growing need for humans to perform complex remote operations, and to extend the

intelligence and experience of experts to distant applications. We assert that a blending of human intelligence,

modern information technology, remote control and intelligent autonomous systems is required, and have coined

the term "tele-autonomons technology," or "tele-automation" for short, for methods for producing intelligent

action at a distance. Tele-automation goes beyond autonomous control in that it blends in human intelligence

and action as appropriate. It goes beyond tele-operation in that it incorporates as much autonomy as is

possible/reasonable. We discuss in detail a new approach for solving one of the fundamental problems facing

tele-autonomous systems: the need to overcome time delays due to telemetry and signal propagation. We

introduce new concepts, called time and position clutches, that allow the time and position frames, respectively,

between the local user control and the remote device being controlled, to be desynchronized. The design and

implementation of these mechanisms axe described in detail. We demonstrate that these mechanisms lead to

substantial telemanipulation performance improvements, including the novel result of improvements even in

the absence of time delays. The new controls also yield a simple protocol for handoffs of control of manipulation

tasks between local operators and remote systems.

1 Introduction

There is a growing need for humans to be able to perform complex, large scale, remore opera-

tions, and extend the intelligence and experience of experts to distant applications. This need is,

perhaps, most dramatic in the area of space exploration. The National Commission on Space report

Pioneering the Space Frontier [NAS86] describes in a vivid and exciting way the many potentiM

scientific, commercial and colonization activities that could be accomplished in space over the next

50 years, and the Ride report Leadership and America's Future in Space [RID87] discusses specific

missions that could be adopted to lead the nation into the new space era. These missions will re-

quire vastly more complex and larger scale remote operations than previous missions. There is an

equally strong need for this capability, though not as dramatically obvious, for terrestrial applica-

tions. For example, undersea operations, mining, public safety, nuclear power maintenance, various

defense applications and a wide variety of other hazardous operations would benefit strongly from an

increased capability to perform complex remote operations. In this paper, we explore a new approach

to achieving this type of operation.

1.1 Dimensions of the Problem Space

The terms "robotics", "tele-presence", "artificial intelligence" and "expert systems" appear

throughout Pioneering the Space Frontier [NAS86] and the Ride report [RID87], and are indications

of recognition of the need for complex, large scale remote operations. Yet, none of these technologies,

either alone or in combination, are sufficient to satisfy the need for remote intelligent action. Robots,



artificial intelligence and expert systems are essential for building autonomous systems, while tele-

operation and tele-presense are directed toward making the sensory-motor coordination of a remote

robot lie entirely within the brain of a human operator. Pure tele-operation, however, is too awkward

and human intensive to be fully effective. Communication time delays to/from remote operations

further complicate the control. On the other hand, while AI technology is capable of fairly intelli-

gent cognitive activities, it lacks the capability to manage most real-time manipulation tasks. Such

approaches also do not adequately utilize the human intelligence that may be present at the remote
site.

Many opportunities have been overlooked by concentrating on total automation, artificial intelli-

gence, or simple tele-manipulation alone. New, more generalized thinking is required.
We assert that one must return to the fundamental problem space, and examine all possible cross

products of its dimensions to determine new, more effective solutions. The sketch of Figure 1 shows

our view of this basic problem space. An element of intelligent activity is an entity at a specific

location performing a process (perception, cognition, or action), represented as a point in this space.

Intelligent activity is a symphony of these elements connected by processes of communication, much

the same way that language is formed of the elements of grammar and the rules governing their

use. The space is discrete, and a single entity may be represented by more than one point (but all

on a single location plane) if it performs more than one process. These dimensions imply a wide

range of systems that are possible. Many kinds of devices, not just robots and vehicles, are possible.

Manned operations are included. Perception, cognition and action may be divided or shared among

entities. Cooperating entities may be at different locations. Cooperative relations among the entities

may be dynamic. For example, tele-control of a device may be handed off between different humans

in different locations. And, groups of humans and machines at different locations may be able to

dynamically cooperate. For example, in one future scenario, humans at scattered locations - e.g., on

Earth and in the Space Station - may cooperate on a repair satellite task using remote robots, as

sketched in Figure 2.
These dimensions also help place the traditional approaches in perspective. For example, a stan-

dard tele-manipulation system would have two points in the human plane indicating perception and

cognition, and a single point in the manipulator plane indicating remote action. An autonomous

system would be a set of three points in the plane of some device. The traditional approaches are

thus seen as constrained to a set of three points lying in one or two planes perpendicular to the

"form" axis. Tele-robotics relaxes the constraints by allowing both the human and robot plane to

have points of the same process type, indicating a sharing of the process, most commonly cognition.

However, these improvements from tele-robotics are still quite limited in comparison to the full space

of possibilities.

We suggest that to achieve the most useful control configurations, a blending of modern informa-

tion technology, human intelligence, remote control, and intelligent autonomous systems is required.

When we first began work in this area, we coined the term "tele-autonomous technology" [CON87a,

CON87b], or "tele-automation" for short, for the new methods for producing intelligent action at a

distance, in order to emphasize the interactions of humans with remote, intelligent, partly-autonomous

systems. We also envision tele-autonomous activities as typically involving several humans and several

partly autonomous systems in coordinated activities. Thus the new tele-autonomous system technol-

ogy will also blend in the methods of "collaboration technology" or "computer supported cooperative

work" for effective goal-seeking coordination in such multi-agent systems [GRE88].

Tele-automation represents a new way of viewing and developing systems that must perform

intelligent action at a distance. The remote systems will be as intelligent and autonomous as possi-

ble/appropriate, but capable of being guided when necessary by humans. This can greatly reduce the

need for continual human involvement, while complementing the powers of AI autonomous systems.

Machine learning can provide the capability for the autonomous part of the system to gradually take
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overmore and more of the operationtime the human generatesinputsto the system. Collaboration

technologycan provide the abilityforcooperativeinteractions.

Of course,the intelligentagents at the remote locationneed not be autonomous devices,but

might wellbe intelligent,but non-expert,humans. Many operations,such as infrequentmaintenance

operationsor actionsensuing from unforeseenevents,willbe difficultor impossibleto automate.

Tele-autonomous technology willallow expertsin one locationto guide non-expertsin another in

much more effectiveways than currentlypossible.The payoffin terms of reduced trainingcosts

(many astronautstrainedformonths to perform a 45 minute repairon SolarMax [ESS85])and the

extensionof operationsthat can be performed inspace willbe tremendous.

1.2 A New General Infrastructure for Remote Operations

The future NASA missions described in the Commission on Space and the Ride reports depend

heavily upon performing extensive, labor intensive intelligent actions in space. Examples are explo-

ration, remote sensing, surveying, prospecting, mining, manufacturing, assembly, payload mainte-

nance and servicing, agriculture, experimentation, and many routine daily operations. Details of new

requirements for such remote systems are found, for example, in NASA's Automation and Robotics

Progress Reports [NAS88]. It would be extremely costly if humans were to directly perform all these

operations. Even if these costs could be borne, there are real constraints on the number of humans

that it will be possible to sustain in space for the next several decades, thus limiting both the amount

of labor and expertise that can be directly resident.

In the past, the research community has proposed "solutions through automation". However, in

recent years it has become clear that automation offers only a partial solution because of its inability

to function robustly when dealing with spontaneous, unexpected events. While artificial intelligence

promises to ease some of these "automation difficulties," we note that the advances of AI have been

primarily in the area of machine cognition. AI does not yet offer comparable advances in the area of

machine perception and action. While current and near future technology offer us "intelligent thinking

machines," they offer us only very limited means for providing "clever perceiving and manipulating
machines."

_1"11L,.^ _.1.._1- .Iro.4. ..... _r ......... I___L--' __ a't _ 'i •_u_ ,,uul_ lu_ul_ ui BF_ cAFlu_lou i,uu_ uepenus upon the creation of some form of infrastruc-

ture for bringing a m/zture of human and machine perception, thinking and manipulation skills to

bear on the many tasks to be done, even though those skills may be scattered over large distances

in space and time. While less obvious because the cost of human labor is not so high, the same

infrastructure can have enormous payoff for many of the same applications in a terrestrial setting as

well, particularly those applications involving hazardous or difficult to reach environments. Rather

than foreseeing complete automation solutions to these problems, we instead visualize construction

of an infrastructure that enables humans to coUaboratively project and focus their capabilities to

perform distant tasks.

Of course, it will be important to provide the means to evolve toward more fully autonomous

systems where that is feasible. We visualize the provision of new forms of machine learning technology

that can mimic and learn oft repeated skills, thus relieving humans from having to perform tasks that
have become somewhat routine.

But the key point is that a new form of "work infrastructure" is essential to the rapid and efficient

exploration and development of space, and will be highly useful to many terrestrial applications as

well. We believe that tele-autonomous system technology is the basis for that new infrastructure.

2 Overview of Tele-autonolnous Operation

Tele-automation represents a new way of viewing and developing systems that must perform intel-

149



ligentactions at a distance. It goes beyond autonomous control in that it blends in human intelligence

and action as appropriate. Tele-automation goes beyond tele-operation in that it incorporates as much

autonomy as is possible/reasonable. Tele-automation is also concerned with enabling collaboration

among multiple human and autonomous systems, and with enabling adaptation, or machine learning,

by and among the autonomous systems.

Figure 3 shows, at a conceptual level, the structure of a single local/remote pair in a basic tele-

autonomous system. The spatial reference frame is taken to be that of the human controller at the left

side of the figure, i.e, the controlled environment is remote. The controlled environment can include

humans and/or any manner of device. The remote intelligent controller receives data from multiple

sensors, and provides multiple outputs, encompassing anything from servo level control signals to a

robot joint, to video signals to a heads-up display worn by a remote human.

The inputs on the local side of the system may be any form of input control by the human, from

simple joystick control, to complex cockpits with many inputs, to discrete commands for the remote

controller to perform complex tasks. The local display represents any kind of feedback to the human
about the remote environment. This will include both simulated information and actual feedback

signals and may be composed of TV images, complex graphics, force reflection on input devices,

or even high speed data analysis. The distance between the local and remote sites can produce

substantial time delays in the signal transmission between them.

Tele-autonomous control of even a single local/remote controller pair provides many operating

modes, including:

1. Direct continuous tele-operator control of a remote device. The remote controller merely follows

its inputs. This is currently the most common form of operation.

2. Shared continuous tele-operator control of a remote device. The remote controller performs

higher than position serving. For example, it might treat received inputs as being relative to

an object to be manipulated and perform appropriate transformations before following them

[VOL88]. Or, it might treat received inputs as a nominal path, and perform some local sensing

and replanning to reach the goals of the nominal plan.

3. Discrete command control by the human operator of the remote device. This implies a higher

level of capability in the remote portion of the controller that can vary from simple setpoint

control of a number of satellite antenna positioning servos, to complex task analysis, planning

and execution. At this level the commands become highly task specific, though the lower level

primitives utilized may be more generic.

4. Supervisory control 3. The remote device operates in a largely autonomous mode and only in-

teracts with the human when it encounters a situation it cannot handle, i.e., management by

exception, or in which the human notices an opportunity to improve performance, i.e, oppor-

tunistic management. It differs from the discrete command mode principally in the frequency

of interaction with the human controller, and the philosophy of being largely autonomous. One

local human operator might supervise a fleet of remote devices.

5. Learning control. The remote controller is given an intelligence that allows it to learn from

human inputs and sensor information, and subsequently deduce correct behavior in similar

situations without human intervention.

6. Guidance of remote non-expert humans by local experts. In this mode a variety of media, visual

displays, graphics, touching, pointing, etc., are used to achieve a collaboration between the local

expert and the remote non-expert.

aWe use the term supervisory control to describe a much higher level mode than that usually attributed to the term.
However, our usage fits the intuitive interpretation if the term quite well.
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Groups of such basic systems, possibly with local controllers in different locations, will make up larger

scale tele-autonomous systems. Many kinds of interactions will be possible, from hand-offs of control

between different local control agents (even if in different physical locations) to shared cooperative
action of the remote devices.

3 Basic Tele-automation Controls

Fully general tele-antonomous systems do not yet exist, and will be the subject of research for a

long time. However, we have recently discovered some fundamental principles that we believe will be

part of the architectural foundation of almost any general tele-autonomous system.

One of the most fundamental problems facing tele-autonomons systems is time delay due to

telemetry and/or signal propagation delays. Even modest time delays have long been known to cause

instabilities in control systems such as robots. And, the time delays present in space applications axe

anything but modest.

We review here a sequence of interface control concepts originally presented in [CON87a] that col-

lectively underlie efficient control of manipulation tasks and also enable simple protocols for exchange

of such tasks among control agents.

3.1 Coping with Time Delay

Although tele-manipulation has been studied for years (e.g., see [GOE52], [KUG72], [HIL79],

[DRA87], [MOL87]), Noyes and Sheridan [NOY84] were the first to make significant progress on the

tele-manipulation time-delay problem. Noyes and Sheridan suggested that the operator control a

local simulation of the telerobot, with the control signals then sent in parallel to the simulation and

the remote telerobot. The simulation is then displayed superimposed over the return video. In this

way the operator can "see" the effects of the control immediately without having to fully wait for

the return signal from the telerobot. This system concept is sketched in Figure 4. In the system we

built to test the concept, we used a model of the telerobot on the IRIS workstation, making it easy to

simulate time delays and easing solution of the correspondence problem between the simulated and
actual robots.

Figure 5 presents a visualization of telerobotic manipulation using a forward simulation to cope

with the time delay. The wire frame is the forward simulation that directly responds to operator

control, and the solid frame represents the time delayed image of the real telerobot. Much faster

and smoother control is achieved. Task time may be reduced to nearly that of the no-delay case, as

shown in Figure 6. This is a first step towards evolving machine manipulation visualization, since

the visualization could help cope not only with communication delays, but also with computational

delays within a self-contained autonomous agent.

3.2 The Time Clutch

In the work of Noyes and Sheridan described above, the time frames of the simulation and the

robot are separated by the time delay of the telemetry and propagation. However, there is no

intrinsic reason to maintain this synchrony. We thus introduce the concept of a "time clutch" that

can disengage synchrony between operator specification time and telerobot manipulation time during

path specification. Our hypothesis is that operators can generate a path faster than the robot can

follow it. This is particularly true of large space telerobots such as the Remote Manipulator System

(RMS) [NAS81]. Once generated, a path segment can then be followed more quickly by the robot

than would be the case if the robot were time-synchronized to the specification process; with time

synchrony disengaged, the robot can steadily proceed at nearly its maximum rate, subject of course
to error limits and hard constraints.
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Figure 7 shows a path being generated well out in advance of the actual robot by an operator

using forward simulation with time clutch disengaged. The performance of an operator when using

the time clutch while performing the task of touching a series of boxes in our experimental trials
[CON87b] is shown in Figure 8. Remarkably, the performance is better than control without the time

clutch even in the case of no time delay.

This step in the evolution of machine manipulation visualization enables the cognitive agent to

"look and think ahead" of the manipulation under control, with the look-ahead time being elastic, and

not just a fixed internal or external system time delay. The implementation of this new capability

requires only a simple mutation of the forward simulation previously used for coping with a time

delay.

3.3 The Position Clutch

We next introduce the concept of a "position clutch" which enables a disengagement of position

synchrony between simulator and manipulator path. We hypothesize that faster, shorter, cleaner

paths can be generated on difficult tasks using this control. This idea is illustrated in Figure 9, which

shows the use of the position clutch to disengage from path generation during a close approach to a

difficult manipulation (in this case, touching a small object).

Suppose, for example, that the operator had arrived (in the simulation) at point A ahead of time

by using the time clutch. The position clutch can then be disengaged, stopping the output from the

operator control from going to the real telerobot - it will only go to the simulation. When the forward

simulator is in good position, the position clutch will be reengaged, causing a short, smooth path to

be inserted that links to the earlier path. This avoids inclusion of jittery prepositioning movements

in the final path to be followed. Further, the time spent by the operator in achieving the proper

position will not be incurred by the real telerobot since these motions were "clipped" out of the path
sent to the telerobot.

The operator has thus used up some of the time saved through use of the time clutch, with the

result that the overall task time of the telerobot is reduced still further. This level of manipulation

visualization corresponds to quick visualizations and visualized trials of multiple alternatives prior

to commitment to action, and its implementation requires only another simple mutation of the basic

forward simulation capability.

3.4 The Time Brake

To handle contingencies and errors we introduce the concept of a time brake. This control can be

used to deal with situations such as something falling over a previously generated path, as illustrated

by the "X" in Figure 10. In Figure 10 we see the time brake being applied and the forward-simulated

manipulator backing down the path (in a race to get on the other side of the obstacle before the real

system gets there).

This aspect of visualization corresponds to seeing something about to happen that will interrupt

an action previously visualized but not yet underway. If it had gotten underway, or is allowed to get

underway, the system will have to deal with it through local reflex action or crash. But, if visualized

in time, the cognitive agent can withdraw the action using the time brake.

3.5 Task Handoffs and Rendezvous

These basic tele-autonomous system interface controls also provide the basis for a simple, elegant

protocol for hand-offs and rendezvous of tasks between different control agents. Imagine two operators,

one in control of the telerobot and the other about to take over in relief of the first, as sketched in

Figure 11. Each operator would be in control of a simulation of the telerobot, but only the control
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signals of the first would be sent to the real telerobot. The relief operator would, with position clutch

disengaged, guide his/her simulation as close to the first operator's as possible (or required). The

first operator then disengages their position clutch, leaving the path "hanging". Figure 12 shows this
moment in the interaction.

The second operator then engages their position clutch, rendezvousing with the path and taking

control of future path generation. When the actual manipulator passes over this path segment, it will

do so smoothly and will not notice that a change of control agent has occurred in mid-maneuver. We

can again find interesting biological analogies to this visualization situation. For example, consider

the interactions among basketball players as they previsualize fast-paced multiplayer interactions.

We believe that this simple protocol can be built upon to mechanize quite a wide range of ma-

nipulation interactions between autonomous agents.

4 Future Directions

Tele-autonomous technology presents new challenges in human computer interaction. We have

proposed a set of interface controls that are conceptually simple and easy to mechanize. The con-

trois are generic ones that may be applicable in many different specialized situations. They are

also cognitively and manipulatively accessible to the uninitiated by analogy. But many other new

human interface aspects haven't been pinned down at all. How is the operator to visualize where

they are, who has control of what, and who they give control to next as they enter or leave some

subtask within a complex task lattice? What measures can we provide concerning operator perfor-

mance, and what feedback can we provide? And what about the analysis and design of cognitive

and manipulation tasks themselves? Research can perhaps provide better measures of joint human-

machine cognitive-manipulative performance. Analyses similar to those in [CAR83] may then lead us

to design intermixings of human and machine activity that yield substantial improvements in overall

performance.

The work poses some additional new challenges in robotics, such as the eventual need to perceive,

model and forward simulate not only the remote tele-antomaton, but also portions of the remote

environment itself. Forward simulation will work fine when interacting with static objects, but what

about interactions with moving objects? The simulation based methods we have discussed are depen-

dent, in pure form, entirely upon the quality of the robot and environment models available and the

accuracy with which tasks must be performed. In all of our experimental tests to date, the accuracy

required was well below the accuracy of the models, and this was not a problem. However, most

assembly tasks involve contact among the parts and have much higher accuracy requirements. More-

over, independent of accuracy requirements, even small errors when contacts are involved can produce

very high, possibly damaging, forces. Solutions for this important class of problems is essential for

many, if not most, applications. [VOL88] describes these basic problems in greater detail and outlines

a number of possible directions for solution.

Further work is needed on methods for path-error specification and associated methods for the time

optimization of path following, such as in [SUH87]. Additional work is also needed on autonomous

"reflex" actions that the remote robot can perform when encountering uncertainties (particularly

those involving contact) not modeled in the forward simulation. We also see the need for augmented

AI programming environments that interface in such a way with real-time programming environments

as to easily enable rapid estimation of time available for short-term AI planning tasks (enabling us

to select among AI methods as a function of available time).

Exploration of different dimensions of tele-autonomy is also likely to lead to near term advances

of considerable utility. In particular, most of the base technologies exist for developing what we have

called "remote coaching" systems in which a local expert can coach a remote technician in complex

experimental or maintenance tasks. A prototype remote coaching system is described in [WAL88].
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This prototype includes a modest, but extensible, expert system in the remote controller that can help

the technician with most problems and call in the expert when needed. The system allows graphic

or image data objects to be selected from a library and placed on workstation screens for both the

technician and the expert. The expert has a graphic capability for drawing on both screens, as well

as being in voice contact with the technician. Even slow scan video is available. Work is still needed

on the most effective means of on-line interaction, however, such as simulation video and graphics,

and the extension of collaboration technology to the domain of cooperative manipulation tasks.

5 Conclusions

We have pointed out that there is a growing need in many areas of our society to be able to

achieve remote intelligent action at a distance, and that traditional methods of automation and

artificial intelligence are inadequate for such tasks. We have further introduced three dimensions that

characterize the problem space: (i) the type of process being performed (perception, cognition, and/or

•action), (ii) the form that is performing the process (human, robot, automatic vehicle, etc.), and (iii)

the location at which the process is being performed. We have coined the term tele-autonomous

systems to describe systems addressing this problem space. Tele-autonomous systems are represented

by a set of points in this space spread across more than one location plane.

One of the most fundamental problems that must be overcome in building such tele-autonomous

systems is time delay resulting from telemetry or signal propagation. Simulation of remote devices

and environments is part of the solution. We have introduced the notions of time and position

de-synchronization (implemented through time and position clutches) to allow the simulation to be

operated faster than real time and to permit an on-line "motion editing" to be achieved. Our early

experiments involving the use of such time and position clutches suggest that dramatic improvements

in performance can be achieved through the use of these clutches, even when there is no time delay.

Moreover, the time and position clutches can be used to accomplish a new interaction protocol for

hand-offs between two agents controlling a remote device. This protocol is based upon a shared
visualization of the intended motion of the device.

While the number of potential applications for tele-autonomous systems is immense, there is yet

a great deal of research to be done. We concluded by identifying just a few of the areas needing

research. Among the more important were the extension of the time and position clutch ideas to

situations involving precision contact among the objects involved, the development of "remote coach-

ing" systems, learning systems, and the development of collaboration technology to support group

manipulation tasks.

We believe that tele-autonomous systems research can yield methods and systems for improved

projection of intelligent action at a distance in time and space. This interdiscipline presents inter-

esting new research opportunities to teams having expertise in robotics and automation, artificial

intelligence, and the psychology of human-computer interaction. We envision many possible applica-

tions for the resulting technology, not only in space and defense systems, but also in design systems,

production systems, and eventually in personal and recreational environments.
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ABSTRACT

Ground processing of the Space Shuttle and its associated payloads at Kennedy Space Center is extremely time

consuming and costly. Automation of both physical and information system processing can significantly reduce costs,

processing time, and operational hazards to human technicians and space hardware, and improve reliability. Extensive

efforts by NASA-KSC and its associated shuttle and payload contractors to implement automated systems are now ongoing.

One particularly attractive application, which is a crucial operation in need of improvements, is payload and shuttle

processing at the Payload Changeout Room (PCR). The PCR located at each of the two shuttle launch pads is a large clean

room mounted on the Rotating Service Structure. All payloads are partially processed, accessed and in some cases

transferred to the shuttle bay from this room.

Unfortunately, the current handling mechanism and platform system does not provide completely flexible accmm to

all payloads and critical Shuttle bay locations. Thus, either human technicians are placed in huardous positions, or

speciali_.,d fixture, Icaffolds and lifting devices are used. These alternatives all increase cost, possibly increase payload

exposure to potential damage and reduce efficiency, flexibility and overall cleanliness. Thus, to potentially alleviate these

inherent difficulties, a teleoperated, semi-autonomous robotic processing system for the PCR is now in the conceptual stages.

A clean room manivulator arm. custom desit_ed for the PCR. will r_dnrm h,_ie nr_e,.m.,.g t=.b..,,.h .. ;.._ ;^.

insertion and removal of small items. A highly redundant avoidance system will be incorporated to guarantee that collisions

with delicate space hardware are avoided. A redundant arm (greater than 6 DOF) will likely be required due to the large

workspace which is extremely cluttered and constrained when a payload is in the shuttle hay or PCR. The system will be

driven by high-level user-entered commands or through a manually operated joystick. Thus, a complex planning and

reasoning system based on Artificial Intelligence technology will be required. The primary challenge in this project is the

integration of leading edge automation technologies now available. The integration and further development of the required

technologies is now being accomplished through a joint NASA JPL/KSC demonstration program which began in 1988. This

3 year program will demonstrate actual PCR tanks using a full size mock-up, actual flight hardware and the ASEA IRBg0

robot arm located at KSC's Robotic Applications Development Laboratory. The complete PCR robotic system as currently

conceived is described here. Critical design issues and the required technologies are discussed.

1. INTRODUCTION

A number of ground processing operations at KSC could be improved through automation. Recently a study was

conducted to determine where automation may benefit ground processing of payloads including the Space Station, [1]. The

reasons for introducing automation include the reduction of hazards to payloads and processing personnel, reductions in

operational costs and processing time. In addition, automation will help to improve processing reliability, verification and

documentation•

One of the best examples of physical proce_ing automation at KSC is the cleaning and refurbishment of the Solid

Rocket Booster's nose cone, instrument module, and aft skirt. For this application, the justifications are easily identified: the
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process is repeated for two SRBs for each mission, it eliminates the exposure of humans to a hazardous environment,

produces more consistent results, and has provided a significant cost savings to SRB refurbishment [2].

For most of the automation applications needed for payload processing, full autonomy is not possible due to current

state-of-the-art capabilities of robots and controllers. Instead of totally replacing the human, his physical skills and

capabilities should be augmented through automation. Most payload processing robotic applications, require a balanced

combination of computer intelligence and human reasoning and control. The Payload Changeout Room (PCR) is an ideal

candidate for robotic technology due to the time constraints, criticality of operations, current difficulties associated with

payload access, cleanliness requirements and associated cost of operations.

The major challenge of implementing advanced automation systems is the integration of newly developed

technologies including AI planning and reasoning systems, advanced sensory perception, telepresence interfaces, obstacle

avoidance and redundant arm control. Even though the PCR telerobotic system will require most of these advanced

technologies, the program risk is not great. All the technologies will be demonstrated before this system is fully designed and

implemented, with the exception of the redundant arm control.

1.1 Launch Pad Operations

A brief description of launch operations is required to understand the function of the PCR. The PCR is a self

contained clean room located on the Rotating Service Structure (RSS) at the launch pad, see Figure 1. The RSS is attached

to the Fixed Service Structure (FSS). The FSS provides access to the shuttle, SRBs and external tank. The RSS rotates up

to the shuttle before launch, and is rotated away from the orbiter prior to lift off. The PCR provides access to payload bay

and is the interface used to transfer vertical payloads to the orbiter.

Payloads are brought out to the pad in a vertical canister having the same dimensions as the orbiter payload bay.

The canister is lifted off a transporter and raised approximately 80 feet, to the level of the PCR. Seals on the PCR provide

an air tight bond between the canister and PCR. The doors to the PCR and cannister are then opened, and the payload is

then transferred from the canister to the orbiter. The transfer is accomplished using the Payload Ground Handling

Mechanism (PGHM) which lifts the payloads by their attached trunnions and retracts back into the PCR. The PGHM is

actually a two degree-of-freedom device with lifting and translating capabilities. Once the payloads are secured on the

PGHM, the doors to the cannister and PCR are closed, the cannister is lowered, and the RSS is rotated towards the orbiter.

Once the PCR is against the orbiter, the doors of the PCR and orbiter are opened.

At this time the final preparations are made to payloads. The PGHM then translates out and lowers the payload

into the orbiter bay. The trunnions attached to the payloads are secured in the orbiter fittings and final closeout testing is

completed. After all processing is completed, closeout photos are taken and the doors to the orbiter and PCR are closed.

The RSS is then rolled back and final launch preparations occur.

1.2 PCR Description and Processing Tasks

The PCR is an 80 foot tall Class IV (<IOK 0.5 micron particles/foot3) clean room which provides limited access to

the payloads. Platforms are fixed at various levels, approximately every ten feet in height. These platforms are extended as

required towards the payloads in the orbiter. Often, these extended platforms do not provide the necessary access, so

auxiliary platforms are attached to the original platforms with 'C' clamps, see Figure 2. These auxiliary platforms are

commonly called 'diving boards'. These devices do not provide complete access to the payload interfaces in all instances due

to their location. In addition, the diving boards do not provide safety rails and have limited load capabilities, which may

expose the payload technicians to undesirable working circumstances.

The problem of access has been addressed in the past by erecting temporary scaffolding in the PCR and more

recently by constructing special purpose access hardware in the PCR. The scaffolding has several advantages in that it is

completely portable and reconfigurable. The major disadvantage is that during the erection of the scaffolding, the payloads

are susceptible to damage. The sections of scaffolding are tethered to personnel who then climb and assemble the sections.

This is a difficult task under any circumstance, but in the constrained environment of the PCR, this task becomes very

challenging. By constructing special purpose access platforms, many of the difficulties associated with the original access

platforms or additional scaffolding are eliminated. However the cost for these assemblies are high, and they are designed to

be used only once or twice and then they are dismantled and scrapped. Recently, approximately $750K has been designated

for the special access structures for the Magellan and Galileo missions. This cost is typical.

A practical alternative to the previous methods is a dedicated robot system within the.PCR. A flexible manipulator

system could provide much greater access to the payloads, be able to operate in highly constrained environments, and handle
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hazardous materials. This robot would have to be specially designed to meet the many requirements of the PCR

environment. Requirements include clean room operation, dexterous motion capability, and a high degree of safety and

reliability.

2. BACKGROUND

Two specific driving forces have led to the highly positive consideration of an actual robotic system implementation

at the PCR. First, the SS Strategic Plans and Programs Office-Advanced Development Program is sponsoring a joint

JPL/KSC remote telerobotic demonstration program to integrate and advance a number of technologies that will be required

for successful SS robotic applications. Secondly, there is a significant need for improvements in the current methods used for

processing payloads at the shuttle launch pad. Improved, more flexible access to payloads is required to reduce the need for

costly access platforms and fixtures, and eliminate the use of particulate generating cranes and lifting devices. A telerobotic

demonstration program is currently being developed to meet the two tasks described above and will be described in this

section.

2.1 Current Demonstration Program

In September 1988, JPL and KSC realized a common need and interest in a joint telerobotics program. JPL was

interested in demonstrating remote teleoperation with induced time delays. KSC was interested in applying the technology to

actual ground processing applications. By combining capabilities and resources of JPL and KSC, a leveraged program has

evolved with an overall benefit to both current ground processing operations at KSC and meet the long range goals of on-

orbit teleroboticJ for Space Station. The first year of a planned three year program is currently underway. A single

application will be demonstrated this year.

Improvements in the software to meet the stringent requirements of the users in the PCR, hardware improvements

to the user interface to provide real-time simulation of robot motions, the development of advanced proximity systems to

improve the reliability of obstacle avoidance will be implemented in years 2 and 3. More advanced applications will also be

demonstrated.

2.2 Demonstration System

The remote telerobotic test-bed will consist of three major components, a user interface and computer control

hardware at JPL and a manipulator at KSC. Three leased 9600 bued serial communication lines will be used to connect the

u_ae_r inte.,'12"_sc*_*_..ndcomputer ccn;.-_-! h---'2.w_'_ lost.ted ---."..'vT. ,. ........th_ ,,,bog ,_.,,,_I._ _ 6,-"KSC, in- Figuvn ._. One line will "oe uses"

to provide direct voice communication between the remote sites and the other two lines will be used to transmit compressed

video images to JPL and provide two way robot communication, respectively.

The user interface at JPL resides in a Symbolics 3640 AI workstation. Using a menu driven, high level robot

language, the operator is able to command the robot. The operator is able to preview robot motions with a graphic simulator

on the Symbolics, observe joint positions and the natural language description of the current task being processed, see Figure

4. The Symbolics also does the task planning and reasoning and maintains the CAD model of the operational environment

for obstacle free path planning.

The Symbolics machine is connected to a uVAX computer at JPL via a DECNET point-to-point connection. The

Sensing and Perception module, and the Run-time Controller module are both located on the uVAX. The Sensing and

Perception software is used to receive and reduce sensor information, and Run Time Controller outputs joint level robot

commands. The uVAX at JPL is connected to the uVAX st KSC through a pair of leased serial lines. The uVAX at KSC is

used to grab and compress images from a robot mounted video camera, and feedback joint positions from the robot and

receive and execute robot motion commands via joint coordinates.

For direct teleoperation, a Symbolics computer will be installed at the KSC site, see Figure 5. The existing uVAX

at KSC will then be directly connected to the Symbolics via a Decnet connection. The appropriate software will be copied

from the computers located at JPL and loaded on the respective computers at KSC. The direct teleoperation scenario is

preferable for testing the control software. Also for demonstration purposes, it would be more effective for the user/operator

to see the response of the robot directly.
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The manipulator located at KSC is an ASEA IRB-90, a six axis serial device with DC actuators. The ASEA IRB-

90 has a 200 pound capacity, a 12 foot reach and a repeatability of 0.010 inch. It is located on a 30 foot track, and motion

control along this track is provided by the robot controller.

2.3 Demonstration Applications

The first phase will demonstrate the capabilities of the user interface and controlling software. This will be done

with the user interface being developed by JPL and ASEA IRB-90 robot at KSC. The potential users of the system (Shuttle

Payload Operations) requested a realistic demonstration platform so that the telerobotics system could be realistically tested

on actual flight hardware before being implemented in the PCR. The users recommended several pieces of demonstration

hardware including a Payload Assist Module (PAM) Cradle, see Figure 6, and a Mission Peculiar Experiment Support

Structure (MPESS). These two items were selected because of their geometry and constrained internal space. The users felt

that if the robot could successfully navigate through such a constrained environment without hitting obstacles, then it could

be easily used on less restrictive payloads, [3].

Approximately ten telerobotic applications have been identified by the users in the PCR and these include:

component inspection, close-out photography, sharp edge inspection, lanyard identification and grasping, non-flight

hardware identification, payload bay protective liner removal, insertion and removal of Quick Disconnects (qDs), and

insertion of small items before closeout. These tasks are listed in order of increasing difficulty [3].

The first three tasks are strictly non-tactile tasks and require less sensory information and control software than the

other tasks. The lanyard identification and grasping was included because it is a high priority item among the users and

requires no direct contact with the rigid objects. The lanyards are attached to lens caps and other covers which must be

removed before flight. Some of the lens caps and covers are currently designed for automation, and the others will be

modified so that the robot may easily remove them by simply grasping the lanyard and pulling away from the payload [3].

The remaining applications are more difficult because they require some form of force feedback to the controller, or

to the operator using force feedback joysticks. These tasks are currently scheduled to be accomplished in the second and

third years of the program [3].

3. CRITICAL TECHNOLOGIES

A robot system located in the PCR must perform a wide range of tasks if it is to be cost effective, and well received

by processing personnel. The highly constrained, delicate environment and difficult tasks necessitate the need for a system

with a number of advanced capabilities. The PCR environment is vastly different than typical manufacturing applications.

The required work area is highly cluttered and will contain extremely expensive, critical flight hardware and ground support

equipment. Not only is the equipment critical, once it has reached the PCR a great deal of processing time has been

expended and it is the last step in the payload launch flow. Thus, any damage would be extremely costly and significantly

affect the launch schedule.

In order to implement a robotic system with the required capabilities a number of advanced technologies will be

required. Considering the current capabilities of robotics and AI technology, the only way to accomplish the required tasks

in a safe and reliable way is to provide a supervised, human augmented system. Human intelligence must be used to guide

the planning process and react to uncertainties associated with unknown objects in the facility.

The most crucial elements necessary for the successful implementation of a robot in the PCR are a highly flexible,

easy to use human interface which requires no previous robot programming knowledge, and fail safe methods to assure

collision free motions of the robot. The critical technologies required to provide the needed capabilities include high level

robot control languages, 3D object recognition and location vision systems, task scheduling, path planning, proximity

sensing, collision avoidance, control of redundant manipulators, telepresence and force control. These technologies, with the

exception of redundant manipulator control, have all been addressed by past research efforts and are currently being refined

in the joint KSC/JPL PCR telerobotics demonstration program. Each of the required technologies are described briefly

below.

3.1 Obstacle Avoidance Technologies

Obstacle avoidance must be guaranteed in a redundant fashion when working with sensitive flight hardware at the

launch pad. Collisions of any links of the robot arm, end-effector, or tooling with any object in the work area must be
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avoided under all circumstances. This can be accomplished using a high level controller which creates obstacle free path

plans based on stored and real-time knowledge of the working area. In addition all motions and tasks will be graphically

simulated and approved by human operators.

To insure maximum reliability, the system will incorporate a triple redundant obstacle avoidance system. Primary

obstacle avoidance path planning will be performed by a control computer using CAD graphic models of all payloads, PCR,

ground support equipment and the Shuttle bay. CAD models for the launch facilities and a majority of the payloads are

available and will be stored in the control computer during each mission. In addition to the static data a 3D vision system

will be used to identify the shape and location of unknown or moveable objects (antennas, valves, doors, holding fixtures

etc.). This data will be used to update the models before a path is planned. In addition to these two systems an independent

hardware based collision detection system will automatically shut down the system before an impending collision.

The obstacle avoidance path planning technology will be based on the techniques being implemented in the

demonstration program (see Section 2.2). The path planning method developed at NASA-JPL, de-,cribed in [4], is based on

the free-space techniques originally developed by Losano-Peres [5]. The technique has been modified however, by

representing all objects in the workspace, as described by the stored geometric model, in terms of the manipulator joint

coordinates. All paths are then planned in this joint coordinate representation which is referred to as the configuration

space. The method is best described by the following procedural description:

1. The manipulator workspace is discretized into a set of p joint values for each of the N axes of the

manipulator. This results in a table of N p configurations.

2. The discretised configuration space is then searched to determine if any link or the end-effector interferes

with any object in the workspace. If an interference occurs the node is marked as occluded space.

3. The above binary table is created and stored off-line. Online path planning consists of determining a

path in the N-dimensional space between the current and desired location which contains only non-

occluded nodes (free-space).

Generating the binary workspace obstacle map is a numerically intensive operation which takes considerable time.

Thus this technique is only practical for relatively static work areas. The primary advantage of this method is that a collision

free path for the entire arm is created. There are a number of other advantages of working in the joint coordinate

representation which are discussed in [4].
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robot is not adequate. The model and corresponding obstacle avoidance map must be updated due to moveable objects, tools

and fixtures. This will be accomplished using a 3D object recognition and location vision system. A stereo vision system

located on the robot will be used to recognize and determine the shape and location of known and arbitrary objects. This

information will be used to update the CAD model of the work area used by the planning system. Image processing $D

recognition and location techniques are now in development at JPL [6] and a number of other laboratories. Although this is

leading edge technology, baaed on past demonstrations at JPL, it is expected that a satisfactory system will be developed in

the demonstration program.

One critical issue not addressed above is the availability of CAD graphic models of all objects in the PCR during

processing. Models of the PCR are being developed now and a model of the Shuttle bay already exists. However, these

models exist on various computer systems using different 3D graphic representation standards. Mo6t of the payloads also

exist in digital form. The critical technology therefore is the ability to transport a wide variety of CAD models into a

common representation which can be accessed by the high-level computer. Current plans are to transfer all models into the

Interim Graphic Exchange Specification (IGES) standard. However this may be inadequate for 3D models and advances in

this technology may be required.

Hardware based collision detection technology is also required to avoid unexpected collisions and performance. A

proximity sensing system capable of providing the distance between any point on the manipulator arm and the closest object

of any material must be implemented. A large number of reliable proximity sensors must be mounted on the arm and

integrated into a single, fast reacting system. Potential sensor candidates include sonar, rad.ar, laser triangulation, coherent

laser radar, and highly compliant contacts. This technology has not been demonstrated in large scale. However there is some

direction in the Flight Telerobotic Servicer (FTS) program to provide a system of this type.
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3.2 High Level Task Planning, Reasoning and Human Interface

A high level programming language and user interface will be required for the efficient operation of a robot in the

PCR. This system should have the ability to plan, initiate and schedule complete operations based on generic input

commands, and provide high resolution graphic simulations of all planned operations for review. The system should also be

able to reason over a set of rules and guidelines which assures that all processes and tasks will be performed according to set

procedures and Operational Maintenance Instructions (OMI).

A high level or generic input interface is required to assure that operators with little robot programming experience

are able to quickly and easily program and operate the robot system. The high level programming system will primarily

alleviate the need for tediously programming entire paths of end-effector positions and various tool commands. Using this

interface the operator would teach or operate the system by selecting specific actions or operations from a menu to be

performed on a given payload or piece of equipment, on a specific subsystem. For example, the operator would select

'INSPECT' from a menu (Inspect, View, Insert, Remove, Move To, Open etc.), then from another menu the device

'PAYLOAD' and from a sub menu 'FUEL UMBILICAL'. The task planner would then determine the complete sequence of

events necessary to carry out the task based on procedures and guidelines stored in a data base, and would provide an

obstacle free path for the entire robot.

This capability will be based on an advanced task planning system developed by JPL for their Demonstration

Testbed Project [4] referred to as the Remote Mission Specialist (RMS). The RMS has two stages of plan generation, stage

one is responsible for converting high level directives into a series of commands which tell what specifically needs to be done

in the task space. This series of commands is then used as an input to the second stage of the planner, where they are

converted to primitives which are executable by the robot controller. This planning operation is constrained by the

procedures and guidelines which must be stored in a knowledge base. Considerable knowledge engineering effort will be

required to transform the generic and mission specific PCR operations into a form suitable for the AI computer system. All

generated paths may be previewed with the use of graphic simulation before they are carried out. Thus, graphic motion

simulation technology will also be required.

3.3 Telepresence Man-Machine Interface

The high-level user interface technology described above may not provide complete flexibility. For highly complex

or spontaneous tasks, it may be more effective to operate the robot in the traditional teleoperator mode, with the operator

controlling the motion of the end-effector with a joystick interface. The joystick controller should be a highly transparent

interface allowing the operator to control the end-effector with the natural motion of his hand. He should be provided with

the "look and feel" as seen at the end-effector, thus the term "telepresence".

Telepresence will be accomplished by providing the operator with visual and force feedback. Force feedback can be

supplied by measuring the end-effector forces with available force transducers, and applying the corresponding force to the

operators hand using powered actuators on the joystick controller. Visual information can be provided by the vision system

cameras and additional optional cameras. Using a number of cameras, located on the robot or fixed within the PCR, several

views of the robot arm, end-effector and work area can be provided.

Natural, telepresent control cannot be provided by a directly coupled master/slave controller. Current state-of-art

man-machine interface technology is able to provide the above capabilities by using a control computer to act as a flexible

interface between the joystick and the robot. The joystick position or motion is interpreted and transformed into suitable,

corresponding robot commands. At the same time, the force on the end-effactor or tool is interpreted, and transformed into

suitable commands to the joystick to apply corresponding forces. Thus a universal, flexible bilateral controller is achievable.

With this flexibility a highly capable interface is achieved by providing force and motion scaling and filtering for

vibrations. More importantly the reference frame for motion or forces can be selected to match the end-effector frame, the

current display frame etc. Additional features such as position or velocity control and the ability to re-reference the joystick

position will also be required. The technology to provide these capabilities has been demonstrated at a number of

laboratories [7]. A bilateral controller of this nature will allow the operator to perform difficult tasks such as QD removal and

insertion and other tactile-like assembly operations. Complete autonomy of these more difficult tasks is not readily

achievable in a practical system and thus human intelligence and sensory capability is required. A universal controller

provides an ideal augmentation human capability and is essential.



3.4 Control of Kinematically Redundant Manipulators

When a payload is mounted within the PCR or Shuttle bay a highly constrained and cluttered work area exists.

This severely limits the ability to avoid obstacles using a 6 degree-of-freedom (DOF, ie. the number of actuators in the

system) manipulator arm. The available obstacle free work area of the arm will be significantly increased using a redundant

system with 7 or more DOF. This is due to the fact that the most general 6 DOF robot hu at most 16 possible

configurations for a given position and orientation (pose) of the tool or end-effector. Note, general here refers to a completely

arbitrary set of fixed geometric constants which include the angle between each pair of adjacent axes (twist angles) and the

freed distance between adjacent links (offset dimensions) of the arm. Furthermore, most standard industrial robots, which

contain all parallel or perpendicular adjacent axes have either two of four possible configurations for a given pose. This

limited number of configurations may not provide obstacle free access for a required pose.

Introducing an additional link for the robot (an extra degree-of-freedom), provides an infnite number of robot

configurations for a given pose of the end-effector. The human arm Dcontaining 7 DOF (with respect to motion constraint

not actuation), is an excellent example of a redundant manipulator. This is evidenced by examining the case of the hand

placed firmly on a table. Without moving the position or orientation of the hand the elbow can be placed in an infinite

number of locations.

Unfortunately algorithms for controlling redundant manipulators are now in the developmental stage. Most of the

research is aimed at optimising a given control parameter. Possibilities include minimizing energy, minimizing or balancing

motor loads, maximising the speed of motion, etc. These optimizations would be useful for on-orbit applications, where

resources are limited. However, for ground operations these optimisations are not essential. The primary use of redundancy

will be to provide obstacle free motion and increase the dexterity and available work area of the arm.

Thus, the key technology requirement is the development of obstacle avoidance and path planning techniques for

the redundant system. Considerable advancement in this area may be required. However, certain techniques may naturally

extend to the redundant case. For instance, the free path, configuration space technique described above (Section 3.1) can be

implemented with a redundant system. The binary obstacle map represented in joint coordinates is simply a forward position

analysis of the system which is easily accomplished regardless of the number of links in the system. However the binary map

becomes a 7 (or more) dimensional space. This may become impractical to generate even offiine, and search for free paths.

Heuristic or rule based techniques may be necessary to provide manageable techniques which can be implemented with

practical computer hardware. This is the single technology requirement in which existing capability may not be adequate.

4. SYSTEM DESCRIPTION

In this section the preliminary conceptual design and functionality of the PCR telerobotic system will be described.

The system will consist of the following three major components: a manipulator capable of operation throughout the PCR, a

hierarchical computer system and user interface, and sensor systems. The basic requirements of the system include the

ability to perform inspection and other processing tuks. The system must not contaminate the Class IV clean room.

Collision free motion must be guaranteed by a highly redundant, reliable obstacle avoidance system. Lastly, the system must

be extremely easy to operate either in progrmmned or run-time control modes.

The manipulator will likely contain seven DOF to provide enhanced obstacle free motion capabilities. It will be

mounted on a vertical rail attached to an existing structure in the PCR as shown in Figure 7. This will provide access to a

majority of the payload area of the shuttle bay. The robot will provide approximately a 1S foot reach, 20 pound payload

capacity and a positional accuracy of +/- 0.10 inch. A custom designed system with an optimised geometry for the required

work area will be required. The arm will have to meet clean room requirements and all actuators must be explosion proof.

The end-effector will be designed to accommodate various tools, sensors and cameras. Quick connect tools may be

used for some tasks. The video system may require special lens and filters, so they must also be designed for quick

connect/disconnect. A multiple DOF articulated device may also be used to reach between the payloads and the bay.

The computer system will be a hierarchical, two layered architecture. The top high-level control computer will

interact with the operator, and perform tuk planning, reuoning, programming and program storage and retrieval. The

second layer contains the run-time control system. The high-level controller will most likely be an AI workstation, and the

run-time controller will be a standard multi-processor computer environment. Various individual processors for sensors and

end-effector systems will communicate with the run-time controller as well as the manipulator system. A joystick device will

also be interfaced to this controller. A fully integrated system with all processing systems embedded within the controller

would be ideal. However, this is unlikely to be possible. It may be possible to embed the manipulator servo controller since a

custom system is being designed.
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A majority of the computer processors will not have to be housed within the PCR. However, the operator

workstation monitor, joystick controller and video displays should be located within the room for maximum viewing

capability. All computer devices and displays located within the PCR will have to be industrialized systems to withstand the

effects of launching.

The user interface consists of a joystick controller, video and simulation displays and the high-level controller

workstation. The workstation will provide the primary interface to the system. The operator will have the capability of

programming tasks by selecting generic descriptions of locations and devices from workstation menus. Taught or

programmed tasks may be simulated graphically before actual execution. The work station will control the mode of the

system (teleoperation, simulation, programmed task execution etc.) and provide required status. A force-feedback joystick

controller will likely be required to perform assembly tasks. Thus the system will be capable of running in supervised

teleoperation mode. Supervised meaning the obstacle avoidance system will continue to run in this mode.

A number of sensor systems of various complexity will be required. The obstacle avoidance system is based on two

individual sensor systems as explained in Section 3. A 3D video image processing system will be required to recognize and

determine the location and orientation of arbitrary objects. Also, the coordinates of carefully designed reference targets

throughout the area will have to be determined. An arm based proximity sensing system will also be required to warn of

impending collisions of any point on the arm. A hardware based system integrating a large number of small sensors mounted

on the arm is envisioned. Each proximity sensor will be required to determine if a minimum distance, along a straight line, to

the closest object of any material has been reached. Standard force/torque sensors will also be mounted on the end-effector.

5. DESIGN ISSUES

A number of major design issues will have to be addressed for the implementation of a telerobot system at the

launch pad. The key issues include the following areas: arm geometry, system mounting and mobility, clean room

requirements and, computer architecture and partitioning.

The kinematic structure or arm geometry (the fixed geometric parameters) of the robot must be designed to provide

adequate access and dexterity, and allow obstacle free motion for number of applications and payloads. A six DOF arm could

be designed to provide all desired positions and orientations of the end-effector in an uncluttered environment. However, in

the highly constrained environment of the PCR, this may be impossible. As explained in Section 3.4, adding DOF to the

robot provides an infinite number of configurations for a given end-effector pose. A detailed study using robot system

workcell simulation and analysis tools will be required. Models of various payloads, the payload bay and the PCR will be

used to determine the capabilities of various robot designs. A redundant system will only be implemented if a six DOF

system cannot be designed to meet a majority of the desired tasks.

Because of the large dimensions of the payload bay, it would be impractical to design a stationary robot to provide

the required access. Therefore the robot must be either allowed to move on vertical tracks or be easily transported to various

locations within the PCR. To provide portability for the robot, it would have to be disassembled, re-assembled and

calibrated before being used on the actual flight hardware. This greatly reduces the flexible capabilities of the system.

At this time, it appears that attaching vertical tracks to the PCR would provide the most effective coverage of the

robot. However, the major drawback of tracks is the potential of it generating a large number of particulate contaminants

because of the interaction of wheels against the track. This problem may be circumvented by placing protective covers over

the track and the wheels.

Proximity sensors will be attached to the entire robot so that all links are instrumented for obstacle avoidance. The

robot will incorporate explosion proof DC actuators with internal encoders, tachometers and fail safe brakes. The arm will

also be designed to operate in a Class IV clean room. The above requirement makes actuator and drive system design a

formidable task. All drive systems will have to be enclosed or gearless and may have to use dry lubrication to reduce

contaminate generation. Possibilities include the use of harmonic drives, high-capacity step motors, direct drive motors,

enclosed mechanisms or specialised motors.

The two layered computer architecture concept described in the above section will be adhered to. However, a

number of specific design issues must be addressed. The two main computer systems will most likely communicate over a

networked connection. The specific requirements and throughput rates of this connection must be established. The critical

design issue then become the selection of a suitable network protocol. A uniform, easily maintained method of

communicating and interfacing the various stand-alone processor systems to the run-time controller must be established.

This is the only way to provide a reliable and flexible system capable of being expanded in a practical manner. Optimal

selection of a suitable,standard bus structure (VME, MultiBus If, NUbus etc.) for the run-time controller, which will contain
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a large number of processors, is ab,o a critical issue Becamm the of the location of the PCR and its close proximity to the

shuttle during lift-off, all equipment will have to be designed to withstand the associated shock, vibration and heat.

6. POTENTIAL APPLICATIONS

A multitude of tasks in the PCR are potential candidates for automation. These tasks include component

inspection and verification, clme-out photography, non-flight hardware identification, payload bay protective liner removal,

lens cap removal, insertion and removal of QDs (quick disconnects), and insertion of small flight batteries and film packs.

These tasks can be divided into two categories, those tasks which do not require the robot end-effector to touch

flight hardware, and those tasks which do. The fL_t group of tasks eliminate all of the difficulties associated with force

control. As long as the ohstacle avoidance software works properly, there should be no physical interaction between the

payload and the robot. This greatly reduces the risk factor mmociated with operating a robot in the PCR. However, many of

the tasks which require contact provide the highest pay back.

Three tasks are of the highest priority, inspection of payload components for sharp edges, lens and dust cap

removal, and insertion and removal of QDs. The first task is a non-contact in which astronauts personally check all payloads

in the payload bay for sharp edges. Sharp edges could cause space suits to tear and depre_urise. Currently, this requires

special scaffolding to be erected so that the astronauts may thoroughly inspect the entire payload bay before closs-out. A

camera would be mounted on the end-effector, and the robot could either be controlled manually with the joystick, or

automatically with the high level control software. Images of the payloads taken from the camera would be transmitted to a

monitor and recorded for future reference.

On many payloads, a number of lens caps and dust covers are used to protect optical and other surfaces from

contamination. Usually, these are the last non-flight items removed from the payload bay before clcmeout. Often, these

protective covers are located in places with limited or non-existent access. In the past, technicians have walked on flight

hardware to reach these locations and while nothing was damaged, the potential for damage and flight delay is great. The

lens caps and dust covers must be designed for automation in the future. Presently, lanyards are attached to the lens Cal_

and dust covers so that a technician can easily remove them by pulling on the lanyard. A visual target could be attached to

the lanyard, and the integral vision system could identify and direct the robot to the target. Because the lanyard is

compliant and will not transmit forces towards the payload, this task does not require extensive force control capabilities.

The third major task is the moat difficult. Connecting and disconnecting QDs requires extensive force control

capabilities coupled with object identification, positioning, and path planning. Currently, the Robotic Applications

Development Laboratory (RADL) at KSC is involved in automated QD insertion for remote umbilical connections. This

....... _" "-- _ ..... "--'_ ............................................... pt QD._*_..._....-- _._.._........_-_ ,._,,,,, ,_ttc, ,..qum,.,v,, _, m.._,,v, vf ,, _L, h-_to ,, t_-cz a_Ie. The • include Guid. gas.

power, and communication connections. The QDs are located about the complete periphery of the payload, and are often

located in inaccessible locations. For example, the upcoming Magellan has over SO QDs in various locations. QDs designed

for automation greatly simplify the required robotic capabilities. For example tapered shanks, self aligning and automatic

locking QDs which incorporate common design for different missions will improve the robot capabilities and help to reduce

processing costs.

7. CONCLUSION

Payload and shuttle processing tasks within the PCR represent an ideal opportunity for improvements through the

use of physical automation and telerobotic technology. A reliable, easy to use manipulator system capable of providing

access to a large portion of typical payloads within the shuttle bay will reduce processing cmts and potential contamination,

and improve safety and cleanliness. Additionally, the implemented technologies and system designs will also provide similar

benefits to both on-orbit and ground processing of the Space Station Freedom. A number of advanced technologies will have

to be integrated in the proposed system. However, these technologies have been developed and are currently undergoing

refinements in full scale demonstration programs, greatly reducing the associated risks.

The advanced technologies and capabilities required for the proposed telerobotic system include a redundant

obstacle avoidance system, intelligent task planning and reasoning, high level user programming interface, force feedback

joystick control and potentially, redundant arm control. This system represents an optimal balance between system

autonomy and human intervention based on todays technical capability. Inherent in this augmented or balanced system

design is the ability to evolve to a higher degree of autonomy. An initial implementation capable of performing simple

placement and scanning tasks, without joystick control capability can be implemented in a 2-3 year period. A complete
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implementation is possible within 5 years. The completed system will represent effective and rapid use of NASA developed, 
state-of-the-art automation technology. 
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Abstract

Tele-existence is an advanced type of teleoperation system that

enables a human operator at the controls to perform remote manipulation

tasks dexterously with the feeling that he or she exists in the remote

anthropomorphic robot in the remote environment. In this report the concept

of the tele-existence is shown, the principle of the tele-existence display

method is explained, some of the prototype systems are described, and its
space application is discussed.

I. Introduction

Tele-existence aims at a natural and efficient remote control of

robots by providing an operator a real time sensation of presence. It is an

advanced type of teleoperation system that enables a human operator at the

controls to perform remote manipulation tasks dexterously with the feeling

that he or she exists in one of the remote anthropomorphic robots in the

several remote environments [I,2]. Similar concept is called artificial

reality [3] or telepresence [4].

Fundamental studies for the realization of the tele-existence

system are now being conducted in the authors' division of the Mechanical

Engineering Laboratory (MEL) as part of the National Large Scale Project

called JUPITER (JUvenescent PIoneeing TEchnology for Robots), which is a

research and development program of advanced robot technology for a system

that avoids the need for humans to work in potentially hazardous working

environments, such as nuclear power plants, under sea, and disaster areas.

In previous papers [I,2], the principle of the tele-existence

display method was proposed. Its design procedure was explicitly defined.

Experimental display hardware was made, and the feasibility of the visual

display with a sensation of presence was demonstrated by psychophysical

experiments using the test hardware. In the latest paper [5], a method was

proposed to realize a mobile tele-existence system, which can be remotely

driven with the auditory and visual sensation of presence. A prototype

system was constructed and the feasibility of the method was evaluated. The

effectiveness of the proposed system was evaluated by navigation

experiments of the mobile robot through an obstructed space. Several

display and operation methods were compared quantitatively using the time

elapsed, smoothness of the travelled path and the number of collisions as

the criteria for comparison.
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In this report the concept of the tele-existence is shown, the
principle of the tele-existence display method is explained, someof the
prototype systems are described including an anthropomorphic robot with
seven degrees of freedom arm, which is designed and developed as a slave
robot for feasibility experiments of teleoperation using tele-existence
method.

2. Tele-existence

In tele-existence, an autonomousanthropomorphic robot is placed at
a remote site and an information transmission communication channel is
established between humanand robot. The operator's movementsand physical
status are sensed and transmitted to the robot via this communication
channel. The transmitted signals override the autonomyof the robot and
directly control the robot's motor system to reproduce the exact movements
of the operator in its artificial eyes, neck, hands, legs, and feet.
Information picked up by the artificial sensory organs of the robot are
transmitted back to the operator via the communication channel to the
operator's sensory organs.

Take vision for example. Whichever direction the operator looks,
the robot will look in the exact samespot. The operator will see on his
retinae the image seen by the robot, in exactly the samemanner as it would
be seen by a humanin the sameposition. If the operator were to bring his
arm in front of his eyes, he would see the robot's arm being brought into
his field of view in exactly the samerelative position as his own arm.
Thus the operator is able to maintain his or her visual sensation and
proprioceptive sensation coherent. The operator can perform tasks via a
robot at a distance yet maintain the samespacial relation amongthe
objects, the arms and the environment as that by direct observation.
Auditory and tactile sensations are also transmitted to the operator.
Objects touched by the robot are also felt by the operator as tactile
stimuli.

Tele-existence technology also goes beyond the scope of the human
senses. Radiation, ultra-violet rays, infrared, micro waves, ultrasonic
waves, and ultra low frequency sound information sensed by the robot
sensors can also be utilized to augment the humanoperator. For example
infrared information picked up by the robot sensors can be converted into
visible light on the operator's display. As the display gives a realistic
sensation of presence, tasks can be performed in the dark yet with the
illusion that it is light. These pieces of information can also be
superimposedon the visual display as three dimentional superimposition.
For example, by adding distance information at the location of an object.
It is also possible to display humanlike solid model arms instead of the
mechanical robot's arms, which enhances the operator's sensation of
presence.

The final version of the tele-existence system will be consisted of
intelligent mobile robots, their supervisory subsystem, a remote-presence
subsystem and a sensory augmentation subsystem, which allows an operator
to use robot's ultrasonic, infrared and other, otherwise invisible, sensory
information with the computorgraphics-generated pseudorealistic sensation
of presence. In the remote-presence subsystem realistic visual, auditory,
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tactile, kinesthetic and vibratory displays must be realized [I].

3. Principle of Tele-Existence and Means of Realization

The basic configuration of the tele-existence system is shown in

Fig. I. Take vision as an example to explain the principle of the display

which gives a sensation of presence [I].

The system is based on the principle that the world we see is

reconstructed by the human brain using only two real time images on the two

retinae of a human. What we get from the environment are only

two-dimensional pictures on the retina changing in real time according to

the movement of the eyeballs and the head. We reconstruct the

three-dimensional world in the brain and project the reconstructed world to

the real three-dimensional world [1].

In our new type of robotic display;
(a) human movements including a head and/or eyeballs are precisely measured

in real time,

(b) robot sensors and effectors are constructed anthropomorphically in

function and size,

(c) movements of the robot sensors are controlled precisely to follow the

human operator's movement, and

(d) the pictures taken by the robot sensors are displayed directly to the

human eyes in a manner which assures the the same visual space as is

observed directly at the robot's location.

This display enables an operator to see the robot's upper

extremities, which are contrlled to track in real time precisely the same

movement of the operator's, instead of his/hers at the position his/her

upper extremities should be.

4. n^.___ _L_ Viu:_,_,, of _,,_ sual Display with Sensation of Presence

Essential parameters for human three dimensional perception of an

object are: (I) the size of the retinal image of the object, or visual

angle, (2) convergence of the two eyes, or equivalent disparity of the two

retinal images, and (3) accomodation of the crystalline lenses. Adding to

the above monochromatic parameters, fidelity in color is important for a

realistic display [5].

Figure 2 (a) shows a schematic diagram of the direct observation of
an object in three dimensional space. The human observer measures the

convergence angle ((_.) and the size of the object on the retina (Im). Since
the distance between the two eyes (Wm) and the distance between the

crystalline lens and the retina (am) are known, a human observer can

estimate the distance to the object (dobj) and the size of the object

(lobj) as follow [5]:

dobj = Wm/2tan(OC/2)

lobj: dobj*Im/am

(la)
(Ib)

If we think of a virtual plane at a distance of dvir perpendicular

to the direction of the head; and project the object image onto the plane

as shown in Fig. 5, and the human observer observes the projected images by



using the corresponding eyes, then the observed parameters, i.e., o_ and
lobj, are the sameand the humanobserver gets the same lobj and dobj. The
lobj and dobj can be derived by using the equivalent disparity (ed) on the
virtual plane and the projected image size on the virtual plane (Ivir) as
follows:

dobj = Wm*dvir/(Wm-ed)
lobj = dobj*Ivir/dvir

(2a)
(2b)

where dvir is the distance to the virtual plane.

Figure 2(b) shows the display system which reproduces the same
situation as the direct observation. TwoTV displays and lens systems
produce the virtual images of the size Ivir on the virtual plane at the
distance of dvir with the equivalent disparity of ed.

Figure 2(c) shows the slave robot's camera system, where the
distance between lenses Ws is set to be equal to Wm.The distance between
two CCDdevices (wcam) is usually ,but not necessarily, set as
Wcam=Wdis=Ws,where Wdis is the distance between the two centers of the TV
displays.

Under these conditions, we define a magnification factor _ =
Idis/Is. Then by arranging am=_*as, we have the condition of Fig.6, which
is the samecondition as for a direct observation. Practically, amcan be
determined by measuring the size of the image on the diplay (Idis) when
monitored through the TV camera for a knownsize object lobj at the known
distance dobj as: am = _ *dobj, where _= Idis/lobj.

The focal length of the lens (fm) must be selected to meet the
condition that the virtual image of the TV display is on the virtual plane.

Ideally the distance to the virtual plane (dvir) should be

controlled to coincide with the dobj controlling both fm and am. However,

experiments revealed that if 200 mm _dobj <e o, dvir can be fixed to lO00
mm, and if 145 mm_dobj_2OOOmm, dvir can be fixed to 500 mm. This makes
the design and realization of the system more practical.

If these conditions are satisfied and the cameras and the display
system follow the head movement of the operator, the ideal condition of the

direct observation is always maintained [5]. In order to have a wide view

without moving the operator's head, a short focal length of the camera (fs)

must be selected and the appropriate values for as and am must be set.

5. Design and Control of Display Mechanisms

5.1. Master-Slave Controlled Active Display Mechanism [2]

Figure 3 shows the experimental hardware system for the evaluation

study. The movement of the head of the human subject is measured in real

time by the light weight goniometer with six degrees of freedom. Three

translational coordinates (x,y,z) and three rotational angles (roll,pitch,

yaw) are calculated by a microprocessor, and both the camera position/
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orientation and the display position/orientation are servo-controlled to
follow the head movement.

As the number of degrees of freedom of the allowed head movement is
large, it is impossible to use the torque produced by the operator's head
movement as the energy source of the movement of the display device. Even
if the weight is removed by a counter balance mechanism, the inertia can
not be eliminated. Therefore, it is necessary to servo-control the display
device.

The active display mechanism shown in Fig. 3 has five degrees of
freedom. Each degree of freedom is actuated by a direct drive torque motor
(Inland Rare Earth D.D.Torque Motor). The dispaly follows the goniometer's
movement like a master-slave manipulator system with the goniometer as a
master and the display as a slave.

Visual displays were designed according to the procedure proposed
in section 4 using two 1.5 inch color CRTs. The visual tele-existence
system with these displays were experienced by several subjects. All
subjects had an impression that this type of display produces very
realistic feeling of remote presence. Adding to the qualitative evaluation,
objective and quntitative experiments were also conducted [2].

Experiments with this hardware revealed, however, that the

position/ orientation control is not enough, Subjects usually want a

compliant motion which follows their head movement. Therefore, force

control based on the measurement of the head movement and/or force

condition becomes necessary,

5.2, Impedance Controlled Active Display Mechanism

coupled display with two degrees of freedom. It has an active power
assistance mechanism and its impedance can be controlled by internal
feedback loop. We used direct drive motors to attain this mechanisms, and
the dedicated computer controls the impedance of the display mechanisms so
that the human operator feels only quite low inertia compared with the
physical inertia of the system.

The dynamic equation of a system with one degree of freedom can be
expressed as follows:

Ktl + To = JBs _ + Fb_ s + Fc, (3)

where_is the motor rotary angle, I is the motor current, Kt is the
sensitivity of the motor torque, To is the torque caused by the manual
force, J is the moment of inertia, Fb is the viscous friction coefficient,
and Fc is Coulomb's friction torque.

By substituting

I : (oIJOs'+_FbOs +FFc)/Kt, (0<0(,_,_<I)

into equation (3), we find that

(4)
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To : (l-oC)J_s z + (l-_)FbOs + (l-_)Fc, (5)

which exhibits the effects attainable by multiplying the inertia force,
viscous friction force, and Coulomb's friction force (I-_), (I-_), and
(I-_) times as high, respectively. In other words, it is possible to
redesign the motion equations of the system (or impedanceof the system)
into an arbitrary form through internal feedback [6,7]. An extention of
the method to the multiple degrees of freedom system is shown in [6].

Figure 4(a) shows the impedancecontrolled display using two 3 inch
color LCDs,and Fig. 4(b) shows the anthropomorphically arranged slave
camera system with two degrees of freedom. Whenoperators actually wore the
display and movedit by neck force, the reaction force caused by inertia
appeared to be lighter, and they reported that the difference was
particularly noticeable whenthe display was movedswiftly. Operators felt
that the system is quite similar to a passive mechanismof lighter weight.

5.3. Head Mounted Display

A Head mounted display is also a promising design approach. The
merit of the head mounted display is that an operator can move around quite
easily, while that the human operator must support all the weight by
himself becomes its demerit. Since gravitational force and the inertia of
the system can not be compensated in this system, the design of light
weight display is quite important.

Figure 5 shows the head-mounted display Mk. I. It weighs 1.7 Kg,
including a helmet ( 620 g for the display). It uses two 4 inch color
liquid crystal TV displays (resolution: H320 x V220). Eye lenses which are
used to attain the effect of Fig. 2(b) are mounted on a spectacles' frame.
Lighter version of the head mounted display Mk. II has been made. Its total
weight is 600 g.

6. Tele-Existence Experimental Systems

6.1. Mobile Tele-Existence System [5]

A prototype system with fundamental mobile tele-existence functions

has been assembled for experimentation. The system consists of an
independent mobile robot with two TV color cameras, a remote control

station with the visual and auditory displays with a sensation of presence,

and a communication link between the human operator and the mobile robot.

During routine navigation tasks, the robot travels autonomously
using the environmental map and the environmental information gathered by
the visual sensors (two TV cameras and an ultrasonic sensor) and internal
sensors (two odometers on the rear wheels).

Thenavigation process can be monitored by the operator. When the

robot encounters a task which the robot is not able to manage by itself, it

stops and asks the operator for help. At that time the operator controls

the robot using joysticks as though he were driving that robot like an

automobile, i.e., as if he were on board the robot at the position where
the robot's TV cameras are located.
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Figure 6(a) shows the head-linked display with a sensation of

presence used in the system, while Fig. 6(b) shows the prototype
tele-existence mobile robot constructed.

6.2. Tele-existence Manipulation System

Figure 7 shows a general view of the anthropomorphic slave robot

with an operator wearing head-mounted display explained in Section 5.3.

Figure 8 shows an operator using the impedance controlled display explained

in Section 5.2. In the latter system electromagnetic sensor is used for the

control of the manipulator.

The slave robot has a three degrees of freedom neck mechanism on
which stereo camera is mounted. The robot's structural dimensions are set

very close to those of human's, and it is controlled to follow the human
movement.

The human operator's head movement is measured in real time using

electromagnetic sensor and the slave robot's neck iscontrolled to follow

the master's movement. The streo color video signals are sent to the human

operator and displayed as a fused image, which keeps the distance,
direction and size of the object as those of the direct observation.

7. Tele-Existence Simulator

Extension of the tele-existence to the artificially construc£ed

environmental information has been sought, the visual tele-existence
simulator has designed, pseudo-real-time binocular solid model robot

simulator has been made, and its feasibility has been experimentally

evaluated [8].

Two main situations for the simulator usages are:

(1) To provide the operator information of the remote environment which

human senses do not work but the robot's sensors do. For example, at night

infrared sensor information is converted to visible light to see an object

in the dark. It is also possible to superimpose range information gathered

by the robot's ultrasonic and/or laser range sensors to the three

dimensional visual display. The operator can effectively use this piece of

information to augment human ability.

(2) To provide totally artificial but realistic environmental information

to the operator, e.g., realization of virtual terminal or virtual console

for the operator [3]. The operator can enjoy variety of consoles without

changing them physically. This can also be used for the simulation study

for training and also for optimal parameter selection and evaluation of

man-machine system. The usage of the system as scientific tools for the

analysis of human visual sensation, motion control and sensor-motor

coordination is also possible.

As the first step toward the goal, a solid model robot manipulator

with pseudo-real-time shading capability was constructed. By using the

specially designed binocular optical system, three dimensional observation,

which can exactly assign the distance and the size of the manipulator and
an object, became possible.
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8. Space Applications

Widevariety of application of tele-existence technology to space
can be conceived, including tele-observation, tele-maintenance,
tele-construction, tele-experiment, and tele-experience.

In Japan the Space Robot Resarch Planning Committee for the
Ministry of International Trade and Industry has been organized. In the
committee a space robot which replace someof the humanextravehicular
activities is being planned. Tele-existence will be intensively applied for
the design of the space tele-robot.

In order to apply tele-existence technology to a tele-robotic
system whoseslave robot is located far away and the time delay for
communication can not be neglected, it is important for a slave robot to be
autonomous. Foundamentalstudy for the realization of tele-existence using
autonomousrobots as slaves under the circumstances is now being conducted
in the authors' laboratory.
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ABSTRACT

This paper discusses the nonholonomic mechanical structure of space robots and its path planning. The

angular momentum conservation works as a nonholonomic constraint while the linear momentum conservation

is a holonomic one. Taking this in to account, a vehicle with a 6 d.o.f, manipulator is described as a 9 variable
system with 6 inputs. This fact implies the possibility to control the vehicle orientation as well as the joint

variables of the manipulator by actuating the joint variables only if the trajectory is carefully planned, although

both of them cannot be controlled independently. It means that assuming feasible-path planning a system that

consists of a vehicle and a 6 d.o.f, manipulator can be utilized as 9 d.o.f system. In this paper, first, the

nonholonomic mechanical structure of space vehicle/manipulator system is shown. Second, a path planning
scheme for nonholonomic systems is proposed using Lyapunov functions.

1. INTRODUCTION

The control of space vehicle/manipulator system possesses inherent issues that have not been considered
for on-the-earth robot manipulators, such as the micro gravity, momentum conservation, and preciousness of

energy. The kinematics and dynamics of space vehicle/manipulator systems have recently been studied by
various researchers.

Alexander and Cannon [1] assumed concurrent use of the thrust force of vehicle and the manipulator joint

torque, and proposed a control scheme taking account of the effect of the thrust force in computing the joint

torque of manipulator. Dobowsky and Vafa [2] and Vafa [3] proposed a novel concept to simplify the kinematics

and dynamics of space vehicle/manipulator system. A virtual manipulator is an imaginary manipulator that

has similar kinematic and dynamic structure to the real vehicle/manipulator system but fixed at the total center

of mass of the system. By solving the motion of the virtual manipulator for the desired motion of endeffector,
the motion of vehicle/manipulator system is obtained straightforwardly. On the other hand, Umetani and

Yoshida [4] reported a method to continuously control the motion of endeffector without actively controlling

the vehicle. The momentum conservations for linear and angular motion are explicitly represented and used

as the constraint equations to eliminate dependent variables and obtain the generalized Jacobian matrix that

relates the joint motion and the endeffector motion. Longman, Lindberg, and Zadd [5] also discussed the

coupling of manipulator motion and vehicle motion. Miyazaki, Masutani, and Arimoto [6] discussed a sensor

feedback scheme using the transposed generalized Jacobian matrix.

Both of the linear and angular momentum conservations have been used to eliminate dependent variables[4]
[6]. Although both of them are represented by equations of velocities, the linear one can be exhibited by the

motion of the center of mass of the total system, which is represented by the equations of positions not of

velocities. This implies that the linear momentum conservation is integrable and hence a holonomic constraint.

On the other hand, the angular momentum conservation cannot be represented by an integrated form, which
means that it is a nonholonomic constraint.

Suppose an n d.o.f, manipulator on a vehicle, the motion of the endeffector is described by n+6 variables, n
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of the manipulator and 6 of the vehicle. By eliminating holonomic constraint of linear momentum conservation,

the total system is formulated as a nonholonomi¢ system of n+3 variables including 3 dependent variables.

Although only n variables out of n+3 can be independently controlled, with an appropriate path planning

scheme it would possible to converge all of n+3 variables to a desired values due to the nonholonomic mechanical
structure. A similar situation is experienced in our daily life. Although an automobile has two independent

variables to control, that is, wheel rotation and steering, it can be parked at an arbitrary place with an arbitrary

orientation in two dimensional space. This can be done because it is a nonholonomic system.

To locate the manipulator endeffector at a desired point with a desired orientation, even a vehicle with a

6 d.o.f, manipulator has redundancy because a variety of vehicle orientation can be chosen at the final time.

This kind of nonholonomic redundancy would be utilized (1) when the extended Jacobian control results in an

infeasible motion due to the physical joint limitation, (2) when the system requires more degrees of freedom

to avoid obstacles at the final location of the endeffector, (3) when the vehicle orientation needs to be changed

without using propulsion or a momentum gyro, and so on.

In this paper, we propose a path planning scheme to control both of the vehicle orientation and the

manipulator joints by actuating manipulator joints only. First, the nonholonomic mechanical structure of

space vehicle/manipulator system is shown. Second, a path planning scheme for nonholonomic systems is

proposed using Lyapunov functions. Since the planning scheme is given in a general form, it can be applied to
other many nonholonomic planning problems, such as the path planning of 2 d.o.f, vehicles for 3 d.o.f, motion

in a plane, planning of contact point motion of multifingered hands with spherical rolling contacts, and so on.

2. ANGULAR MOMENTUM CONSERVATION AS

NONHOLONOMIC CONSTRAINT

2.1 Nomenclature

frame I

frame V

frame B

frame E

frame K

mk

Irk E R 3

Brk E R a

1wk E R a
klk E R axa
IIk E R 3×3

0i E R6

02 E R"
IAB E R axa

IAk E R ax3

J_ E R 3xn

Ei E R ixi

_,13,7

Inertia frame.

Vehicle frame.

Manipulator base frame

Manipulator endeffector frame

k-th body frame, k-th link frame of manipulator for k = 1,... ,n. n-th link frame
is identical to the manipulator endeffector frame. Vehicle frame for k = 0.

Mass of the k-th body (kg). 0-th body is the vehicle, k-th body (k >_ 1) is the k-th link of

the manipulator.
Position vector from the origin of the inertia frame to the center of mass of k-th body

represented in theinertia frame. (m)
Position vector from the origin of the manipulator base frame to the center of mass of k-th

body represented in the manipulator base frame.(m)

Angular velocity of the k-th body in the inertia frame.(rad/s)
Inertia matrix of the k-th body about its center of mass in the k-th body frame. (kgm 2)

Inertia matrix of the k-th body about its center of mass in the inertia frame. (kgm 2)

Linear velocity of the center of mass and angular velocity of the vehicle in inertia frame.

(re�s, radls)
Joint variables (qx,---, qn) of the manipulator. (rad)
Rotation matrix from the inertia frame to the manipulator base frame.

Rotation matrix from the inertia frame to thek-th body frame (vehicle frame for k = 0, k-th

link frame of the manipulator for k = 1,--., n).
Jacobian matrix of the position of the center of mass of k-th body (k = 1,-.., n) in the

manipulator base frame. (m)

i x i identity matrix.

z-y-x Euler angles.
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2.2 Kinematics of Space Vehicle/Manipulator System

The basic equations of kinematics of space vehicle/manipulator system is developed in this subsection.
Fig. 1 shows a model of space vehicle/manipulator system. Five kinds of frames, the inertia frame, the vehicle
frame, the manipulator base frame, the k-th link frasnes, and the manipulator endeffector frame, are represented
by I, V, B, K, and E respectively. The link frames of the manipulator are defined by Denavit-Hartenberg
convention [7]. The vehicle frame is assumed to be fixed at the center of mass of the vehicle.

Supposing zero linear and angular momentum at initial time, the linear and angular momentum conser-
vations are represented by

mt'÷t = 0, (1)
t--=0

('x_'_+_',t ×'÷t)=0, (2)
k----0

The vehicleand manipulatormotionsaredescribedby thefollowing0x and 0_.

= k'_o / (3)

x/" t is computed by

'÷t = '÷o + ",'o × ('"t- '"o) + 'A_J_0_

= (E_ -'_ )bl + 'Aa J_ 0_

where IP_t and I_'ot are defined by

On the other hand, zl"tlwt is given by

IR0 t =
o -trot, 1[ot,)ILOt z 0 -- rot z

\- rot_ Irotz 0

/ lrot=

l't --I'o -"= [ irot, ]

\ rot_/

II t IW t =IA t kl t IAtT Iw t

(4)

(5)

(6)

(7)

(8)

(01)lwt = zw __t i A 0
o -I-/---,j=1 J qJ

for k-- 0

for k = 1,--.,n
(9)

By substituting eqs. (5) and (8) into eqs. (1) and (2) and summarizing them in a matrix form, the linear and
angular momentum conservations are represented by the following equation.

H10x + H262 = 0 (10)
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E__-0r_kE
ET=0mkIRk

- ET=0mk1_k

)_=o I Ak kh I AkT -- _']_=o mk 1Rk I Rok

(11)

where

E_=0mk'A. J_ )//2 = \ E:=0 -_kIRk IAB J_ + P

IR k =
0 --Irkz Irky )

Irk z 0 --Irk

t--Irk y Irk x 0

(12)

(13)

P=(P1 P2 ... P.)

P_= (k=_IAiiI_IA, T) ZAi (!)

In eq. (13), Irkx, Irky and trkz are x, y and z components of Irk respectively.

The relationship between the endeffector, 01 and 02 is described in the following form.

where

(14)

h = Jr01 + J202 (15)

J1 and -/2 are the pure geometrical Jacobian matrices which do not take account of the momentum conserva-

tions. In eq. (10), H1 E R 6×6 is always nonsingular. Therefore, eq. (10) is identical to

= -1 001 -H1 /-/2 2

Substituting eq. (16) into eq. (15) offers

(16)

(17)

Umetani and Yoshida [4] named the coefficient matrix of the above equation the generalized Jacobian
matrix. In this derivation, the momentum conservations of eq. (10) are used as constraints equations and

eliminated in the final equation.

2.3 Holonomic and Nonholonomic Constraints

Eq. (1) can be analytically integrated as follows:

mkI÷kdt = _ mkIrk (t) - mkIrk (0)
(18)0 k=0 k=0 k=0

=0

The above equation physically means that the total center of mass of the system does not move.

computed by

Irk is
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Ir_ = IAB sr_ + It0 (19)

where IAB is a function of the vehicle orientation only. Srt is a function of the joint variables of the

manipulator only. Knowing the vehicle orientation, the joint variables, and the initial position of the total
center of mass, the vehicle position Irh can be obtained by substituting eq. (19) into eq. (18). Therefore, the

linear momentum conservation is considered a holonomic constraint because it is integrable.

Although eqs. (1) and (2) are both represented by velocities, eq. (2) can not be analytically integrated and,
therefore, it is a nonholonomic constraint. The physical characteristic of nonholonomic constraint is exhibited

by the fact that even if the manipulator joints return to the initial joint variables after a sequence of motion,

the vehicle orientation may not be the same as its initial value. The vehicle orientation can be eliminated

as a dependent variable as we did in deriving eq. (17). In next section, we propose to control both of the

independent and dependent variables by controlling the independent ones only.
The basic system equation is obtained by taking the vehicle orientation and 02 as the state variable and

the 02 as the input variable. First, the coefficient matrix of eq. (16) is divided into a top 3 × n matrix and a

bottom 3 × n matrix as follows:

Hr ) = _HI-1H2II= II.

The state variable z and the input variable u are defined by

z = E/_+s

02

(20)

(21)

u = 02 e R" (22)

a,_, and 7 are the z-y-x Euler angles of the vehicle with respect to the inertia frame. The relationship between

the Euler angles and two is given by

where

The system equation becomes

(23)

N_

i -sina cosa eosO
eosa sina cos 1_]

0 -sin_ ]

where

_=Ku

[ N -I H_, _ _.+3)×.

(24)

(25)

2.4 Nonholonomic Redundancy

The system represented by eq. (25) has a unique feature in the fact that the input variable may not be

found even if a smooth desired trajectory of z is provided because it has less number of input variable. It is

impossible to plan a feasible trajectory without taking full account of the dynamics ofeq. (25). This is a general

feature of nonholonomic mechanical systems. An automobile can move around in two dimensional space and
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orient itself if we drive it properly, although it has only two variables to control, that is, wheel rotation and
steering. In this case, the state variables are three and the inputs are two.

By appropriately planning the trajectory, the desired final values of the vehicle orientation and the ma-

nipulator joint variables could be reached. To locate the manipulator endeffector at a desired point with a

desired orientation, even a vehicle with a 6 d.o.f, manipulator has redundancy because a variety of vehicle
orientation can be chosen at the final time. The choice of the final vehicle orientation can be done based on the

conventional control or planning schemes of kinematically redundant manipulators [8, 9, 10]. It is a problem

to find an appropriate configuration among the configurations attained by 3 d.o.f, selfmotion.

The nonholonomic redundancy would be utilized (1) when the extended Jacobian control results in an
infeasible motion due to the physical joint limitation, (2) when the system requires more degrees of freedom

to avoid obstacles at the final location of the endeffector, (3) when the vehicle orientation needs to be changed

without using propulsion or a momentum gyro, and so on.

3. PATH PLANNING USING LYAPUNOV FUNCTIONS

3.1 First Lyapunov function

In this section, the input variable u is synthesized based on the Lyapunov's direct method [11] so that the

vehicle orientation and the joint variables should converge to their desired values.

The following function is chosen as a candidate of the Lyapunov function.

?)1 = 1AzTA_z (26)

AZ ----Zd-- Z (27)

where A is a positive definite constant matrix, vl = 0 is attained only when _Vd -- Z. The time derivative of

vl is computed as follows:

i_1 = -AzTA_ = -AzTAKu (28)

where eq. (24) was substituted. Now, choosing the input variable as

ul = (AK) T Az, (29)

the rate of change of the Lyapunov function becomes

_1 = -ur_ ul < o (30)

If the equality of eq. (30) holds only when _d ---- X, Lyapunov's theorem [11] can conclude its global

stability. However, eq. (30) is not the case. _)_ becomes zero when AX is in the null space of (AK) z, which

is a three dimensional space.

3.2 Avoiding Null Space of (AK) T

The LaSalle's theorem [12] says that the state variable _v converges to _Vd if _ = Xd is the unique entry

of the maximum invariant set. When A_ is at the null space of (AK) T and it stays within the null space

thereafter, all the points on this trajectory are the entries of the maximum invariant set. In this subsection,

the unit vector is chosen such that A_ should avoid the null space as much as possible and get out of the null

space if it is there.

To take account of the null space of (AK) T we introduce the second Lyapunov function v2 such that

AZ T (I--(AK)(AK) #) A_v
= (31)

?)2 AxTAx "_- el

where el is a positive small constant, v2 becomes equal to zero when AX --- 0.
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Since

=Az T (I- (AK) (AK)#) T (I- (AK) (AN) #) Az

= ]] (I- (AK) (AK) #) A, [[2,

(32)

thenumeratorofeq. (31)impfiesthesquaredEuclideannorm ofthe orthogonalprojectionofAz on thenull

spaceof(AK) T. Ifwe define_ suchthat

II(I- (AK) (AK) #) Az [I _r

co,÷ = II II , 0 < _ _ ._. (33)

_bmeans an angle between Az and the hyperplane of the null space of (AK) T, and can be considered as a
distance of Az from the null space as shown in Fig. 2. For q = 0 the second Lyapunov function becomes

7

v2 = cos_ _p 0 <__ <_ 2" (34)

In eq. (31), q allows for v2 not to take extreme values and to be defined at Az. In eq. (34) _ is monotonously
reduced as _ grows, and takes zero at _ = 0r/2, which means the farthest point from the null space.

Taking the derivative of _ with respect to time, we have

Or2. OvaK u
,h = = . (35)

Ifwe choose Ig2 suchas

u2 =-Kz ,

and use itasu, then/_ __0,and u2 workstoavoidthenullspaceby drivingtoward@ = _r/2.

We integrate ttl and it2 in a hierarchical manner such that

(36)

1[/, -- flu I -_- k2 (I -- 1_g11_1 #) _2 (37)

where Ul # is the pseudoinvexse oflLgl, k I and k2 axe positive constants. Since (I - uxux#) u2 is the orthogonal
projection of lg2 onto the hyperplane that is perpendicular to ul, the first and second terms are mutually
perpendicular. This results in following properties of eq. (37).

The second term of eq.(37) has no effect on the convergence speed of Vlt because substituting eq. (37)
into eq. (28) we have

_1 _-_ --ulT{I_1 "_ tl (I- 1_1 u#) I_2} -" --UlTUl (38)

# Twhere Igl T (/- lgllg1 #) : (lgl- lgllgl lgl) =0is used.

Let's consider the effect of the second term of v2. Substituting the second term of eq. (37) into eq. (35)
along with eq. (36), we obtain

b2 = -_K (l_ lglUx#) KT (OV2_ T

OV 2 # T KT (OU2_'T

= -_-_K (I- 1_11_1 ) (I-- t_1_1 #) _ 02_ / -_ 0

(39)

The convergence speed bl is the same for both ul and u of eq. (37) only in local sense. Since the global
trajectory of z varies depending on the choice of the input, the global convergence speed would be different.
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_)2 becomes zero only when (I- ulul#) K r (Ov2/Oz) r = O. Otherwise t)2 is always negative. This means

that the second term of eq. (37) tries to reduce v2 although the total u of eq. (37) does not be guarantee the

negativeness of _)2 because of the effect of the first term.
To summarize eqs. (28),(29),(35),and (36), the proposed hierarchical Lyapunov function approach can be

represented as follows

u = kl ul + k2 (I - uxul #) u2 (40)

_,Om/ ' for i = 1,2 (41)

It should be noted that if we consider vi as the ith manipulation variable, (Ovi/Ox)K as its Jacobian

matrix with respect to the input variable u, then eq. (40) is identical to the task-priority approach developed

for kinematically redundant manipulators[10/, having

i_,=__KKTfOvi_ TkO=] , for i= 1,2 (42)

as the desired trajectories of the manipulation variables. This approach cannot guarantee that z = z_ is the

unique entry of the maximum invariant set [12] and, therefore, the trajectory may halt at some point in the null

space of (AK) T. However, if the second Lyapunov function can successfully avoid the null space of (AK) T,

x converges to za.

4. CONCLUSION

A new insight of the mechanical structure of space vehicle/manipulator systems was given. By utilizing

the nonholonomic structure, not only the manipulator joints, but also vehicle orientation can be controlled

only by actuating the joint variables, although both of the vehicle motion and the manipulator joints cannot be
controlled independently. Therefore, it is essential to plan a feasible trajectory. A nonlinear control scheme was

synthesized using Lyapunov's direct method. This scheme can be used not only for real-time control, but for

planning of a feasible motions of vehicle and manipulator. To verify the effectiveness of the proposed approach,

numerical simulation is currently being undertaken at the Center for Robotic Systems in Microelectronics,

University of California, Santa Barbara.
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Abstract

Robotics is a promising technology for assembly, servicing, and maintenance of platforms

in space. This project is investigating several aspects of planning and guidance for teleenper-

vised and fully autonomous robotic servicers. This paper describes ongoing work on guidance
algorithms for proximity operations of a free tlyer. The general approach combines numeric tra-

jectory optimisation with artificial intelligence based obstacle avoidance. An initial algotdthm

and results of simulating it on a platform servicing scenario are discussed. A second algea_thm

experiment is then proposed.
Keywm'dm Autonomous robotics, spacecraft servicing, artificial intelligence, trajectory

optimization, obstacle avoidance.

1 Introduction

Robotics is a promising technology for assembly, servicing, and maintenance of platforms in space.

P._bots v.-_ reduce expensive and risky astronaut extra.vehicular activity (EVA) around manned

systems and permit servicing of remote platforms. Several robots, for example, have been proposed

for the Space Station (see the reports of the NASA Advanced Technology Advisory Committee [1]

and subsequent studies, including the Phase B Automation and Robotics Plan for Work Package 1

[2], which has an excellent bibliography.) Propomds for spacecraft servicers include teleoperated,

telesupervised, and autonomous robots. Teleoperations will be the first step in deploying on-orbit

robots, but long term goals include telesupervision and perhaps full autonomy for servicers.

This project is investigating several aspects of planning and guidance for a telesupervised and

autonomous robotic servicers. This paper describes work on guidance algorithms for proximity

operations of a free flyer. First, the selection of a servicing scenario is described and the functional

focus of the project defined. Then the general project approach to developing guidance algorithms

is presented. The strategy is to combine numeric trajectory optimization with artificial intelligence

(AI) based obstacle avoidance to provide autonomous motion between specified start and goal

points. Such guidance would be essential for autonomous operations and would form a component

of a telesupervised system. The first algorithm and results of simulating it on the scenario are

discussed. Finally, a proposal is given for a second algorithm experiment.
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2 Robotic Spacecraft Servicer Scenario Definition

The domain of spacecraft servicing scenarios is large and varied. We considered these requirements

for the project scenario:

• The scenario should address the needs of the space community roughly 20 years hence.

• The scenario should drive advances in AI and guidance technology.

• The scenario should not impose requirements on other entities in the environment to facilitate

robot operation.

A note is needed about the last requirement. In most scenarios, it is possible to restrict or control

other entities and thus ease requirements on the servicing robot. For example, it may be mandated

that whenever a robot exits its orbiting home base, there will be no other entities active around the

base, or no entities around the base at all. Any platform to be serviced may be required to have

predefined corridors of safe approach for a servicer. Restrictions such as these will undoubtably be

imposed on other entities in the future; however, if they are not assumed at this point, this research
will aid in determining which restrictions are needed.

The next subsection defines a scenario in terms of the degree of autonomy assumed for the robot,

the location of servicing, the type of target platform, and the complexity of the surrounding envi-
ronment. The following subsection then describes the project focus within the selected scenario.

2.1 Scenario

A robotic servicer located in a bay of an orbiting home base is instructed to refuel and repair a

remote platform. It is given a service order, such as a human maintenance engineer would receive,

a description of the platform, including shape and current orbit (and probably where to obtain

updates on the orbit), and a deadline for completing the work. It must obtain necessary supplies,

exit the home base, perform orbit transfer, maneuver into proximity to the platform and inspect

it from several points of view, dock, and service the platform.

The platform is a complex shape composed of trusses, solar panels, and antennae. Maneuvering

around such a platform will require more sophisticated guidance than maneuvering around a small

compact satellite. The home base is also a complex shape, and it is busy. Other robots and

astronauts are moving around the base, and obstacles exist within its vicinity. The robot has to
avoid multiple, moving, actively propelled objects.

2.2 Project Focus

This projectfocuseson guidance algorithmsfor the proximityoperationsperformed by the robot

near the home base and the platform. Proximity isdefinedas within 1000 feet.For theseoper-

ations,the robot has a cold-gasthrustersystem similarto that of NASA's Manned Maneuvering

Unit (MMU). To reflectthisfocus,the scenarioisfurtherdefinedto be an inspectiontask by a

maintenance robot at the Space Station.Thus the home base and targetplatform are the same,
and no orbittransfersare required.
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Therearefour majorfunctionalcomponentsinvolvedin proximity guidance.

I. Identificationandtrackingof platformandobstacles.

2. Generationof feasiblegoalpositionsand times.

3. Generation of robot trajectories.

4. Execution of trajectories, including reactive planning to handle contingencies.

These experiments are focused initially on the third function, trajectory generation. Therefore,

a goal position and time have already been determined as input to the guidance module. The

guidance system must plan a trajectory to this goal state which minimizes fuel and avoids foreseen
obstacles.

It is assumed that this planning activity occurs prior to execution of the trajectory, while the robot

is in a safe, stable position and able to sense the scene. Some path planning researchers argue that

such predictive planning is of little utility for terrain vehicles and should be replaced by local, or

reactive, responses to the immediate environment. This stems from the fact that robotic sensing

and modeling of an uncertain and changing world is incomplete and inaccurate, leading to poor

plans.

Certainly space robots will need reactive planning capability to respond to active obstacles, un-
foreseen obstacles, and other contingencies. However, there are two arguments in favor of having

predictive planning as well. First, the environment is almost entirely synthetic, has a small number

of understandable objects, and does not change rapidly. Accurate modeling of obstacles is quite

conceivable. Second, there is a strong need for global optimization of trajectories. All space vehicles

are fuel limited, so a priori identification of fuel efficient routes is highly desirable.

It is also assumed that o_ect _.nmng and.... m°deG_g ..... r ....._;_+ P_'_"_:..... ,,_t,v,_:..... uu u_u,_1-,omd--cam

recognize regular motions of articulated parts on the target platform, with the help of the platform

models supplied to it. Therefore, the scenario leads to the following requirements on trajectory

planning by the guidance system:

1. The system generates a trajectory, or route plan, from a given start a given goal position.

2. The trajectory avoids all passive, foreseen obstacles, which may be in motion.

3. The trajectory avoids the platform of interest, which is a composite of different shapes.

3 Approach

The guidance algorithms must include 1) trajectory optimization to minimize fuel consnmptionl

with orbital mechanics taken into account, and 2) obstacle avoidance. The general approach is to

combine optimization techniques from the domain of spacecraft guidance with path planning and

obstacle avoidance techniques from artificial intelligence (AI). Numerical optimization techniques

cannot cope with the constraint explosion which occurs when more than one or two simple obstacles

are modeled. AI has several techniques which handle multiple obstacles under various limiting

assumptions, but these techniques have not been applied to on-orbit problems. By prototyping and
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FigureI: Software SimulationTestbed for Guidance Algorithm Experiments

evaluatingalgorithmswhich borrow techniquesfrom both domains, we hope to arriveata guidance

system forsafe,efficienton-orbitmaneuvering.

The prototypingexperiments are being performed on a Symbolics workstation.Severaltoolshave

been developedor obtained toform a simulationtestbedforthe work. The testbedisillustratedin

Figure 1. The environment of platform and otherobjectsiscurrentlysimulatedon the Symbolics

using Clohessy-Wiltshireequationsfor the orbitalmechanics, but futureexperiments willuse a

multibody dynamics simulationacquiredfrom NASA Johnson Space Center. This simulationhas

been installedon a VAX/UNIX system communicating with the Symbolics via Ethernet.The code

includesa digitalautopilotsimulationforone ofthe bodies,which has been configuredto match the

MMU and willsimulatethe robot controland actuationsystems forfutureclosedloop experiments.

The simulationsgenerateobstaclestateinformationwhich isplacedin the objectknowledge base.

Object shape informationisloaded intothe base from scenariofiles.The base controlsconcurrent

access,so thatsimulationand planning can occur in separateprocesses.

The interfaceforalgorithmdemonstrationsusesthe SymbolicsS-Geometry package forthreedimen-

sional,wire-framegraphicaldisplay.While displayshave been generatedon other,more graphics-

orienteddevices,hostinga 3-D displayon the development machine was found to be indispensable

foralgorithmdevelopment and evaluation.

4 Grid Search Algorithm

The firstexperiment involvedmodifying a standard AT path planning techniqueto optimize fuel

on-orbit,ratherthan the usual optimizationof distancein two dimensions.SeveralAI techniques

may extend to higher dimensionality,such as polyhedral blocks[7],or octrees[4,6](see[3]for a

survey). A* search[9]on a uniform grid,alsocalledgridsearch [5,8],was selectedforthe initial

implementation. This method isone ofmany which generatea space of pointsbetween the start

and goalpoints.The space issearched fora setofwaypoints which,when connected,form a safe,

nearlyoptimal path from startto goal.
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Table I: Steps in the A* Search Algorithm

loop

Form a queue to hold partial paths from the start to other endpoints.

Add the null path from start to start to the queue.

If the queue is empty, return, failure to llnd path.
Remove path P from the front of the queue.
If P reaches the goal, return P as the solution.

Form new paths by extending P toward the neighbors d P's endpoint.
Add the new paths to the queue.

Sort the queue by total cost, keeping lower cost paths in the front.

If eevera] paths in the queue have the same eudpoint, discard all but the one with least cost.
Repeat from loop.

A* search is based on discrete dynamic programming, which accomplishes breadth-first searching

of a cost-weighted graph to find a shortest path. A* search differs from dynamic programming in

that a heuristic factor is added to the cost function. A partial path's total cost is the sum of the

cost of the path plus a heuristic estimate of the cost remaining from the endpoint of the path to

the goal. The heuristic may render the solution less than optimal, but its use reduces search time.
The algorithm is described in Table 1.

Adapting the grid search to space required new definitions of the cost function, the search space,

the cost heuristic factor, and the grid with its notion of neighbor.

• The goal of minimi_inS fuel was approximated by using a cost function of magnitude of delta-

v. The robot is assumed to fire its thrusters instantaneously, and only at the grid points.

Moving from point A to point B is modeled as a single burn (thruster firing) at point A, and

....... . .......... ing._L ill _ne cos_ o lnov..... 6 ....... • .u© _n_,,5© m v_,ocl_y a_ pom_ f from A to B.

There may be goals imposed on the robot in addition to minimizing fuel. To permit experi-

ments which minimize time or distance as well, the cost function for moving from A to B was

implemented as the weighted sum of 1) magnitude of delta.v, 2) straight line distance, and

3) time duration. The weights are specified as part of the scenario.

• The choice of cost function and the presence of moving obstacles necessitated the use of a

grid in seven dimensional space. Each point is a partial robot body state, including three

dimensions for position, three dimensions for incoming velocity, and one dimension for time.

Another way to view this is that in space, the advantage of being at a certain position depends

upon when you are there, since hazards are in motion, and what your velocity is, since turning
and braking in space are expensive.

A reference frame also had to be chosen for the search space. The NASA simulation employs

an earth-centered inertial frame and has full frame transformation capabilities. AI path

planning is usually terrain based or airborne and uses a local, non-inertial frame. For this

work, a local vertical, local horizontal (LVLH) frame, on orbit and centered on the platform

of interest, was selected. Orbital effects are easily modeled in this frame, and position and

velocity vectors for obstacles and robot are of a scale which the grid search can manage.

• When spatial distance is the grid search cost function, the heuristic cost factor is usually

the straight line distance from path endpoint to the goal. For the on-orbit algorithm, the
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heuristic cost is computed by solving a two burn problem, one at the path endpoint and one

at the goal, to reach the goal in a direct (but not necessarily straight line) trajectory.

A uniform grid and a definition of the neighbors to each point was needed for the seven

dimensional search space. In two spatial dimensions it is sufficient to specify a resolution

distance d to achieve a uniform grid. All points (id, jd) for integer i and j are on the grid. A

point's neighbors are usually declared to be any point on the grid less than 2d distance from

the point (8 neighbors) or ld distance away (4 neighbors). This is easily extended to three

spatial dimensions. If it is extended to the fourth dimension of time by the declaration of a

time resolution t, however, so that neighbors are, say, ld distance away and It time away,

the effect is to fix the speed of robot to the one value d/t. This is undesirable for an on-orbit
robot.

Many schemes are possible which result in a uniform grid in seven dimensions, a small number

of neighbors for each point, and a variable speed robot. For the first experiment, a uniform
grid was defined in four dimensions in terms of distance resolution d and time resolution t.

A point was defined to be on a grid in seven dimensions if it was on the space/time grid and

its velocity was one of the set of velocities achievable by arriving from a neighboring point.

A point's neighbors were defined to be all those grid points in two sets:

- those time t away and any distance away, subject to limits on maximum robot speed

and maximum instantaneous delta-v magnitude, and

- those points distance less than 2d away and any time away, subject to limits on minimum

robot speed and maximum instantaneous delta-v magnitude.

For example, assume t and d are 1, the robot is stopped at point (0, 0, 0) at time 0, and

robot speed may vary from .4 to 2.5. Ignore limits on delta-v magnitude. Then the robot

may move to (1, 0, 0) at times 1 or 2 (with speed 1 or .5), or to point (2, 0, 0) at time 1

(with speed 2), but not to point (1, 0, 0) at time 3 or point (3, 0, 0) at time 1, since robot

speed limitations are exceeded. As another example, assume that robot speed is limited to

be between 1 and 1.9. Then the neighbors of (0, 0, 0) at time 0 are the 26 points (i, j, k) at
time 1, where i, j, and k are -1, 0, or 1, but not all 0.

5 Experimental Evaluation of the Algorithm

Table 2 summarizes the characteristics of a test scenario. A robot is directed to move to a point

near one module of the space station for an inspection. An obstacle is moving by the station. This

is unrealistic, but was included to test the ability of the robot to avoid moving obstacles. The

robot has no velocity initially in the station-centered local frame. The goal points always have a
zero desired velocity as well. The search occurs on a grid with 6 foot, 60 second resolution. The
runs were arbitrarily limited to 6 hours of execution time.

The goal points all have a zero desired velocity and no specified arrival time. It was discovered that

the algorithm can achieve a goal position and velocity at a reasonable time, if no arrival time is

specified. This behavior is obtained by not testing for compliance with a goal time and by making a
slight adjustment to the cost heuristic. In the first case, the two-burn problem for the cost heuristic

consists of finding two delta-v's to move from a neighbor state (position, velocity, time) to a goal
state (position, velocity, time). In the second case, the two-burn problem is modified to motion
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Table2: Characteristicsof the TestScenario

Objects
Platform ModeledafterSpaceStation

14Componentobjects:cylindersandrectahedroas

Obstacle Cylinder,moving

Robot Displayedascylinder, modeled as sphere
.09 feet/second miz_mm speed
.19 feet/second maximum speed
.2 feet/ee¢ond maximum single delta-v magnitude
0 initial velocity
0 goal velocity

Scale

Grid resolution 6 feet distance
60 seconds time

from a neighbor state (poeition, velocity, time) to a partial goal state (position, velocity). Since

this is not sulBciently constrained to yield a single solution, the constraint is added that the goal

time, for the one cost evaluation only, is set equal to the distance from neighbor to goal divided

by the magnitude of the neighbor point's velocity. Effectively, the heuristic assumes that the robot

will continue directly to the goal position at roughly its current speed.

Several experiments were performed to see how grid search would behave on the scenario for various

goal points and cost function weighting schemes. The cost function for these runs was the weighted

sum of the total deltwv and the total distance (time was not considered). The results are given in

Tables 3 and 4. The path identified by the algorithm for the goal (8.667, -0.667, 9.833) and deltwv

and distance both weighted 1 is illustrated in Figure 2. To summarize the results, the algorithm
takes a very long time to find an obstacle free, fairly expensive trajectory.

To understand why the A* algorithm is taking so long, consider two points. First, a dynamic

programming algorithm, without the cost heuristic, will not work in a domain where the robot may

move from point to point without incurring cost. In space, the algorithm will establish a starting

velocity for the robot, and will then head off forever in the direction of that velocity. It will have

discovered a zero cost path of ever-increasing length, which it considers superior to all other paths
requiring some delta-v. This does not happen in two spatial dimensions with a distance-based cost

function, because it is not possible to move from point to point without incurring some cost (it

is also true that dynamic programming in two dimensions is usually constrained to stay between
the start and goal points on one dimension). The A* algorithm does not head off forever on a

free trajectory. However, it still prefers to explore passive trajectories once initial velocity has been

established, and the cost heuristic does not affect path evaluations enough to counter this effect
until a great deal of exploration has occurred.

Second, for the on-orbit problem, the search space is very large. The seven dimension space and the

desire for a variable speed robot lead to many neighbors at each point. A limit on the magnitude

of the delta-v allowed at each point helps somewhat, but not enough.
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Table 3: Number of Points Searched during Grid Search

Cost_,n,tionWeight,: Velt_-,I 0.0I 1.0I 1.0I 1.0I 1.0I
Goal DistanceI 1-°1 1.oI 0.5I o.1 I °'°1
<1 2.167 0> 18 73 127 538 1883

<14 1> 67 274 492 2351 11,217

<8.667-.667 9.833> 1560 33,361 * * *

* Indicates run did not complete within 6 hours.

The start, <0 0 0>, and goals are in grid-relative coordinates.

Table 4: Total Delta-V for Paths Identified by Grid Search

I Cost Function Weights: Delta,-v I 0.0 I 1.0 I 1.0 I 1.0 ] 1.0 IGoal Distance I 1-°1 1.°1 °-51 °-11 °-°1
<1 2.167 0> 0.355 0.355 0.355 0.333 0.333

<1 4 1> 0.485 0.420 0.420 0.420 0.420

<8.667-.667 9.833>** 0.872 0.870 * * *

* Indicates run did not complete within 6 hours.

** For comparison, total delta-v for a three-burn, obstacle free trajectory was 0.404.

The start, <0 0 0>, and goals are in grid-relative coordinates.

i o_N_4

- --

_C) ISnap_t_z

IS"_h*t3 IS_h_,

Figure 2: Path Identified by the

Grid Search Algorithm

Figure 3: Approach to Obstacle Avoidance

Permits Collisions on a Coarse Grid
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The size of the search space in combination with the lark of tight focus on the goal makes the

identification of paths of more than five burns unfeasible. In fact, the number of points evaluated

grows exponentially with the number of waypoints in the path. The search problem is NP-hard,
which means that order-of-magnitude improvements in computing hardware will only make a small

dent in the performance problem.

However, guidance engineers have been quick to point out that the problem of Figure 2 could

probably be solved with two or three burns. To verify this, a three burn, obstacle free trajectory

was proposed by viewing the scenario and selecting an intermediate waypoint above the modules.

Simulation of the trajectory revealed that its total delta-v would be half that of the trajectory

identified by the A* search. 13 burns is a neediessly complicated and suboptimal solution.

This suggests that a coarser grid may be appropriate. Unfortunately, there is an upper limit to

grid resolution which is imposed indirectly by the approach to obstacle avoidance. Obstacles are

avoided by testing for robot-obstacle intersections at the states defined by the grid points. No

consideration is given to whether the trajectories between grid points intersect obstacles. This is

perfectly acceptable if the grid points are close together compared to the sizes and relative velocities

of robot and obstacles. If the grid points are too far apart, the planner may promote a trajectory

which appears safe at the waypoints, but which will in fact lead to a collision (see Figure 3).

Therefore, the conclusion from the first experiment was that a second algorithm was needed which

would employ coarser grids and consider obstacle avoidance over the trajectories, not just at the

grid points.

6 Proposed Second Experiment

The second experiment will utilize numerical techniques for collision testing and will assume that

most tra'_ctorles_ R_ accompl;_zhed _icntly v._th _, _ ntunber of burns. The approach is to

solve a two burn problem for an optimal trajectory, and if the resulting trajectory fails to avoid

obstacles, to move to successively more burns. The timing and location of additional burns win

be identified by searching for burn points on a grid which is scaled to the current total number of

burns. Thus the search will retain aspects of a grid search, but will occur on a sequence of grids of

increasingly finer resolution.

Obstacle trajectories and robot trajectory segments between burns will be represented by polyno-

mials. Collisions will be detected by testing the polynomials for intersection. Previous experiments

indicate that obstacles which must be avoided in space can be modeled as circumscribing spheres

and their entire vicinity avoided. Thus it should be possible to describe passive, spherical obstacles

trajectories mathematically.

The platform of interest, on the other hand, must be modeled in more detail. Converting complex,

moving shapes into mathematical representations is generally not feasible. However, by restricting

the platform to be unarticulated and by employing a platform-relative reference frame, we can

transform robot-platform collision testing into comparing a robot trajectory to a set of stationary

shapes.

199



7 Conclusions

This project has demonstrated the potential for combining trajectory optimization and AI path

planning for on-orbit robotic guidance. It has clarified several issues about algorithm design which

require further investigation. In particular, it remains to be seen whether critical assumptions about
the on-orbit scenario can be made which circumvent the combinatorial explosion in computation

time. This explosion plagues all approaches to path optimization with obstacle avoidance.

This effort has also revealed several other directions for work in support of autonomous space

robotics, including further analysis of requirements for servicing scenarios and development of

functionality outside of predictive planning for free-flying guidance. In particular, research is needed

on sensing, obstacle modeling, and reactive planning in conjunction with robot control.
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I. ABSTRACT

This paper describes the recent developments of techniques which assist an operator in the control of

remote robotic systems. In particular, applications are aimed at two specific scenarios: (1) the control of remote

robot manipulators; and (2) motion planning for remote transporter vehicles. Common to both applications is the

use of realistic computer graphics images which provide the operator with pertinent information. This paper will

describe the specific system developments for several recently completed and ongoing telepresence research projects

in the Center for Intelligent Machines and Robotics (CIMAR) at the University of Florida.

II. INTRODUCTION

Significant advances have been made in a broad spectrum of component technologies such as kinematics

and dynamics, control, vision and pattern recognition, obstacle avoidance, computer graphics, and artificial

intelligence. Each of these technologies can individually impact on an operator's efficiency in the control of a

remote manipuiator or transporter. An objective of telepresence systems is to combine these component

technologies in order to provide the operator with multiple sensory feedback data. In this manner an operator

can in effect directly experience the environment of the remote manipulator system. The abundance of sensory

feedback coupled with computer assisted operation (a low level of autonomy) is what distinguishes telepresence

from earlier teleoperated systems.

The operational scenario of remote systems may vary significantly from case to case. In some situations,

the operator may be required to control the remote system in real time for which it is necessary for the remote

system to respond directly to operator input. In many circumstances, however, a real time response is not possible

or desired. A significant communication time delay, for example, can make real time control awkward at best lu'.

A second classification can be made regarding the operational environment. Clearly, it is necessary to know whether

or not the operational environment of the remote system is known a priori. Knowledge of an accurate model of

the environment can significantly impact the type of telepresence system which is to be implemented. Operation

in a structured environment such as a nuclear power plant t21is considerably different from controlling a remote

transporter in the field.

"Numbers in brackets refer to references at end of paper.
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This paper will describe several projects conducted at CIMAR which all deal with the control of remote

manipulator or transporter systems. For each case, a scenario is established where: (1) the operator is either

directly controlling the system in real time or is performing an off-line planning task; and (2) the environmental

descriptive model is known a priori or the system is operating in a totally unknown area.

III. CONTROL OF REMOTE ROBOT MANIPULATORS

A. Initial Telepresence System 131

The first telepresence system developed at CIMAR was concerned with the real time control of a remote

manipulator in an unstructured environment. It was assumed that the operator could not directly see the

manipulator or the objects in its workspace as he was directly maneuvering the robot with a joystick device. The

task for the operator was to acquire and move several cubes in the workspace without coming into contact with a

sphere.

The primary sensory feedback required to perform this task is vision. In many instances, vision alone would

give the operator sufficient information in order to manipulate the cubes without contacting the sphere. Logically,

this vision could be provided by video cameras which surround the workspace of the manipulator or which are

attached to the manipulator itself. It should be noted, however, that the use of video cameras to provide vision

feedback does have certain disadvantages. Primarily, more than one camera must be used to provide sufficient

viewing positions. Each of these cameras will most likely have at least three degrees of freedom (zoom, tilt, and

pan) thereby giving the operator numerous additional parameters to control. Furthermore, environmental conditions

may cause the video image to be blurred or poor lighting and contrast may make the image confusing and unclear.

Because of these limitations, the goal of this project was to evaluate the operator's performance when the

vision feedback was provided via a computer graphics display. The use of computer graphics offers three distinct

advantages. First, images are clear and sharp since colors and contrast can be selected and programmed. Second,

the computer graphics system allows for the viewing of the image from any desired vantage point. This ability

removes the requirement for a multitude of video cameras and allows the operator to focus attention on only one

monitor screen. Third, the computer graphics system can provide additional feedback to the operator concerning

imminent collisions. When the manipulator was moved close to the spherical obstacle, the color of the sphere was

changed and an audio tone was emitted. This additional feedback regarding collisions significantly improved

operator confidence and performance. The collision warning feature was implemented by placing the obstacle in

an imaginary rectangular protective box. The graphics system in effect compares the image of the robot with this

protective box and determines in real time whether any part of the robot is in contact.

A photograph of the initial telepresence system is shown in Figure 1 while the system configuration is shown

in Figure 2. The system consisted of the following four component technologies:

(1) Robot manipulator.

(2) Six degree of freedom universal joystick.

(3) Obstacle detection vision system.

(4) Computer graphics system.

The manipulator was drawn on the graphics screen by communicating the joint angles from the manipulator to

the graphics workstation at every instant. The vision system was used to locate the objects in the manipulator

workspace so that they could be displayed on the graphics screen. Shown in Figure 3 is an image of the robot as

it comes close to the obstacle.
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Figure 1: Telepresence System 

1 

Figure 2: System Configuration 
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Figure 3: Warning of Imminent Collision 

The initial telepresence system showed that it was feasible and practical to utilize a computer graphics 
display to control a remote robot manipulator in real time in an unknown environment. The clarity of the image 
coupled with the real time determination of imminent collisions with obstacles significantly improved operator 
performance. 

B. Robot Path Processor 14] 

.As zz extensioii to &e pieviuus project, an investigation ot ott-line task planning was conducted. For this 
project it was assumed that the location of objects in the workspace of the robot were known (either from a priori 
knowledge of a world model or from a sensor scan of the workspace). Off-line task planning offers an advantage 
if communication delays prohibit real time operation, or if an operator can plan a task much quicker than the 
manipulator can execute it. Further, off-line planning offers the operator the option to edit or modify the task 
before it is sent to the manipulator for execution. 

During this project, emphasis was placed on the development of the task editor. The objective was to be 
able to allow the operator to rapidly enter a robot task and then be able to refine it. The resulting system consists 
of the same universal joystick controller and computer graphics workstation used in the previous project together 
with a PUMA 560 industrial robot. The operator moves the animated robot on the screen and then can go back 
and perform such tasks as moving specific points on the path or modifying certain sections to be perfectly straight. 

One problem that had to be overcome, however, was how to move the joystick in order to get a desired 
motion of the robot on the graphics screen. Confusion resulted in that the operator could look at the robot from 
any viewing position and then had to mentally reference the joystick and manipulator coordinate systems (see 
Figure 4) . This problem was overcome by introducing an additional coordinate transformation which mapped the 
joystick coordinates into the screen coordinates. The result was that a movement of the joystick to the right or left 
would cause the end effector of the robot to also move to the right or left of the graphics screen, and so on. In this 



• Its

X

Figure 4: Coordinate System Reference Frames

manner, the operator could always correlate the motion of the robot in response to any joystick move, no matter

how the scene was being viewed. This feature significantly improved the off-fine planning process and was also later

applied to the real time control scenario.

C. Off-Line Programming with Autonomy 151

Off-line task planning can be significantly enhanced by the introduction of autonomy. In this project it was

again assumed that the location of objects in the wark_pace of the robot were kno_,;._, either from a prior; kJ_owledge

of a world model or from a sensor scan of the workspace. The objective of this effort was to develop algorithms

which would autonomously generate robot motions and tasks based on high level user inputs.

The development of motion planning algorithms which avoid obstacles was a major focus of this effort.

Shown in Figure 5 is a path which has been generated in order to move a manipulator between two user specified

positions. A significant feature of the algorithm is that resulting paths are generated rapidly (under five seconds

of computation time) I61. The algorithms take advantage of the knowledge of the geometry of the manipulator and

its environment in order to avoid excessive heuristic searches.

Common to all off-line approaches, the operator is given the opportunity to preview the planned task on the

graphics screen prior to the manipulator beginning the task. In this manner, the operator can evaluate and critique

the performance of the autonomous algorithms.

This research program was conducted for the U.S. Army Belvoir R,D,&E Center, Fort Belvoir, Virginia.

The specific application for this project involved logistics operations and is shown in Figure 6. A camera on board

the fork attachment was able to locate a target mounted on a pallet and then calculate the position and orientation

of the pallet relative to the camera. With this information, the operator would be able to acquire the pallet and

maneuver it off-fine via the graphics animation system. Once a task was planned, previewed, and approved, the

manipulator would be commanded to perform the operation.
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Figure 5: Autonomously Generated Path 

Figure 6: Logistics Application 
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I IV. MOTION PLANNING FOR REMOTE TRANSPORTER VEHICLES 

Many of the man/machine interface control issues associated with the operation of remote transporter 
systems are directly analogous to those already discussed for manipulator systems. In particular, the transporter 
operation can be categorized according to whether or not it moves in real time under operator control and as to 
whether or not a prior knowledge of the environment is known. 

The work in this area is sponsored by the U.S. Department of Energy. The University of Florida, in 
cooperation with the Oak Ridge National Laboratory and the Universities of Michigan, Tennessee, and Texas is 
developing an advanced robotic system under the University Program for Robotics for Advanced Reactors. As such, 
the developments in this area are specifically aimed at the operation of a transporter vehicle in a nuclear power plant 
environment where it is assumed that an accurate world descriptive model exists. 

A. Development of an Articulated Transporter/ManiDuIator Svstem (ATMS) m 

The complex obstacle strewn environment of a nuclear power plant requires that the robotic system.be 
capable of crossing or jumping over substantially sized obstacles. Transport mechanisms consisting of combinations 
of wheels, tracks, and legs were considered as candidates, but the inherent mobility limitations of these mechanisms 
led to the selection of a transporter comprised of multiple articulated segments (see Figure 7). 

The ATMS is comprised of eighteen individual segments which provide both maneuverability and locomotion. 
Each segment is twenty four inches in length, and has a pair of motor driven wheels to provide traction for forward 
and reverse motion. Segments are connected in series by a pair of revolute joint axes. The significant feature of 
the design is that the ATMS will be able to cross over horizontal gaps of up to twelve feet in length. 

Figure 7: ATMS Model 



Figure 8: Animated Representation of ATMS 

Initial control of the ATMS has been established by having an operator specify the direction and velocity 
of the lead segment. Subsequent segments of the ATMS will follow the path of the segment directly in front of 
it (see Figure 8). Work to date includes the development of follow-the-leader algorithms for vertical and horizontal 
navigation. Further, a series of stability rules have been generated which govern the effective maneuverability of 
the system. During a man-controlled real time operation of the system, the stability rules will be continuously 
evaluated and monitored, and the operator will be warned of potentially unstable actions. This combination of direct 
man-controlled operation with computer assistance is a fundamental principle of the telepresence concept. In 
addition to the real time human control, off-line autonomous control algorithms are currently being implemented. 

B. HERMIES ImDlementation 

A fully operational version of the ATMS has yet to be fabricated. In order to demonstrate the progress of 
the research program, the HERMIES robotic transporter at the Oak Ridge National Laboratory is being used as 
a system demonstrator (see Figure 9). HERMIES is limited to performing planar motion. However, many of the 
man-machine control issues which will involve the ATMS can be resolved via HERMIES. 

The system demonstration combines off-line and real time operation. During the planning phase, the 
operator can plan a motion path via (1) the computer graphics system alone (Univ. of Florida), (2) a three degree 
of freedom force reflecting joystick (Univ. of Texas), or (3) an autonomous path planning algorithm (Univ. of 
Michigan). Once a path is planned, the operator is able to review it and modify it if necessary prior to HERMIES 
beginning its motion. Figure 10 shows the animated display provided to the user when a path is being planned. 
Three interactive windows are provided which present a top view, the view from HERMIES, and the view from a 
user controlled camera located anywhere in the environment. 

An important aspect of the planning phase is the time acceleration concept"]. The operator can effectively 
specify a time scale factor so that the planning phase can be accomplished in an accelerated time scale. For 
example, the ATMS can achieve a maximum velocity of only two feet per second. By selecting an accelerated time 



Figure 9: HERMIES Mobile Robot 

Figure 10: Operator's Console Image 
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scale, the operator will be able to perform the motion planning as if the ATMS had an unlimited maximum velocity.

Upon the actual motion of the ATMS, the plan would be reconstructed in the real time domain.

V. CONCLUSION

Several recent and ongoing research programs have been described which all deal with some aspect of

telepresence system development. Varying techniques have been discussed which assist an operator in the control

of remote robotic systems either in real time or off-line, or when a prior knowledge of the environment is known

or not.

It appears evident that any resulting telepresence system must be able to perform in all of the operational

categories. For example, although a nuclear power plant may be a structured environment for navigation purposes,

the environment can become unstructured during a manipulation task. Because of this, the generic techniques that

were developed here can be combined together in order to offer the operator a highly sophisticated man-machine

interface.
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3D MODEL CONTROL OF IMAGE PROCESSING

An H. Nguyen and Lawrence Stark

Telerobotics Unit

University of California at Berkeley

INTRODUCTION

Telerobotics studies remote control of distant robots by a human operator

using supervisory or direct control. Even if the robotic manipulator has vision

or other senses, problems arise involving control, communications, and delay

[18]. The communication delays that may be expected with telerobots working in

space stations while being controlled from an Earth laboratory have led to a

number of experiments attempting to circumvent the problem (Fig. i). This delay

in communication is a main motivating factor in moving from well-understood

instantaneous hands-on manual control to less well-understood supervisory

control [5,7]; the ultimate step would be the realization of a fully autonomous

robot.
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Fig. 1. Overview sketch of model control of robot working

environment and of image processing
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METHODS

Hardw_r@_$etup: Two a-robots (Armatron robots), modified to interface with

an AT-386 computer [13,20] via parallel I/O ports, are controlled by computer in

an autonomous mode. Manual control capability is preserved for teaching and for

the supervisory mode, since hands-on control is vital in developing and

evaluating different control algorithms. Both a-robots operate within a one-

cubic-meter working environment. One of the robots (painted dark blue) is

fitted with ONSNEs features (Fig. 2, left panel). Three cameras were used; one,

an inexpensive C-mounted TV camera (Panasonic, model WV-1410); the others,

commercially available 8mm camcorders (Sanyo, model VM-10). They provided two

orthogonal side and top views, and an oblique view (Fig. 2, left panel). The

computer selected among the camera views by means of a four-channel video multi-

plexer, whose output was connected to a simple frame grabber (Epix-Silicon

Video, Chicago). The frame grabber resided in the AT bus and was directly

controlled by the computer to digitize video images into 320 x 240 arrays of 8-

bit pixels.

Softwar@: Besides the main program performing administrative work, three

major pieces of software were developed to control the mobile a-robot in

obtaining a given target with visual feedback. These consisted of the ICM, 3DM,

and utility programs. The ICM program included many different low-level image

processing algorithms such as edge enhancement, feature extraction, automatic

thresholding, filtering, moments computation. The 3DM program supported a

complete, scaled-down model of the a-robot and its RWE. It also provided 2D

projections of different camera views, and contained an algorithm for simple

path planning. The utility software was highly optimized, and consisted of all

the primitive functions for the frame grabber, EGA graphic display and plotter.

All software was written in "C".

RESULTS: THE 3D MODEL

At the local earth station, the human operator views a display of the 3D

model and uses the control panel in a supervisory mode to oversee the control

algorithms (Fig. I). At the remote space station, the control parameters drive

the robots in the robot working environment (RWE). These control parameters also

drive the cameras and the image processing algorithms. Besides a local feedback

process, the main feedback is from the remote image processing to the Earth

station 3D model.

A remote RWE is modeled using graphics workstation (Iris) with 3D graphic

transformation support hardware (Fig. 3). At the RWE, three a-robots perform

tasks; the m-robot (Mitsubishi manipulator) holds a camera and actively

searches for optimum views. This experimental set-up provides us with a global

view of the telerobotics control situation wherein several robots cooperate in a

joint task, or each robot has an individual task assigned (Fig. 3). The 3D model

is constructed from information about the robotic manipulators, the work pieces,

and the camera positions [17]. The 3D model guides ,the image processor in

extracting information derived from regions-of-interest (ROI) which contain on-

the-scene visual enhancements (OSCNE) (Fig. 2, left); note the model with on-

the-screen visual enhancements (OSCRN) [i0,ii] for use by the human operator

(Fig. 2, right).
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Fig. 2 Perspective views and orthogonal projections of a-robot 
(left) and model (right) showing on-the-scene visual enhancements 
(OSCNE).  3D model guides image processor to extract information 
only in regions-of-interest. 
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Fig. 3. Perspective view of vectorgraphic model of three a-robots and one m-robot.

Feature_selec_ion_crit@ria_and_ROI__10qations: An important step in using

top-down image processing to control robots is to specify the most useful

information to be gained from the robot and its environment, and to determine

the physical location of these features. These selections strongly influence

not only the choice of information processing strategies, but also the image

processing schemes employed.

Supposing that links of a robot are known or fixed, the kinematic recovery

of the 3D robot model simply requires the joint location information. Any two

consecutive joints of a robot provide complete information about the link length

and orientation. In situations where the robot joint is not visible to the

system, link orientation becomes important. In complex, multiple-robot

environments, the image processing computer faces the far more challenging

problems of occlusions, light reflections, shadows, noises, etc. Although the

model uses a priori knowledge that plays an active role in resolving many of

these problems, image processing tasks can be further simplified by introducing

ONSNES to both robots and the RWE (Fig. 4). These ONSNEs boost video signal to

noise ratios within ROIs, and also may provide redundant information depending

on their sizes and shapes.

Assianmen__of_ROIs_locations: Each orthogonal projection view of the robot

and its RWE has two sets of ROIs, the primary and secondary sets (Fig. 4). For

the side view, the primary set (Fig. 4, upper) of ROIs is responsible for

information about robot joints, while the secondary set of ROIs determines the

robot orientations (Fig. 4, lower). Under static conditions, sizes of ROIs

depend on those of ONSNEs. Since processing time is directly proportional to

ROIS areas, ROIs should be small to minimize processing time, yet large enough

to cover individual ONSNEs within ROIs. For automatic thresholding, optimum-size

ROIs areas would be twice that of ONSNEs.
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Fig. 4 Orthogonal views of actual robot reaching a target. 
While centroids of OSNCEs, resided within ROIs, provide feedback 
information for model to guide robot to target. 
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RESULTS : 2D IMAGE PROCESSING

Imaqe_prQc_ssinq_operatinu_within_ROIs: As mentioned earlier, selected

features determined both the locations of ROIs and the image processing schemes

within them [13,19]. For instance, detecting angles of a robot link includes two

steps: edge enhancement and line detection. The edge enhancement operation

accentuates edges and acts like a two-dimensional high pass filter. Edge

detection has been an active area of research for many years, and this continues

today. Several algorithms for edge detection, such as Sobel, Kitsch, Roberts,

and the Laplacian [6,8,14,16], are available and already implemented in VLSI

devices [15]. These are simple operators in the form of 3 x 3 matrices. Another

edge detection algorithm also worth mentioning is the Laplacian of the Gaussian

[12]. This algorithm detects local edges effectively, and has been proven to be

an optimum operator in dealing with true edges and noisy images [3].

Unfortunately, this operator requires a much larger kernel and, therefore, is

computationally expensive. Since Sobel operators operate in pairs (the x and y

directions independently), noise tends to be suppressed in one direction, while

edges are accentuated in the other direction [15]. Due to their insensitivity

to noises, simplicity in implementation, and efficiency in operation, the Sobel

operators were incorporated into our scheme for low-level image processing in

detecting edges.

Enhanced edges, resulting after Sobel operation, contain much higher

intensity levels than the average. Therefore, appropriate threshold levels can

be easily found, either by manual selection aided by histogram displays, or

automatically by a thresholding algorithm. Threshold operations transform a

gray level image into a binary image with two levels of intensity. Only

enhanced edges above the threshold level remain after thresholding and are then

ready for line detection. Orientation of a line can be retrieved by a number of

algorithms such as matched filters, cross-correlation, or the Hough transform.

Among these techniques, the Hough transform combined with top-down information

from the model renders line information quite reliably and efficiently.

Centroid moment_processinq for the primar_ set of ROIs: Visual information

residing in the primary set of ROIs provides sufficient feedback information for

model adjustment and correction. Image processing carried out for this set of

ROIs takes precedence over many other tasks, including control of the robots

(Fig. 3, right panel; Fig. 4). Because of the strategic importance of this

critical joint information, the ONSNEs were introduced (Fig. 3). The ONSNEs

yield higher contrast in the video images, and thus more reliable visual

information can be obtained under various luminance conditions.

Centr0id_and_Q_her_invariant moments: The ONSNEs also have had a strong

influence on the selection of the low-level image processing < 3 scheme used

--- the invariant moments, a method in which centroids are derived. This

technique had been previously applied to pattern recognition for printed

characters [1,9], to chromosome analysis [2,4], and biological instrumentation

[20]. The first three order moments yield information about size, centroid

location, and major axis orientation for a bounded object; they are simple in

implementation and inexpensive in computation. Additional higher order moments

are also available for shape description, features that cannot be acquired from

other low-level imaging schemes. Furthermore, the centroid parameters provide

excellent information for local feedback (see Fig. I), a special requirement for

our image processing scheme.
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Moments are widely utilized in classical mechanics; moments of a

distribution function are also conunonly used in statistical theory. For a given

bounded, two-dimensional function f(x,y), the set of moments is defined as

Mi, j z x_y 3 f(x,y) dx dy, 11)
i, j = 0, 1, 2, ...

In the infinte set [Mi, j] moments, as i and j take all non-negative values,

uniquely determining the function f(x,y); and conversely, f(x,y) uniquely

determines the set [Mi, j]. [i+j] is the order of the moment.

For binary images in which intensity of the object bounded by f(x,y) is one

and zero elsewhere, the zeroth order moment MOO

M00 = II f(x,y) dx dy (2,

is the area of the object. Coordinates of the centroid are found to be,

xc _ MI0/M00
yc M01/M00

(3)

where MI0 and M01 are the first moments for x and y respectively. Moments

computed after translation of the origin to the center of gravity, are called

central moments,
Ir

mij = II (x-xc}i (y-yc}J f(x,y} dx dy (4)

For digitial image processing, equations (1) and (4) above, become

Mij-_w xly j f(x,y)
(5)

(6)

mll = Mll - YC M10

m20 = M20 - x c M10

m02 = M02 - YC M01

(7 .a)

(7 .b)

(7 .c)

The object orientation or principal axis of rotation about this axis causes the

second-order central moments to vanish [8,9]

theta = (tan -I (2mll/(_0-m02)) / 2 (8)

All the area-normalized central moments relative to this principle axis are

invariant under magnification, location, and rotation of the object [6,9].

RESULTS: AUTONOMOUS CONTROL

Control_robot_seauence: There are a number of different paths via which

the robot can reach the target. However, for the purpose of this study, we

derived a simple but effective algorithm to enable the 3D model to control the

robot and to direct the image processing computer. The scheme worked

satisfactorily regardless of initial positions and orientations of both robot

and target. The process to reach a target consisted of two phases, the

orientation phase and acquiring phase. To reach a designated target, the robot
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Fig. 5. Model approaching ta rge t :  I n  the autonomous mode, upon 
receiving command t o  reach t a rge t ,  robot f i r s t  performs 
or ientat ion and then posi t ion r e l a t ive  t o  the  t a rge t .  Top: robot 
rotates  t o  safe  zone location. Middle: Then moves forward t o  t h i s  
point. Bottom: Rotates t o  a l ign with ta rge t .  



first rotated (Fig. 5, upper view) until its new direction intersected with

target direction at the safe zone location (Fig. 5; Fig. 3, right panel ---

large plus signs superimposed on target approach line). Next the robot moved

forward until it reached this location (Fig. 5, middle view). It then performed

a second rotation so that its direction aligned with the target direction (Fig.

5, lower view). Thus the robot completed the first orientation phase in

approaching the target. Since accuracy was not crucial in this phase, visual

update was more relaxed and faster control speed could be obtained. Once the

direction of the robot was in alignment with its target, the second phase began.

The image processing computer immediately switched to a fast operating mode,

closing the feedback loop. The 3D knowledge model carefully cruised the robot

and guided the robot gripper to finally acquire the target (Fig. 2,4,5).

DISCUSSION

Since all tasks have been performed by the AT-386, our programs have grown

close to the limit of the MS-DOS capability. Compromises have had to be made

among competitive issues such as performance, memory utilization and

implementation of new schemes. To alleviate this problem, the 3D knowledge-

based model will be ported over to the SUN-386 workstation acting as the local

control station (Fig. i). It will oversee the image processing tasks and the

control of the robots that will remain with the AT 386 computer in the remote

station. The Iris graphics workstation will provide the display to the human

operator at the earth laboratory.

Future research will include systematic benchmnark studies for the various

image processing schemes as they fail while becoming subject to extreme

conditions. Controllable cameras and wider working enviroru_ents for the robots

will also be utilized.

In conclusion, the top-down approach [20] with 3D model control plays a

crucial role in resolving many conflicting image processing problems that are

inherent in the bottom-up approach of most current machine vision processes.

The 3D model control approach is also capable of providing the necessary visual

feedback information for both the control algorithms and for the human operator.

Finally, it provides an extreme reduction in communication, the mostly needed

feature in telerobotics applications.
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WEIGHTED FEATURE SELECTION CRITERIA

FOR VISUAL SERVOING OF A TELEROBOT

John T. Feddema, C. S. G. Lee, and O. R. Mitchell

School of Elec_cal Engineering
Purdue University

West Lafayette, Indiana 47907

ABSTRACT

Because of the continually changing environment of a space station, visual feedback is a vital element of a
telerobotic system. A real-time visual servoing system would allow a telerobot to track and manipulate randomly
moving objects. This paper develops methodologies for the automatic selection of image features to be used to visu-
ally control the relative position between an eye-in-hand telerobot and a known object. A weighted criteria function
with both image recognition and control components is used to select the combination of image features which pro-
vides the best control. Simulation and experimental results of a PUMA robot ann visually tracking a randomly mov-
ing carburetor gasket with a visual update time of 70 milliseconds are discussed.

I. Introduction

Most would agree that the eventual goal of a telembot is to perform dangerous tasks in space which would oth-
erwise require human intervention. To perform these tasks, telerobots must be equipped with many of the sensory
capabilities of humans. Because of the continually changing environment of a space station, vision is undoubtably a

very important sense. Until recently, the primary uses of vision in telerobofics have been for recognizing, locating,
and inspecting stationary parts. Image processing equipment is now reaching the stage where vision may be used as a
f_dback signal to control the position and oricntation (pose) of the telerobot's cnd-effector in real time [ 1][2]. This
visual feedback would allow a telerobot to manipulate and track a randomly moving part without any previous
knowledge of the part's placement or motion.

The type of feedback for visual servoing systems has taken two forms [3]: position-based and featm_based.
The traditional method has been to extract image featmes t, recognize the desired ob_'_ct by matching image fe____nes__
m a set of pre-taught features, interpret the pose of the object based on the image features, and use the error between
desired and estimated pose to drive the system. A second method is to use actual image featm'es instead of the pert's
interpreted position as the feedback signal for controlling the manipulator [4]. With the proper selection, these
features can be directly related to the control parameters of the robotic system. The savings in time needed to inter-

pret the workpiece's pose from the image features is made possible by determining the desired image features during
an off-line CAD simulation.

In this paper, a resolved motion rate control scheme [5] with feature-based feedback are used to visually servo a
robot manipulator with an eye-in-hand camera over a moving object (see Figure 1). This method of visual feedback
introduces two fundamental questions. How many image featmes are necessary to conUvl the desired degrees of free-

dora of the manipulator end-effector? And which image features would provide the best control? This paper
addresses these two questions and develops methodologies for the automatic selection of image features used to visu-
ally control the relative pose between the manipulator end-effector and a workpiece. The selection of these features
depends on a blend of image recognition and control criteria. The image recognition criteria include feature robust-
ness, completeness, uniqueness, and cost of feature extraction. The control criteria include system observability, con-
trollability, and sensitivity. A weighted criteria function is used to select the combination of image features which
provides the best control. Both computer simulations and laboratory experiments on a PUMA robot arm were con-
ducted to verify the performance of the feature selection criteria.

work was supposed in partby an IBM researchfellowship md inpartby the NationalSdence FoundationunderGrantCDR 8803017 to the
EngineeringResearchCenterfor IntelligentManufacturingSystems. Anyopinions, findings,and conclusionsor recommendationscxlm:ssedin this
articAeam those of theauthorsanddo notnecessarilyreflectthe views d the fundingageades.
tin thispaper,image featuresreferto geometric shapesin the camera'simage. Bxmnplesinclude circles, edges, come_, and curves.
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II. Differential Relationship between Parrs Pose and Image Feature Points

In the resolved motion rate control structure in Figure 1, the changes in image features are transformed into
changes in joint angles. This transformation may be decomposed into a series of three transformations: feature to

camera coordinates, camera to end-effector coordinates, and end-effector to robot joint coordinates. The last two
transformations are well known [6] but the first is not. For our purposes, we will assume that a unique transformation
from camera space to robot joint space exists. Therefore, our ability to control the pose of the robot depends on the
differential transformation from image feature space to camera space. This section concentrates on the differential
transformation from image feature points tt to camera coordinates.

When analyzing the transformations from the camera space to the image feature space, consider the coordinate
frames shown in Figure 2. The following nomenclature is used:

(x, y, z) = position of the part with respect to the camera frame;

(¢, 0, V) = roll, pitch, and yaw orientation of the part with respect to the camera frame;

(t'xi, t'Yi, PPi) = position of feature point i on the part with respect to the part frame;

( Cxi, Cyi, Czi) = position of feature point i on the part with respect to the camera frame;

( txi, lyl) = corresponding position of the point in the image plane;

f= focal length of the camera lens;

y_ = x axis scaling factor in pixels/mm due to camera sampling;

yy -- y axis scaling factor in pixels/mm due to camera sampling; and

(:co, Yo) = the image plane offset in pixels due to camera sampling.

We assume that the camera characteristics (f, y_, yy, xo, Yo) are known. To be able to interpret the 3-D pose of a part,
we have assumed that the spatial relationships between feature points, i.e., (_'xi, PYi, Pzi), are known from a CAD
model.

Geometric optics are used to model the mapping between the Cartesian space and the image feature space. The
mapping consists of two stages: a thin lens model of the perspective transformation, and a mapping into a two-
dimensional plane caused by camera sampling. The transformation from the camera frame, c, to the image plane, I,
can be written as

or

i, w,1tyiwi l = "_y 0

wl j 0 0 [ oo1fo
0 0

0-1

Xll

Yil

zi I

I I

(1)

where we assume that the blurring effects, the quantization, and the lens distortion effects are negligible.

Using the differential transform technique [6], the change in image positions (dtxl, dtyi) in terms of the change

in the part's pose (dx, dy, d,, 8_, Sy, 8, ) is [7]

where

a,
a.i

s,I
8,J

a'yi]= j,,, J,,,.

_t_f _t_f Cxi
- , ]4,; =0, _ =J_'; f-°zi (f- °z32'

(3)

"['t The (X, y) position of a feature such as a circle or corner in the image will be referred to as a featme point.
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J_s,- Y=f cxi CYi Yxf [ cx_i
(f_ Cz,)2 , Jx,s, = f_ Czi k czl f- czl

Yyf

I,_ = O, J,_, = f_ % . J,,_ =

. _s.=
f-- cz i

YYf -czi + , Jy,s = and JyA _ "

This expression is suitable for simulation purposes where we want to determine the change in image features given a
small change in the part's pose. However, for control _ we seek an inverse solution. We would like to know

the change in the part's pose given the change in several feature points in the image. An exact inverse may exist if
three feature points me considered. The linear differential relationship between the change in image feature points
and the change in the part's pose would then be 6 × 6 matrix J.

Notice that this Jacobian matrix depends on the positions of the feature points with respect to the camera. For
the inverse Jacobian matrix J to exist, all three points can not have the same x and y position in the image plane. If
the points are collinear, then a rotation about the line would not be observable. Another restriction is that not all
feature points can be on a plane perpendicular to the focal axis with one of the points located at the focal center.
Again, there exists a rotation in this plane which the camera will not be able to sense.

One final problem still remains. How can we use this transformation ff we do not know the actual positions of
the feature points with respect to the camera7 In our experiments, two approaches were used. The first was to esti-
mate their positions fi'om their image positions and the known spatial relationships between image points. The second
was to use the desired positions as determined by the CAD simulation. While the latter is self-explanatory, the first
method deserves further development.

The objective is to find the pose of the part with respect to the camca-a, i.e., (x, y, z, 0, 0, q#), from the a priori
information, (Px/, l'y i , Pzi), and the measured feature points in the image, ( ixi, lyi), for i = 1,2, --. , n, where n is
the number of feature points in the image. Variations of this "location determination problem" have appeared in
several papers [8]. Ovcrdetennined systems of equations axe typically used to determine the "best" solution. Least

squares techniques, the Random Sample Consensus paradigm [8], and a generalized Hough transform approach [9]
have been proposed to eliminate errors caused by noisy images and modeling errors.

Unfortunately, many of these methods are too time consuming for real-time use. Instead, we propose using the
following gradient search to continually update the object's pose. This search minimizes the sum of squared distance
errors between four or more actual feature points and the geometrically modeled feature points in the image. Because
of the nature of this search, a _fairly good__injt/aJ o,q4,r,p_e,t_of _¢ _'l's FOS¢ is r_cessary, it should aiso be noted that
the resulting least squares solution is optimal if the image noise has a Gaussian distribution. However, if there are
outliers in the data, the Random Sample Consensus approach [8] might provide more accurate results.

The objective of this gradient search is to vary the pose of the workpiece until the image positions of the
modeled featm'e points align with the actual image feature points. In mathematical terms, we would like to minimize

F= "=_Fi=l _ ('xi-ui)2+('Yl-Vi) 2.i=, (4)

where (ul, vi) is the actual image position of feature point L The modeled position of feature point i in the image is
determined from the camera's perspective and sampling Eq. (2), and from the roll, pitch, yaw representation of the
part with respect to the camera [6],

_xi] [c.O cOsOs¥-s_¥ c_Oc¥+sOs¥ ;] "xi]

_y,| = Is,c0 sOsosv+c,cv sOsocv-cOsv "yi[, (5)

:"l[o° .O.,o.O.,o;'.J
where c¢ - cos (0), sO = sin (0), cO. cos(0), sO =-sin(0), c¥ = cos (¥), and s¥ - sin (¥).

In these equations, the known variables are the camera parameters, (f, Yx, Yy. xo. Yo); the actual image feature
positions. (ui .v i). for i = 1.2, "-- .n; and the positions of the features with /espect to the part's frame,
(Px i , nyi, Pzi), fox i = 1,2, --. , n, where n is the number of features. The unknown variables (the ones we want to
solve for) are the pose of the p_Lrt. (x,y, z, 0.0,¥). For ease of notation, let x = [x, y, z. 0,0. ¥]T
Yi- = t_CXi , Cyi , "Zil"_',and zi = [ lxl , "yi]T, where the superscript T denotes vector/matrix transpose. Then Eq. (2) can
be represented by zl = G(Yi), and Eq. (5) can be represented by Yi = Hi(x).
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Newton'sgradient search is used to minimize this error function with respect to the x parameters. The kth itera-
tion of the search is given by

xk = xk-1 - F_d (xk) VFr(xk) (6)

where VF is the gradient of F with respect to x and the F_t is the Hessian matrix of F with respect to x.

Because the relationship between the error function and the part's pose consists of a series of composite map-
pings described in Eqs. (2), (4), and (5), the gradient of F is the product of the Jacobian matrices of individual map-
pings. The gradient of F with respect to x is

VF = _ Fi_ Gy, Hix (7)
i=i

where Fi_,istheJacobianmatrixofFi withrespecttozi,Gy, istheJacobianmatrixofG with respecttoYi,and Hix is

theJacobianmatrixofHi withrespecttox. The elementsof theseJacobianmatricesaregivenin[7].

The chainrulefortheHessianmatrixF= isslightlymore difficult.

_Fi _2(Ixi)3F_ _2(ly_)
F_ = _ Hiyx GTya Fi_,z,Gya Hix + q (8)

i=i

where the Hessian matrix of tx i with respect to x is

_2(_x_) _2(x_) iCxi _2(Cx_)
_ H r __ Hix +

ax2 ,gy2 _x_ ax2

and the Hessian matrix of tyi with respect to x is

_2(lyi) _2(lyi) _ly i a2(Cxi)
- H r -- Hix +

ax 2 _y2 _Cx_

;¢x_ _x2 _y_

+

+

+ (9)
i_ yi Ox2 _ zi i_x 2 "

+ (10)
i_ y i bx 2 bCz i Bx 2

The elements of these Hessian matrices are also in [7].

III. Feature Selection Crlterla

Since the Jacobian obtained in the previous section depends on the features' positions in the 3-D space with
respect to the camera, some features will provide better visual control than others as the part moves with respect to the
camera. In addition to these control issues, image recognition plays an important role in choosing features which are
reliable and robust. This section lists several image recognition and control criteria which should be considered in the
selection process. This is not an all inclusive list and additional criteria could be added at a latter date.

The image recognition criteria used in our feature selection process include [10]:

1. rare features (similar to unique features in [11]),

2. feature set robustness (similar to likelihood of being seen in [ 11]),

3. computational inexpensive features, and

4. feature set completeness.

To quantitatively evaluate these criteria, a set of measures was designed for the visual servoing experiments. For uni-
formity, these measures were designed to range between zero and one with zero being the most desirable and one
being the least desirable.

A unique feature has an easily identifiable characteristic which differs from other features in the image. Such a
feature is often used to quickly identify an object. This makes the feature very useful for control since the feature can
be quickly re-identified if it is momentarily lost. A measure of feature uniqueness for a set of features {fl, " • • , fm}
may be written as

1 _ Mij (11)
Zlff l , "'" ,fro) = Nm(n-1) i=1 j=l

where m is the number of features to be used for control, n is the total number of features in the images, N is the

number of possible views during the control process, and M_j is the number of similar features to feature i in image j
(0 <_M o < n-l). Note that the measure Z_ reaches a maximum of one if M o = n -1 for all i and j and a minimum of
zero if M 0 = 0 for all i and j.
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In orderthatthe recognition process be resilient to noise, we would like the features to be robust. For feature
extraction systems where the image is scanned for featmes, featme robusmess depends on the size and type of feature
and the method of feature extraction. Usually the larger the fealme is in the image, the more robust the featme is. A
general measure of feature robnslness may be written as:

I 11 _ _ (1 - aij) PO (12)

where 0 _<a_/< 1 is proponionul to the size of the feature i in the image j, and 0 _ p_/_< I is related to the reliability of
feature extraction method ij. In our experiments, features were restricted to circles in the image. Since the same

method of feature exlraction was used flm3ughout the experiments, the reliability factor is Pi/= 1 for all i,j. Our
measure of fealm'e robusmess for circles was

_(fl. "'" ,f.) = 1 1 _ r0 (12.a)

where ri/was rite radius of circle j in image j, and rm,x was the maximum radius possible.

The computational expense of features refers to the time and space complexities of the feature extraction pro-
tess. For most cases, space complexity is negligible. Tune complexity, on the other hand, is very important for deter-
mining the tracking ability of the visual servoing control. The shorter the time of feature extraction is, the larger the
bandwidth of the control. For feature extraction systems where the image is scanned for features, computational
expense also depends on the size and type of feature and the method of feature extraction. In contrast to the robust-
ness criteria, usually the smaller the feature is in the image, the smaller the computational expense is. A general
measm'e of computational expense of features may be written as:

1 ]2 o0 _o (13)

where 0 <_¢0 _ 1 is related to the time complexity of the feature extraction method ij for a feature of fixed size. In our
experiments, the location of a circle was verified with four scan lines spanning out from the approximate origin of the
circle to the circle's edge. Again, since the same method of feature cxlraction was used throughout the experin_nts,

xl/= 1 for all ij. Our measure of computafioual expense for the circles was

1 I_ ro • (13.a)
x3(fl. "'" ,f.) -- _',m i--1j--l

Notice the wade-off between the computational expense and rolmsmess criteria. Smaller circles have less computa-
tional cost with poor feature robnsmess, while larger circles have better robustness at the expense of computational
cost.

If a workpiece can be identified from any view point, the set of features is said to be complete. For our cir-
cumstances where we are continually controlling the position of the workpiece with respect to the camera, only a sub-
set of all possible views is necessary. Our measure for feature set completeness is

1 _-d uij where uq = (14)
7_(fl, "'" ,f,)='_m i=l /=l , if feature i is not in image j.

The control criteria used in our feature selection process include:

1. Observability of the workpiece's pose through image feature points.

2. Controllability of the workpiece's pose using the inverse Jacobian matrix in section II.

3. Sensitivity of the conlIol to noise.

In the presense of image noise, the gradient search in section II was used to minimize the error in the image
positions of four or more features. Since this error is measurable, it provides a means of evaluating the observability
of the purt's pose with respect to the camera. Using the error function F in Eq. (22), our measure for the observability
of the port's pose is

N _F, if F <F_

1 _ F where 1_= _ (15)xs(f l , "'" ,fro)= NSm----_/=l Sn_x , if F > Fnmx ,

and F_,x is the largest acceptable error.
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If the sampling time between image acquisitions is short and the distance between the actual and desired image
features is small, the differential relationship in section II could be used to control the relative pose of the workpiece.
The desired change in camera position would be determined by multiplying the difference between actual and desired
features by the inverse Jacobian. In this respect, we will say that the pose of the workpiece is "controllable" if the
inverse Jacobian exists and is non-singular.

In addition to checking that a unique solution exists, we would like the equations to be well-conditioned. This
means that for "small" changes in J and the part's pose, the changes in image feature positions should also be small.
This could be thought of a measure of the control's sensitivity to noise. The condition of the Jacobian matrix J is

c(J)=ll_l II j-111 (16)

where the norm may be I I _ [ 1, [[ _ I 2, or l I _ I -. Moderately small values of c (J) imply that the equations are well-
conditioned. However, large values of c (J) do not necessarily mean that the equations are il-conditioned. Instead, it
just means that the equations will be ill-conditioned for some changes in the part's pose. In general, we would like to
choose image feature points which would minimize the condition of J. Since the condition of J will become
extremely large as the Jacobian approaches a singular point, the condition may also be used to evaluate the controlla-
bility of the workpiece's pose using the inverse Jacobian matrix. Therefore, a measure for evaluating both the con-
trollability and sensitivity of the system may be written as

1
_6Oel ,f2 ,f3)= _r'U:""-_ c(J) where

I¥(.rnIx j_ 1._

cO),

C(J) ----1Cmax ,

Cmax ,

if j-1 exists and c (J) < Cm,x,

if j-1 exists and c (J) > Cmax,

if j-1 does not exist,

(17)

and Cmax is the largest acceptable value for the condition of J.

Another consideration for real-time control is the effect that changes in the feature positions have on the ele-
ments of the Jacobian matrix. To reduce computational costs, it is desirable for the elements of the Jacobian to be
constant or slowly time-varying. If the elements do not change substantially between two camera acquisitions, the
inverse Jacobian does not have to be updated each sample time. Therefore, we would like to choose image feature
points such that the elements of the Jacoblan change very little throughout the motion. In other words, we would like
to minimize the sensitivity of J to the change of image feature points,

s(J) = _ _ _, _:xi Jk,,, + + (18)i=lk=o,_=o _Yi J_ _zi J_

where J_,, are the elements of the Jacobian. Our measure of sensitivity to change was

Is(J). ifs(J)_<sm,_.

X.7(fl.f2.f3)- I _ ._(JO where s(JO= l[s=,_ . ifs(JO> Sm,x
(19)

Nsmax /=1

and Sm,x is the largest acceptable value of s(J).

Because of the various conflicting interests of the above measures, a weighted criteria function was used to
select the features which would provide the best control

7

x(,fl , "'" ,fro)= E wi 7d(f, , "'" ,f,n) (20)
i=l

7

where _ wi = 1 are the weighting factors which are the choice of the designer. Similar to the individual measures,
i=l

the best selection will be the set of features with the smallest overall measure _.

IV. Simulation and Experimental Results

Both computer simulations and laboratory experiments were performed to illustrate the performance of the pro-
posed feature selection criteria. Computer simulations were used to test the performance of the feature selection cri-
teria under ideal conditions and with additive image noise. The experiments verified the simulation results and
showed the usefulness of the feature selection criteria for visually controlling a robot manipulator in real time.

In our experiments, a single Pulnix TM-540 CCD camera mounted on the end-effector of a PUMA 600 robot

was used to visually servo the robot's end-effector over a moving carburetor gasket (the workpiece) as shown in Fig-
ure 3. Because of their ease of feature extraction, the circles in the gasket were used as the control features. The
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visualservocontrolwasinitiatedwhenthecamerawasapproximatelyoverthegasketinapre-taughtposition.After
thegasketwasrecognized,the locations of three circles in the image were contintmlly updated. The clumges in cam-
era pose needed to control the robot were determined by multiplying the difference between the desired and actual
image positions by the inverse Jacobian in section 11. The changes in camera pose were then converted to the changes
in joint angles using the manipulator's inverse Jacobian [12].

The simulations were modeled after the experiments and their objective was to determine which three image
feature points (circles) of the carburetor gasket out of a total of seven circles (see Figure 3) would be best suited for
controlling the pose of the gasket with respect to the camera. Table 1 lists the positions with respect to the gasket's
flame and the radii of the seven largest holes. The number of feature points was limited to seven to reduce the
number of possible combinations. The desired position and orientation of the gasket with respect to the camera was
(x, y, z) = (-48,63,200) millimeters and (roll, pitch, yaw) = (-90,0,0) degn:es, respectively. The camera parameters
are given in Table 2.

First, we evaluated the conditiou and sensitivity of J for all possible combinations of three circles. We found
that the set of features which minimize c(J) form an equilateral triangle about the origin of the gasket. In particular,
the set ofcircles {0,3,5} minimized c(J) while the set ofcircles {0,1,2} maximized c(J). We also found that the con-
clifton of J decreases as the gasket is moved closer to the camera. On the other hand, the sensitivity of J to change
was minimized as the feature points moved closer to the focal axis and the x and y image axes. According to this sen-
sitivity criteria, the best set of features would be the set of circles {1,2,4}. In contrast to the condition of J, the sensi-
tivity of J to change is minimized if the gasket is as far away from the camera as possible. If computation time was a
factor, a weighted sum of the measures Z6 and Z_ could he used to determine a set of features which would provide
accurate control without updating the inverse Jacobian.

Next, we considered the tracking response of the camera for the two sets of features, {0,3.5} and {0,1,2}. For
both sets of features, circle 6 was used as a fourth point for determining location. To test the control process, a ramp
input in position and orientation was applied to the gasket's pose. The change in the x, y, and z directions was 5 mil-
limeters per sample. The change in the roll, pitch, and yaw of the gasket was 0.9 degrees per sample. If our system
was operating at video rate (30 Hz - both fields), this would correspond to a positional velocity of 15 centimeters per
second and a rotational velocity of 27 degrees per second. Several cases were run with and without image noise.

First consider the ideal case with no imago noise. Table 3 shows the root mean square (RMS) error between the
desired and actual position and orientation of the workpiece with respect to the camera. Three schemes were used to
update the Jacobian malrix. In column 1, the Jaoobian was updated with the actual positions of the feature points. In
column 2, the Jacobian was updated only once with the desired positions of the feature points. In column 3, the Jaco-
bian was updated with the estimated positions of the feature points using the methods in section II. The following
conclusions were made from the ideal case:

1. Updating the Jacobian with the actual positions provides the best control.

2. When the actual or desired positions of the featmes were used, the set of features {0,3,5} performed as
well as the feature set {0,1,2}.

3. As predicted by the large condition of the Jacobian for feature set {0,1,2 }, it was difficult to estimate the
part's pose from the feature set {0,1,2}. Therefore, for estimation purposes it is best to choose a set of
feature points with a small condition number, such as the feature set {0,3,5}.

Next consider the same simulation except add Gaussian image noise with a standard deviation of 0.5 pixels.
The RMS error for this case is shown in Table 4. In addition to the same columns as in Table 3, a fourth column
shows the results when seven points ate used to estimate the pose of the workpiece. The columns with oo indicate that
the workpiece was lost before the simulation was completed. The following conclusions can be made from the noisy
image case:

1. Updating the Jacobian with the desired positions provides the best control.

2. Even when using desired or actual positions to update the Jacobian, image noise has a costly effect on the
resolved motion rate control of a set of features with a small condition number, such as the feature set

{0,1,2}. Therefore, for control purposes it is best to choose a set of feature points with a small condition
number, such as the feature set {0,3,5}.

3. The more points used to estimate the part's pose, the better the estimate will be.

In the experiments, the camera was first moved to the desired position over the gasket and the selection criteria

were evaluated as shown in Table 5. The criteria weighting factors were set to {Wl, w2, w3, w4, ws, wt, WT} =
{0.1, 0.15, 0.05, 0.1, 0.2, 0.2, 0.2}. The computation time of feature extraction was weighted less than the other cri-
teria since there was not a noticeable difference in delay time when extracting one circle over the next. The max-
imum acceptable pose estimation error, condition, and sensitivity were Fnm = 100, cm_ = 100,000, and Sm,x = 68.
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After the features were selected, the gasket was placed on a conveyor belt moving at a speed of 2.7 centimeters
per second in the y and z directions of the world coordinates. Using the resolved motion rate visual feedback and a
feature-based trajectory generator [12], the PUMA robot tracked the gasket. The feature-based trajectory generator
had a smoothing effect on image noise by spreading out the change in image features over time. To speed up real-
time computation and avoid estimation noise effects the desired positions of the feature points were used to compute
the Jacobian. This works satisfactorily if the feature points are already in the vicinity of the desired positions.

In Figure 4, the first 37 seconds show the ramp response of the system along the z direction while the last 10
seconds show the steady-state error when the conveyor belt was stopped. The response in the y direction was a simi-
lar ramp shaped graph. The responses in the x direction and the orientation angles were small oscillatory signals
about the desired values. The maximum positional errors in the x, y, and z directions were 18.4, 21.6, and 8.0 millim-
eters, respectively. The maximum orientation errors in roll, pitch, and yaw were 1.5, 2.6, and 2.2 degrees, respec-
tively. The oscillation in the x position and the orientation angles can be attributed to image noise and the feedback
delay time. In order to increase the vision sampling, the verification process used to update the position of the circles
was very simple. Unfortunately, it was also fairly noisy. During the servoing process, the circles in the image were
located with an accuracy of + 5 pixels. The delay time between when the image was taken and when the robot actua-
tion began was approximately 100 milliseconds.

V. Conclusion

Methodologies for the automatic selection of image features used to visually control the relative pose between
the manipulator end-effector and a workpiece were developed and analyzed. A resolved motion rate control scheme
was used to update the robot's pose based on the position of three features in the camera's image. The selection of
these three features for control was based on a weighted criteria function with both image recognition and control
components. Because of the real-time nature of the control process, it is important to find reliable image features
which can be quickly extracted from the image. Of particular importance for resolved motion rate control was the
condition of the Jacobian malrix relating the differential change in the workpiece's pose to the corresponding dif-
ferential change in the image feature points. To minimize the effects of image noise on the control, the condition of
the Jacobian should be minimized. In the simulations and experiments, we found that estimating the pose of the
workpiece was a time consuming and noise sensitive process. Because of this, the best tracking results were obtained
by using the desired feature locations to compute the Jacobian instead of the estimated locations.
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Figure 3. Seven image feature points
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Table 1. Positions and radii of the circles

with respect to the gasket's frame.

Positions and radii in millimeters

No. x y z radius
0 98 5 0 5

1 98 42 0 3
2 93 80 0 3

3 46 91 0 3

4 37 81 0 5

5 28 6 0 3

6 28 39 0 3

Table 2. Intrinsic parameters of the camera.

Parameter Symbol Value

Focal length f 8.0 mm

X scale factor Yx -67.2832 pixels/mm
Y scale factor

X focal center
rr
Xo

-84.7279 pixels/mm

240.0 pixels

Y focal center Yo 240.0 pixels

Table 3. Ideal case: RMS error of gasket with ms _ct to the camera.

Experiment #1 #2 #3
Control

Features Actual Desired Estimated *

10,3,51

Jacobian Update
RMS
Estimation
Error

RMS
Control
Error

RMS
Estimation
Error

RMS
Control

Error

Position (mm) 0.000034

Orientation (deg) 0 0 0.000032
Position (mm) 0.2847 0.3526 0.2847

Orientation (deg) 0.1493 0.1722 0.1493

Position (mm) 0 0 7.6440

Orientation (deg) 0 0 4.5745
Position (mm) 0.1987 0.1798 0.9727

0.0360

{0,1,2}

0.0430 0.2940Orientation (deg)

* Jacobian updated only if least squares search error F is small.

Table 4. Image noise case: RMS error of gasket with respect to the camera. The image noise had a Nor-
mal distribution with zero mean and a standard deviation of 0.5 pixels. The table shows the mean
position and orientation RMS error of 10 trials.

Control
Features

Experiment

Jacobian Update

Position (mm)

Orientation (deg)

Position (mm)

Orientation (deg)
Position (mm)

Orientation (deg)

#1

Actual

0

#2

Desired

1.1_2

Position (mm)

#3

Estimate #1

2.5_3

2.7393

RMS
Estimation
Error

{0,3,5} RMS

Control
Error

RMS
Estimation

{0,1,2} Error
RMS
Control
Error

1.2708

1.3395 1.2593

0

Orientation(deg) .o ** .0

1.5735

1.5454

#4

* Estimate#2 **

2.2569

2.1801

1.4578

1.4490

oo

oo

* Estimate #1 implies that four circles were used to estimate the gasket's pose.
** Estimate #2 implies that seven circles were used to estimate the gasket's pose.
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Table5. Thebestcombinationsoffeatureswithweights{0.1,0.15,0.05,0.1,0.2,0.2,0.2}.

#1

0

0

0

0
0

0
1

0

0

0

Feature Selection Table For Experiments
Circles Selection Criteria

#2 #3 #4 Xl Z2 Z3 Z4 Z5 Z6 Z7 Z
3 5 4 0.341 0.219 0.781 0.000 0.023 0.110 0.919 0.316
4 5 3 0.341 0.219 0.781 0.000 0.033 0.148 0.916 0.325

2 4 3 0.341 0.219 0.781 0.000 0.041 0.139 0.919 0.326

3 6 4 0.341 0.216 0.784 0.000 0.013 0.171 0.917 0.326
4 5 6 0.341 0.237 0.762 0.000 0.047 0.133 0.916 0.327

2 3 4 0.341 0.219 0.781 0.000 0.042 0.159 0.921 0.330

4 5 0 0.341 0.235 0.765 0.000 0.042 0.178 0.915 0.335

4 6 3 0.341 0.216 0.784 0.000 0.024 0.220 0.915 0.338

2 6 4 0.341 0.238 0.762 O.O(X) 0.106 0.130 0.917 0.338

4 5 2 0.341 0.241 0.759 0.000 0.119 0.117 0.916 0.339

230.200

20B.7_0 __

;B7.500

r

_0.3C_3

:66.250

i 145.000
123.750

102._g0

0.C3000 5.77152 11.5430 17.31_5 23.086_ 28.8575 34.6290 _0.4005 _6.172_

Time(seconds)

Figure 4. Robot end-effector's z position while tracking the gasket in the experiments.
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Dealing with Curved Objects
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INRIA Domaine de Voluceau

BP 105, 78153 Le Chesnay Cedex France

Abstract

In this paper, we present a method to build a dense and reliable 3D description of a scene
from three digital images by means of passive stereovision. Our method uses figural continuity
to improve the results of a previously developed algorithm [AL87]. In particular, it copes much
betterwithcurvedobjects.It Imxluecs resultswhich areorganizedas three-dimensionalchainsof

segments.

1 Introduction

We want to build a three dimensional description of a scene observed from several viewpoints. We

need a description which is dense enough to allow an analysis of the scene and, in particular, makes

it possible to identify some of the objects present.

We start with the results of a fast and accurate algorithm of trinocular stereovision [AL87]. We
imnrovo on th_ ro_l,lt kv ,,_;,,,_ g,, .... 1 _4-1_...-4. .... .11_ __1 TT,. ............ j ..... e, :_, .............. s ,_xu ,or.an support, vvealsocompute thredimensional

results which are a good representation of the outline of the objects which are visible.

Our method has the following attractive features : flexibility (an automatic calibration technique

is used to calculate precisely the intrinsic parameters and the position and the orientation of the

cameras), density (in our experiments more than 50% of the image segments are matched), accuracy

(less than 2% of the matches found are false), organized (the reconstructed 3D segments are structured

as 3D-chains which represent a part of the outline of an object).

2 Edge Detection

The features of the image which are used by the stereovision algorithm are line segments. The basic

idea of stereovision is to use some features which can be detected reliably in the image and match

them between images taken from several viewpoints. Therefore we search, in the image, for some

characteristic points : the edge points. They are usually defined as zero crossings of the laplacian

[Gri84] or local maxima of gradient. Such points are generally the images of classes of significant

physical attributes of the scene : surface discontinuities, shadows, markings on objects. These points

can be computed efficiently and accurately and organized in edge chains [Der87],[Gir87]. An edge

chain is a list of pixels corresponding to edge points. They do not have any triple point. From them,

we build up a lists of line segments by using a polygonal approximation algorithm [Ber86]. These line

segments are the features which are used by the stereo algorithms developed at INRIA [AL87].
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Using line segments to represent image contours has the great advantage to reduce the amount of

data to be processed and yields fast matching algorithms and very good results for scene containing

mostly polyhedral objects. When curved objects are present, two problems occur which are caused

by the unstability of the polygonal approximation.

Indeed, stereo algorithms can work only if the features used can be extracted from the images in

a stable fashion : a real physical element, as a part of an object, must have similar attributes when

viewpoint varies slightly. This is generally true for the edge points• Unfortunately the polygonal

approximation algorithm is not always stable. This is especially true if the observed contour is

curved. The matching of line segment is more difficult in this case.

When a match can be made, we want to reconstruct the 3D line segment which projects on the

matched segments : we must select in each of them the parts which are common in terms of the

epipolar strip. This part may be only a small component of the initial segment. In this case, we

are unable to reconstruct a large part of the contour. As a further consequence the reconstructed

3D segments are not generally connected. This is an important problem, for later analysis of the 3D

scene. To solve these two problems, we exploit the connectivity information which is present in the

polygonal approximations of the edge chains. This is equivalent to the use of figural continuity.

3 Propagation using figural continuity

As a start, we use the matches found by an accurate and fast stereo algorithm [AL87]. This algorithm

uses heavily the epipolar constraints and some compatibility constraints for the length and orienta-

tion of the matched segments. We propagate these matches by using figural continuity, i. e. the

information provided by the edge chains.

This propagation can be easily achieved if we consider only segments in two images. We are not

therefore obliged to restrict ourselves to the areas which are seen by the three cameras. However

for reconstruction, we use once again the three images : since this decreases the uncertainty of the

reconstructed segments.

To achieve this propagation, we apply rules and decide to match some segments or a part of a

segment by scanning the chain to which their belongs.

Let us introduce some notations : C i,_ is the i-th chain in the plane image of camera a. A chain

is characterized by its number n of segments. We enumerate these segments from 1 to n. Segment

p of chain C i,_ is denoted Cip,a A match, between two segments is noted [_i,_ (_.j,b] For each chain,
• Lvp , _q j.

we say that the first segment is the head and the n-th segment is the tail.

As all epipolar lines intersect at the epipole, we can define a direction of propagation on the chain.

For each segment on the chain, we call A its endpoint which is toward the head and B its endpoint

which is toward the tail. The match L-pr(-:'i'a,_qr-:.J'blj,defines an interval [A=, B=] on segment C_ ,= and an

interval [Ab,Bb] on segment CJq'b. These intervals are computed using the epipolar constraint. Two

solutions are possible Aa matches Ab or Aa matches B b. In the first case, the directions of propagation

for the match [Cp ,=, CJq,b] are the same for the chains C i,= and C j'b. In the second case, the directions

of propagation are inverted : if we walk on chain C i'= from the head to the tail, then we walk on
chain C j'b from the tail to the head.

We can now define the following rules used in the propagation :

• Rule 1 (figure 1)

Rule 1 deals with the case where we have two pairs of matched segments.

If the following conditions are true. Segment C_ '= matches segment CJq,b. Segment Cp;= matches

segment [.-,j,b For each integer r between p and p', segment C¢ '= has not yet found any match
_'q/ •
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Figure 1: Propagation rule 1

in image b. For each integer s between q and q', segment Cs_'b has not yet found any match in

image a.

Then, for each integer r between p and p', segment C_ ,a matches one of the segments C_ ,b of

image b with s between q and q'.

• Rule 2 (figure 2)
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Figure 2: Propagation rule 2
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This rules deals with the case where two segments match and all the segments from them to

the end of the chain have not yet found any match.

If the following conditions are true. Segment Cp '_ matches segment C j,b. For each integer r such

that r > p, segment C_,_ has not yet found any match in image b. The match [Cp'_,C j'b] defines

a direction of propagation on the chain C j'b. Two Eases are possible but they are analogous.

With respect to the match [Cp'_,cJ'b], and the direction choose on the chain C i'_, we consider

that the segments following the segment C j,b are the segments C j,b with s > q and the condition

is : for each integer s, with s > q, the segment CJs'b has not yet found any match in image a.

Then, for each integer r such that r > p, segment C_ '_ matches one of the segments C j'b with
s>q.

This rule allows us to match the small segments, which sometimes are near the endpoints of
chains.

• Rule 3 (figure 3)
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Figure 3: Propagation rule 3

This rule deals with the case where the matching chain of a chain has been cut in two chains in

the opposite image by the segmentation process.

If the following conditions are true. Segment Cp '_ matches segment CJq,b. Segment Cp;a matches

segment C_ 'b. To simplify, we suppose that p < p' and that the epipolar constraint implies

that the segment following the match [C_,a, CJq,b] are the segments C j'b with s > q, and the

segment before the match [C;i _, Cj''b]q, j are the segments C_ ''b with s < q_. All the possible cases

are analogous. For each integer r between p and p_, segment C¢ '_ has not yet found any match

in image b. For each integer s such that s > q, segment C j'b has not yet found any match in

image a. For each integer s such that s < q_, segment C j''b has not yet found any match in

image a.
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Then for each integer r, between p and p', segment C_ ,a matches one of the segments C j,b with
s > q or one of the segments Cj',b with s < q'.

With this rule, we have a way to correct some errors in the chaining process.

These rules define how line segments can be broken up into subsegments which axe matched in

the other image. We recursively compute them.

We begin with the match [C_,a,.CJq,b] used to activate the rule. We compute the first interval which

follows this match on the chain C ',a. We calculate the epipolax strip of this part in the image b and

take the intersection with the chain C £b. This part is not generally a complete segment. Therefore we

must divide the segment in several parts which do not overlap. We implement the unicity constraint

of the image of a 3D feature . We have thus created a new match which we use to continue this

process.

This technique has the disadvantage of sometimes creating small paxtitionings on the segments.

It therefore gives us some problems when we reconstruct the 3D segment.

These rules axe applied to all pairs of cameras z, y. Some contradictory situations axe possible with

the third camera. This is uncommon because the epipolax constraint gives a very precise information.

The contradictions axe then solved during the reconstruction process.

A further unusual case is provided by the closed chains. We solve it by giving them an infinite

length : the segment (n + 1) is the segment 1 if the chain has n segment. The rules, that we have
defined, can then be applied without difficulty.

This propagation is computed very rapidly and the rules give very few false matches because edge

chains axe nearly always similar created in the different images and the matches used to begin the

propagation are very accurate.

4 Matching using neighbourhood

Unfortunately, with the previous technique, we cannot define matches for the chains for which no

match was initially found.

Therefore, we have developed a technique to describe the local environment of a segment. We

first find the segments which axe nearest to the segment C_ ,a. We organize them into several classes.
They axe close to parallel to segment i,aC_ . They form a T-shape with segment i,_C_ . They have an
endpoint near to one of C_ '_.

For a segment C_ ,_, which has not yet found any match, we consider especially the segments which

already match one segment in image b. Let us imagine that for example, segment C_ 'a is a neighbour

of segment i,aC_ , and that segment C;', 'a matches segment f,j',b
• -Jql •

We define the set of segments of image b, which axe candidates to be matched with the segment
i,a

C_ , as all the segments CJq,b which intersect the epipolax strip of the segment C_ ,_ of image b.

Among these, we look for all the segments ('?j',b_q, which axe neighbours of segment CJq,b and have the

same position with respect to CJq,b as segment C_;'_ with respect to segment Cip,a.

When we explore all the segments which are neighbours of the segment i,aC_ , we find, where

possible, one or several segments, which are likely matches for segment C_ ,a. We test if we have

found enough neighours of segment C_ ,a and we test if the different candidates are compatible : the

intersection of their epipolar strip with segment C_ 'a do not overlap. If these tests are false, we reject
the match.

This matching technique requires a lot of computation to find the neighbours of a given segment.

To decrease the search area, we organize the data. The image is divided in buckets and for each of
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these buckets, we create the list of all the segments which intersect it. When we search for neighbours,

we need only to explore the lists of the buckets near the segment currently being processed.

5 3D Reconstruction

3D reconstruction is one of the most important problems for stereovision algorithms. Our aim is to

create spatial segment chains which ace connected like the edge chains in the images.

Let us suppose that we match a set of m points Mi in m images. These points ace the endpoints

of part of the segments defined using the epipolac constraint. The coordinates of Mi in the image

are : (ui,vi), for i = 1,... ,m. The coordinate X = [x,y,z] t of the spatial point M, whose images in
the cameras are the points Mi are found by solving the equations :

fix - u,l X+lh - u,l' 4 = oli2 x -- viii3 x "[-l_4 viii34 = 0

for i = 1,... ,m, ([FT86]). We have therefore a system of 2m linear equations in the three

unknowns x,y,z which, in the exact case, has a unique solution. We can solve it in the real case by

Kalman filtering which allows us to take into account both the noise on the images coordinates (ui, vi)

and the result of calibration ([AF87]). We assume that the noise is gaussian. This noise appears with

the digitization process, the edge detection and the polygonal approximation. The Kalman filtering

yields a best estimation of X and its covaciance matrix A.

Let us consider two spatial points M and P. We have computed them using Kalman filtering. We

need to decide if they correspond to the same physical points. We call their covaciance matrices AM

and Ap.

We assume that M and P are two independent gaussian points. Therefore the covaciance matrix

of the gaussian vector MP, is the sum AM + Ap. If M and P are two instances of the same gaussian

point MP, then the expected value of MP is 0 and the quantity

d2(M,P) = MpT(AM + Ap)-]MP

has a X 2 distribution with 3 degrees of freedom (supposing that all points are gaussian). This quantity

is the Mahalanobis distance. If d2(M,P) is less than some threshold s, the points M and P have a

probability p (computed from X 2 tables) of being two instances of the same physical point and we

can fuse them. It is easy to build the fused point N by Kalman filtering. The uncertainty about the

point N is less than that of M and P.

Notice that the Mahalanobis distance can be computed easily even though we must invert a 3 x 3

matrix. In fact the covaciance matrix is symmetric and it is so possible to explicitly compute the

expression of d2(M, P).

Thus we have a powerful tool for deciding to fuse the endpoints of a reconstructed segment. This
allows us to build connected chains.

Indeed, let us consider a chain C i,a of image a. We reconstruct successively all the segments for

this chain, if they are matched. If we find a match [Cp,a,CJq,b], we also try to find the match with

the third image c. It is the match [Cp ,_, Ck,c] and [C j'b, C_'C]. These last two matches do not always
exist because they can be the image of a 3D segment which is not seen by the three cameras. We

compute the endpoints of the 3D segment as described previously. For two segments C_ ,_ and C i'_'p+l

which follow each other on the chain C i,a, we can decide using the Mahalanobis distance, to fuse the

endpoints which are neighbours.

This allows us to build connected spatial segment chains which represent parts of an object.

These chains can also be used for surface fitting algorithms or for object recognition and localization

([SS871).
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Segment Number

Segment Length

Cam 1

Initial Matches length

Cam 2

Cam 3

Cam 1

Cam 2

Cam 3

Initial Matches Number

Cam 1

Cam 2

Cam 3

All Matches found length

All Matches found Number

Cam 1

Cam 2

Cam 3

doll satellite

736 241

836 217

552 287

9600 6746

9315 5278

6822 7033

17.7% 27%

42.6% 31.1%

41.1% 39.0%

45.7% 29.2%

63.3% 75%

68.1% 48.4%

66.3% 61.86%

58.8% 45.72%

6 Experimental Results

Our algorithm is implemented in C.

We have tested it on a variety of images. Here we show the doll image (figure 5) and the satellite

image (figure 7). For each scene, we show the polygonal approximations of the edge chains in the

three images and the matches found, by projecting them back, on planes.

In the result of our algorithm, we notice a considerable improvement as for example on the head

of the doll and the digits 5 in figure 5.

For each figure we give the number of segments for each image, the length, in pixels , of the

segments in each image, the number of initial matches (it is a rate for the number of segments in the

il,,_tS_ of *'-- .e......._u_ .r_ c_mera/, the length oi the parts of segments which are reconstructed in each image

when using only the initial matches (it is a rate for the length, in pixels , of the segments in each

image), the number of all matches found, (it is a rate for the number of segments in the image of

the first camera), the length of the parts of segments which are reconstructed for each cameras when

using all the matches. (it is a rate for the length, in pixels , of the segments in each image).

First we can note that the number of segments which are matched is considerably increased by

our algorithm. In fact all the small segments are not matched by the algorithm used to find the first

match because it is to difficult to find an accurate match for them among the three camera. With

our algorithm it is now possib!e to take into account the local information and so we can match them
using the information provided by the match of a longer segment of the same edge chain.

Since we subdivide the segments, the most characteristic information for the comparaison between

the two algorithm is the length of the parts of segments which are reconstructed.

We also show the 3D reconstructions. We project them to a plane, which is not the same as those

of the camera image plane.

For the propagation phase, the computation is approximately 30 seconds on a SUN-3 Workstation.

The matching technique using an analysis of neigbourhood takes between 2 and 3 minutes. The spatial

reconstruction of the segments also takes several minutes and depends on the number of matches
found.

We can now present a very simple example of the use of the spatial chain for finding some structure

in the 3D data. The key idea is to scan a spatial chain and to apply a least square on the segments.
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For example we search a plane by applying least square algorithm for each endpoint of the segments

of the chain. It calculates the best plane. After we look for the point which is the more longer from

this plane and we can do a threeshold on this distance to decide that some chains are in a plane. For

example, in the case of figure 5, all the points in the grid, which formed in the background of the

scene, we determine this plane. All these points are less than 3 mm away from this plane.

7 Conclusion

We have described a stereovision algorithm which is a mixture of binocular and trinocular stereo.

The main points of our approach are the following :

• It gives three dimensional maps which are much denser than in the trinocular stereo case by

exploiting figural and neighbouring continuity.

• The maps are represented with connected segment chains.

• The uncertainty of the data has been reduced.
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Abstract 

A fast 3-D object recognition algorithm that can be used as a quick-look subsystem to the vision system for the 
SPDM is descn'bed. Global features that can be easily computed from range data are used to characterize the images of a 
viewer-centered model of an object. This algorithm will speed up the processing by eliminating the low level 
processing whenever possible. It may identify the object, or reject a set of bad data in the early stage, or create a better 
environment for a more powerful algorithm to carry the work further. 

1. Introduction 

As Canada's contribution to the International Space Station, the Mobile Servicing System (MSS) is being 
developed to support a number of major functions on the Station, including Station assembly and maintenance, 
attached payload servicing, transportation, payload handling, and astronaut extra-vehicular activity. Many of the 
functions to be performed by the MSS require the execution of complex dexterous manipulation operations beyond the 
capability of the Space Station Remote Manipulator System (SSRMS). This functional capability is provided by the 
Special Purpose Dexterous Manipulator (SPDM). The SPDM consists of a base, body, and two manipulator arms. The 
manipulator arms are of the order of 1.5 to 2.0 metres long, have seven rotary joints each, and terminate with a tool 
changeout mechanism (Fig. 1). The SPDM is intended to be operated primarily from the end of the SSRMS. Conml 
of the SPDM will be effected by the operator through one of the MSS work stations. Initially, the SPDM will operate 
in a teleoperated fashion with some autonomous capability. To reduce the crew time required for servicing and 
maintenance operations, increased degrees of autonomy will be incorporated in the SPDM operations as the system 
evolves. Detailed description of the SPDM can be found in Ref. 1. 

SPACE STATION 
MOTE MANIPULATOR 

EXTRAVEHICULAR 

WORKSTATION 

PEClAL PURPOSE 

MANIPULATOR 

Figure 1. 
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The degrees of autonomy of the SPDM depend crucially on the vision capability. Vision sensors (video cameras,
laser scanner) will be mounted near the manipulator arm ends. A vision system will also be mounted on the body to

provide overall views of the work area of the manipulators. The vision systems will be able to identify objects

(initially by reading labels), and to determine the position, the attitude, and rates of motion of a body relative to a

known reference frame. Software and hardware provisions are being designed into the vision systems to enable

enhancement of their capabilities to include more general pattern recognition and understanding of three-dimensional

images. Three dimensional image data will be used in object identification and to update world models of objects for

collision detection and avoidance. The data will be acquired with the stereo cameras or possibly a laser range finder. The

algorithm presented in this paper is one of the possible methods designed for such applications.

2. Some Considerations

2.1. The space environment is characterized by very harsh lighting conditions, pronounced shadows, peculiar
behaviour of light scattering, and the absorption bands in the near-infrared region of the earth background. All these are

difficult for vision systems to handle. Thus, space vision systems should provide a mode independent of sunlight and

be earth blind. Our experience suggests that the simplest approach would be to use laser range finders to collect range

data for the space vision systems. Within the reach limit of the SPDM, laser range finders will work very well.

A laser range finder [2] has been under development in our laboratory for some years and has been used to collect a

large quantity of range data [3]. It can capture a scene of 256 by 256 pixels within a second. Another compact

wrist-mounted laser scanner [4] has also been successfully developed in our laboratory and has been mounted on the

wrist of a PUMA robot arm to perform parts acquisition [5,6]. This compact scanner provides a single raster scan of

range data. The robot arm must move in steps of small intervals to obtain the data for an area. Further development
will allow range data over an area to be obtained by sweeping the wrist without moving the arm. Both of these
systems are quite suitable for the vision system of SPDM.

The data obtained by both scanners have been used as the input data for extensive research work carried out in our
laboratory on 3-D object recognition [7-13]. The algorithm proposed in this paper is based on the combination of some

of these previous results.

2.2. In most space scenarios, the objects being viewed are unlabelled objects from a library of known and precisely
defined objects. In our algorithm, we assume this to be the case and attempt to capitalize on it to reduce the

computational effort of the space vision systems. Thus, we are adopting a model-based approach.

Model-based object recognition requires matching features measured in an observed image with models of objects.

When 3-D objects may appear at any position and orientation, 3-D object models must be used. Usually, objects are

modelled using either one object-centered representation or many viewer-centered descriptions (one for each viewpoint)

[14]. In 3-D object-centered representations, objects are modelled by volumetric or surface models. Three-dimensional

multiview representations model objects by a finite set of viewer-centered descriptions [15,16]. The major advantage of

the multiview viewer-centered model over the object-centered representation is that the features extracted from images

can be directly matched with the features associated with each viewpoint of the multiview model set.

However, the traditional approaches of either object-centered or viewer-centered models in object recognition have a
common bottleneck. Both of them must extract local features such as edges, comers, surfaces, and the relations

between them as basic data to describe an object or a class of objects in the reference data set. The major drawbacks of

this kind of approach are the difficulty and large computational effort required in extracting the local features and their

relations, as well as the complicated processing of the comparison. The combination of these drawbacks usually makes

such methods slow and difficult to implement in realtime and, in some cases, they lead to a combinatorial explosion.

The algorithms based on the traditional approach may be powerful, but should not be used unnecessarily. There are

many cases in which the use of these methods is obviously not desirable or at least should be postponed. The
following are some of those cases:
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A. If the observed object is obviously different from the object we are looking for, then the observed data should

be rejected immediately without going through all the complicated low level processings.

B* The data are obtained from a poor viewing angle, and there is not enough information to identify the object

Such data should be discarded before the low level processing is involved and the system should be directed to
look from another angle.

C. In many cases an object can be identified easily by looking at it from different viewpoints and relying only on
some obvious global features without complicated low level processing.

This suggested that there should be a quick-look step before the low level processing to determine whether the full

scale processing is actually needed. If the full processing is needed, then the quick-look step should be used to make

sure that bad viewing angles have been avoided, and possible candidates have been narrowed down by eliminating those

obviously unsuitable ones. This is true for all vision systems: it is especially true for the space vision systems. We

should use a quick-look step to minimize effort and speed up the processing.

However, any such quick-look algorithm without low level processing to extract local features must rely only on

the global features. The limitation of such approach is known. We must be able to separate the potential object either
from the background or from the other objects.

2.3. The SPDM will be working autonomously in a space of about a cube of 2 metres in each dimension due to the

reach limit of the arms. In such a space, the objects that SPDM will deal with can be roughly divided into three
categories:

A. The object is isolated or can be isolated easily, such as a part or a tool flowing in the space.

B. The object is attached to a big object, and must be separated from the background, such as the ORU.

C. Two or more objects are stuck together, one may be over the other, and may or may not be separated
physically.

The fast two cases can be handled easily and should not be a problem. We must derive some kind of procedures to

handle the case C. The most intuitive one is examination from a different angle, locating the top-most object, and

slicing it off from the rest. In the space and the use of range data actually make such attempt easier.

In the following sections we will describe a quick-look algorithm and how to make it work. The main principle is

that each step in the system is trying to create a better environment for the next step, until the object is identified.

3. Basic Assumptions and Brief Outline of our Approach

We assume that a laser range finder is mounted on the end of each arm and in the top of the lower body. The range

finders can be programmed to scan a single profile or full resolution of 256 by 256 pixels. A reference plane can be set

at any distance along the Z-axis. The readings of X, Y and Z are given in millimetres from the reference coordinate

system at which the Z values of the reference plane are all zeros (Fig. 2).

Reference

;,_---_ -_F-_ plane _1_, - ................

.... fi' Reference
_//////////////_///A plane Figure 2.
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The whole system can be divided into three subsystems:

3.1. The first stage is to locate the object and to determine the viewing angle and the reference plane. At this stage,

we are using only the range finders in the single profile mode. They may need to scan several times to locate the
object.

3.2. The second stage is a quick-look step. This step must be fast, not involving any low level processing, and able
to be repeated easily without much delay to the whole processing. This subsystem should be able to eliminate the

most obvious unsuitable candidates and determine if the input data can be identified, be rejected, or if this quick-look

processing should be repeated by looking from another angle, or if the secondary subsystem should be invoked.

3.3. The secondary subsystem. When the quick-look subsystem fails to give a conclusive answer, a more powerful

subsystem must be called in to carry the processing further. In this stage, low level processing will be involved, and

features will be extract. Any traditional or otherwise method can be adopted as one see fit. The processing may be more

complicated, but will only be invoked when necessary, and under the more favourable conditions prepared by the
quick-look subsystem. This stage is beyond the scope of this paper and will not be discussed further.

4. The Algorithm for the Quick-look Subsystem

The algorithm for the quick-look step in this system is described in [12]. It is based on multiview viewer-centered

representation. Each image of an object from a possible viewing angle is characterized by four global features which

can be quantified and can be readily calculated from the raw data of the image. The features of images from all possible

viewpoints of an object are stored as the model of the object. The collection of all models makes up the library of
models for the quick-look subsystem.

The four features chosen are the approximate size and shape of the silhouette, the histogram of Z-values and the
distribution of Z in the (x,y) plane.

4.1. The size of the silhouette is considered as the most obvious feature to distinguish an image of a particular
viewing position of an object. Since the scanner is making a reading of Z at a constant interval along both the X and Y

axes, the size of a silhouette is simply the number of points in an image. It is invariant under in-plane rotation and
translation.

4.2. The shape of the silhouette is the next obvious feature to be considered. A moment invariant is chosen to

represent the shape of the silhouette. It is the IV2D below:

Cpq -- _ (X-x)P "(y-y)q (central moment)

where _ and y are the mean values of x and y, respectively

• pq = ¢pq/¢_o, where r = l(p + q) + 1 (normalized central moment)

IV2D = (_'20+_'02), P2=IV2D xl000.0

Since the value of IV2D generally is too small, we multiply it by 1000.0 and then use it as a parameter P2-

Parameters P2, P3 and P4 are independent of size, in-plane rotation and translation. P2 is solely determined by the

shape.

4.3. The histogram of Z-values is a good indicator of the volatility of the visible surfaces. The best parameter to

describe the histogram is its standard deviation, i.e.,
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, z =f(x,y) where:_ is the moan value of z = f(x,y),

N isthe numberofpoints.

The standard deviation is also independent of the height of the object. The slandard deviations of two different

objects can be compared without knowing the heights of the two objects.

4.4. The distribution of Z-values in the (x,y) plane is a good descriptor of the visible portion of a 3-D object at a
certain viewing angle, i.e., a 3-D image. The quantity used to represent the dislribution of Z is an invariant of
moments indicated as IV3D:

= _ (x-x)P- (y-y)q • f(x,y), z = f(x,y) (central moment)

and y are the moan values of x and y, respectively

1
_pq = iJpq/iJ_o,where .y= _.(p + q)+ 1 (normalized central moment)

IV3D =0120 +11o2), P4=IV3D xl000.0

1>4is defined as IV3D multiplied by 1000.0. P4 is not independent of the Z-values. The comparison of P4 of two

images will be meaningful only if the two images are the same distance from the reference plane. The P4 at a certain

height can always be computed from the P4 at a different height, provided that the average value of Z (AVZ) is also

available. Thus, the P4 can always be compared at the same height.

The four parametersare:

Pl = Size of the Silhouelte (Number of Points)

P2 = Shape of the Silhouette (IV2D x 1000.0)

P3 = Volatility of the Visible Surface (o, Standard Deviation of the Z-values)

1:'4= Distributionof Z-values in(x,y) plane (IV3D x 1000.0)

For example, the four parameters of the grapple feature when scanned directly from the top centre are shown in

Fig. 3. Because this set of data includes the round platform, this set of parameters does not really show the special
character of this feature. Since the highest point in the data or the distance to the platform is known, the platform can
be sliced off and a set of data obtained as in Fig. 4. The parameters computed from this set of data give a better
representation of the grapple from this particular viewpoint.

One of the important reasons for choosing these four parameters is that all four parameters and the average value of
Z (AVZ) can be readily computed by going through the data only once. Thus, low level processing is not needed. The
first three parameters are used to classify the images of objects in a three-dimensional feature space. Once the four
parameters of the input data are obtained, an allowable error limit is set for each of the first three parameters. The input
data are characterized by a small cube in the feature space in such a way that the centre of the cube is determined by the
first three parameters, and each dimension is the allowable error. The search is simply to determine if this cubic
actually intersects any clusters (characterized images). If there is no intersection, then the input data are rejected.
Otherwise, the possible candidates and the input data will be adjusted to have the same AVZ; then the P4 will be

compared.

If the result is inconclusive, then examination from another viewing angle will proceed. Usually the second or the
third try will give a definite answer (identified, rejected, or secondary subsystem should be invoked). If after several
(five or six) tries there is still no conclusive answer, then the secondary subsystem should be invoked.
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Figure 3. Figure 4. 

The Searching Subsystem and the Secondary Subsystem 

The major mandate of the searching subsystem is to locate the object. If there is something to look at, then the 
swsystem must determine the viewing angle, how to set the reference plane, and the approximate area to be scanned to 
cover the possible object. 

The analysis of the single profile of the laser scanner can be used to determine if there is an object. If there is a 
possible object, then a few cross or parallel scans will be enough to decide the approximate area to cover the whole 
object. The viewing angle and the reference plane should then be set to separate the object from the background or 
other objects. 

The rule of thumb is that whenever possible we should scan from an angle that is perpendicular to the major 
surface or the background, and the reference plane should be set to cross the jump edges in a single profile of range 
data, as in Fig. 5. 

Reference - Reference 

........................................................................ - m 

..-......... 

Figure 5. 

When two or more objects stick together, the best we can do is to slice off the top-most object from the rest. In 
range data, the top-most object is usually separated with the rest of the scene by the jump edges. The object at the 
bottom will become the topmost one when looked at from a different angle, as in Fig. 6. If the two pieces are not 
stuck together physically, the bottom one may be identified by moving the top pieces away first. This stage should 
provide the quick-look subsystem with a set of workable data. 

A separated portion in the model of each object is specially set aside for the searching subsystem. In this portion, 
major dimensions are listed and can be directly r e f e d  to without being extracted from the 3-D model. 



a 

Figure 6. 

A few points can be made about the secondary subsystem: 

A .  In most cases. the secondary subsystem is called to narrow down several possible candidates to a single one. 
Since the observed object is known by now to possibly be identified with one object in a group of similar 
objects, a tailored algorithm may be enough to handle the situation. Extracting of some special features from 
the 3-D model will provide everything needed to do the job. Thus, a CAD-based representation may be 
preferred to a volumetric representation, although the latter may make it easier to compare two complete 
objects. 

B . A multiview representation in this stage may be neither necessary nor desirable. The model for the quick-look 
subsystem is a multiview representation in a simpler form. The possible advantage of the multiview model is 
already taken. The ease of extraction of a special feature from a 3-D model is the most important concern at 
this stage, the object-centered model Seems better in this respect. 

C . The most frequent reason for the failure of the quick-look subsystem is that the object has not been properly 
separated from the scene. Before the ful l  scale of low level processing is involved, a limited low level 
processing which extracts only the jump edges can be applied. The result may help separate the top-most 
object from the rest of the scene, and conclusive result may be obtained by applying the quick-look steps 
again. 

1 

t 
b 
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The model of an object for the system is shown in Fig. 7. Besides the information described previously, there is a

place for some special instructions in each stage. At the beginning, the special instructions are put in by the system
designer. In the future, the system will have a self-improving ability to update those instructions as the system learns

from its experience. This may be in a distance future, but it is a must for a vision system to work properly.

MAJOR DIMENSIONSAND /SPECIAL INSTRUCTIONS

P1

P2

P3

A

P4 _-

SEARCHING

=| AND /

LSCANNINGJ

1
UICK - LOO_

NO _ YES

(ANSWER)

NO LOW LEVEL
PROCESSING

ABOVE THIS LINE

.......... 'i ............................

__ SECONDARY 1
SUBSYSTEM

Figure 7.

o Example

The procedure for locating and conf'u'ming the grapple feature is described as follows:

1. Assuming that the grapple feature is located in the end of a large cylindrical body. The SPDM is guided by the

SSRMS to the vicinity of the large body. The searching subsystem must determine the orientation of the

body and lead the SPDM to one of its end by analyzing some single profile data (Fig. 8).

2. When the SPDM is at one of the ends of the body, at least two more single profile data must be obtained to

determine whether the SPDM is at the top centre and perpendicular to the platform of the end of the body. The

reference plane is set to just beyond the platform.
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3. After scanning is completed, the set of range data is read once and the four parameters are computed. If the 
SPDM is at the right end, then the parameters should be closed to the set in Fig. 3. provided the viewing 
angle is not far off the top centre (within few degrees). 

4 .  This situation should be further confirmed by slicing off the platform and computing the parameters for the 
remaining data. The Parameters should be similar to the set in Fig. 4. This will also confirm that the SPDM 
is viewing from the top centre and perpendicular to the platform. Otherwise. the parameters computed from 
the remaining data (Fig. 9) after the slicing off action cannot match the set in Fig. 4. 

re 8. 

m P1 3: 19715 .-- . I 
P2 = 69.44 :..e 

:.. . P3 = 14.75 
C.  .- 
e. . -  
:*. . -. * :.. - 

. .  
P4 = 2.1 1 . . .  
AVZ = 30.88 . .  

* \  

Figure 9. 

7. Conclusion 

A vision system has been proposed for the SPDM. Range data are chosen as the input data for this system. The 
emphasis is on a quick-look step that should be implemented before the low level processing becomes involved. By 
considering four aspects of the images of an objects in range data, the quick-look algorithm can speed up the processing 
by identifying the object, rejecting the data in the early stage, or reducing the number of possible candidates remaining 
in the field. A s e a x h  step is applied to pave the way for this quick-look algorithm. 

hbjor effort for implementing this quick-look algorithm is now being placed on the building of the library of 
models. This involves scanning the objects from many different angles to obtain the range data, computing the 
parameters, and then discarding the data and storing only the parameters. However, all these are done in off-line 
operation, little on-line computation will be required to obtain a conclusion when the input data are given. 

This is only a preliminary study on the feasibility of a possible space vision system for the SPDM. Much must 
be done to make it practically worthwhile. 
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I. Introduction

A wide use of robotic manipulators is handicapped by their inability to operate in an unstructured

environment. The existing industrial systems operate by moving along pretanght trajectories, or in the best

case rely on a prior/CAD world models. Since these motions are "blind" any distortion in robot trajectory

due to calibration errors can be catastrophic. Besides the obvious inflexibility of such approach, significant

problems of robot calibration have to be solved in order to exercise these motions [Stone].

An integration of 3D vision systems with robot manipulators will allow robots to operate in a poorly
structured environment by visually locating targets and obstacles. However, by using computer vision for

objects acquisition makes the problem of overall system calibration even more difficult. Indeed, in a CAD

based manipulation a control architecture has to find an accurate mapping between the 3D Euclidean work

space and a robot configuration space (joint angles). If a stereo vision is involved, then one needs to map a

pair of 2D video images directly into the robot configuration space. Neural Network approach [Kup88] aside,

a common solution to this problem is to calibrate Vision and Manipulator independently, and then tie them
via common mapping into the task space. In other words, both Vision and Robot refer to some common

Absolute Euclidean Coordinate Frame via their individual mappings.

This approach has two major difficulties. First a Vision System has to be calibrated over the total

work space. And second, the Absolute Frame, which is usually quite arbitrary, has to be the same with a
high degree of precision for both Robot and Vision subsystem calibraticm.q

This paper describes a work aimed on the use of computer vision to allow robust fine motion ma-

nipulation in a poorly structured world which is currently in progress at the JPL along with the preliminary
results, encountered problems, and directions for the future work.

II. System Setup Description

The JPL Telerobot Testbed, where the described work has been done, includes several subsystems
working cooperatively. There are low level mechanization subsystem - Manipulation and Control Mecha-

nization (MCM), Run Time Control (I_C) subsystem, Operator Control Station (OCS), AI Task Planner,
and Sensing and Perception (S&P) subsystems. More detailed description of the Telerobot Testbed and

individual subsystems can be found elsewhere [Matij],[Kan 1-2], [Stone-2]. Robot Vision is provided by the

S&P subsystem which determines object 3-D positions and orientations by matching a pair of stereo images
with prestored polyhedral models. A detailed description of the algorithms and special purpose hardware

used by the S&P is given in [Gennery].



TheTelerobotTestbedhas five video cameras which are available for the Sensing and Perception

subsystem (S&P). Three cameras are stationary and provide wide angle - F = 12.5 mm - view of the total
workspace. Two cameras are mounted on a wrist of a Puma-560 manipulator, called Camera Arm, and can

be used to provide a close view stereo ( F = 25.0 ram). The stationary cameras are used mainly to acquire
and track large objects such as satellites, and do not provide enough resolution for fine motion manipulation.

Only the movable close view cameras can be used to provide positional information for the objects in a task

space. Here we will be concerned only with the Puma arm mounted stereo cameras. Therefore the terms

"cameras" or "vision" will assume only a pair of potentially movable cameras and not the three stationary

wing cameras.

The movable cameras can be brought close enough to the Task Board to provide a good view of a

particular object of interest, however the total work volume where an object can be focused in both cameras

is only about l'xl'xl'. As a result, any realistic Payload Servicing Task requires an ability to move the

cameras and to perform machine-vision operations from arbitrary locations.

The Sensing and Perception (S&P) subsystem was designed around stationary cameras which have

to be calibrated only once. Due to a very time-consuming nature of a camera calibration process the same

approach cannot be used for the movable cameras. It is absolutely required, that a 2D ---, 3D mapping of the
cameras be found only once at a particular configuration of the Camera Arm, and then could be recomputed

for any arbitrary Camera Arm configuration. The following method allows such an alteration.

III. Extension of the Vision Work Space

The camera model used by the Sensing and Perception Subsystem is composed of four 3-vectors:

c, a, h, and v, which are known as the center, axis, horizontal, and vertical vectors, respectively (Fig. 1).

These vectors describe the relationship between the 3D coordinates of the Telerobot Reference Frame (used

as Absolute Frame) and the 2D image coordinates of a stationary camera. They are derived from a rather

extensive and time-consuming calibration process. As long as the camera is not moved from its calibrated

position then these vectors are sufficient as they are. If, however, the camera needs to be moved, then the
vectors of the camera model must be altered to reflect the movement.

For each camera, there is defined an arbitrarily placed camera reference point which is rigidly at-

tached to the camera. While this additional coordinate frame can be set anywhere, to simplify computations

this frame was coincided with the wrist origin of the Camera Arm. If this point is located in the Telerobot

Reference Frame at position p (a 3-vector) and orientation q (a quaternion) before the camera is moved,

then the camera model (c, a, h, v) can be transformed to a new camera model (d, a', h', v') at location (p', q')
after the move by the following:

c' = p' + R(c - p)

where

al_-Ra

h'= nh (,)
7,)I _ R_}

R _- r(q')rr(q)

and r(q) is a function which transforms a quaternion q into a rotation matrix (Fig. 1).

However, a practical application of this algorithm leads to a significant mismatch between the real

and S&P perceived absolute object positions.. The errors are about 2 - 4 cm and result from the combination
of errors in the Puma Arm nominal kinematics, Vision calibration based on a fictitious absolute frame, and

measuring errors in the abs positions of the task objects. These errors could be significantly reduced by

using more detailed model for arm kinematics [Hayati] and by much more elaborate measurements for the

Task Data Base. However, it is our opinion, that an application of the computer vision in robotics should

lead to the inherently robust algorithms which provide an ability to work with nominally known systems
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operated in an unstructured world. To achieve these results, we substituted the whole concept of Vision
Based Absolute Motion, by a Vision Based Relative Motion.

The next section describes an approach which allows employment of moving cameras by using
independent calibration of Vision and Manipulation Systems and without any significant improvements in

the determination of p and f absolute coordinates.

HI. Absolute vs. Relative Robot Motions

Let us compare the accuracy in the positioning of a Robot End Effector (EE) in two cases. In one
case the Robot is asked to reach a position P given in some Absolute Frame, say Telerobot Reference Frame

(Fig.2). Alternatively, for a second case we will command the Robot to move its EE to a position PI which

is known relative to the EE start location P0 (Fig. 3).

We willuse standard matrix notationsto describeobjectpositionsand orientationsin the standard

R 3 x SO 3 space [Paul].Let Z be a transformationfrom the originof the absolute frame to the shoulder

of Puma manipulator,and T o/'givestransformationfrom the shoulder to some point P, say EE or camera

referencepoint.For any true value Y we willdenote itscomputed or obtained estimate as Y.

A. Absolute Motion

Let us put the EE at absolute location P which is described in the abs frame of reference by a
transformation EETie , (P). The desired joint angles can be found (and are actually computed in the e.xgsting

Telerobot Testbed) via inverse kinematics of ,_,OE(p), where

E£
T_e, (P) = ZT"°E(p) (1)

therefore

EE=z (2)

A Nominal Inverse Kinematics (NIK) algorithm transfers _.OE(p) into a set of desired joint angles Jde,, which

are sent to the joint controllers. As a result, the arm moves to some set of joint angles J which is slightly

different from Jde,. Due to the imperfection of the NIK model and joint controllers the achieved location of

the EE P1 is different than the desired P. The resulting shoulder-EE transform TOE(P1) is different from

the commanded _',OE(p) by some error Dki,(P) (if P and P1 are close then Dki,_(P) " DJ,in(PO)

The final position of the EE becomes

TOE(p) ___',OE(p)Dkin(p)" (3)

and by substituting (3) into (4) we have

T f(P ) = (4)

T_E(P1) : Z_°°E(P)Dkir,(P) (5)
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By substituting (2) and (1) in (5) we can find an absolute error in the EE positioning

EE Z2-1 EET,_b, (P1) = T_e, (P)Dkin(P)

If an estimate of the shoulder transform differs from its true value as

(6)

then the final pasition of the EE becomes

ZZ -1 = Dz (7)

EE EE
T_b,(I:'I)= DzT_, (P)Dki.(P) (8)

One can see from (8) that if EETie ` (P) involves large translational motions, which is usually the case, even

a small rotational error in Z may lead to a significant absolute difference between the desired and actual

position of the End Effector.

If Td_ is computed from vision or CAD data, it has its own error

EE ^ EE
Tab ` (P) T_f(P)D_i,(P)T_,, (P) : =

and the final difference between the desired position P and achieved/'1 becomes

(9)

Tab,EE ( p1) ---- DzT_ ( P)D_,( P)Dki,( P) (10)

The experimental results with the PUMA 560 setup at the Telerobot Testbed showed, that a Puma

arm with a carefully calibrated NIK can achieve about 5 mm accuracy. After the CAD Data Base was

updated by touching a number of points on the Task Board with a special tool, an accuracy was improved
to about 2 mm.

The use of the Vision System in a single, carefully calibrated configuration leads to about the same

result, however, if a "moving camera model" described in sec. II is used, then the vision perceived object

positions are about 20 - 40 mm off. Fig. 4 shows a Vision Overlay obtained with the stationary calibrated

cameras. Fig. 5 shows performance degradation when the described above "Moving Cameras" method (eq.
(*)) had been used.

B. l_lative Motion

In the previous paragraph we have shown that the major potential source of the robot positioning

errors is an uncertainty in the robot location relative to the "Absolute" coordinate frame.

Suppose now that we want to make a relative motion of EE from its current position P0 to P1 on

some well known transformation A. Then the desired end position is

EE EE EE
T_,, (1:'1) = Tabs (t:'1) = Tab ` (Po)A

An estimate of the desired position has to be based on the perceived current location of the EE
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or from (1), (2), (3) and (11)

^EE ^EE
T_.. (P,) = T_b , (Po)A (11)

^EE
T_., (/'1) = 2 D'_i_ (Po )T°E (po )A = 2 D _iX.CPo) T°B (P1)

By substituting (12) into (6) we have

(12)

^EE
Tab, (P1) Z2-12D_(Po)T°E(p1)Dkin(P1) -1 -1 EE= = ZDki.(Po)Z Taa. (P1)D_I.(P1) (13)

We see from the (13), that if an arm has a good kinematics model then its relative motion can

be done very accurately. But the most important feature of the derived relation (13) from the Vision -

Motion coordination point of view is its independence on Z. It shows that Cameras and Manipulator can be

calibrated independently relative to their local frames. Namely, one needs to know only the manipulator's

inverse kinematics and to be able to determine a true 3D relative position between two objects.

This property of (13) may be used for fine motion of Robot EE. Say a particular object has to be

grasped by the EE. Suppose also, that the grasping should start from an approach position which is located
A relative to the object. In other words the desired absolute position of the EE is

EE bj
Tab, (Pap,) = T_a_,A (14)

If the current position of the EE is P then a relative motion B can move it to the Papr, where

EE bj
Tab , ( P)B = T_a;. A (15)

Suppose now, that instead of the true abs positions in (15) one is using the vision derived values.
Then the desired adjustment B is

EE - 1 ob= [T_am(P)] T_m(Po,j)A

Let Ta_,(P) -- Tcam(P)Dvi,(g) then from (16)

(16)

--1 EE -1 --1= [D;i,(P)Tab . (P)] Dvi,(Pobj)Tab.(Pobj)A (17)

IfP is close to Pobj, which is usually the case, then D_.(P) -_ D_i,(Pobj) ( since obviously Dvi. (X) = Dvi,(Y)

when X = Y and we expect the error to be a smooth function of X - Y) and A is small, eq. (17) gives a

very good approximation to the relative distance B (vision error is uniformed across the field of view) then

.B=B (18)

Eq. (18) together with (12) shows, that using Vision Based Relative Motion vision and manipulator cali-

bration can be separated and performed in the relative sense only. Namely, instead of accuracy of absolute
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motions only manipulators Inverse and Forward Kinematics - motions in the shoulder frame should be

calibrated. Similarly, only relative camera calibration (relative to their field of view) is important. Such

calibration can be done only once with a high precision calibration fixture and then eq. (*) can be used.

IV. Discussion

The Vision Based Relative Motion calls for the following possible scenario. Operator moves Cameras

to position an object of interest in Cameras field of view. Then the object is manually designated (say by using

an overlay wireframe) and its 3D position and orientation T°bJ-visis computed by vision using (*) calibration

correction. The EE then is positioned (autonomously) at T°_bi]A which is probably 2 - 3 cm away from the

T°bJ4 Then the position of the EE is verified by the Vision as T_ff and eq. (16) is used.desired position, ab8 "'"
After the EE is accurately positioned, grappling of parts mating operation can be done by using compline

motion, etc.

The preliminary experiments on the J PL Telerobotics Testbed have shown that the described method

allows reduction of the EE positioning error from about 2 cm to 1 mm with no noticeable orientation errors.

The most serious problem now is to design a "Vision - friendly" EE to facilitate fast and accurate

EE verification by the Vision System.

In the future research, if vision bandwidth allows, a Vision based motion can be implemented, by

substituting a single approach point A by a sequence [At, A2, ..., An] and by vision assist hopping between
Ai.

V. Summary

The Vision Based Relative Motion together with teleoperation may work as a connecting link between

autonomous free motions and specific task oriented macros based on the complaint motion, proximity sensors,

and objects CAD models. A right combination of these technologies will allow us to perform sophisticated

assembly and servicing operations in an unstructured world by using independently calibrated systems and
a limited number of robotics primitives.

A work in this direction is continuing at the JPL Telerobot Testbed.
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Telerobot systems are being developed to support a number of space mission applications.
In low earth orbit, telerobots and teleoperated manipulators will be used in shuttle operations and
space station construction/maintenance. Free flying telerobotic service vehicles will be used at low
and geosynchronous orbital operations. Rovers and autonomous vehicles will be equipped with
telerobotic devices in planetary exploration.

In all of these systems human operators will interact with the robot system at varied levels
during the scheduled operations. The human operators may be in either orbital or ground-based
control systems.

In order to assure integrated system development and maximum utility across these
systems, designers must be sensitive to the constraints and capabilities that the human brings to
system operation and must be assisted in applying these "Human Factors" to system development.
The simulation and analysis system which is the topic of this paper is intended to serve the needs
of system analysis/designers as an integrated workstation in support of telerobotic design.

1.1. _ and Development in Space Telemlm_ Systems

The design environment in space telembotic systems imposes several unique constraints on
the development of a design aid. This is especially true for the inclusion of human operators in
system control. The telerobot system serves as an extension of human perceptual, cognitive, and
manipulative abilities to a remote site of operation. The design process, then, should be responsive
to human interface requirements. However, there are a number of constraints in the telerobot
design process that make inclusion of operator-focussed concerns difficult to implement. Taking
the development of the Telerobot Testbed at the Jet Propulsion Laboratory as characteristic of the
difficulties in this large-scale human/system design, we find the following.

This work has been supported on a cooperative basis by Jet Propulsion Laboratory and NASA-
Ames Research Center Contract #200-216-55
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(1)

(2)

Multiple Subsystems: Independently developed, but interactive in operation the telerobot
subsystems (AI Planner, run-time controller, manipulator control module, sensing and
perception, executive monitor) offer a challenging amount of information to a human
operator/monitor. All of this information is to be channelled through the operator control
station. It is this control station design that is the focus of our design aiding tool.

Variable Development Cycles: Given the independent development process, the level to
which subsystem function can be specified varies among the modules. This means the
information provided to and action required of the operator varies in its specificity

(3) Evolving Mission Requirements: As decisions are made as to the extent of telerobot
servicing required, or the level of operator intervention in that operation, the tasks and
performance criteria for system operation change. The boundaries of the operator tasks

prof'de are a moving target for interface design to capture.

(4) Undetermined Manning and Training Requirements: Because of the evolving nature of
the mission and system requirements the number of operation required and whatever
special training then may require is not yet specified.

In order to deal with such a fluid design environment, an aiding tool must provide the
designer/analyst with a flexible, modular and modifiable system that takes into account the nature
of the human operations, the nature of the operator interface, description of the mission, the
constraints and capabilities of the equipment to perform the operations and some performance
assessment process to judge the relative value of one design versus another.

1.2 Issues Evaluated In Space Tderobotic Design

Before describing our evaluation tool, we will briefly mention the particular issues we are
attempting to resolve in relation to the JPL Telerobot Testbed.

Control Station Layout/Design: The Operator Control Station (OCS) is the single point of
interface between the operator(s) and the telerobot control subsystems, the robot arms, the
satellite and the sensing and perception system. The operator will use the OCS for
monitoring, control, and diagnosis of mission progress. Our design aid is intended to
assist in determining: What information is needed to support the operator, what control
mechanisms should be provided, how should this information be provided, and what is the
optimal configuration of the OCS for operator use.

Automatic vs. Manual Telerobotic Control: Given that the telerobot system has the capacity
for control by computer or transmission of human control commands to the robot arms,
there is an issue of allocation of control authority between the human and the AI Planner

(AIP) subsystem. The design aid will allow system designer to explore control strategies
by making assignments of varied control responsibilities for parts of the mission and
examining the results of those strategies on performance and operator load. Control can be
designated to reside with the operator, the AIP, or to be traded between them on portions of
the task, or to be shared in task cooperative control.
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Management of the Telerobotic Systems: The coordination and diagnosis of subsystem
operation is a critical task in the Telerobot Testbed. The design aid will provide the ability
to allow the operator to view varied messages and message traffic among subsystems.
Designers can induce simulated errors and explore diagnostic and error recovery strategies.

Manning and Training Issues: The operational requirements for the telerobot system do not
yet specify one or two operators, or suggest the operational affects of earth-based versus
orbital operation. The design aid will support investigation of performance with one or two
operators and allow for exploration of the impact of time delay or bandwidth limitations on
feedback or control information.

2.0 Design Aid

We have taken the approach of providing telerobot designer and analysts with a simulation
tool. The basic architecture of that tool is illustrated in Figure 1. The architecture is illustrative of
the modular nature of the overall aiding system implementation. We will describe that
implementation, and then detail the function of the major components as applied to the Telerobot
Testbed.

TELEROBOTIC EMULATION MODEL ARCHITECTURE
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Figure 1
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2.1 System Implementation

The system is implemented in Zeta Lisp in the Symbolics LISP machine environment. It

uses the FLAVORS TM object system. As a Common Lisp specification for object-oriented
programming develops, the system will be converted to Common Lisp and its associated object
language. Common Lisp is expected to become the shared language of the artificial intelligence
and LISP communities; this conversion will make this system compatible with a wide range of
other systems.

The aiding system has three components:

• a simulation driver,

• libraries of object descriptions,

• and a library of input/output utilities,

The simulation driver allows a user to run the simulation at fixed (and user-definable) increments
of time, or by letting the occurrence of events drive the clock, providing a discrete time, or discrete
event simulation. The libraries of object descriptions include control station configuration and
function, robot arms, sensors, and controls, human operator's control strategies, perceptual and
motor characteristics, decision and diagnostic procedures, the task environment and tools, and a
variety of other supporting object types. These will be detailed below. The input and output
utilities include the ability to display the position and status of the mobile objects in the system, to
display the procedural hierarchy of activities, to display inter subsystem communication, and to
display the level and type of loading on the operator.

2.2 Functional Modules

Scenario: In order to give the designer a tool to exercise the telerobot system and operator

models in a variety of operations, we have created a module of object code that contains operational
procedures. These procedures are examinable and modifitable using screen-based tools.

We have selected a portion of the telerobotic demonstration to exercise our simulation tools.
Beginning with the "fiat" sequence of planned activities and communication among the system
models that was used to encode the telerobot scenario, we have constructed a procedural hierarchy

of goal-oriented activities organized from the point of view of the "cognitive agents" in the
simulation, i.e., the AI planner and the human operator.

The scenario operation is represented by a semi-lattice of goals, subgoals, and activities and
procedures for meeting those goals. (Figure 2). This representation provides an abstraction of the
scenario activities. The abstraction provides the designer/analyst with an overall view of allowable
and selected paths to the desired sequences of activities to accomplish the demonstration tasks. It
also provides a convenient tool for alternative plan construction and task-level diagnostic activity.
The procedural representation, the logical and procedural constraints that determine allowable
actions will be made available as a mouse-sensitive object display. This display will show the
current sequences of simulator action. When the activity nodes are selected a more detailed
description of that activity will be provided. The details of an activity such as its duration, or
preconditions, or termination requirements, tolerance, or agent required to perform that activity are
all modifiable by the designer.

268



Human Operator M0del#; The framework in which the individual models of human
performance are embedded is the "operator object". The operator object interacts with the
telerobotic demonstration through perceptual processes and activities. The operator has an
individually defined "updatable world representation". This world representation is a description
of the world as the operator knows it. It contains rules for decision, and an awareness of external

events as they are passed through the operator's sensory systems. Each of the slots of the operator
object's world state contain information as to the source of the information in the slot. For
example, an alert state will contain a slot identifying the source of the information about that alert,
e.g., "flashing warning, position X, Y, on the control station." The world representation in the

object is a decaying store of information. World state changes are entered into the representation
with time signatures and priorities. The frequency with which state changes _0¢_c_ and th_
relative priorities, will determine the length of time that state information remains available for
decisions and rule applicable. The world representation also contains a queue of action that should
be taken at some time in the future, a "goal queue". The operator interacts with the task-world
through sensory systems.

These sensory processes are modeled by our system. We have implemented a visual
model.

Visual Scanning: Each of the activities in the simulation script has an attribute which
identifies what equipn_nt (and what sequence of interaction) it requires. The operator(s) of the
telerobotic system must constantly "scan" their equipment and displays to keep high resolution

(foveal) information updated. In order to account for the time and movement required to f'md and

fix target data in the telerobotic tasks, we are implementing a model of visual scanning in two
stages.

The first "active gaze" represents the focused and directed movement from the current point
of regard to a target point. The action is characteristic of actions in which the to be attended object
is in a known position. The motion is a straight line from the present position to the target (though
there may be a contribution through head movement, we will not consider that at this time.) The
operator is assumed to be 18 in. from the center of the OCS. The velocity of motion is 100
degrees per second and the foveal fixation area is .5 degrees. There is a 200 msec. pause between
eye motions (i.e., saccades).
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The second type of gaze is a monitoring or search pattern. The saccades in in such a search
pattern typically last for 50 msec and cover about 10 degrees. Again there is a 200 msec pause
between movements. The effective radius of a fixation in this scan is about 14 degrees around the
center of fixation.

In order for an operator to "notice" any information or to make judgments to guide
teleoperation, the operator object must have scanned the relevant source of visual information. If
the operator's visual attention is focused on a particular display or control he/she will not respond
to other information until it is viewed.

This model provides information about visual latencies and the positioning of displays on
the OCS. We hope to implement more sophisticated visual model to include depth perception and
visual acuity issues for display design. We have also implemented a decision-making process.

Decision Making and Diagnosis: The operator object's updatable world representation
contains object descriptions of those actions and events on which decisions need to be made.
Using a rule-based decision framework, the operator object applies rules to the world
representation to determine what action is required. If the rules are insufficient to make a decision
(and an activity selection is required) then the operator object will look at the full procedure
hierarchy to select alternative and appropriate actions to follow. The approximate time required to
make a decision or to pursue a diagnostic path is calculated and that time is added to the simulation
performance time.

The idea of the human operator as a limited capacity channel in complex system operationis
central to our model. Designers should be aware of the attentional and workload implication of a
given design. In order to give some insight into the loading on the operator of a given operation
we have implemented a performance capacity model for the operator.

Task and Operator Loads: As previously described, tasks are represented in a hierarchy of
procedure. At each level of that hierarchy an assessment is made of the load associated with that
activities performance. These assessments are currently estimates, but future activity descriptions
will have estimates provided by expert's subjective opinion and represented on a scale from 0-7
with 7 indicating complete or full load. These task/activity loads are further refined by being
divided according to resources that an operator can bring to hear to perform the task. We have
partitioned those resources to be visual, auditory (which includes both speech and hearing),
cognitive and psychomotor (VACP). In addition, we are implementing a moderating or gain
function, which we denote as attention, on the use of those resources. The process by which the
task demands are met by the operator resources is mediated by attention.

Efficient matching of resources to demands, i.e., resources applied equal to and for a
duration commensurate with demands, can be expected of a well-trained and unstressed operator.
In appropriate allocation of resources is the result of lack of training or a change in the attention
allocation function.
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A_,ent Functions: Agent functions stand as links between models are going to carryout.
The agent functions to free the designer from the assumption that a particular activity is to be
performed by one or more human operators or by an intelligent machine. For example,
communication (as an agent function) knows that in order to communicate there is a source and a
destination for information and a message to be passed. If the communication is among
submodules of the telerobot system then one type of message protocol and one type or resource is
involv'ed, i.e., a network transactions protocol, and bus or fibernet links. If human operators are

communicating then auditory models are invoked. Human communication with the system takes
place through the OCS. Figure 3 illustrates the role of agents linking operators to activities.

Human Operator Object Relation to Activities

Activities:

Initiation type
Duration
Initiation Conditions
Termination Conditions
Task Demands:
visual, auditory
cognitive, psychomotor

Interrupt Status
Agent
Equipment/Process
Subactivity Spawning

HUMAN OPERATOR

Models

Knowledge
Rules

Heuristics
Attention

Memory
Training

i •

Figure 3
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EauiDment: We have focussed on the OCS design in our simulation. Figure 4. 

Figure 4 

Illustrates an object-based control panel. The switches, controls and displays are objects 
whose function moves if the placement of the device is changed. All of the control and display 
functions are "Mouse Sensitive" and can be selected and moved to reconfigure the layout of the 
control station. The switches and controls can be made "Active" in the mousing them initiates the 
,appropriate function in the software simulation. The panel is, therefore, a reconfigurable display 
the control. The information or control that is relevant at a particular moment in the simulation is 
also highlighted as the sequence of mission operations occur. Designers can reconfigure the control 



station, assume different types of display, or levels of automation and then run the simulation with

the candidate configuration. The visual model and workman will respond to a given configuration
with a unique profile of operator activity. We also provide a view of the ongoing robotic task.

Figure 5. We also represent communication among the subsystem components. Figure 6. This
display is screen assessable so that the design can track decision and control among components.

E
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J
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Activities: Each activity has operations that describe its function at each time increment

("tick") of the simulation, when the activity is initialized, and when the activity is terminated. For
example, for activities with sub-activities, the tick operation is responsible for starting a sub-
activity, waiting until it has finished executing, and then starting the next sub-activity. When an
activity is created, i.ts tick operator performs the instructions described in the activity's initialization
procedures variable, and when an activity is finished executing it's termination procedures are
performed.

FLAVORS TM can be defined by combining several other FLAVORS TM and adding new
operations or state variables. In this way, base activity types are created to support activities which
can perform their sub-activities:

either sequentially or in parallel,

allowing interruption or not,

with a fixed or variable execution time,

allowing further subactivity spawning or not.

By making instances of activity FLAVORS TM and assigning them to the appropriate active-
objects and agent, the crew-member/agent/can "tick" their activities and take further actions based
on the state(s) of their current actions.

Activities themselves are organized in a hierarchic structure. An activity has a parent that
spawned it, a list of children that it has spawned, a procedure to carry out when it receives an act
message, and a set of procedures to carry out when it is created, terminated, interrupted,
suspended, and/or aborted.

Activities can be performed by one or several agents. The evaluation system requires no
assumption as to the particular technology used in performing an action, nor does it require rigid
specification of the results of action. The message-passing protocol establishes a modular
discipline on the development of the simulation environment. This allows, for example, an
investigation of performance assuming an automatic control for a task compared with the same task
performed in a teleoperated mode. The changes in system response are propagated through the
simulation/evaluation as a function of the message passing protocols associated with the object-
oriented code. The demonstration assumes that an specific "active object" will normally perform a
given activity. An active object is defined as an object that has a list of activities that it is carrying
out. When an agent is active (i.e., when it has received an appropriate message) it activates each of
its activities and they proceed to carry out their function. This type of object, the active object
agent" is a component of many other types of objects, including telerobots, AI Planner, human
operators and etc.
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Performance Measurement: In order to be use to analysts in evaluating design alternatives,
some measure of performance must be provided by the system. Figure 7. The performance and
activity tracking window for a human operator in a telerobodc scenario. The histogram represents
work load for the human operator at each instance of operation time along visual, auditory,
cognitive and psychomotor dimensions text to the right is the currently active task hierarchy for
each of the significant subsystems of the tel,robotic demonstration system. All of the displays are
objects that are "Mouse Sensitive" and interactive, and more detailed information is available for
any of the activities. In addition in activity file of actions-performed is maintained and is available
for statistical manipulations.

3.0 Discussion

The ob_:ct-oriented, medel-based simulation described provides the designer of telerohotic
systems and operations a tool to investigate the feasibility and performance impact of various mixes
of human operator and autonomous control in space telerobotics. The system produces efficient
and effective methods for early identification of procedural bottlenecks and control conflict.
Iterative ref'mement of the design of control architecture can focus the designer's attention and

resources on particularly promising or troublesome interactions. Once identified these critical
intera,_,_,, points can be explored in part-task simulation. Additionally, the system provides a
preliminary prediction of operator performance given a particular control station configuration.
Issues of control station usability can then be addressed prior to commitment to a prototype
configuration. Finally, the system design tool serves as a repository of data as performance and
prototyping experiments are performed on tel,robotic component modules, and the design is
incrementally decided upon.
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SPACE ROBOTIC SYSTEM FOR
PROXIMITY OPERATIONS

P.G. MAGNANI, M. COLOMBA

Tecnospazio S.p.A.
Via Mercantesse,3 - 20021 Baranzate di Bollate
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Abstract

Space stations will be built, mintened and upgraded (servicing) in space over a period of several years. Key to an
elliclent accomplishment of servicing operations is the development of a scenario where the presence of man in space
is well integrated with the capability of teleoperated and automatic robot system outside the stations. In this con-
text, Teenospazio is performing, on behalf of the Italian Space Agency (ASI), a feasibility study on a space robotic

vehicle (SPIDER) capable of inspection and repair activities around and on Space Platforms.
The paper illustrates the results up to now obtained and, in particular, will focus on mission requirements, trajec-

tory sequences, propulsion S/S features and manipulative kit characteristics relevant to the MTI_-ILM proximity
servicing mission (Robotic Mission). Nevertheless, the type of vehicle here considered can operate in different

scenarios, e.g. in Space Station close proximity, provided that the overall energy budget is maintened.

1. Introduction

A generic on orbit servicing mission is schemaficaUy represented in Figure 1-1. Such a mission is formed by two
main portions, functionally separated:

. theLogisticMission
• the Robotic Mission

The Serviced System (the M_-RM) is considered

included in a "Proximity Volume" (for example a 2000 m.
diameter sphere) inside which the cold gas propulsion is
advisable. The Mission Support Systems are constituted

by large platforms and/or structures allowing proper in-
terfaces with the Telerobot.

The Logistic Mission takes care of the Telerobot phisical
transfer between the Mission Support Systems and the
Pro_fimity Volume. The transfer, normally performed by

large AV modules, is controlled through h_h level re-

/ / / / df '_J_-C/ / . /_ i,,,".;

-"_ 'r. V,dA_tc :_ I//'/ ./_,"_'_..

%.k "/:

Fig.1-1: On Orbit Servicing Mission

quirements such as: mission synchronism, orbital parameters, energy, etc.
The Robotic Mission is intended to be constituted of all the activities to be performed by the Telerobot inside the

"Proximity Volume".
Tecnospazio on going activity is related to a feasibility study of a Telerobot capable to perform the Robotic Mission.

The activities performed are in line with general "feasibility aspects" rather than optimization or detailed technologi-
cal considerations except for "technological risks".

2. Robotic Mission Requirements

The starting mission condition (see Figure 2-1) is assumed to be the following:.

- the Telerobot is docked to a large AV transfer module and parked (on the surface of the proxi
mity volume) at x = + 2000 (m) along the + VBAR.
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Fig. 2-1: Starting/Ending Conditions

The ending mission condition is assumed to be the same as the start-
ing one.

The activities to be performed during the Robotic Mission and which
constitute the Telerobot requirements, are shown in Table 2-1.
It must be pointed out that the identified requirements are derived
from a MTFF configuration still provisional and with the specific
servicing requirements not yet fully defined. Therefore, some of the
requirements are necessarily in a qualitative form though allowing a
range of possibilities.
Based on activities already performed, and anticipating some out-

puts, the candidate Telerobot concept, presently under investigation, is represented in Figure 2-2.

It is formed by the following main subsystems (S/Ss):

• cold gas propulsion
• manipulative (arms + rigidizer)
• storage area
• seDsors

• electronics (computing, processing, Man Machine Inter-
face (MMI), Telemetry, Tracking & Command (TFC),
etc)

• mechanical body
Fig. 2-2: Candidate Telerobot Concept

The "size" of the investigated concept is maintened in a reduced envelope based on three main assumptions:

• a small and dexterous robot can include and cover the gap between the work space envelopes typical of hu-
man EVA and of the manipulators in the 10 - 15 m. class

• a small robot needs support system with "limited capabilities"
• the Italian Space Agency (ASI) is oriented in the development of this class of Telerobot (SPIDER).

Pros Navl_allon Acquirements

Te)ctobot transfer trom perktnB zone to MTFF and return

Te|erooot to _TFF Closed (I - 20(i)) proximity molten

Appcnecn/Oocktno capahlltty

A|tatn4Nnt of safety criteria

Inspnctton Acquire mint

In "peas" condit|o¢ (lO0 - 2000 (e))

vicuna (@4ftnlttnn Io the ofdo( of I - 10 (mat)
I/R (thermal mapp;nB)

In "'closod Good" condition (1 - 20 (m))

vlsva ! (T80)

IIR (TBO)

• In "4ncke4'" condition

temperature (contact)

leak Ontnctton

4ntglle4 optical

Mantpu|alavo larms . r19141_0¢) AeqvlrogHJn|g

_xchangn ot S OBU (0.? a 0,7 • O.S (m) IO (gB)) each in
RM kiatn Body

OPcnlngl¢loctn B nt theresa! CoveTs in RM Ida in Body nn4
Super OBu SeCtiOn

Tclernbot transinf bctwoon two Oockln 9 poets (in ¢Cn|lnM.

ors mocnanlcal contact)

nltncnettvo possibility Of exchanging I non etan4a¢40_U

(ascum44 toatvFo|: O.B • O.B • 1 (e). 3SO (Kp)) Iocalod in
the CupO_ OBU |actton.

Tab. 2-1: Robotic Mission Requirements

3. Propulsion S/S Evaluation

The propulsion S/S considered is a cold-gas low-thrust
type capable of smooth, non polluting proximity motion.
Three types of missions (see Figure 3.1 for a general schema)
have been considered in order to derive the S/S features:

• Fly-by
• Docking
• Closed inspection.

The fly-by and docking are two basic and fully dedicated mis-
sions. The closed inspection mission is a variant that can be
added to each of the previous ones. The computed AV re-
quirements include:

- full thrusters misalignement effects
- margin for attitude stabilization
- margin for dispersion recovery
- safety margin.

Safety Criteria

The safety criteria utilized in order to derive the specific trajectory features is herebelow described, with respect to
"off-type"thrusters failure (see Figure 3-2):
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any manoeuvre X(.;) in the Y-2 space is considered "safe"
ira complete "off-type" thrusters failure at time _ = ti will
leave the telerobot in a drift orbit that exclude the regions

Z1 and Z3 or enter these regions with a speed < 0.01 m/s
for anythne_- > ti.

The speed of 0.01 (m/s) is chosen in order to guarantee a
"non--clama_n_ telerobot/stations collision". The free drift
trajectories following an "off failure" are represented, in
the next figures, by dotted lines.

Fly-by Mission
Fig. 3-1: Telerobot Reference Mission The Fly-by mission has the objective of performing MTFF

external inspection in "far" conditions (90- 600 m. range). The mission is made up by three main trajectories (Figure
3-3) hereafter summarized:

• Trajectory A: it consists of two impulsive and one continuous steps
• Trajectory B: it consists of four impulsive steps and two coasting phases

• Trajectory C: it consists of three impulsive and one continuous steps and one coasting phase.

The requirements for this mission result in the following:

Av = 2.78(m/s)
Tm= 50,619 (s)

where Tm is the manoeuvre time. In strict proximity the manouev-
res are performed at Vm =0.01 (m/s) for safety reasons.

Docking Mission

The Docking mission has the objective of performing MTFF-RM ex-
ternal servicing in docked conditions.

The mission is rode-up by four main trajectories (F'Lgure 3-4)
hereafter summarized:

_l ° _ IflIICLII
_ mevll_ag_

Fig. 3-2: Regions Defmition for Safety

• Trajectory A: it consists of two impulsive and one continuous steps
• Trajectory B: it consists of eight impulsive and one continuous steps and three coasting phases

• Trajectory C: it consist of four impulsive and one continuous steps and two coasting phases.
Trajectory D: it consists of three

impulsive and one continuous

steps and one coasting phase.

The requirements for this mission result in

the following:

Av = 5.86(m/s)
Tm= 79,852 (s).

- _.___

The time required for the manipulator tasks

has to be added to the computed time
manoeuvre TIlL

The continuousstrictproximitymanoeuvres , /

reasons.areperformed at Vm = 0.01 (m/s) for safety .--._---w--___ '-- "-_i

Fig. 3-3: Fly-by Mission
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Closed Inspection Mission

The Closed Inspection Mission has the ob-
jective of performing MTFF closed inspec-
tion (few meters) and is made-up by a
number of trajectories (Figure 3-5) includ-
ing impulsive and continuous steps. This is
a kind of A mission and could be added to

both the Fly-by and Docking ones: the injec-
tion point is in the return phase at the coor-
dinates X = 0 (m); Z = 90 + 100 (m).
This is a non-safe mission unless the
manoeuver speed is kept below 0.01 (m/s).
Unfortunately, the AV requirement is a
function of the manoeuver speed and
presents a mjn"imum of AV min = 7.45
(m/s) for V m = 0.05 (m/S).

Maintaining the manoeuvre speed within the safety level, the mission requirements are the following:

Vm = 0.01 (m/s)
AV = 16.6 (m/s)
Tm = 39,142 (s).

Reference Overall Mission

The evaluations summarized in the previous points allow the def'mition of the following reference mission:

Reference mt_ion ffi Docking mission + Closed Inspection Mission

AVRef ffi22.4(m/s)
TmRef = 119,100+ TBD (s)

where TBD refers to the time required for operation in docked configuration.

crease of the ejected fuel mass to account
for a residual 250 psia tank pressure. The
results illustrated in Figure 3-6 are sum-
marized as:

Ejected and Stored Fuel Requirements

The propellent utilized is constituted of GN2 nitrogen initially stored at 3000 (psia) pressure, while the thrusters con-
sidered for this type of application allow a specific impulse in the 65 - 70 (s) range depending on the actual tank pres-
sure.

The overall ejected fuel is then computed _//_
throughthe rocket equation. The stored
fuel mass is computed through a 15% in-

M EF (Ejected) ffi 51 (Kg.)
MSF (Stored) ffi 58 (Kg.).

TIUt.IEC'I_OI¥ A

Propulsion S/S main features

The propulsion S/S is schematized in Figure
3-7 and is fully redundant as far as thrusters,
piping and valves are concerned.

I
!

Fig. 3-5: Closed InspectionMission
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F'gg.3-6: Fuel Requirement

It consists of the following main components:

• 24 (eight triad) fixed position nitrogen (GN2)
/thrusters

• 2 tanks for nitrogen

• piping and valving connections
• Thrusters and Drive Electronics

• (Prox Nay Computer)

• (Nay Sensors).

Figure 3-8 illustrates the main component features.

Thruster triads.

Each triad module contains three identical 10 N

class thrusters; each of them can be independently

activated through an elctrically operated solenoid. A number of cold thrusters is already available on the market.

Nitrogen Tanks.

Two tanks, each one with 133 (fiters) volume and 26 (kg.) nitrogen loading, will be utilized. They can be manufactured
following a composite design. No special technological di_culties
are foreseen.

Pipincj and valvincj system.

The piping and valvlng system is dupficated for the primary and
redunded thrusters and it is formed by a number of connectors,

valves, regulators and pipes. No technological di_iculties are
foreseen.

Thrusters Drive and Electronic Unit q_rDEU).

The TDEU converts the command signals, coming from the Prox

_ _qc * i/c mlmm ¢mmnm
_ ,i. 2 , _°N_w m

iiSow

24 _ ¢11 'lmtla_6)

Fig. 3-7: PropuLsion S/S Configuration

Nav Computer, into currents to thruster windin_ and consL_ts of three main sections: Power and Data Interface (I/F),

Driver Selector, Command (CMD) generators. No technological difficulties are foreseen.

(Proximity Navigation Computer and Navigation Sensors).

These items will be considered in the prosecution of the activity.

Propulsion S/S Overall Budget.

The propulsion S/S overall budget is summarized in Table 3-1 with respect to mass, volume, energy requirements and

expected technological criticalities.

4. Manipulative S/S Evaluation
The manipulative S/S considered is formed by a bi-

arm system, with two identical 7 d.o.f, arms, and a
rigidizer mechanism which is a 3 d.o.f, device.

The arms are in the 2 - 3 meters class according to the
general requirement of dimension reduction.

For this reason, it is necessary to identify on the serviced
vehicle a number of different decking points which allow,

through a combined arms/rigidizer action, the displace-
ments of the servicing system on the surface of the ser-
viced vehicle.

Fig. 3-8: Propulsion S/S Components
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Tab. 3-1: Propulsion SIS Overall Budget Fig. 4-1: MTFF-RM ORUs Layout

The rigidizer is basically an extendable boom (1 translational d.o.f.) with 2 additional rotational d.o.f, near the End
Effector. Its length in extended position will be about 2 meters.

The manipulative S/S has then three basic goals:

- Orbital Replaceable Units (ORUs) exchange

- Displacements of servicing system around the serviced vehicle (with continuos mechanical contact)
- On orbit repair and smart manipulative actions (which can be accomplished in future evolutions).

Reference Servicing Mission and Requirements.
The development of MTFF design has pointed out the necessity of changing 8 - 10 external ORUs every year. For this
purpose, 2 Hermes missions are foreseen, one every 180 days. Furthermore, an extraordinary servicing mission every

three- four years is planned in order to change the SUPER-ORU: the MTFF will dock to the International Space Sta-
tion (ISS) where the Remote Manipulator System (RMS) will perform the operations.
The dimensions of the standard ORUs are limited by the dimensions of Hermes, while the dimensions of the SUPER-
ORU depend on those of the U.S. Space Shuttle. Actually, there are different sizes of standard ORUs, while not defini-

tive information are available with regard to the dimensions of the non standard ORUs in the SUPER-ORU area.
The dimensions of the largest size standard ORU can be so given: this ORU, with all its equipment and frames, is con-
tained in a volume of 700x700x520 (ram) size with a mass limited to 70 Kg. The manipulative mission taken as reference
for the Telerobot is related to the MTFF-RM external servicing with a capability to exchange up to 5 max size stand-
ard ORUs. The ORUs will be fixed to the RM with a standard interface (independently on their size) through a latch-

ing/delatching mechanism. The body of the servicing veichle will contain 6 interfaces: 5 standard ORUs can be fixed
to it with 1 spare location necessary for the change operations.

All these requirements lead to define the servicing vehicle body as a 1.7 meter side cube.
The MTFF-RM configuration is shown in Figure 4-1. Comparing these dimensions with those given in the previuos

paragraph, it can be assumed to have 8 docking points, 4 on the RM back, near its propulsion system, the others in
the two sides of the SUPER-ORU area.

Due to the presence of thermal covers, the four docking points located in the SUPER-ORU area, can be reached only

after the opening of the covers.
It is then possible to split the reference mission into 5 phases :

, 1) Opening of covers
• 2) Change of docking point (maintaining mechanical contact)

. 3) Standard ORUs exchange
• 4) Return to original docking point (maintaining mechanical contact)

• 5) Closure of covers.

If both sides of the RM have to be serviced during the mission, the above phases will be repeated twice, of course be-

tween the two cycles a further exchange of docking points is necessary.
For sake of completion, it has been also evaluated the possibility of a non standard ORU exchange (in the SUPER-

ORU area). In general the arms and rigidizer trajectories are not laid in a plane. Nevertheless, the considerations here
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F'_ 4-2: Opening and Closure of Covers F'_.4-3: Exchange of Docking Points

developed are also applicable to skewed configuration; this fact can be stressed considering that the exaa def'mition
of the type and of the d.o.f number is well beyond the scope of this activity.

Phases 1 and 5: Opening and Closure of Covers.

These phases are summarized in Figure 4-2. and two different sequencies are foreseen:

Opening and closure of SUPER-ORU area covers: in this case the rigidizer is only partially extracted.
Opening and closure of standard ORU area (Main Body) covers: the rigidizer has its mmdmum length
(2 m.) and its rotation allows one arm to reach the cover handles.

In the figure are shown the starting and the topmost positions (of the opening sequence).

Phases 2 and 4: Exchange of Docking Points.

These phases are summarized in Figure 4-3. One arm gasps a proper ORU grapple fixture, which becomes the pivot
for the vehicle displacement. It has be noted that all the twist joints except for the one nearest to the grapple fixture,
must have a rotation of 180° to complete the operation. At the end, the vehicle has a specular configuration with respect
to the starting condition.

A rotation of the rigidizer twist joint around the axes of the new docking point can enable the system to service stand-
ard ORUs.

Phase 3: Standard ORUs Exchange.

The main features of this phase are summarized in Figure 4.4 and it is possible to distinguish two different steps:

s To reach the ORUs and to extract them from RM

s To insert the ORUs in the body of the servicing vehicle in its own interfaces.

For the first step it is necessary to foresee two different arm
positions (depending on ORUs distance). Anyway, there
is just only one final position for the first step that is the
starting position for the second one.
The second step is the most critical one, because of the arm
dimensions: the arms length must be in the order of 2_5(m).

Extraordinary Mission: Non Standard-ORU
Exchange (in SUPER- ORU area).

This mission is summarized in Figure 4-5, except for the
opening/clonsure of covers. A fmal decision about non
standard-ORUs shapes, dimensions and masses has not
been yet estab'dished. - Ittll

F't_.4-4: Standard ORUs Exchange
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For this reason this figure must be seen in a general sense:
it has been considered one non standard ORU of 350 Kg.
(5 times the maximumstandard ORU mass), with a height
which does not interfere with the cover, and with the other

dimensions proportional to the standard ORU ones.
Within this data range it is possible to get a reasonable
feeling of mission feasibility.

Manipulative S/S main features:

The manipulative S/S is schematized in Figure 4-6; it con-
sists of the following main components:

• 2 arms (7 d.o.f, each)
• 1 rigidizer (3 d.o.f.)
• Drive Electronics Units

• (Robot Computer)
• (Robotic Sensors).

/

_0_t*mT

l 0fflIATI_ tt_SI T 1Ol

Fig. 4-5: Non Standard ORU Exchange

Figure 4-7 illustrates the main components features.

17 JOl M'PS

? O.O.P. _ 1

7 o.o.r. AJLq 2

3 D.O.r.

Fig. 4-6: Manipulative S/S Schematization

Arms
i

A number of possible arm configurations can be taken as valid.
The one considered has been investigated in different activities
and presents interesting features as far as workspace envelop is
concerned. The joint torque level is in the 20-100 (Nm) range. The
final articulation architecture, including joint selection, will be ob-
ject of a dedicated technological activity.
Some technological difficulties are expected for the joint com-
pactness requirements.

Rigidizer

The same considerations done for the arms apply to the rigidizer.
It does not need a sophisticated control because its main scope is to position in relative way the Telerobot body and
the ORUs layout. The joint torque level is 100 (Nm).

Drive Electronics.

It converts the command signals coming from the Robot Control Electronics into input currents to all the joint motors.
It consists of two main sections: Power and Data I/F, and drive. No technological difficulties are foreseen except for

problems related to dimension reduction (for example if the electronic is placed inside limbs).

Robotic Electronicsand Robotic Sensors.

These items will be considered in the prosecution of the
activity.

Manipulative S/S Overall Budget:

The manipulative S/S overall budget is summarized in
Table 4-1 with respect to mass, volume, energy require-
ments and expected technological risks.
The energy budget has been developed considering
reference worst eases, with proper margins included
during the process.
Assuming an EE/Spacecraft relative velocity in the order
of 0.01 (m/s) and accounting the torque deliverable by

_zsee
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Tab. 5-1: Propulsion and Manipulative S/S
Overall Features

joints as well as the full geometric sequence, the overall time required to fulfill the complete manipulative mission is
in the order of 15,000 sec.
The 0.01 (m/s) relative velocity has been assumed based on the necessity to avoid any collision, case of failures, be-
tween whatsoever structure and the moving parts, with a velocity which can constitute a serious hazard.

5. CONCLUSIONS

A preliminary evaluation of the results obtained withrespect to the propulsion and manipulative subsystems, in-
dicates that Mass, Volume and Energy requirements, are in line with the general feature assumed for the Telerobot
vehicle (see Table 5-1).
Moreover, from the technological risk point of view it seems that no special problems should arise, apart some
ele_omechanical compactness requirements on typical space robotic components (joints, drivers).
Nevertheless, the confirmation on feasib'ditycan be obtained only after completion of the remaining activities and,in
this respect, particular importance will be given to the computing and TIC aspects.
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MODELING AND SENSORY FEEDBACK CONTROL

FOR SPACE MANIPULATORS
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Department of Mechanical Engineering
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Abstract

This paper treats the positioning control problem of the endtip of space manipulators whose base are
uncontrolled. In such a case, the conventional control method for industrial robots based on a local feedback

at each joint is not applicable, because a solution of the joint displacements that satisfies a given position
and orientation of the endtip is not decided uniquely. We propose a sensory feedback control scheme for

space manipulators based on an artificial potential defined in a task-oriented coordinates. Using this scheme,
the controller can easily determine the input torque of each joint from the data of an external sensor such
as a visual device. Since the external sensor is mounted on the unfixed base, the manipulator must track
the moving image of the target, in the sensor coordinates. Moreover the dynamics of the base and the
manipulator is interactive. However, we can prove that the endtip asymptotically approaches the target
stationary in an inertial coordinate frame by the Liapunov's method. Finally results of computer simulation
for a 6-1ink space manipulator model show the effectiveness of the proposed scheme.

1 Introduction

For the next generation of the space activities, various missions in satellite orbits are planned. In order to carry

out these missions, robots that replace astronauts are indispensable, because the number of astronauts living
in the orbit is limited. In particular, many plans of robots for extra vehicle activities have been proposed such

as shown Fig.1. They are small spacecrafts(or satellites) equipped with manipulators and visual devices, and

are thought to perform a wide variety of tasks while flying freely around the mother ships.

One of the differences of space manipulators from conventional ones on the ground is that their bases, namely

spacecrafts, are unfixed. Therefore the degree-of-freedom of motion of the whole system increases by 6. When

the endtip is positioned at a target object floating independently of the manipulator system, one may think

that the base as well as the joints must be controlled. Of course thrusters and reaction wheels are necessary to

translate and rotate bases themselves. Thrusters can output gas jet like on-off and reaction wheels can make
moments by changing their angular velocities. In case that they cooperate with joint actuators to control the

endtip of the manipulator, their capacities need to be large, or manipulators need to be operated slowly. Hence,

it is inadequate to control the base and joints at the same time from the view point of energy, weight, or task
eitlciency. Therefore it is desirable to be able to control the endtip of manipulator only by the joint actuators,

nevertheless the uncontrolled base is moved by the reactions from the manipulator.

When the base is uncontrolled, the base's motion depends on the action of joint. In such a case, the linear

and angular momenta of the whole system floating in non-gravltational environment are conserved, because the

joint actuators generate no external forces. Considering this constraint, the kinematic degree-of-freedom of the

system reduces to the number of the joints. The position and orientation of the endtip, however, depend on

the time history of joint displacements. In other words, they cannot be expressed as functions only of the joint
displacements at each time. If one applied a conventional local feedback method to this system, one could not

define the joint displacements corresponding to a given position and orientation of the endtip. Therefore the

positioning control of the space manipulator needs global feedbacks using data of external sensors such as visual
devices.

For this problem, Vafa and Dubowsky developed the _irtual manipulator concept, that is an idealized kine-

matic chain [1]. When the base's attitude is controlled and its position is uncontrolled, this concept is very

useful. Alexander and Cannon showed that the endtip can be controlled by solving inverse dynamics that in-

cludes the base's motion [2]. However, much calculation is necessary to get the control inputs by their method.

Umetani and Yoshida proposed the generalized .laeo6ian matriz, that relates the endtip velocities to joint ve-

locities by taking the base's motion into consideration [3]. They also showed that a desired endtip velocity can
be resolved to joint velocities by this relation. However, they treated only the kinematic problem.
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We propose a sensory feedback control scheme that position the endtip at the target specified in an inertial
space without using inverse dynamics. This is based on the concept of an artificial potential defined in a

task-oriented coordinate system [4,5]. Using this scheme, the deviations of the endtip measured with external

sensor on the base is fed back to the each joint multiplied by the transpose of the Jacobian. Since the externM

sensor is mounted on the free-motion base, the sensor signal indicates as if the target were moving. Thus the
manipulator must track the moving target, though this target is stationary in the inertial coordinate frame in

fact. In general, it is difficult to show the asymptotic stability of the position control system tracking a moving
point. Fortunately it is possible to prove it by using the Liapunov's method and the dynamical relationship of
the motion between the base and joints.

In this paper, first we discuss the kinematics of space manipulators, and an algorithm to derive the generalized

Jacobian from the conventional Jacobian is shown. Next, considering the dynamics of space manipulators, we

represent the new control scheme, and discuss its stability. Finally we show the effectiveness of the proposed
scheme through the computer simulation.

2 Kinematics

In this section, we consider kinematic relation between space manipulators and their bases by using the conser-
vation laws of linear and angular momenta of the whole system.

2.1 Modeling

A space manipulator system in the earth's satellite orbit can be approximately considered to be floating in the
non-gravitational environment. We treat this system as a set of tt + 1 rigid bodies connected with _t joints that

form a tree configuration. Each joint is numbered in series of 1 to _t, and these displacements are represented
by the joint vector q = [ ql,q2,'",q= ]T. On the other hand, each body is numbered in series of 0 to n. In

particular, we assign B to the number of the base body. The mass and inertia tensor of i-th body are ml and
Ii respectively.

Let us define two coordinate frames. One is the inertial coordinate frame, _z, that in the orbit where the

system exists; another is the base coordinate frame, _s, that is attached on the base, whose origin is located

at the centroid of the base. In this paper, we express all vectors in terms of frame _s. The reasons why we

introduce the base coordinate frame are to contrast the properties of space manipulators with that ground-fixed

manipulators and to use the data measured in this frame for the control scheme later. In order to represent the

orientation of frame _e relative to frame ]_z, we use three appropriate parameters such as roll, pitch, and yaw
and their vector form representation _b E R 3.
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As shown in Fig.2, let J_ and ri be position vectors pointing the centroid of the i-th body with reference

to frames EI and EB respectively. The relation between them cam be written by

/_ - RB q-ri. (1)

where RB is the position vector pointing the centroid of the base with reference to EI.

Moreover, let Vi and/'/i be linear and angular velocities with reference to frame EI, _ and wl be linear

and angular velocities with reference to frame EB. They have relations as follows;

V, = e,+Vv+nsxr. (2)

Di = w,-I- riB, (3)

where VB and /'/B axe linear mad angular velocities of the centroid of the base with reference to frame )2.i ,

and operator 'x' represents outer product of vectors. The Jacobian matrices corresponding to the linear and

angular velocities of the centroid of each body can be obtained aa functions of the joint vector q;

_, = JL,(q) q, (4)

= JA,(q) (5)

2.2 Linear and Angular Momenta of the System

Since we treat in this paper the case in which no gravitational forces act amd no actuators generating external
forces are employed, the linear and angular momenta of the whole system are conserved. We assume here that

the system is stationary in initial state. Thus these momenta axe always zero. Using the relations given in the
previous sub-section, we express these momenta as alinear combinations of VB, I'Iv, and q.

The linear momentum, P, and angular momentum,/;, of the whole system axe defined by;

P = m_V,, (6)
i----0

Ig

L O,+ x v,}, (7)
i:O

where BI i means the inertia tensor in term of the base frame, EB. Let us define the followings for the centroid

of the whole system;

def__ (s)
,=0

ro(q) d_ _ m,r,(q)/mO, (9)

i=0, i_B

Jc(q) d,=t _ miJI.i(q)/mc •R ax'_. (10)

i----O, i_B

Substituting equations(i),(2), (3), (4),and (5) into equations(6) and (7) yields

P DB H_ e

Each block is defined by

(11)

HV de_.i mcUa • R axa, (12)

HV_ def _WtO[Irc X] • R axa, (13)

dei
Hve = racJc • a ax', (14)
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He de_ _ {BIi + miD(rl)} + IB e R 3x3, (15)

i----0, i_B

H_q d'd _ {BI, JA, +m,[r,x]JL,} • R 3x', (16)

i----0, i_B

where [73 is 3 x3 unit matrix, and two matrix functions [rx] and D(r) for a vector argument r = [ r_, ry, rz ]r

are defined as follows;

= r, 0 --r= E R 3x3, (17)

-- ry r= 0

D(r) t-' [r×]r [rx] • R_x_. (18)

Since the zero linear and angular momenta are assumed, substituting P =_ O and/_ _= O into equation(ll)

and solving it for VB and //B, we obtedn

[ VB ]= (-Jc(q)-[rc(q)X]HB-l(q)HM(q) (19)_B _HB-I(q)HM(q) ) q,

where

Ha de=f He - mcD(rc) • R 3x3, (20)

HM de_.fHeq-mc[rcx]Jc •R 3x_. (21)

Matrix He and HB are the inertia tensors of the whole system with respect to rotation about the centroid of

the base, *RB, and the centroid of the whole system, P,_. The inverse of inertia tensor HB always exists, because

it is positive definite. Equation(19) is the significant and basic relation for sp_ce manipulators that represents

how the base is translated and rotated(VB, /_S) by the joint action(q).
Between angular velocity of the base, //B, and time derivative of the orientation parameters of the base, 6,

there is a relation

ns = g(_) 6, N(_) • R_x_. (22)

Fromequation(19)and(22),wecanderive

g(4,) _ = --HB-I(q)HM(q) q. (23)

Since this equation is not integrated, the orientation of the base depends on the time history of the joint
variables. Therefore the position and orientation of the endtip cannot be expressed as functions only of the

joint variables, q. Conversely even though the position and orientation of the endtip are given, it is impossible
to obtain the joint variables to satisfy the given conditions in the way industrial robots always do. This is the

reason why the global control feeding bazk information of the endtlp is required.

2.3 Generalized :Iacobian Matrix

Applying equation (19), the linear and angular velocities, Vzv and/_, can be expressed as a linear combination
only of the joint velocities. The equations with respect to the endtip motion such as equations(2), (3), (4), and

(5) axe hold,thus substitutingequations(19)intothem yield

rE = ]L(q) ¢1, (24)

nE = YA(q)q, (25)

where

JL d'd JL -- Jc + [(rE - rc)x] HB-1HM • R 3x", (26)

JA de=f JA -- HB-IHM •g 3x". (27)
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In equations(26), vector rE is the position of the endtip with respect to the base. Matrices JL a_d JA axe

respectively the conventional Jacobian matricez that correspond to the linear and angular velocities relative
to the base. On the other hand, matrices ,IL and Ja axe called the generalized Jacobian matrices. They axe

associated with the lineax and angular velocities including the intluence of the base motion.

Both VE and/'/E what we use here axe relative to the inertial coordinate frame, EI, and they axe expressed

in terms of the bane coordinate frame, EB. This representation of velocities is unnatural, because the value of

them cannot be directly derived from the data of the endtlp measured with the sensor on the base. Using them,
however, the generalized Jacobians, -_L and JA, can be expressed as functions only of joint variable q, and

this clarifies the differences Lrom the conventional Jacobian. Equations(26)and(27)show that the generalized

Jacobian is summation of the conventional one and additional terms, and the additional term depend on the

mass and inertia tensor of the each body as well as their dimensions. If the inertia of the base is very large,

namely ms "" co, Is "" co , the additional term becomes zero and the generalized Jacobian is equal to the
conventional one, because Jc -' O, rc ---, O, and Hv ---, co.

3 Dynamics

In this section, we derive the equation of motion that is required to discuss the stability of the control schemes
proposed later by using the La4_rangian formulation.

3.1 Kinetic Energy

The total kinetic energy of the whole system is defined by summing up the translational energy and rotational
energy of each body.

I

T aef I E{n, T s/,/-/, -F m,V, TV,}. (28)=]
i----0

Substituting equation(28) into equations(2)and(3) yields

1 _T ( Hv Hv_
T = _[ VB T _V T ] HV_ T H_

\ Hv qT H_ r

where matrix H e is given by

 v)[vB]
H,

(29)

Sq d.d _ {JA, T BIiJAi "1" _,JLiTJLi} 6. R "x" (30)

i--'---O, i_B

that is the inertia m_trix of the manipulator whose base is fixed [6].

In case that the linear and angular momenta are conserved at zero, the relevant equation(19) holds, and
substituting it into equatlon(29), we obtain the reduced form

where

T = I_TH(q) q, (31)

d.._tHg - _JcT Jc - HMT H_I HM E R BxB. (32)

Using the fact that the (n + 6) x (n + 6) original inertia matrix in equation (29) is positive definite, it is easy

to prove the reduced inertia matrix, H, to be symmetric and positive definite. Moreover each entry of H is a

function only of the joint vaxiable, q. Therefore the equation of motion for the reduced form can be derived in
the same way used in conventional robotics.
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3.2 Equation of Motion

Since there is no potential energy in non-gravitational environments, the Lagrangian is equal to the kinetic

energy. Using the Lagrangian formulation, we can derive the equation of motion of the system

0 I.T^

H_ + _q - _{_q H _} = ,', (33)

where vector _"dej [ rl, r2,.- -, r, ]w is composed of the control inputs into joint actuators.

4 Sensory Feedback Control

In this section, a new positioning control scheme for the endtip of manipulator whose base is uncontrolled during

manipulation.

The problem here is to position the endtip of manipulator at a target on an object floating still in the inertial
frame. It is assumed that the position and attitude of the base is initially arranged so that the endtip of the

manipulator can reach the target.

4.1 Deviation of the Endtip

While the base is moved by the reaction force and moment from the manipulator, the position and orientation

of the target seen from the view point on the base change. In order to represent the orientation of a certain

coordinate frame E., we introduce a matrix A. that plays the role of rotational coordinate transformation from

frame E. to _B- This matrix consists of the three unit vectors along the coordinate axes of _., namely n., s.,

and a. orthogonal to each other;

A. ded[n, s. a. ] • R ax3. (34)

Let rD and AD be respectively the position and orientation of the target that the endtip is desired to approach,

rE and AE be respectively the position and orientation of the endtip. One can easily derive them from the
data of an external sensor such as a vision device mounted on the base.

Now let us define position and orientation deviations, ep and eo, which represent the difference in position

and orientation between the target and the endtip of the manipulator;

def
e$ -- rD -- rE • R 3 (35)

clef 1
eo = _(nE × riD + sE x SD -t- aE x aD) • R 3. (36)

They are employed in the control scheme of the next sub-section. The orientational deviation, eo, is the same

as Luh's introduced in resolved-acceleration control [7].

4.2 Control Scheme

We represent a control scheme that feeds back the above-mentioned deviations to the input torque of each joint

_', which is given by

1" = kp _(q) ep + ko _2A(q) eo - gv Cl, (37)

where kp and ko are the positive scalar gains for the position and orientation respectively, and symmetric
positive definite Kv • R =x" is the gain matrix for joint velocities. The block diagram of this scheme is shown

in Fig.3. In this scheme, the controller can determine easily the inputs torque of each joint from the deviations

of the endtip, ep and co, multiplied by gains kp and ko and the transpose of the generalized Jacobian JL and

fA. Moreover the position and attitude of the base is not required to measure, because they are never used in

the whole process of deriving the control input.

Since the external sensor is mounted on the free-motion base, the manipulator must track the moving target

that is actuMly floating stationary in inertial space. Generally it is difficult to discuss the global stability of

the tracking system of a moving target. In our case, however, we can prove the stability because the seeming
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Fig.3: Block diagram of the control scheme

]ink base I 2 3 4 5 6

,_ (_) 2000 20.00 50.00 50.00 10.000 5.000 5.0O0

:r 1400 0.15 0.25 0.25 0.050 0.025 0.025

Ii y 1400 0.10 26.00 26.00 0.075 0.025 0.025

(]_-m :_) z 20,10 0.15 26.00 26.00 0.075 0.019 0.025

link 4

link 3

link 2

Jo
link I

Fig.4: 6-llnk manipulator mounted on spacecraft

motion of the target object depends on only the motion of joints. If the following conditions hold during the

)_>6, (3s)
nE T _D + 8E T SD +aET aD > --1, (39)

the closed loop system ,_pplied this scheme is asymptotically st-ble. In other words, the position end orienta-

tion of the endtip converge to the target as t --+ oo. It should be noted that the condition(39) means that the
orlent_tion of Y.D is not dia_etrica3]y directed to that of VT.

Proof : To represent the whole system in our case, the stste vaxisble must include of the orientation the

base _b as wall as q end _ of the joint. Then the stste vaxisble vector z is defined as;

z=[de ¢T q_ cT ]T e R_,+3.

The closed loop system including the control scheme is written by the differentia3 equ,_tion

(40)

where function F(z) is defined by

=

G(_, q) _ ]
F(z) d,=, q e R2.+%

b(¢,q,q)
(42)

G _f -N -1 Ha 1 H. E R 3x3, (43)

293



-1 ,T ^
bde=_--_6+_{_q Hq}+r ER". (44)

For this proof, let us introduce another orientational deviation vector;

Eo - SD -- 8E _ R9. (45)
aD -- aE

Now we propose a functionof z

W(z)= lk, e, T e, +¼ko Eo T Eo +16TH 6 (46)

as a candidate of Liapunov function. This function is zero in the set of desired state

_i( Z [ r E -- rD, "E --riD, 8E -- $D, aE = On, 6----O,L}, (47)

and is certainly positive except for the set E. In space z, set E consists of not only an isolated point but also a
set of connected points.

The time derivative of function W along the solution trajectory of equation(41) is

= --qTKv6 _< 0, (48)

that is, negative semi-definite in term of state z. To evaluate this equation, the following relations and the

equation of the generalized Jacobian(24)and(25) are used;

6 T { q THqt = qTHq, (49)

_p = srE _ [_B X] ep, (50)

Eo= [._xl n_- [nBx] o Eo, (51)
[a_ x] o [rib x]

If the time derivative of function 1_ is equal to zero, 6 = O,, all states in the invariant set satisfy the

following equation;

% = 03. (sa)

Condition(38) suggests that equation(52) is equivalent to ep = O3 and eo = 03. Furthermore if condition(39)
is satisfied, equation eo = 03 is equivalent to Eo = 09. Therefore the maximal invariant set whose entry satis-

fies l_ = 0 is equal to set £. According to the theorem of LaSalle, set E of system(41) is asymptotically stable. []

If conditions(38)and(39) are not satisfied, there are some equilibrium points except for the desired state in
set £, namely the singular points of Jacobian where the system will get stuck. However, this problem is not

serious because the controller can make a temporary input to get the system out of the singular configuration.

Since this scheme is not a trajectory control, the endtip cannot always approach along a line to the target.

However, making a virtual target on the line from the current endtip to the real target, the endtip moves nearly

on the straight line. To realize this idea, one can use the following deviations ep and eo instead of ep and eo.

det J" e_ I1_11-<e,,,,,=
= '1. I1_.11> _p,-°=]]._e,,... (54)

clef f eo II_oll <-eo,,,..
_o (_5)= lr_-lreo.,,,,. I1_oll> eo,.,,.

Positive numbers ep,_ and eo,,,_ are the maximal values of the norms of the deviations. This method does
not influence the stability of the system.
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Fig.5: Results of the simulations (state every 3 seconds)

5 Computer Simulation

We verify the effectiveness of the control scheme proposed in the previous section through the computer simu-
lation. We use a 140(kg) weight manipulator model mounted on a 2000(kg) weight spacecraft shown in Fig.4,
that has six revolute joints.

First a result that suggest the local feedback schemes are not suitable is shown in Fig.5(a). In this figure,

the endtip has a box to make its orientation clear. The endtip is positioned at a different point from the target,
because the desired joint values are calculated on the assumption that the base is tlxed. The inertia of the base

in this model is quite large, however, the base's motion is not negligible for the endtip control.

Next we show a result using the proposed scheme in case that the gains and the limits of deviations are

given as;

kp = 75 (N),

ko = 100 (Nm),

Kv = diag [400, 100, 200, 10, 2, 2] (Nmsec/rad),

e,_.. = 0.2 (m),

eo,_a= = 0.1.

The state of the system is displayed every 3 seconds in Fig.5(b). Fig.6 represents the time responses of
deviations I1%11 and I[eoll. When the endtip reach the target, the translational displacement of the base is x:

0.01 (m), y: 0.07 (m), z: 0.04 (m) and rotational displacement of the base is roll: 16 (deg), pitch: 10 (deg),

yaw: 1 (deg). The translational displacement is small, on the other hand, rotational one is so large that have
a quite influence on positioning of the endtip. Using the proposed scheme, the position and orientation of the
endtip reach the target, nevertheless the base is moved as this results.

6 Conclusion

For space manipulators, global control scheme that feed directly information of external sensors back to joints
actuators is indispensable. In this paper, we proposed one method to realize them.
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Fig.6: Time responses of the norm of the endtip deviations

Computer technologies in space are developing slowly in comparison with those on the ground due to the

influence of radiant rays and badness of heat radiation. Therefore the simple control scheme as equation(37)
that does not burden computers is suited to use in space.

In this paper, we also show the method that makes up the generalized Jacobian from the conventional

Jacobian. As shown in this process, obtaining the generalized Jacobian needs much more calculation than the

conventional Jacobian. Moreover it needs identification of inertial parameters as well as dimensional parameters.

To avoid these obstacles, we are examining the possibility to apply approximately the conventional Jacobians,

JL and Ja, in equation(37) instead of the generalized Jacobian, JL and JA [8].

References

[1] Z. Vafa and Z. Dubowsky. On the dynamics of manipulators in space using the virtual manipulator approach.

In Proceeding o/the 1987 IEEE international Con/erenee on Robotics and Automation, pages 579-585, 1987.

[2] H.L. Alexander and R.H. Cannon. Experimental on the control of a satellite manipulator. In Proceeding o/

American Control Con]erence, 1987.

[3] Y. Umetani and K. Yoshida. Continuous path control of space manipulator mounted on OMV. Acta

Astronautica, 15(12):981-986, 1987.

[4] M. Takegaki and S. Arimoto. A new feedback method for dynamic control of manipulators. ASME Journal

of Dynamics, System, Measurement, and Control, 103:119-125, 1981.

[5] F. Miyazaki and S. Arimoto. Sensory feedback for robot manipulators. Journal o/Robotic Systems, 2(1):53-
71, 1985.

[6] H. Asada and J.J.E. Slotine. Robot Analysis and Control. Wiley-Interscience, 1985.

[7] J.Y.S. Luh, M.W. Walker, and P.R.C. Paul. Resolved-acceleration control of mechanical manipulators.

IEEE Transaction on Automatic Control, 25(3):468-474, 1980.

[8] F. Miyazaki, Y. Masutani, and S. Arimoto. Sensor feedback using approximate Jacobian. In Proceedings o]

the USA-Japan Symposium on Flezible Automation, pages 139-145, 1988.

296



CONTROL STRATEGIES FOR A TELEROBOT

John O'Hara 1 and Bili Stasi

Advanced Systems

Grumman Space Systems

Bethpage, New York 11714

Abstract

One of the major issues impacting the utility of telerobotic systems for

space is the development of effective control strategies. For near-term

applications, telerobot control is likely to utilize teleoperation method-

ologies with integrated supervisory control capabilities to assist the opera-

toP. In this paper, two experiments are reported which evaluated two different

approaches to telerobotic control: bilateral force reflecting master con-

trollers end proportional rate six degrees of freedom (DOF) hand controllers.

The first experiment compared the controllers on performance of single manipu-

lator arm tasks. The second experiment required simultaneous operation of both

manipulator arms and complex multiaxis slave arm movements. Task times were

significantly longer and fewer errors were committed with the hand controllers.

The hand controllers were also rated significantly higher in cognitive end

manual control workload on the two-arm task. The master controllers were rated

significantly higher in physical workload. The implications of these findings

fop space teleoperations and higher levels of control are discussed.

1. INTROD[_TION

Automation and robotics (A&R) will play an important role in future space

activities such as satellite servicing and space station assembly and maint-

enance. Two characteristics of space operations make it well suited to enA&R

technology. First, space is an extremely hostile environment. To safely work

in space, the extravehicular activity (EVA) astronaut must don an extravehicu-

lar mobilityunit (EMU), which greatly reduces his dexterity and ability to

work. Second, human resources in space are extremely limited, end the dollar

cost is high. In addition, missions that are dangerous, require immediate

action, or can be performed at orbits not convenient to shuttle operations will

require a robotics capability for safe and efficient operations.

Space offers a challenge to robotics technology. Few operations in space

are routine. A robotic system must, therefore, be capable of handling tasks

that are either unplanned or cannot be planned to an assembly-line level of

detail, i.e., the system must be capable of real-time strategy modification.

ICurrent address: Brookhaven National Laboratory, Building 130, Upton, New

York, 11973.
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Given present technology limitations, these requirements are somewhat beyond

the capability of fully automated systems. It is desirable, therefore, to

include the "man-in-the-loop" to integrate his knowledge base and decision-

making capabilities into system operations. Thus, near term space robotic

systems are likely to be teleoperated as an intermediate step to supervisory
control and full automation.

Rice et al. [i] identified three factors in space teleoperations limiting

human integration with the system. Included were the provision of adequate

visual feedback from the worksite, the development and selection of control

devices, and the effect of communication time delays on performance. This

study is directed toward the issue of control input devices. A wide variety of

control devices are presently used for teleoperating ranging from point-by-

point position switches to hand controllers to master replica arms. The

selection of the system is often governed by the unique uses of the manipula-

tor. In space applications, however, manipulators are intended to be used for

a vast array of different functions. Hence the selection of control input
devices is especially difficult.

Recent developments in hand controller technology have enabled the

integration of all six D0F into a single compact controller. Concern has been

voiced over the ability of the operator to precisely control six D0F with one

hand [2]. Inadvertent cross-coupling of axes is expected to be much more

likely with a six-DOF controller. Heartly et al. [3] reported a comparison of

a six-DOF controller with two three-DOF controllers on several manipulator

tasks. The six-DOF controller was found to be useful for tasks requiring

single axis commands and where workload was very low. For high-workload tasks

where multiaxis inputs were required, the three-DOF controllers were found to

be superior. Six-DOF controllers have been found to more mentally demanding

than three-DOF controllers [i]. However, in a study where three- and six-DOF

controllers were directly compared for operating a simulated Shuttle Orbiter

remote manipulator system, no differences were found between the controllers in

performance errors for low workload docking tasks or high workload tracking
tasks [4]. The purpose of the present study is to extend the research on six-

D0F controllers to dexterous manipulators.

Two studies were conducted evaluating methods of controlling a dexterous

telerobot. In the first study, tasks requiring only single-arm control (six-
D0F tasks) were performed including a task board and a simulated satellite

orbital replacement unit (0RU) removal and installation. In the second study a

truss assembly task requiring simultaneous control of both arms (a 12-DOF task)

was performed. The main objective was to compare two types of controllers: I)

bilateral-force-reflecting master-arm replica controllers based upon joint

position control; and 2) six-DOF ball-shaped hand controllers based upon

proportional resolved-rate control. Since forces were not reflected to the

hand controllers, an audio signal was provided to the operator which changed in

tone and pulse frequency as forces built-up in the slave arms.

2. STUDY 1

2.1 Methods

2.1.1 Participants - Six subjects having little experience operating dexterous

manipulators participated.
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2.1.2 Experimental Design - Two factors were investigated: (i) control system

having two levels (master controller and six-DOF hand controller); (2) task

scenario having two levels (task board and 0RU changeout). The variables were

orthogonally combined and varied within subject. For certain analyses, the

change in performance over trials was examined too.

2.1.3 Laboratory and Test Equipment -The study was conducted in Grumman's

Telerobotics Development Laboratory. The facility was divided into a remote

worksite, the telerobot systems and test articles in one area while the

operator workstation, including all controls and displays, were located in

another area. Direct visual contact with the worksite was prevented by a
curtain.

The telerobot system consisted of a Teleoperator Systems Corporation SM-

229 master-slave manipulator with 0akRidge National Laboratory electronics and

is owned by the Princeton Plasma Physics Laboratory. It was a bilateral-force-

reflecting system with two six-DOF slave arms, plus one-DOF end effector. Each

arm was capable of shoulder roll (Z 45°) and pitch (Z 90°), elbow pitch (+

160°/50 °) and yaw (Z 180°), and wrist roll (360 °) and pitch (+ 45°/-120°).

Four CCTV cameras were used to relay visual information from the worksite

to the operator's workstation. Two cameras were located to provide views from

approximately 45 ° right and left of the manipulator. This camera was posi-

tioned approximately 0.76 m above the manipulator arms. The fourth camera was

also located between the manipulator slave arms, but was positioned approxi-

mately l.Sm above the arms. While the first three cameras could be controlled

with pan, tilt, iris, and zoom functions, pan and tilt were not available for
the fourth camera.

The workstation was designed from concepts developed for a generic

workstation for the Space Station. The workstation was 211 cm high, 171 cm

wide, divided into center, left, and right modules. The left and right modules
were rotated 30° toward the center mod,l_ Th_ r_,+_, -_ule h.....A _ hO --

lOW resolution CCTV monitor and the right module housed two 20 cm monitors.

All camera controls were located on a panel to the left of the workstation.

Since only three views of the worksite could be displayed at one time, the

camera console provided a camera select function for choosing which camera
views were presented.

The master controller was a full-scale replica of the slave arm. Control

was achieved through position control loops for each DOF. The operator

positioned the master arm to the desired configuration creating a position

error between the master and slave. Motors in the salve arm drove it until the

position error was zero. When zero position error could not be attained, force

was reflected to the master arm. The grippers were closed and opened by
squeezing the hand grip.

The six-DOF hand controllers were developed by CAE Electronics, Ltd.

They provided bidirectional resolved rate control of the X, Y, and Z axes and

roll, pitch, and yaw. Voltage outputs from the controllers were proportional

to the displacement of the hand gripper ball and were transformed by computer

to an end effector displacement vector (direction and velocity). All slave arm

joint angles and velocities required to implement a control input were resolved

in software. The spherical gripper ball was approximately 7.35 cm in diameter.
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A fin was vertically positioned along the forward side of the ball to facili-

tate hand grip. The slave ar gripper was opened and closed by depressing the

switches located on the forward side of the ball. The translation motion

envelope provided for ! 95 cm of displacement from the centerpoint along each

axis, and the rotational motion envelope provided for + 15° for roll and pitch

and Z i0° for yaw. When released, the controller returned to the center

location. The hand controller processing computer provided rudimentary

auditory force feedback information which was proportional to the amount of

force in the slave. The hand controllers were operated in a "base frame" mode.

The translational axes were referenced to a universal coordinate system, while

the rotations were relative to the slave arm wrist orientation.

The test articles consisted of a task board and a simulated 0RU. The

task board provided the operator with a group of tasks requiring a wide variety

of generic manipulator activities including grasping, translation, object

rotation, hand-eye coordination, and dexterity. A peg was grasped with the end

effector and used to perform subsequent tasks, such as activating a series of

switches and plates. Indicator lights provided feedback to the operator upon
successful task execution.

The surface-mounted 0RU apparatus was a 51 x 51 x 76 cm box mounted on a

wooden surface by a latch on its right and left sides, which was operated by

rotating a metal handle. A center handle facilitated movement of the 0RU which

was counterweighed with a six-DOF off-loading system to simulate zero gravity
conditions.

2.1.4 Procedures - Each subject was briefed on the use of the manipulator and

the specific task scenarios. Each subject was also given time to operate the

manipulator and several familiarization trials for each scenario prior to any

test trail. The task board scenario required grabbing the peg from a tool rack

with the slave arm, executing a fixed series of operations, and returning the

peg to the tool rack. The 0RU task required the unlatching, removal, storage,

replacement, and securing of the 0RU. All tasks were performed with a single
slave arm. CCTV was used, and control of camera views and functions was

achieved through subject's voice command to a laboratory assistant.

The task board scenario was accomplished first. Within each type of

scenario, the sequence of controller types was balanced so that half the

subjects used the master controller first. Four test trials of task board and

two of the 0RU scenario were performed.

2.1.5 Dependent Variables - Total task length was recorded for the task board,

while both total time and subtask times were recorded for the 0RU task. Two

measures of manipulator control quality were obtained: error frequency and

test conductor's evaluation of control/efficiency. Errors were defined as

inappropriate contacts between the manipulator and the test article, termina-

tion and restart of a task sequence, and dropping of a tool or test article.

During the 0RU task, evaluations of the test subject's control of the manipu-

lator were made to gauge the smoothness and efficiency of control actions

(e.g., to distinguish between rough jerky movements and smooth, efficient

movements). A five-point scale was established on which higher scores were

indications of greater control.
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Operator workload was evaluated along cognitive, manual control, and

physical dimensions. An overall workload assessment was obtained as well. The

workload evaluations were made by test subjects following all trials within an

experimental condition. The evaluations were made on five-point rating scales

ranging from low to high workload. Several scale items were developed to

assess each of the workload dimensions [5].

2.2 Results

2.2.1 Task Time - Performance was approximately twice as fast with the master

controller for both tasks. On the task board, the mean task time was 200 and

377 seconds for the master and six-DOF controller, respectively, F(I,5) =

17.17, p < 0.01. On the ORU scenario, the mean task was 206 and 483 seconds,
respectively, F(I,5) = 7.0_, p < 0.01. ORU subtask times were examined to

determine whether the large time differences were associated with particular

activities such as lone translations reflecting longer time to achieve high end

effector rates, or fine manipulations (requiring greater control precision).

Differences were not found to be associated with particular subtasks.

2.2.2 Manipulator Control Quality - A training effect for error reduction was

observed for both control systems (Figure 1). An average error reduction of

2.3 was observed, with the greatest reduction observed between Trials 1-2 and

3-4. By Trial 4 there was no significant difference between the control

systems.
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Figure 1. Task board errors as a function of controller type and trial

An additional analysis was made of the relationship between the time it

took to complete the task board scenario and the number of errors made. The

correlation of errors with time was significant fop the hand controller (0.73,

p < 0.01) and insignificant for the master controller (-0.27). The regression

equation for predicting task board time (t) from errors (e) for the hand

controllers was: t = 31.18e + 49.09. Errors had a major influence on time.

Predicted task time with zero errors was 49 seconds. The beta weight for

errors indicated that each error increased task time by approximately 31

seconds. The differential relationship between errors and time for the two

control systems indicated that different control strategies were utilized.
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Few errors were observed on the ORU task; hence, no statistical analysis

was conducted. As with the task board scenario, more errors were made with the

master controller (seven) than the hand controllers (four).

With resPect to ORU control/efficiency ratings, a significant interaction

was detected between control system and trial, F (i,5) = 7.35, P < 0.05. This

interaction resulted from a slight drop in average control ratings for the

master controller on Trial 2 (from 3.33 to 2.5), while no such drop occurred

for the hand controller (mean of 3.33).

2.2.3 Workload - With respect to cognitive workload, three rating scale items

were evaluated: attention required, decision making, and skill required. The

hand controllers were generally rated higher in workload although the dif-

ferences were not statistically significant. Based upon subjects' comments,

the perception of higher cognitive workload of the hand controllers was based

upon: (1) the relatively more complex mental transformations required to

position the slave arm end effector, and (2) the absence of more informative

force feedback which made decision making in problem situations very difficult.

Three rating scale items were used to evaluate manual control workload:

difficulty maneuvering slave arms, difficulty manipulating end effectors, and

difficulty controlling parts/equipment. The master controller was generally

rated high in manual control difficulty, but again the differences were not

statistically significant. Several comments made by subjects indicated that

the hand controllers provided superior control in close-in situations where

fine, precise movements were required. The master controllers were more

difficult to control in that situation, because the force required by the

operator to overcome static friction led to relatively quick, erratic movement

that did not facilitate control in tight situations. However, irregular and
compound axis translations were easier with the master controller.

Physical workload was assessed using three rating scale items: hand/-

finger fatigue, arm fatigue, and task related body fatigue. The master

controller was rated significantly higher on all comparisons but body fatigue.

For hand fatigue the mean ratings were 2.66 and 1.25 for the master and six-DOF

controller, respectively, F (1,5) = 85, p < 0.001. For arm fatigue, the mean

ratings were 2.08 and 1.33 for the master and six-DOF controller, respectively,

F (1,5) = 10.29, p < 0.01. Reasons offered by test subjects for greater

fatigue of the master included the strength required to overcome static

friction and infrequently used muscles.

In the evaluation of overall workload, the master controller was rated as

significantly higher in workload due largely to the differences along the

physical dimension. The mean ratings were 2.41 and 1.66 for the master and

six-DOF controller, respectively, F (1,5) 19.29, < 0.01.

Several interesting comments were offered with regard to overall workload

considerations. Concerning the value of force feedback with the master

controllers, one subject made the following comment, "I started this task

without force feedback and it took very long; I was concentrating so hard on

the visual information that I was unaware of the absence of force feedback.

When feedback was turned on, there was dramatic difference in presence,

realism, and task time." The comment was made after an ORU trial was ter-

minated because the force feedback had not been activated.
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3. STUDY 2

In the second study, a truss assembly task representative of the kind

anticipated for Space Station was performed. This task was an excellent

scenario for evaluating teleoperator control because it required simultaneous

operation of both manipulator arms and complex multiaxis slave arm movements.

3-1 Methods

3.1.1 Participants - Six engineers participated in this study. One had

extensive experience with master-slave manipulators and a second was familiar

with hand controllers. The other four had varying degrees of familiarity with

teleoperator manipulator systems, but none were experienced with hands-on

operators.

3.1.2 Experimental Design - Two within-subjects factors were investigated: (i)

controllers having two levels (master controllers and six-DOF hand control-

lers); (2) truss strut alignment having three levels (vertical, diagonal,

horizontal). Each alignment was thought to represent different problems for

the operator. A third factor was investigated in the study, end effector

gripper type, but its effect did not impact on the comparison of control

systems, so it is not discussed in this paper. Details can be found elsewhere

[6].

3.1.3 The Laboratory and Test Equipment - The laboratory and test set-up was

essentially the same as for Study 1. Differences included the positioning of

cameras at the telerobot and the test article. Cameras were positioned in the

center of the slave arms below the shoulder joint and at a 45 ° angle from the

left and right shoulders. The truss structure apparatus was composed of three

struts: battens and a diagonal; a truss node mounted to the board on a wooden

block, a vertical support board, metal clips attached to the board to retain

stowed struts; and three strut-connectors (attached to the node). A sleeve on

the st_--ut was moved towa_ the node and rotated about the strut's longitudinal

axis approximately 90o to lock. The orientation of the truss struts was

vertical, horizontal, and diagonal with respect to the orientation of the

telerobot.

3.1.4 Procedures - Each subject was briefed on the use of the manipulator and

was given time to assemble struts for familiarization. During the test, the

truss was assembled twice with each control system. The order with whichthe

control systems were used was balanced across subjects. All scenarios were

completed with a strut assembly sequence of vertical, diagonal, and horizontal.

As in the first study, only CCTV views were used and cameras were voice-command

controlled.

3.1.5 Dependent Variables - The dependent variables used in the study were the

same as used in Study I, with one exception: no assessment of errors was made.

3.2 Results

3.2.1 Task Time - Total assembly of all three struts took significantly longer

with the hand controllers (1.598 seconds) than with the master controllers (691
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seconds), F (i,5) = 52.82, p < 0.001. An examination of assembly times for
individual struts indicated that the master controllers were associated with
faster performance for all struts.

3.2.2 Manipulator Control Quality - Test conductor's ratings of the

control/efficiency of slave arm movements indicated slightly higher evaluations

for the master controllers than for the hand controllers across all three

individual strut assemblies, but the difference was not statistically sig-
nificant.

3.2.3 Workload - Data for all workload variables are presented in Table i.

Cognitive workload was evaluated with the four-scale items presented in Table

i. The hand controllers were rated significantly higher in cognitive workload

than the master controllers. Many of the comments offered by test subjects

indicated that the hand controllers required much greater mental effort to

operate than the master controllers, which were judged to provide more natural

control. Since the task required the simultaneous control over two slave arms,

the determination of appropriate control inputs was cognitively demanding.

This can be readily understood, since the two-arm tasks often required a

different input to each controller depending on the orientation of the end

effector. In addition, the availability of force reflection in the master arm

controllers was an aid to decision making which was absent for the hand
controllers.

Manual Control was evaluated using the three-scale items indicated in

Table i. The hand controllers were rated significantly greater in workload for

both end effector and equipment control. Comments from the test subjects

indicated that the hand controllers were more difficult to use when operating

in situations where axes were coupled. This was especially problematic in

assembling the diagonal strut, where Y and Z axes were necessarily coupled.

With the master controller, these motions were more easily accomplished.

Physical workload was evaluated using the three scale items indicated in

Table 1. The master arm controllers were significantly more fatiguing than the

hand controllers for arm and hand fatigue, but not for overall body fatigue.

The subjects' assessments of total workload is also provided in Table i.

Interestingly, no significant differences between the control systems was

observed. The greater cognitive and manual control workload associated with

hand controllers was probably offset by the greater physical workload of the

master controllers. This observation illustrates the importance of evaluating

individual workload dimensions rather than relying on a single global assess-
ment.

4. CONCLUSIONS

Several consistent patterns were observed across both studies. The time to

complete the task scenarios was approximately twice as long with the hand

controllers as with the master controllers. The trend toward higher cognitive

workload of the cognitive workload of the hand controller observed in Study 1

was confirmed in Study 2. The cognitive complexity of controlling the tele-

robot with the hand controller became a significant problem when two slave arms

were operated simultaneously. Greater physical workload of the master con-

trollers was also found in both studies.
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Table i. Ratings for Workload Variables

_ARIABLE

30GNITIVE

_ttention

Decision-Making
_anipulator Skill
rask Skill

_AN. CONTROL

31ave Arm
End Effector

Equipment

PHYSICAL

_and Fatigue

_rm Fatigue
Overall Fatigue

_3_AL WORKLOAD

3.00

2.58
2.50
2.75

1.91
2.00

2.25

3.00
2.58
2.16

2.41

CONTROLLER TYPE

MASTER

N* SD2

0.63
0.45
0.54
0.47

0.70
0.88
0.78

1.25
1.09
1.16

1.10

HAND

N1 SD2

3.58 o.61
3.hl 0.62

3.75 O.45

3.33 0.51

2.41 0.68
3.16 0.69

3.41 0.48

1.o8 0.24

1.25 0.47
1.41 0.86

2.83 1.07

F

STATISTIC

8.453
II.363

14.41_

14.423
49.004
2.50

24.004
ii.033

3.85

1.40

Notes:

Average Rating (Higher values = higher workload)
Standard Deviation

F Statistic is significant at the p < 0.05 level
F Statistic is significant at the p < 0.01 level

Degrees of Freedom = (1,5)

The major advantages of the master replica controllers were their ability
to accomplish tasks more quickly and their "naturalness" of control. The

latter was especially true when complex multiaxis inputs were required. Their

major disadvantages were less control over sustained movements requiring very

fine, precise control, and high operator physical workload/fatigue. The major

advantages of the hand controllers were the control that could be achieved over

precision movements, and very low physical workload. The major disadvantage of

hand controllers was the cognitive complexity of correlating control inputs

with slave arm outputs, especially when the operator was coordinating movements
of two manipulator arms with the end effectors in different orientations.

Further, no simple solution can be implemented, such as altering the coordinate

reference frame, as is done with single manipulator arm systems, or using an
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end-effector mode similar to that of the Shuttle RMS. With a two-arm telero-

hot, each arm would have an independent end-effector mode, which would require

two separate camera views. This would make simultaneous control of both arms
difficult.

Several improvements to the present hand controller design and imple-

mentation are being studied. First, the auditory-force feedback was not

sufficiently informative to the operators. Providing force reflection to the

controller itself, or a force/torque graphic display is being investigated.

Second, alternative rate and position control options will be made available to

the operator. Third, alternative controller displacement-rate functions such

as variable slope (providing a fine to course gradient), exponential, or
linear-linear "dog-leg" are being investigated.
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Abstract

The NASA Telerobotie Research Project is exploring the feasibility of using robots in space

for on-orbit assembly, maintenance, and repair operations. Dual-ann satellite grappling is one

of its more challenging tasks.
The task involves the integration of technologies developed in the Sensing and Perception

(S&P) Subsystem for object acquisition and tracking, and the Manipulator Control and Mech-

anization (MCM) Subsystem for dual-arm control. S&P acquires and tracks the position, ori-
entation, velocity, and angular velocity of a slowly spinning satellite, mad sends tracking data

to the MCM subsystem. MCM grapples the satellite and brings it to rest, controlling the arms

so that no excessive forces or torques are exerted on the satellite or arms.

The demonstration setup includes a 350-pound satellite mockup which can spin freely on

a gimbal for several minutes, closely simulating the dynanfics of a real satellite. The satellite

mockup is fitted with a panel under which may be mounted various elements such as line
replacement modules and electrical connectors that will be used to demonstrate servicing tasks
once the satellite is docked.

The subsystems are housed in three MicroVAX II microcomputers. The hardware of the S&P

Subsystem includes CCD cameras, video digitizers, frame buffers, IMFEX (a custom pipelined

video processor), a time-code generator with millisecond precision, and a MicroVAX II computer.

Its software is written in Pascal and is based on a locally written vision software library. The

hardware of the MCM Subsystem includes PUMA 560 robot arms, Lord force/torque sensors,

two MicroVAX II computers, and Unimation pneumatic parallel grippers. Its software is written

in C, and is based on a robot language called RCCL.
This paper describes the two subsystems and provides test results on the grappling of the

satellite mockup with rotational rates of up to 2 rpm.

1 Introduction

NASA is exploring the possibilities of using autonomous systems in place of astronauts for dangerous

or time-consuming operations, such as extra-vehicular activity. The NASA Telerobot Research

Project is looking at the use of autonomous systems for performing on-orbit assembly, maintenance,

and repair operations. All of these operations present challenges to the field of robotics.

This paper is concerned with one challenge associated with the repair of artificial earth-orbiting

satellites. That challenge centers around the fact that most such satellites are spin-stabilized. In
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Figure 1: Testbed Setup 

order t o  repair such a satellite, it must first be de-spun. An investigation was made into the use of 
a dual-arm robot with visual assist to  grapple and de-spin a rotating satellite mockup. 

The  Testbed of the NASA Telerobot Project, housed a t  the Jet  Propulsion Laboratory, is 
composed of several subsystems. Two of these subsystems, the Sensing and Perception (S&P) 
Subsystem and the Manipulators and Control Mechanization (MCM) Subsystem, were directly 
involved in the effort to  grapple a spinning satellite. S&P visually acquired and tracked the rotating 
satellite and transmitted the satellite's state information t o  MCM in real time. MCM, using the 
da t a  from S&P, directed the arms to grab the satellite and to  stop its motion as shown in Figure 1. 

Below we will discuss these two subsystems and provide the details of the satellite grappling 
technique. 



2 Testbed Setup

The Testbed of the NASA Telerobot Project is a facility which is composed of many parts. It is

divided into three main sections: the computer facility, the operator control station, and the test

area.

In the computer facility there are various computer systems to support the subsystems. Included

among them are several MicroVAX II microcomputers, Sun workstations, and a Symbolics Lisp

machine. There are also other specialized processors used at low levels of support.

The operator control station provides a place for the operators during Testbed use. It has

working surfaces, computer terminals, video monitors, and joysticks. It is situated so as to give a
good view of the test area.

The test area contains everything else. It houses the two manipulation arms, plus a third arm

used for holding movable video cameras (not used for satellite grappling), and all of the video

cameras. The satellite mockup, as well as other targets for telerobotic research, are in this area. In

addition, there is a calibration fixture used to calibrate the cameras in S_:P and the arms in MCM

to a common coordinate system.

Satellite Mockup

The satellite mockup is a 350-pound model of a generic artificial satellite. It is suspended from a

counterweight by a long cable which is connected -- through a fairly wide opening in the top of

the satellite -- to a gimbal near its center of mass. The method of suspension allows the satellite

to move within a small area in a manner similar to its free-space counterparts.

The sides of the mockup consist of real solar panels, framed in the gold-foil insulating material

typical of real satellites. This gives S&P a realistic visual target, complete with visual clutter and

specular reflections.

On one side of the mockup there is a removable task panel, under which may be mounted

various elements such as line replacement modules and electrical connectors. These can be used to

demonstrate servicing tasks once the satellite is grappled and docked.

S&P Hardware

The S_P Subsystem hardware consists of a DEC MicroVAX II microcomputer and several other

pieces of special equipment. There is a time-code generator, shared with MCM, which allows

time tagging the data to millisecond precision. There are five video cameras. Three of them are

mounted to the rear of the test area, yielding good overall views of the work region. The other

two are mounted on a robot arm and are used for close-up views; they were not used in the work
described here.

The cameras feed their signals into video digitizers, which in turn feed a custom video pipelined

processor. The processor is called IMFEX, the Image Feature Extractor, and it uses a thresholded

modified-Sobel operator to find high-contrast edges in video images. The output of IMFEX is fed

into video buffers for storage, access, and manipulation by the MicroVAX II. The video buffers

have internal D/A converters to allow viewing of their contents, which may be a captured frame,

graphics generated by the MicroVAX II, or a combination of the two. A 16-by-16 video crossbar
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switchis usedto routeall of the analogvideosignalsbetweenthe componentsmentionedabove,
andoverto thevideomonitorsin the operatorcontrolstationfor display.

SSzP Software

The S&P software is composed of two major sections, both written in VAX Pascal. The first section

is a 30,000-line general-purpose vision software support library. It contains the software used to

control and access the various hardware components of S&P, as well as routines to perform all
manner of support services for machine vision. Included in this library are the routines used to

perform the functions of acquisition and tracking described below, to perform camera calibration,

and to deal with object models. The second major section of the software is a 20,000-line software

package which is the S&P-specific application code. It is decomposed into five separate tasks, all

running concurrently.

MCM Hardware

The MCM Subsystem hardware consists of two PUMA 560 robot arms. Each arm is equipped with

a Unimation pneumatic parallel gripper which has been fitted with simple parallel fingers holding

a special grappling tool. Each tool has a flexible handle and a Velcro pad at the end in order to

hold to the satellite mockup, which has the two complementary Velcro pads attached on either

side of the task panel. Each arm is also equipped with a commercial (Lord Corporation) wrist

force/torque sensor. The wrist force/torque sensors are used to read the forces and torques sensed

in all six dimensions. The computing hardware consists of two DEC MicroVAX II computers.

Each one is interfaced to the LSI 11/73 microprocessors of the Unimate controller via two DRVll

parallel cards. The Unimate controller reads the LORD force/torque sensor data through another

DRVll parallel card. The S&P object state data is obtained through a 9600 baud RS-232 serial

line connected between the S_:P MicroVAX to the MCM MicroVAXs. Figure 2 shows a schematic

drawing of the hardware.

MCM Software

The MCM MicroVAXs run under a modified Berkeley BSD 4.3 Unix operating system. The main

robot language is RCCL (Robot Control C Library) which was developed originally at Purdue

University by Vincent Hayward [3] based on Richard Paul's robotics textbook [4] and later enhanced

by John Lloyd [5] and ported to a MicroVAX II [6]. RCCL is a collection of C functions which

provide easy and general robot programming. The software can be partitioned into two main parts:

the planning level and the real-time control level.

The planning level consists of functions that allow the programmer to specify desired coordinate

frames for the robot end-point target position. The programmer must specify several frames, such

as where the robot is in the world frame and in the tool frame. He/she must also specify the

velocity, and whether the motion should be carried out in Cartesian or joint-interpolated modes.

The relationships between the various frames are entered in the code exactly as one would write

them in mathematical notations. A function called Makeposition interprets the code and sets up
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Figure 2: Schematic drawing of the hardware

appropriate matrix equations. Its general form is:

p = Makeposition ("P', Z,..., T6,..., R, EQ, A, B,..., U, TOOL, R)

This simply sets up a matrix equation

(Z...)T6(...R) = AB...U (1)

The main objective is to solve this equation for T6 as

T6 -- (Z...)-I(AB... U)(... R)-I (2)

where T6 represents a homogeneous transformation relating the link 6 frame in the 0th (or shoulder)

frame. The planning level runs in a normal time-shared manner. A program can develop many

motions and place them in a queue for the control level to execute sequentially. An important

feature of RCCL is that it allows one to modify the matrices in equation (1) in the control level.
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These modifications can be triggered either by the planning level or by external sources such as

from S&P object state data or force/torque data. This feature has been used extensively in our

work to implement both the tracking and force/compliant control during grappling the satellite

mockup.

The control level which is called RCI (Robot Control Interface) is a general robot programming

environment. One can write his/her own robot control programs and create custom trajectories to

run the robots. In the normal RCCL operations this level receives the motions from the motion

queue and uses a trajectory generator to interpolate between the specified via points. Finally,

inverse kinematics is performed to obtain the joint angle set points to be sent to the joint micro-

processors via the LSI 11/73 computer.

The system works by a hardware clock (located in the Unimation controller) which periodically

Sends an interrupt to a communication program in the LSI 11/73. At every interrupt, this program

gathers information from the arm -- which includes the joint angles and other sensors that have

been interfaced to the LSI 11/73 -- and makes them available to the MicroVAX in shared memory; it

signals the MicroVAX with a hardware interrupt. The MicroVAX reads these data and immediately

sends the joint angles that have been computed in the previous cycle back to the LSI 11/73 for

execution. Note that in this implementation the VAL language is completely bypassed. The

hardware of the Unimate controller remains intact, however, and one can switch between the VAL

language and RCCL without any hardware modifications.

3 SgcP Acquisition and Tracking Algorithms

The task of watching a moving object is broken down into two stages, the first of which is called

acquisition. This is the stage wherein the object of interest is first localized within the views of the

cameras, and an initial computation is made as to its location and movement within 3-space. It is

computationally intensive, and cannot perform quickly enough on currently available computers to

keep up with a moving object in real time.

The second stage is call tracking. Tracking is more computationally efficient than acquisition,

and is used to follow the object as it moves, updating the state information that was initially

provided by acquisition.

Both stages compute the following time-tagged state information in three dimensions: position,

translational velocity, orientation, angular velocity, and a covariance matrix of these values.

Acquisition

A fully autonomous acquisition algorithm is currently under development at the Jet Propulsion

Laboratory and was not tested in the grappling experiment. A moment's reflection, however, will

reveal that it is not possible to track an object without first acquiring it in some fashion. In order to

satisfy this need, a "quick-and-dirty" operator-assisted version called hand acquisition was designed
for the current work.

In hand acquisition, an a priori position is used as a starting point. Using this position, S&P

displays a wire-frame projection of the satellite's object model in the display, superimposed on the

raw video. While the satellite was held still, the operator uses the joysticks to move the wire-frame

overlay -- and thus the state of the object model -- until it roughly overlaps the satellite mockup
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in all camera views. Once complete, the operator signals that tracking may start. Hand acquisition

of a moving satellite was attempted with mixed results.

Tracking

The tracking algorithm was designed by Donald B. Gennery. Detailed descriptions of the algorithm

are given elsewhere [1,2]. The tracker performs its operations in five major phases. In the first

phase it acquires a frame of video and notes the time tag associated with the data. In the second

phase the old object state is propagated forward to the time of the new data. In the third phase a

projection of the propagated object state's edges is made into the view of the camera which took the

new data. In the fourth stage measurements are made of the discrepancies between the locations

of edge points in the projected edges and the locations of edge points in the data. In the fifth and

final stage the projected object state is adjusted by using a least-squares technique with respect to

the measurements taken in the fourth stage. Uncertainties axe propagated and determine the effect

that any given data set has on the current object state.

These five stages constitute one tracking cycle. Between cycles, the updated state information

is sent to MCM. Then the tracker selects the next camera and performs another tracking cycle. It

continues in this fashion until told to stop or until it loses track. If track is lost, Sg_P cycles back

into acquisition and repeats the entire process.

4 MCM Tracking and Grappling Algorithms

The two robots are driven independently by two MicroVAXs. They run the same copy of the

software except each has its own coordinate frames because of the different locations of the robots

and because they grapple different points on the satellite mockup. Two machines are used because
th_ enmnntln¢ nnw#r nf nn_ MicrnVA Y i_ nnt arl_allat_ tn cnntrnl fwn 1-nhnt¢ rhlr;ntr *ha t_-_b;n_

phase. The two robots are coordinated because they are basically driven from the same source of

data -- the S&P object states of the sateUite mockup.

The MCM software receives the satellite object state at a rate of about two times per second.

The object state consists of a time-stamp, position vector and orientation quaternion of the centroid

of the satellite mockup, the translational and angular velocities, and their covariances.

A complete cycle of satellite grappling is comprised of four phases: approach, tracking, grappling,

and docking.

In the approach phase, the MCM software monitors the orientation and angular velocity of the

satellite mockup. It deploys the robots to the approach positions when the satellite mockup is

spinning with a rate at or below two rpm. The approach positions are chosen so that the robots

have the maximum work space for tracking a_d grappling. The approach position of the left robot

is described by the follow equation:

_TL °TL 6TL----_TL (3)

where '_TL is a transformation describing the 0th frame, 6TL is the tool frame, and _TL is the

approach frame of the left robot as shown in Figure 3.

The robots wait in the approach positions until the mockup has rotated such that the pads are

facing the tools with a designed distance of 100ram. At that moment the robots start tracking the
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satellite mockup driven by the S&P object state data. At the same time the distances between the

tools and the pads are gradually reduced until they contact each other. The following kinematic

equation is used to specify the motion in the tracking phase:

iO $

'_TL °TL _TL =, T pTL (4)

where _T is a transformation describing the centroid of the satellite mockup frame, and _TL is the
transformation from the satellite mockup centroid to the left pad. The distance between the tools

and the pads, initially 100ram, is faked in equation (4) by making the tool 100mm longer than its

physical length. This distance is reduced during tracking until contact.

In RCCL, one can generate trajectories by using the trajectory generator or by an external

means. The latter is made possible since one can modify any of the transformations except T6

in equation (1) in real time. The satellite tracking uses the latter strategy since it would be too

time-consuming if planning is done each time MCM receives an updated object state.

Hence tracking is done in the control level which drives the robots in the following way: Every

time an object state is received, the current frame of the satellite _T is predicted according to the

received data, and the frame of the tool _T is computed from the joint angles of the robot. The
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difference between _TL and eT L is computed from

e c
_ _T LA L pTL wpTL (2)

where _T = _T x iT. In order to track the satellite, the robots are required to have moved

this A by the time the next state update is received. This means that, in every sampling period,

the robots are moved by $ = A × _, where t is the robot control sampling period, and T is the

inter-arrival period of the object state.

The tools approach the grappling pads until a contact is initiated. This is sensed by the

force/torque sensors and after the contact the motion is changed from vision-based servoing to

force servoing. The following kinematic equation is used to specify the motion in the grappling
phase:

_TL °TL 6TL = _T ;TL COMPLY (6)

where COMPLY is a "small" time-varying transformation and has the following form

COMPLY =
1 - _0_ _Oy _1_ ]

_Oz 1 -_Ox _y

- 6Ou 60_ 1
0 0 0

(7)

Since the COMPLY transformation is placed after the _TL, it will modify the ideal trajectory by

a small amount each sample time. Because of integral force control, the COMPLY transformation

will be modified based on the force/torque sensor readings and will keep its value even after the

forces have been nulled. Since the satellite mockup cannot be stopped instantaneously once it is

grappled, the software decelerates the mockup according to a trajectory which is generated based

Once the satellite mockup is stopped, it is pulled to the docking fixture. Active force control

is used to nullify the force built up due the dual-arm coordinated motion. If grappling does not

occur -- detected by the lack of contact between the tools and pads -- the whole cycle is repeated
by letting the satellite mockup spin one more time.

5 Conclusions and Future Improvements

We have successfully grappled the satellite mockup with rotational rates of up to 2 rpm. With

higher speed, due to the communication delay and control inaccuracies, the robots start to miss
the pads.

In the present MCM implementation, the computation is performed with two MicroVAX com-

puters, which limits its control rate to once every 28 msec. In the near future, we plan to port our
software to a Sun 4/260 computer which will increase the control rate to 200 Hz. This increase

will improve the force control capability and hence reduce the build-up of forces at the moment of

contact and subsequent grappling. The improved version of RCCL [7,8] can coordinate trajectories

for two robots. As such, more precise coordination both at the planning and control levels can be
achieved.
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Abstract

This paper discusses the Thread programming language, which was developed to meet the needs of

researchers in developing robotics applications that perform such tasks as grasp and trajectory design and

analyzing sensor data, and which interface with external subsystems in order to perform servo-level control

of manipulators and real-time sensing. This paper discusses the philosophy behind Thread, the issues which

entered into its design, and covers the features of the language from the viewwpoint of both researchers

who want to develop algorithms in a simulation environment, and those who want to implement physical

robotics systems. This paper does not attempt to explain the detailed functions of the many complex robotics

algorithms and tools which are part of the language, but only to give an impression of their overall capability.

I. Introduction

This paper mixes many concepts from robotics, programming language design, large-scale software

engineering and systems theory. Because of the unusual set of issues addressed, and the fact that some of

them may be rather esoteric to some members of the robotics community, this paper mixes abstractions

and "nuts and bolts" examples rather freely, with little middle ground, which will hopefully not prove too
disjointed.

The paper will first explain the philosophy behind this work, then cover a bit of the background;

rationale and goals it tries to address. The Thread language is then described, first from the viewpoint of
software engineering, then from the viewpoint of the specific robotics capabilities it provides. The software

features are covered first because they contribute greatly to the utility of the language in developing algo-
rithms and performing experimental robotics, and have a significant impact in how the customized robotics

facilities can be used. The language's individual features will first be discussed in an abstract manner, then

with specific examples, from the viewpoint of both robotics and software engineering. A concluding section

will discuss the lessons, both positive and negative, which were learned during the development and use of
the language.

Thread is an interpreted (threaded) language, implemented in Ads, which provides an environment

for interactive program development using a wide variety of language features specialized for robotics. The

language was developed to meet the needs of the Run Time Control (KTC) subsystem of the JPL Telerobot

Demonstrator, which is aimed at performing flexible satellite servicing in space using a cooperative man-

machine system partitioned into a base site (ground or space station/shuttle) and a remote site. The

Telerobot system is organized hierarchically by bandwidth of contact with the physical manipulator hardware,

with an interactive Operator Control Station connected to a Task Planning and Reasoning subsystem, which

then sends the I_C goals and constraints expressed as English-like commands such as 'hove the right
arm to a location 10.0 cm above the Door..handle top using elbow_up poses please.". The RTC

performs the detailed numerical planning steps and sensor monitoring operations necessary to execute the

command and recover from simple anomalous events, calling on a manipulation subsystem and a machine

1This work was performed with the generous support of Guillermo Rodriguez, Supervisor for the JPL Tele-Autonomous

System Research Group.
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vision subsystem for functions such as joint and cartesian motion, compliant hinge rotation, intelligent
"macros" such as bolt threading and 3-d real-time object position determination. The Telerobot system
is very large, consisting of a network of five primary computers and roughly 200,000 lines of embedded
software, which use a highly diverse mix of operating systems, programming languages and implementation
philosophies.

Philosophy

The philosophical starting points for the development of Thread were ideas of object-oriented de-
sign from computer science, integration and robustness issues from software engineering, coordination and
dependency concepts from systems theory, and abstraction principles from programming language theory.

The number of additional issues which computer implementation adds to the problems of robotics

is such that it is not unusual for the implementation details of hardware/software development to dominate
all other concerns in time and effort. The magnitude of the software overheads can be significantly lowered,
however, by using advanced software engineering methods, and techniques from some of the less well-known
branches of computer science. Thread is an attempt to reduce some of the many overheads associated with
implementing robotics concepts in software, and this paper tries to convey the philosophy and methods
which went into the design of Thread. The intention of this paper is not merely to recommend Thread as
an environment in which to build general robotic systems, although it is a very powerful tool for the class
of problems it was designed to address, but rather to explain the ideas behind Thread so that they may be
applied to implementing other robotic systems in whatever particular context is of interest.

The system which Thread was developed to serve, the RTC, was a large project involving many
developers, and this led to the fact that the large-scale system issues and software engineering concerns
were likely to dominate development unless significant investments were made to manage them. A strong
commitment was made from the outset to accept the additional initial investment necessary to insure proper
flexibility and generality in the future. Also, the needs of the RTC necessitated that the language be
extensible at the compiled level, extremely interactive, and be able to be made extremely robust to runtime
errors. For these reasons, Ada was chosen as the implementation language and the decision was made to
use Thread as the RTC development environment. In addition, the observations made during many large
system development efforts [3] to the effect that peripheral concerns with implementation details can make
up the majority of the development effort, sometimes over 90%, led to the need to reduce from the outset
the number of minor software implementation details the RTC developers must deal with, and allow them
to work in close proximity to the actual issues of robotics, rather than being distracted by software issues.

There were also several other issues associated with the development of large systems which were

prominent in the original conception of the Thread language. A well-known result from software engineering
studies is that productivity, in terms of quantity of software per unit time, is relatively independent of the
level of abstraction in the language used, i.e., writing in a low-level language with simple instructions is
neither significantly faster nor slower than writing in a highly abstract one with very powerful individual
instructions. Therefore, unless computational efficiency prevents it, one should attempt to use as abstract a
language as possible, to achieve maximum functionality with as little software as possible.

Another well-known aphorism of software engineering is that "the production of a large system that
works is practical only by extension from a small system that works", by building in layers upon a firm
foundation. It is utterly impractical to build a deep multilayered system if the lower levels are not initially
built to be very general and robust so that the later work can be productive, rather than being largely devoted
to revisiting and redressing the design of the lower levels [3]. When an implementation is built to solve a
problem, it should solve that problem once and for all, and be able to be reused with no significant change
or effort in whatever context that problem arises. Implementations which do not generalize are a complete
waste of time for large systems, which are long-term and diverse enough that specialized implementations
will end up being rebuilt several times in slightly different ways, at roughly the same cost each time.
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For similar reasons, it is also unacceptable that the products of several separate research and devel-

opment efforts should require more than moderate effort to be integrated. Much of the implementation of
robotics research systems is carried out in a manner which isolates the results of different researchers from

each other, so that even though one research group may have a very powerful manipulator control system,

capable of sophisticated force control, and another may have a very flexible kinematics/dynamics simulation

environment and graphics interface, integrating these two at anything more than a superficial level usually

requires that the two software (and sometimes the hardware) systems be extensively modified, if not virtually

rebuilt from scratch. Although this situation is thought to be a fact of life by many people, methods do in

fact exist to guide the implementation of systems so that they are very robust to shifting requirements and
much more able to accommodate changes. This not only allows separately developed software to be more

easily integrated, but more importantly, it leads to the development of software which is far more generally

applicable, and thus allows the development effort to easily and safely build progressively higher on previous
work.

Related Work

There have been a number of languages specialized for robotics [9,18,10], but virtually all of them

have been intended for use as standalone systems, not as components in a very large integrated system.
For that reason, most of the requirements placed on Thread were not met, and were often not desirable for

previously existing robot languages. Many were overlayed on existing low-level languages [10,18] and thus,
although they do provide specialized facilities for robotics, do not relieve the user of any of the minutiae of

software development. Also, systems have traditionally been much smaller, and it has been only recently that

a robot system could afford to rely on separate subsystems to perform servo control and real-time sensing

and concentrate on the planning-level issues which arise when flexibility becomes the primary goal; previous

robot environments have been devoted primarily to the performance of very rigid tasks in an extremely
structured environment.

The characteristics of the Thread language actually place it closer to one of the modern very-high-

level specialized languages such as Mathematica TM, than to any traditional robot control language, as it

has a much stronger interactive orientation than do traditional automated robotics systems.

The rationale behind the design of Thread involved a number of factors, the first of which is the

incremental cycle of design and implementation inherent in a research environment, which requires from

the outset that the system be able to cope easily with significant design changes which occur as experience

and understanding is gained from initial prototypes. This leads to a heavy emphasis on flexibility rather

than performance, reinforced by the fact that the system is intended as a rapid-prototyping research tool

rather than an application system. Also, there are typically many more developers and users of software

at the planning level than at the servo level of robotics, and this also leads to a decreased emphasis on

optimally efficient implementation and more concern with issues of flexibility, reliability and abstraction

than has historically been present in most robotics implementations. The large size of the Telerobot led to

the RTC development team numbering five people, which created much stronger requirements for formal

software development discipline than is typical in a research project. The tight integration between the

various subsystems in the Telerobot meant that faults and liabilities in one subsystem could quickly collapse

the system as a whole if they were not carefully controlled, putting heavy burdens of reliability on the
software. The fact that software behavior was strongly dependent on physical interactions in the environment

led to the need for a completely interactive development environment which could be easily and safely
used to perform software development during laboratory experimentation with actual manipulators. The

strongest contribution to the overall design requirements of the language, however, was the desire to support

an extensible "tool-oriented" development environment, which would give the developer and the user the

freedom to use the system either as a single program, providing complete robotic tasks as inputs, or in a

very piecemeal way, using the various functional modules of the system individually, to control the precise
details of a portion of a task.
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Tool-oriented Philosophy

The desire is for the Telerobot to be usable at either a very high level, or to have the operator inter-

vene and aid in some operations, at whatever level of detail is desired or appropriate. The implementation

structure chosen for the Run Time Controller is a layered set of mutually supportive tools, with the highest

level made up of a few large, separate modules, used as utilities with conventional menu/graphics interfaces,

for planning obstacle-free paths, generating trajectories, simulating grasp effectiveness, modifying the world

model, executing actuation primitives which physically move arms, accessing the vision system, etc. These

large modules are built up from toolkits designed for building path planners, trajectory generators, etc.,

each with its own appropriate graphical/teztual interfaces. These tools are built out of smaller, simpler
tools, corresponding roughly to conventional software utility libraries, but usable in an interactive manner.

The lowest level is simple numeric operations, control structures, etc. plus customized robotics features, all

interactively available at any time.

The benefits of this method are myriad, including: (i) as mentioned above, the operator naturally has
visibility and access into all points in the structure of the system at all times; (ii) the design of a tool-oriented

implementation will probably be far superior to a monolithic design in generality and robustness, since far

more thought and effort will have gone into organizing its subtleties and interrelationships into a coherent

structure; (iii) because tools are far more easily reusable than specific programs, it allows construction of

later work by relying heavily upon what has already been built, in a much more efficient way than more
specialized development styles, which often repeatedly replicate effort.

The drawbacks of this implementation style lie mainly in the complexity of the resulting interfaces,

which typically are inefficient at hiding detail from the user; overlaying the textual interface with a graphical/

iconic one is quite feasible, and may go a long way toward alleviating this problem.

II. The Thread Language

Overview

Th feud's set of syntactical and semantic features are somewhat unusual, but most of its characteristics

are found spread among several other existing languages. Thread allows the use of several different formalisms

of programming, including applicative and object-oriented programming along with the conventional style,

and the language supports the standard complement of basic data types, operators, control structures, file

access facilities, access to the operating system, and various utilities such as a help system and a dictionary

of user-defined objects and procedures. The language's syntax superficially resembles Forth [4], but the
semantics are closer to that of very abstract languages such as Smalltalk [7,8] or LISP [19]. Thread's design

principles are an attempt to apply very abstract programming language concepts to make building tools as

convenient as possible, rather than focusing only on simplifying the task of writing applications programs.

The most unusual aspect of the language is that it has no input primitives of any kind: the only
method of input into a program is the interpreter itself, used recursively. Because of the simple syntax of

the language and the interpreted nature of its implementation, any code fragment in any form behaves as

an entire program, able to be compiled to the internal form used by the interpreter and executed. There

is thus no distinction made betweeen data and code, which naturally gives the ability to treat user input,

or the contents of a file or text string, as if it were an executable function. This is a very powerful feature,

which can be used in a variety of useful, if slightly unorthodox ways, as will be discussed later.
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The fundamental design concept of the language was extensibility, to allow the language to be
extended with new routines by entering interpreted code, and also to allow the modular addition of new

primitive functions, in the form of compiled code, into the language interpreter kernel itself. An extremely

simple interface exists between the Thread language and several compiled languages (Ada, C, Fortran, Pascal)
which allows the user to use existing high-speed software developed in conventional environments to add new

primitive operators to the language, usually at a cost of only a few lines of interfacing "wrapper ". The dual

compiled/interpreted nature of the language allows the use of compiled code for high-speed or well-established

functions, and interpreted code for rapid prototyping and fluctuating components which are used directly by

the human operator. Also, because of the extreme modularity of the implementation of the language kernel,
functions are easily extensible and shiftable between compiled and interpreted levels with little overhead.

Syntax and Semantics

The syntax is a simple postfix notation, read from left to right, with each data item implicitly pushed
to a global stack and each procedure executed by taking its arguments from and leaving its results on the

stack. This has the effect of making every single function and subroutine automatically into a facility which

can be directly accessed from the keyboard, which is a strong encouragement to construct prograrus so that

they can more conveniently and modularly be tested and debugged, thereby encouraging generalized tool

building rather than specialization. No distinction is made by the language between language primitives
and user-defined procedures; this encourages the development of small, modular, carefully tested units of

software which can be shared among many developers with a minimum of overhead. (Typically, the only
documentation needed for the new user of the language is a short, hands-on tutorial and a list of the

names and argument formats of the available primitives and user-defined procedures.) This stack-oriented
notation is prevented from becoming cumbersome because procedures possess local stack contexts, use named

arguments and named local variables to store data. This removes the heavy burden of stack manipulation
which is common to other stack-oriented languages.

The following figure gives a very quick overview of the basic syntax and semantics of Thread, which

is provided as an introduction to the many short examples given later. (The convention for naming objects

in Thread is that data items begin with an uppercase letter, and procedures are lowercase.)

"Hello, uorld." print. A program which prints a string.

2 3 plus 4 tJJmes print. Calculates the number 20.

3.2 make t_variable. Create a variable.

"Soneth_ else." store l_variable.

1 define factorial
|

if | 1 equal then
1 return

else

I 1 minus factorial | times return
endif.

Store something else into it.

Defining a simple function.

11 factorial print. Use the function.

The postfix syntax also allows the use of applicative-style programming techniques [17,2], which allow

the construction of entire programs by successively applying operators to data items, and other operators,
without the usual overhead of declaring specific intermediate data structures to transfer results between
routines.
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Features

The language also supports access to the interpreter itself as a function, so that code can be con-

structed using string manipulation functions and then compiled or executed as desired. This supports both

static (at compile time) and dynamic (at execution time) binding of procedures and data objects, as the user

desires, which supports implementation of higher-order and abstract functions in a very natural way. Using

these facilities with Thread's string manipulation capabilities, it is very easy to build very simple utilities

which will manipulate fragments of programs to perform very powerful operations, such as searching sets of

previously defined source code for the presence of a certain variable. The capability to define abstract func-

tions also enables the use of object-oriented programming techniques [7], a method of maintaining extremely

rigid boundaries between software components so that internal modifications and implementation details do

not propagate throughout the program, but are localized for detection and correction.

Here are trivial examples of using the interpreter as a function:

"2 2 plus print." listen_to_string. Call Thread to execute as string.

"define double 2 times print." listen_to_string.
2 double.

Door 30.0 dg Parau_value setvalue.

Door Param_value getvalue print.

Compile a definition in a string, then use it.

Store and retrieve the value of the door hinge angle

from the world model.

Here are examples of the use of abstract procedures which take code fragments as input parameters

and thus can be implemented to function independently of any particular data type or specific application:

List_of_drivers_licences "has_fewer_tickets" shell_sort.

List_of_names "alphabetically_earlier" shell_sort.

This shell sort algorithm takes as inputs a

list of arbitrary data objects and a code frag-

ment containing an inequality relation to use

during comparisons.

This same facility allows the creation of "generic" algorithms, which are only partially determined

and can be instantiated to perform many different functions:

Task_board_frame Subtree_list getvalue

"Name_string getvalue print cr"

apply_to_each_element.

Fetch the list of primitive objects making up the task

board assembly.

Create a piece of code which will display the name of

a database object.

Apply the code to each element of the list.

List_of_subtrees "length_of"

apply_to_each_element

"plus" reduce_list store Ntmber_of_leaves.

Use a similar method to find the number of leaves in

each subtree.

Add all the individual sums together into a single
count.

By applying this technique to individual data objects, they can contain their own local procedures

to control how they need to perform their own operations. This allows (i) the construction of tools which

are very easily reconfigurable to suit new contexts, because their functions are largely determined by input

data rather than built-in coding, and also allows (ii) modular segregation of portions of algorithms which

are specific to certain data types (or situations) to be stored with those objects (or associated with that

situation). An example is the use of an object-oriented database to store algorithmic information about how

to compute grasp points individually for each object:
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Door_handle1Hinged_graspHowto_graspsetvalue.
Panel_hanclleHinged_grasp Howto_srasp setvalue.

Crank handlel Rotary_grasp Hoeto_grasp setvalue.

Store the appropriate hinged or rotary grasp algorithm

(or any other code desired) with each object, as is
appropriate.

define grasp_object

Grasped_object Howto_grasp getvalue thread
..o

To use the algorithm, retrieve it from the object model

and execute it.

The language is not strongly typed, in the conventional sense, because although it performs rigid
type checking, it does so entirely at runtime, which allows all variables and arguments to be generic, able
to hold data of any form. This removes most of the overhead of declarations, type conversion, etc. from the
user, at the cost of some computational inefficiency. The prime benefit of runtime typing, however, is that
all the details of memory management and dynamic allocation are handled transparently by the language,
so that objects are automatically created, copied, and destroyed whenever they should be, removing a great
deal of simple, repetitive detail from the developer, at the cost of an efficiency loss. Runtime typing is also
an important feature of the language because of the lack of any pointers, or reference types, which are one
of the most common sources of software errors.

Another property which was designed into the language is that all data structures have direct
syntactic representations, and can thus be entered at the keyboard through the interpreter at any time. This

means that users never need to write special formatting routines to read or write their own data (which
are built using the Thread aggregate type), because the language itself supports direct entry of arbitrary
data structures. The language also has the capability to "decompile" either code or data back into source
text which can be modified and recompiled, which will evaluate to the value of the data structure or code
fragment.

An interface between the language and the host operating system is supported, which allows the

user either to "shell out" to the operating system interactively and then return to the language, or to call
the operating system as a subroutine to perform complex file- and program-manipulation operations. The
interactive help system and many other utilities for common use were built using these facilities.

f'____ _.IL" _.]L._ ___:___ $'._a. ...... ,k" _.]L._ | ........ "- _-L .... a. .... | ........ :___

VJI_ UI_ hi|q; _.PAI||J_7. I_O_bLIL_ e,Jg bJLl_ IOAI_U6_e_ L7$ bg/q_ • ..... J-" ..... _.-" ..... 1__-_11_

necessary to complement the runtime type checking, since it would otherwise be very difficult to find the
location and cause of errors. This feature, combined with the decompiler and operating system interface
facilities, makes it easy to obtain very rapid turnaround time during debugging.

Thread is implemented in Ada, C, Fortran and Thread itself, with its utilities and development
tools implemented partially in various other interpreted languages (VMS command language, RUNOFF text
processor scripts, KEILMIT file transfer protocol, etc.). The capability to build this rich set of utilities comes
from the fact that the other software products involved are driven by interpreted languages, which can be

generated in a structured way by Thread programs and executed to perform useful work. This phil_ophy,
of interfacing two functional modules by use of a language, rather than data structures, represents a very
powerful design and implementation technique.

Using recursive calls of the interpreter itself as an input method allows the use of any available
facilities, either built-in or extensions, whenever user input is being accepted or requested. There are no
mode restrictions, in that any and all elements of the language are immediately available at all times, rather
than being segregated into different artificial partitions which are mutually exclusive. At any time the
interpreter is active, either in normal command mode or when the user has been queried to enter some

information, the user can: (i) enter code at the keyboard as response to queries; (ii) access the operating
system, editors, etc.; (iii) use existing utilities to generate requested inputs; (iv) override current activities;
(v) access facilities at high or very low level. Typically, all geometric computations are done using the world
model facilities in a convenient, interactive manner, rather than by building any specialized user-friendly
interfaces.
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Because of the fact that Thread is an interpreted, extensible language with a rich variety of primitive

capabilities, it is very easy to use it to construct highly heterogeneous utilities which use preexisting software

written in other languages. Many of the development utilities of Thread are written in other languages,

and the utilities operate by calling the other languages as "subroutines", through the operating system, to
perform their operations. In addition, whenever a product becomes available which is useful for robotics

and which accepts input in some form of command language, it is usually quite straightforward to build a

simple interface wrapper to it using Thread's abilities to call itself and the operating system as functions.

A hidden-surface graphics display primitive was developed using this technique to transfer Thread graphics

model structures into Mathematica TM. This ability to so quickly and easily interface with completely

separate pieces of software is probably among the most powerful features of Thread, derived in this instance

from the fact that both Thread and Mathematica TM are fully functional languages, instead of just being

specialized interactive programs to perform specific functions.

III. Robotics-Specific Features

Contributions

Because the Thread language is extensible, it has been worked on in many different ways by nearly

a dozen people, many of whom contributed algorithms and suggestions about how to integrate different

facilities into the language. This author developed the language concept, implemented the interpreter ker-

nel, the development utilities, the core of the database/world model and, later, several of the high-level

features such as the pseudo-English command language and the obstacle-avoiding trajectory planner. Many

other individuals in the Tele-Autonomous Systems Research Group were responsible for the majority of the
robotics-specific algorithms and features of the language 2.

Overview

The standard objects and operations of robotics are supported as elemental data types and primitive

operations within the language. The following data types exist: homogeneous coordinate transformations

[12], rotation matrices, translation vectors, N-vectors, M*N matrices, kinematics poses, sets of joint an-

gles, solid modelling primitives (both CSG and convex polyhedra) and volume/surface/edge decompositions,

graphics models, and the Thread aggregate data type, which can hold any collection of data objects. The

basic operators available include: the standard linear algebra operators for vectors and matrices, the Singular

Value Decomposition, forward/inverse kinematics based on analytical solution for the PUMA 560 manipu-

lator (currently being generalized to recursive methods for redundant and multiple arms [14]), checking of

joint stops/singularities/degeneracies, interpolation of manipulator trajectories in joint space and task space

[16] (including a modification of the Taylor algorithm, developed by H. Stone, which allows pose flips to take

place smoothly during joint-approximated task space motions).

Features

The language provides an active world model/database which can model both the robots and their

environment using object-oriented methods for algorithmic and data abstraction, and in which commonly

used functions are handled transparently by the database itself: coordinate transformations in 4 different

frames associated with each object, 3-D perspective graphics (wireframe without hidden line), collision de-

tection, using unions of both CSG [13] and of convex polyhedra, nearest-distance metrics of computational

geometry [6,5], parameterized geometric relationships (hinges, etc.), general point-to-point jacobian algo-

rithm based on Reeursive Spatial Algebra [14], (in progress: consistent update using a pr/or/and sensor

data fusion heuristics).

Using the world model and the basic kinematics facilities, a set of motion simulators has been built

to allow the user to predict the effect of singularities, jacobian manipulability measures, etc. on the outcome

2(in alphabetical order) J. Balaram, A. Jain, K. Kreutz, B. Lau, A. Lokshin, B. Mueller, R. Sidney, H. Stone
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of amotion:

Bolt2 Abslocal_trnsf 8etvalue

10.0 cm up

RUN Task_interpolation Move_Absolute.

Get the coordinates of the bolt from the world model.

Offset them by an appropriate amount to hover above
the bolt.

Use Right-arm elbow-Up Negative-wrist kinematics

pose and cartesian interpolation mode.

Simulate a motion to that point.

A basic graphics capability is available for animation, using 2-D plots and 3-D wireframe models
without hidden line removal, but with a very user-friendly interface for controlling viewing conditions of the

world model. (More sophisticated hidden-line graphics, both animated and hardcopy, are available through

interfaces to other products, such as Mathematica TM and the IRIS 41)-70 GT graphics engine.)

For purposes of high level planning, simulators which predict the kinematical behavior of the robots

for several specific actions have been developed, including grasping of an object, swinging a door, or con-

tacting a surface while performing guarded motion.

Task_board 10.0 cn Z_d_rection move_contact. Move 10 cm in the Z direction, expecting to contact
the task board.

Crank_bax 30.0 dig 3.0 dg swing_object.

Rotate the crank bar by 30 degrees at a rate of 3 de-

grees per second.

One of the high-level utilities built into the language is a simple heuristic search path planner,

which will find obstacle-free paths which also satisfy all other kinematic restrictions. The planner usually

finds a path within one minute for an uncluttered environment which requires only one or two straight line

(joint or cartesian) segments to negotiate. The path planner functions using a heuristic combinatoric search
through choice-sets of positions, kinematics poses, and joint and cartesian interpolation modes [16], calling

on whatever objects are in its copy of the world model to perform kinematic constraint checking. This very

naturally allows the path planner to be used for a variety of purposes in addition to free-motion planning,

.... k _ _6_o;_ _ _ ...... ;nt _n 2 h_nrl|o wh;eh will n_rrnit, th_ _ltcc_,qft_l ¢_nenin_ of a door. automaticallv

taking into account the additional motion of the door for the simple reason that the world model registers

it as being attached to the hand.

Crank_handle1 £bslocal_trnsf 8etvalue
15.0 cm up
Lef t_elbow_up_poses
build_choice_set

plan_a_path
move_the _arm.

Fetch the coordinates of the crank handie,

offset them to the desired position near the

handle, choose which kinematics poses of the

arm to use, build the combinatoric set for the

path planner to search, then use the planner's
result to move the arm.

The Run Time Controller's highest level of functionality is a process planner and pseudo-English

command parser which provides a front end to all existing RTC autonomous capability. It is, of course,

available at all times to perform convenient services for the researcher experimenting in the laboratory. One

common use is to employ the command language to avoid the details of controlling each individual motion
of the arm:

grasp the Door_handle with the right arm

at a location 2.5 ca below its top

with an orientation of 90.0 dg left_tilt

using compiliance
please.

Self-explanatory.
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Oneof the most important class of primitive functions in the language is the set of facilities which

permits communication with the external subsystems devoted to manipulation and sensing. These primitives

are so important because they permit the user to actually perform physical actions, either via software or
manually through the interactive capabilities of Thread. These interfaces were implemented in the JPL Teler-

obot using a customized Network Interface Package (NIP) which supports definition of transaction protocols

in real time by the various subsystems. This is obviously a very specialized communications interface, but it

has been very simply and modularly integrated into the Thread interpreter, using facilities which permit the
user to build communication packets on a byte-by-byte basis, which may then be transmitted and received

using either the NIP or whatever other method is desired. Alternative communications protocols have in

fact been implemented in Thread for various purposes, the simplest being a KERMIT-based protocol which

allowed Thread software to interface through a modem to a personal computer, to create a Thread primitive

called prolog which accepts Prolog language source code as a text string and remotely compiles and executes

it on the personal computer, returning the result as another text string.

IV. Conclusion

Over the last two years, Thread has had roughly a dozen users who have produced a total of over
thirty thousand lines of Thread code, for many different applications, and Thread has proven to be quite

useful both for off-line algorithm development and especially for experimental work with actual manipulators.

Unfortunately, another lesson learned during the development of the Run Time Controller is that

the magnitude and severity of the software development task for large systems such as the Telerobot is still

not taken seriously by some of the robotics community [15].

The original decision to use Thread as an interactive development operational environment led us

to a much more cooperative man-machine viewpoint on the Telerobot than is typical for either traditional

robotics or teleoperations, and this has had a strong impact on our understanding of both autonomous and

teleoperated systems. One observation made is that the benefits in capabiliity which accrue from sharing

functions between the human and the robot are very signficant: a dual-arm single-joystick shared control

facility was demonstrated to be able to allow the human to guide two arms simultaneously under master-

slave compliant control, to perform motions which could not realistically be planned by an autonomous

system, with a degree of delicacy (forces applied to the carried object) which would be impossible to a

human two-handed teleoperation system.

The increase in capability which occurs through sharing becomes even more drastic at higher levels

than that of servo control, however, and also has the added advantage for space applications [1] that it is

robust under time delay, which force-reflecting teleoperation is not. The interactive nature of the Thread
development environment led to many instances in the laboratory when it was relatively easy for a member

of our software development team to directly use the individual subsystem components (trajectory planner,

world model, sensing/manipulation subsystem interfaces, etc.) to directly control the robot in an interactive

manner to perform tasks which were beyond the ability of both the planning and reasoning capability of the

existing autonomous robot, and beyond the dexterity of the teleoperation system.

Also, the interactive, multilayered architectural structure which Thread encourages is not at all

restricted to non-real-time planning software, as a prototype extension of Thread to an interactive interpreter

which allows complete control of servo-loop behavior at the lowest level has been built and successfully tested.

This work indicates that the proper direction for practical telerobotics [11] is to pursue a much more

cooperative man-machine style of interface than either traditional supervised robotics or pure teleoperation.
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Abstract

In a space telerobotic service scenario, cooperative motion and force control of multiple robot arms are

of fundamental importance. In this paper, we propose three paradigms to study this problem. They are

distinguished by the set of variables used for control design; the three possibilities are: joint torques, arm tip
force vectors and the acceleration of a set of generalized coordinates. Control issues related to each case are

discussed. The latter two choices require complete model information, which presents practical modeling,

computational and robustness problems. We therefore focus on the joint torque control case to develop

relatively model-independent motion and internal force control laws. The rigid body assumption allows the

motion and force control problems to be independently addressed. By using an energy motivated Lyapunov

function, we show that a simple proportional derivative plus gravity compensation type of motion control

law is always stabilizing. The asymptotic convergence of the tracking error to zero requires the use of a

generalized coordinate with the contact constraints taken into account. If a non-generalized coordinate is
used, only convergence to a steady state manifold can be concluded. For the force control, both feedforward

and feedback schemes are analyzed. The feedback control, if proper care has been taken, exhibits better

robustness and transient performance.

1. Introduction

Spacecraft servicing by using autonomous telerobots has been under serious consideration for future deploy-

ment, such as the flight telerobotic servicer concept currently under study in NASA. In a typical telerobotic

service scenario, a number of challenging control problems arise, including the control of open kinematic

chains (arms moving into ready positions for servicing) and closed kinematic chains (arms handling a satel-

lite, manipulating parts etc.), and attitude control (attitude of the platform that supports the arms, and

attitude of the satellite). In this paper, we will address the issues related to the cooperative control of

multiple rigid robot arms holding a commonly held object that is possibly in contact with a rigid surface.

A multiple-arm system can be viewed in different ways depending on the variables regarded as the control

input in the controller design. Three levels of control paradigms can be constructed. On the first level,

the joint torques are viewed as the control input. We call this perspective the full dynamics approach.

On the second level, the tip forces are regarded as the control input and the joint torques are selected in

a feedforward manner (which still requires real time joint angle measurements but has no error correction

function) to realize the prescribed tip forces. We call this perspective the arms-as-actuator approach. On the

third level, an unconstrained generalized acceleration (there are an infinite number of generalized coordinate

representations for the constrained dynamics) is set equal to a pseudo-control input and the joint torques
again generate the prescribed control action via a feedforward compensation. We call this perspective the

feedback linearization approach.

By the nature of their structures, the last two approaches require the full dynamical model information

to implement the feedforward compensation. However, the control law design is much simplified as the

nonlinear dynamics of the arms are compensated. Since computational and robustness issues related to the

multiple-arm control problem remain to be fully explored, we will focus on the full dynamics approach in
this paper.

Due to the rigidity assumption on the held object, the grasp and the arms themselves, it is possible to

decompose the tip contact force (of all arms collectively) into two orthogonal components, one that effects
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motion of the held object and the other that produces a desired internal squeeze force. As a consequence,

the motion and force control problems become decoupled (in one direction) in the following sense:

Force control does not affect object motion; object motion does affect the internal force (due to the inertial,

d'Alembert force).

This motivates the following control design philosophy:

Design a stable motion control law without the consideration of force control. Then design a stable force

control law by treating the inertial force as a perturbation.

Based on this philosophy, motion control laws for set point operation, with and without transient shaping,

are developed by using a class of Lyapunov functions motivated by the total energy of the system. This

class of control laws has an appealing simple structure of proportional and derivative feedback with gravity

compensation. In the set point control of the internal force, both feedforward or feedback (if force/torque

sensor information is available) strategies are analyzed. The feedback scheme has better robustness properties

than the feedforward one, and, because of the motion/force decoupling property mentioned before, it can

achieve tight transient control with high feedback gains.

For motion control, several choices of feedback variables are possible, with different implications in terms

of performance, stability, relation to the control objective, amount of model information needed in imple-

mentation, etc. Here, we consider the joint variable, the tip variable and an unconstrained generalized

coordinate. In all three cases, the proportional-derivative-gravity control law drives the system to a steady

state configuration. However, only in the case of generalized coordinate does the steady state configuration

correspond to the desired one. In the first two cases, the configuration lies in a manifold on which the tip

forces produced by the arm position errors balance with one another. We cM1 this manifold the jam manifold.

Some preliminary results of its properties are discussed.

2. Model for Multiple-Arm Systems

All of the stability results discussed in this paper are based on the assumption that the arms and the held

object are rigid and the grasp between the arms and the object is also rigid. Other models of multiple-

arm systems sometimes insert a spring in the last link of each arm to simulate the effect of force/torque

sensors. We feel that because the internal spring in the force/torque sensor is sumciently rigid (implying

small displacement) and the anticipated force transient is sufficiently benign (due to our force controller),

our infinite rigidity assumption is a reasonable approximation. With the additional assumption that the

object does not deform, we can decompose the tip force vector into two orthogonal components: one that

contributes to motion of the system and one that builds up internal force. The component that effects

motion is said to be in the "move" subspace and the component that builds up internal force is said to

be in the "squeeze" subspace. This decomposition is appealing for several reasons. It agrees with human

experience that squeeze forces can be applied without effecting any apparent motion. The analysis is simpler

since it is free from the added complication of a spring in every arm, the effect of which does not appear to

be very significant physically (if the spring is due to the force/torque sensor only and the internal force is

controlled). There is also the possible application to task separation in combined autonomous/teleoperated

types of operation (e.g. autonomous positioning and teleoperator force control). An important consequencc

of the rigidity assumption is that the motion and force control problems can be decoupled. The squeeze

force control does not affect the motion of the held object, but the motion can affect the squeeze force. This

motivates the following approach to control design: Design motion control first independent of the force

control, then design force control by treating motion induced squeeze force (projection of the d'Alembert

force in the squeeze subspace) as an external perturbation (which is unaffected by the squeeze control effort).

The rigidity assumption also prevents direct proportional force feedback, for the algebraic loop results in

an ill-posed dynamical system, destabilized by arbitrarily small delay in the force feedback channel; a filter

with memory must be used instead. This issue will be addressed later in the section on force control.
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Withtheassumptionsstatedabove,theequationofmotionare[1]:

M_ - r - C(I - k - jT f (2.1a)

fc = ATf (2.1b)

Mcae = fc + bc + kc (2.1c)

cr = Acre + a = Jq + Jq (2.1d)

v = Av_ = Jq

The symbols are defined as follows (an arm-related vector is composed of stacked single-arm vectors; an

arm-related matrix is composed of block diagonalized single-arm matrices): q = joint variable, M = inertia

matrix, C = arm coriolis and centrifugal force, k = arm gravity load, r = joint torque, f = tip force, J =

arm Jacobian, A = object center of mass (CM) to arm tip Ja_:obian, f, = force at object CM, bc = object

coriolis and centrifugal force, kc = object gravity load, _ = tip acceleration, _c = object CM acceleration,

v = tip velocity, vc = object CM velocity, a = bias arm tip acceleration.

These equations can be combined to solve for the contact force, f, as

f = (AMZXA T + JM-XJr)-l(J(l - a - AM_X(bc + kc) + JM-l(r - C(l - k)) (2.2)

f is uniquely solvable if and only if [J A] has full rank. It was shown in [Cor.3.3 in 2] that if the manipulator

system is kinematicMly parameterized by the Denavit-Hartenberg parameters and base positions of the arms,

then [J tl] having full rank at every kinematically feasible configuration is a generic property. Hence, we

will assume that f is uniquely solvable. For the ease of presentation, we restrict our attention to the non-

redundant arms case, though the redundant arms case can also be considered in the same framework.

The matrix A T in (2.1b), which transforms the tip force to the force at object CM, is "fat", and therefore

possesses a nontrivial null space. Since f, = AT f, f in this null space means that it does not contribute to the

motion of the held object but only to the buildup of internal forces. Hence, we define the squeeze subspace

to be X, = Ker(A T) (the kernel or the null space of AT). The orthogonal complement of X, is defined as
a.

given tip force, f, there exists a unique orthogonal decomposition

f=f=+f,

where fm E Xm and f, E X,. Only f= contributes to the motion of the held object. A T can be written as

A T = tAT,...,A_]

where A T transforms the tip force of arm i to the force at the object CM, and it is given by

where tic is the vector from the tip of arm i to the object CM and - denotes cross product in a coordinate

representation. Clearly, A/T is non-singular, and, hence, A T is of full row rank. This implies that dim(X,) =

(m - 1)-n and dim(X=) = n.

In (2.1 b-d), the tip forces of the arms can be regarded as actuator outputs. This leads to the arms-as-

actuator approach. Eq. (2.2) can then be considered as a nonlinear compensator which computes the joint

torques needed for the desired actuation signal. This viewpoint has also been adopted in [3].

For a selected set of unconstrained generalized coordinates, the multiple-arm dynamical equation can be

partitioned in a different way so that the generalized acceleration is equal to a desired value. A nonlinear
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feedforwardfilterthen computes the joint torques required for the desired behavior. Denote the generalized

coordinate and its kinematic relation to the joint angles by

j3 = h(q) (2.3)

Then by differentiating twice with respect to t and denoting Ja(q)_=Vqh(q), we have

h = (2.4a)
u = J#q + JzM-'(r - C(t - k - jTI) , (2.4b)

where f is given by r, q and q as in (2.2) . We call the perspective of regarding u as the effective control

input the feedback linearization approach. Note that (2.4) is valid irrespective of the redundancy of the
arms.

3. Control Issues Related to the Feedback Linearization and the Arms-As-Actuator Ap-

proaches

In the arms-as-actuator paradigm, the dynamics involving the held object seen at the center of mass are

composed of two parts: a force balance equation (Newton's equation) and a torque balance equation ( Euler's

equation). The force equation is linear and can be controlled easily. The torque equation involves control

on the rotation group, SO(3). Various possible control laws for the latter problem have been analyzed in

[4,wkattcdc]. In particular, a control law involving the feedback of the unit quaternion of the attitude error

can be used for globally asymptotically stable closed loop operation.

In the feedback linearization paradigm, the control law can be easily constructed since the feedback lin-

earized system is in double integrator form. However, J# in the control law introduces additional singularities

which are a mathematical constraint rather than a physical limitation.

The non-uniqueness of f, and therefore 7-, for controlling the object motion can be used to control the

closed chain internal forces. This can be posed as an optimization problem, giving rise to the load-balancing

problem as discussed in [6].

Full dynamical model information is needed in the nonlinear feedforward compensation for both the

feedback linearization and arms-as-actuator schemes. The computational and robustness issues due to the

complex nonlinear, model dependent compensation need to be addressed for a successful implementation.

At the present, work in this direction is lacking in the context of multiple-arm systems. For this reason, the

rest of the paper will focus on the full dynamics approach and develop relatively model-independent control

laws directly for the joint torques.

4. Control Issues Related to the Full Dynamics Approach

In this section, the full dynamical model is analyzed to develop motion and force control strategies. A

consequence of the move/squeeze decomposition is that any term in r of the form JTF,, with F, in the

squeeze subspace, does not affect motion of the system. However, the motion of the system does affect the

actual squeeze force, due to the squeeze component of the d'Alembert (inertial) forces. This motivates the

following decomposition of the control torque:

r = rm + r, + rg , (4.1)

where rm is responsible for the motion control, r, is responsible for the squeeze force control and r9 com-

pensates for the gravity load due to the arms and the held object. In Section 4.1, various possible motion

feedback control laws, based on the variables used for feedback, are discussed. In Section 4.2, different force

control laws are discussed.

For motion control, we propose a class of relatively model independent control laws that have a simple

Proportional Derivative (PD) plus gravity compensation type of structure. For the internal force control,
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asymptotically stable, model independent, set point controllers based on feedforward or feedback imple-

mentation are constructed. The feedback controller is shown to possess superior robustness property and

transient performance.

4.1 Motion Control

It has been shown [7] that PD feedback plus gravity compensation is a globally asymptotically stable

set point control law for a single arm with an unconstrained tip. The feedback variable can be either the

joint variable (angle or displacement) or the tip variable (tip position and orientation, the latter being

suitably parameterized). For tip variable feedback, Jacobian non-singularity for all time is assumed. The

structure of this class of control law is very appealing since it is relatively model independent (only arm

gravity compensation is needed) and has an energy dissipation interpretation. Therefore, it is reasonable to

investigate its generalization to the multiple-arm case.

For a multiple-arm system, there are three possible types of feedback variables: 1. joint position (of all

arms), 2. tip position (of all arms), 3. a generalized coordinate. The first two over-specify the configuration

of the system (due to the kinematic constraint imposed by the rigid grasp of a common object) and hence

are not generalized coordinates. The ramification of using them for feedback will be discussed later. Possible

choices for generalized coordinates include position and orientation of the mass center of the held object,

a subset of the tip position, joint position and/or tip forces. For tip position feedback and generalized

coordinate feedback involving orientation, a parameterization of orientation needs to be chosen. We will

assume that a minimal representation is used, though other related works [4,5] have indicated that the unit

quaternion (Euler parameters) may be a better choice since there is no problem with the singularity of

representation.

We will address point-to-point control only. Generalization to the general tracking problem is currently

under investigation. If the transient performance is not expressly considered, then, as shown in [8,9], a
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state is reached when PD plus gravity type of control law is used for all three types of feedback variables.

In the cases of joint level and tip level feedback, the steady state error converges to a manifold, even if the

set point represents a kinematically feasible configuration. Only in the generalized coordinate feedback case

is the steady state error zero.

The fixed-set-point control laws in [8,9] are useful in demonstrating the application of a general class of

Lyapunov functions and pointing out some interesting issues unique to the multiple-arm control problem

(jam manifold, squeeze force control, etc.). However, the fixed set point control paradigm is fundamentally

flawed because the closed loop trajectory transient is not controlled. For initial condition far away from the

desired set point, the transient is typically so wild, these control laws are virtually unusable. The problem

is most severe in tip and generalized coordinate feedback, where arms may cross Jacobian singularities,

flip poses (due to multiple solutions to the inverse kinematics problem), collide with themselves, violate

joint stops, etc. This motivated us to extend our framework to include trajectory shaping in the set point

operation.

A possible method to shape transient performance is to replace the position error and the velocity in the

fixed-set-point control laws by the difference between the actual trajectory and a desired trajectory to the

goal set point which is chosen to have good transient behavior. Since the desired trajectory converges to

a set point, we shall call it the moving set point. Intuitively, we expect better transient response with the

moving set point controller since the applied torque increases gradually rather than abruptly. In this section,

we will show that provided the desired velocity and acceleration satisfy some mild conditions, the moving

set point controller results in the same closed loop stability property as in the fixed set point case.
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Assume the desired trajectory has the following properties:

{qde,(t)--* constant, qde,(t)-'*0, _de,(t)---*O,

•qd_, E L2, qd_, E L2 N Loo, both qd_,, qdes are continuous .}

These are mild restrictions on the desired trajectories. If the desired trajectory possesses these properties,

then we say the desired trajectory belongs to the class S. We modify the Lyapunov function used for

fixed-set-point control by replacing velocities by velocity tracking errors:

V = 1AvTM¢Ave + 1A(ITMA(I + U* (4.2)
2 Z.

where

Ave = v¢ -- vc_.., v_j,. = A+vde,, Vale, = J(q)(Ide,, A(t = _t- 4de,

and U* is given below
Type of Feedback U* (q)

Joint Level

Tip Level

Generalized Coordinate

½AqT KpAq

½h:_Tgpzxx
½,",_TK,,ZX_

Table 1. Quadratic Potential Energy Candidates

The generalized velocity, /_ is related to the tip velocity via v = B/_. The superscript + denotes Moore-

Penrose generalized inverse. Suppose the following proportional-derivative-gravity control law is used for

the motion control (cf. (4.1)):

_'rn + 7"9 = --Vp -- rv + k(q) - jT F c (4.3)

where k is the arm gravity load, and F¢ is gravity compensation for the held object, chosen to satisfy

ATFc = ke. The proportional and velocity feedback terms are given in the table below, depending on the
variables used for feedback:

Type of Feedback _

Joint Level KpAq(t)

Tip Level JTKpAx(t)

Generalized JT Fp

Coordinate BT FD = KpAl_(t )

BTFD = gpA_(O

K_Aq(t)

JTKvAv(t ) + DAq(t) D > 0

JTFD -b DAq(t) D > 0

Table. 2 PD Feedback in Moving Set Point Motion Control Laws

Then the derivative of V along the solution can be bounded by

f" = -;, IIAqll_ + Ol(t)IlzXqll_ + ,72(t)IIAqll (4.4)

where rh(t)-.0 as t---,oo and 02 E L2[0, oo) due to the assumed properties of the desired trajectory. By

integrating both sides from to to t, for to sufficiently large, there exists ,_1 > 0 such that

J2;_1II,XOll_(t,.,,l) _<V(to) - v(t) + ,7_(r) IlzX4(_')lldr

< V(to) + IIr/211n_(t,o,,DIIA411L_(I,°,,]) (4.5)
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Now, by completing the squares involving II @llL, (lffio,ffi]),it follows that Aq G L2([to, co)). From (4.5), V(t)

is uniformly bounded for all t, which implies Aq, Aq, A_ and A q are uniformly hounded. By Barhalat's

Lemma [10], Aq--,0 as t--.co, which, by Lemma 1 of [11], implies A_--,0, also. Now, from the arm dynarnical

equation, rp + JTF e + JTf--*O which yields the same convergence result as in the fixed set point case.

The stability properties of the moving set point controllers can now he summarized below:

Result 4.1. If the desired trajectory belongs to class S, then the multiple-arm system with control

laws (4.3) and Table 2 has the following stability property:

Type of Feedback Type of Stability

Joint Level

Tip Level

Generalized Coordinate

q---_0, Aq converges to the manifold

KpAq + jT(F c + f) = 0 (4.6)

v-*0, Az converges to the manifold

JT(KpAx -]- Fc + f) = 0 (4.7)

/_,/_ -*0 (global asymptotic stability).

Table. 3 Stability Properties of Fixed Set Point Motion Controllers

Furthermore, if the initial tracking error is zero, the maximum trajectory tracking error is inversely propor-

tional to the size of the PD gains.

If the desired trajectory starts with the same initial condition as the actual trajectory and has the desired

transient behavior, e.g., small overshoot, no excessive acceleration or jerk, avoiding Jacobian singularities,

joint stops, obstacles and the arms themselves, Result 4.1 shows that high enough feedback gains ensure

that the actual trajectory will have similar properties, also. The maximum tracking error can be shown

proportional to the L2-norm of _ in _" which is composed of the difference between the moving set point

and its steady state, the desired velocity and acceleration. A trajectory planning problem can be posed to
fi.rl _ Ao_iroA t_ioctt_rv that _ti_tqoQ tho rot_niroA tr_n¢iont rocnt_n_o _nt] mlnlmi,7o_ thO [..--nr_v'm ¢_

Control laws that incorporate the full model information can also be constructed within this approach (by

using, for example, results in [12]). We can qualitatively state the advantage of this added complexity in the

control algorithm. In the tracking control problem, even if the initial tracking error is zero, the PD control

law will always incur a nonzero trajectory tracking error. This error can be made small if gains are allowed

to be large; however, it may not always be practical, given the limited actuator size and the noise problem.

With the model--dependent control laws, the tracking error will remain zero (at least theoretically; noise will

cause small deviation from the desired trajectory). The same is true in the internal force control (see next

section). If the full model information is assumed, precise force control at every moment in time is possible;

while the model-independent control law reduces finite force error with high gains. The type of control law

to use for a given application depends on the trade-off between the available a priori model information and

the performance requirement, subject to actuator and sampling constraints.

4.2 Force Control

In this section, we consider the problem of choosing r, in (4.1) to asymptotically drive the squeeze force

to a desired set point. To ensure that arm motion is not affected by the squeeze force control, we choose

7"j "- jT F s (4.8)

where F, is restricted to lie in the squeeze subspace. The effective control variable for force control is now

F,.
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Without using the full model information, the squeeze force can only be controlled asymptotically. (If

model information is available, an additional optimal load distribution problem can be posed; see [6].) We

will show that either feedforward or feedback control structure may be used to drive the squeeze force to

its set point asymptotically, depending on whether force sensors are available. For the full composite force

vector, m force sensors need to be used. The feedback strategy, if properly applied, has better performance

and robustness. If the gravity load in the squeeze subspace is not fully compensated, feedback control can

still be used but the feedforward control will incur a squeeze force error equal to the squeeze component of
the gravity error.

By projecting the composite tip force vector, given by (2.2), in the squeeze subspace, and applying (4.8),
we have

f, = F, + rI (4.9)

where r/ represents the projection of the inertial force in the squeeze subspace. Recall that an important

property of 7/ due to the move/squeeze decomposition is that it is not affected by Fs. Hence, it can be

treated as an external disturbance. We assume that one of the PD type of control strategies in Section 4.1

has been used for motion control. (In fact, any stable motion control law can be used without affecting the

subsequent argument.) Then r/(t)---*0 as t---*_. We are interested in studying the following aspects of the
force control problem:

1. Stability. (Does f,(t)---*f_,, as t---*_ in (4.9) ?)

2. Transient performance. (What is the maximum force error, i.e., maxt_>0 f,(t) - f_,..?)

3. Convergence rate. (How fast does f_---_fsd.?)

4. Noise reduction. (If rl(t)---*rloo _ O, representing a persistent noise, what is the steady state force error?)

To attain asymptotic stability, a feedforward control will clearly suffice

F, = f_d.. (4.10)

However, the transient performance and convergence rate are determined entirely by r/(which are in turn

determined by the quality of the motion control law). There is also no noise reduction in this scheme.

If the arm tip forces are measured, then clearly a feedback strategy is preferable, due to the hope for added

insensitivity to noise and improved transient performance. However, the infinite rigidity assumption stated

in section 2.1 necessitates extra care in the control design. We will show that the lack of dynamics in (4.9)

means that infinite bandwidth feedback from f_ to F_ would violate the strict causality of the loop. This

has some unintended consequences. For example, the control law

F, =A,o. +#(f, - f,,.) (4.11)

implies f_--*f_4,, for /3 ¢ 1. Furthermore, transient performance, convergence rate and steady state error

due to noise can all be much improved over the feedforward case, if/3 is large. However, an arbitrarily small

time delay in the feedback channel (which is always present in a physical implementation) leads to instability

if lSI > 1. If I/_l < 1, then the response of the resulting linear discrete time system consists of two terms:

the homogeneous solution and the particular solution due to 7/. For fast convergence of the homogeneous

solution to zero, /_ needs to be close to zero, but then the response is similar to that of the feedforward

control and the desirable properties due to the force feedback is lost.

Recognizing that the problem is caused by the algebraic loop due to the proportional force feedback,

we suggest pre-processing the measured force by a strictly causal filter (if the filter is linear, then strictly

proper). The feedback control law then takes on the following form:

F, =A,.o +C(f, -A,..) , (4.12)
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where C is a strictly proper linear filter such that (I - C) has zeros only in the open left half plane. Clearly,

f,(t)--,f,,., as t--*oo. To see the transient behavior, we write

y, _y,,. = £*7 (4.13)

where • denotes the convolution operator and £ the convolution kernel associated with (I - C) -1. Since

£ can contain arbitrarily fast dynamics (if the desired dynamics of £ is _-_ in the Laplace domain, then

C(s) = _ is the Laplace transform of the corresponding filter C), the L1 norm of £ can be made

arbitrarily small. By the following error estimate [Appendix C,13],

IIALIIL.= II IIL 11'711L 

it follows that the transient performance and convergence rate can both be improved. To see the effect of a
persistent noise, we apply the initial value theorem:

lim sAf,(s) = lira Af,(t) (4.14)
S--*O t-*CO

We conclude that if C(s) has a pole at the origin, then there is no steady state error even if 11does not

converge to zero. Hence, all the control objectives are satisfied with the control law (4.12) , provided that

(I - C) -1 is a stable filter and C has a pole at the origin. If the spectrum of Wis known (say, for repeated

tasks), C can be chosen to selectively notch out the dominant dynamics in t/. What about robustness with

respect to small time delays? To address this problem, we use a first order approximation of f,(t - At), for
At small, i.e.,

I0(t - At) f,(t) - At],(t)

The closed loop system in the Laplace domain now becomes

A.f.(,) = (z- c(s)- atC(s)s)- ,7(s) (4.15)

Since C(s) is strictly proper and (I - C) -1 is stable, for sufficiently small At, the perturbed system (4.15)

remains stable. In the case of direct proportional feedback, C is not strictly proper and indeed the corre-

sponding closed loop system becomes unstable for arbitrarily small At.

A particularly simple choice of C is just an integrator, i.e., in the Laplace domain,

/3
C =--- . (4.16)

S

This control law has all the desirable features discussed above. If the integral feedback gain/3 is chosen

sufficiently large, and //(t) is uniformly bounded in t, then by explicitly solving the closed loop dynamical

equation, it can be shown that the transient effect of r/on f, - f,_.. can be made arbitrarily small.

The discussion in this section can be summarized in the result below:

Result 4.2. For the multiple-arm control system under consideration, if the arm configuration

converges to a steady state (i.e., velocity converges to zero), then either the feedforward controller (4.11)

or the feedback controller (4.12), with C a strictly proper linear filter and (I - C) containing zeros only in

the open left half plane, drives f,--*f,d..

If in (4.12), C has a pole at the origin, then replacing 7"g in (4.1) by its projection in the move subspace

does not affect the asymptotic convergence of f, -f,_,° to zero, and, in general, f,--_f,_,o even if _/--*T/oo_ 0.

If C is chosen to be an integrator as in (4.16) and T/ in (4.15) has a uniformly bounded time then

f,(t) - f,_,, tends to zero uniformly for t in bounded intervals as/3---.00.
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5. Conclusion

Thispaperhasconsideredseveralpossiblecontrolstructuresformultiple-arm systems by regarding either

joint torques, tip force, or a generalized acceleration as the control input. We have mainly focused on the first

case since a class of relatively model-independent control laws can be generated for both motion and internal

force control. The recently developed move/squeeze orthogonal subspace decomposition coupled with the

energy Lyapunov function formulation provides the basic analytical framework. Future research includes the

tuning of PD gains to improve tracking performance and generalizations to the multiple degrees-of-freedom
contact case.
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Experiments in Cooperative Manipulation:

A System Perspective

Stanley A. Schneider
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Abstract

This paper outlines am experiment in cooperative robotic manipnl&tion conducted at Stanford's Aero-
space Robotics Laboratory. In addition to cooperative dynamic control, the system incorporates real-time
vision feedback, a novel programming technique, and a graphical high-level user interface. By focusing on
the vertical integration problem, we are examining not only these subsystems, but also their interfaces and
interactions.

The control system implements a multi-level hierarchical structure; the techniques developed for op-

erator input, strategic command, and cooperative dynamic control are presented. At the highest level, a
mouse-based graphical user interface allows an operator to direct the activities of the system. Strategic
command is provided by a table-driven finite state machine; this methodology provides a powerful yet
flexible technique for managing the concurrent system interactions. The dyna_nic controller implements
_object impedance control_--an extension of Nevill Hogan's impedance control concept to cooperative-axm
manipulation of a single object.

Experimental results axe presented, showing the system locating and identifying a moving object, _catch-
ing _ it, and performing a simple cooperative assembly. Results from dynamic control experiments axe also
presented, showing the controller's excellent dynamic trajectory tracking performance, while also permit-
ting control of environmental contact forces.

1 Introduction

This paper presents an overview of the Dynamic and Strategic Control of Co-Operating Manipulators

(DASCCOM) project st Stanford's Aerospace Robotics Laboratory. Due to space constraints, this paper can

only present s very brief overview of the system capabilities; more technical detail and experimental results

can be found in [9,8,2]. Space considerations also prohibit an extensive literature review; this work draws most

heavily on [5,7,3,6]; related research can be found in [1,4,11].

Research goals Space construction requires the manipulation of large, delicate objects. Single manipula-

tor arms are incapable of quickly maneuvering these objects without exerting large local torques. Multiple

cooperating arms do not suffer from this limitation. Unfortunately, utilizing multiple manipulators introduces

many additional problems, among them dynamic complexity and difficult strategic command.

The goal of this project is to study simultaneously the dynamic and strategic issues of cooperative ma-

nipulation, and to demonstrate experimentally a cooperative robotic assembly. We aim not only to master

the dynamic control problem, but also to provide for simple, conceptual direction of motion by an untrained

operator.

Summary of results The DASCCOM project is now essentially complete, and is capable of performing

simple assembly operations. Implementation of a complete multiple-robot hierarchy has resulted in several

new insights into manipulation and interacting real-time systems. This system integrates for the first time:

• An "object-only" task-specification graphical user interface.

• Finite state table programming, a structured technique for managing asynchronous real-time events and
interacting processes.

• Object impedance control, a cooperative dynamic controller that enforces a specified object behavior.

• A real-time "point-tracking" vision system, capable of identifying and tracking multiple objects.
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2 Experimental Dual Manipulator System 
The experimental system is designed to emulate a dual-armed space robotic vehicle. Dual two-link robotic 

arms (fixed-base in these initial experiments) can manipulate small, freely-floating air-cushion vehicles. The 
vehicles are equipped with connectors that can mate with several docking ports in the manipulators’ workspace. 
The system thus simulates, in two dimensions, the weightless space manipulation and assembly problem. 

Mechanical Hardware The experimental facility consists of a pair of two-link manipulators, affixed to the 
side of a “small” granite table (4 feet x 8 feet). Each arm is of the popular S C A M  configuration-basically 
anthropomorphic, with vertical-axis, revolute “shoulder” and “elbow” joints. The arms are equipped with joint 
angle sensors and endpoint force sensors. An overhead television camera provides global vision. A photograph 
of the experimental setup appears in Figure 1. 

Figure 1: Experimentai Uual Arm Manipulator System 

Computer System Our real-time computer system combines a proven UNIX development environment 
with high-performance real-time processing hardware. Motorola 68020/68881 single board processors running 
the pSOS real-time kernel provide inexpensive real-time processing power. VME bus shared-memory commu- 
nications permit efficient multiprocessor operation. The real-time processors are linked, via the VME bus, to 
our Sun/3 engineering workstations. Thus, we benefit from Sun’s superb programming environment, while 
providing the capacity for relatively cheap, unlimited processing expansion. 

Real-time software environment Each real-time processor runs pSOS; a small, fast, priority-driven multi- 
tasking kernel [lo]. The features used most heavily by our software structure are the multi-tasking scheduler, 
the inter-process message facility, and the event-signal facility. We have also developed a large array of in-house 
real-time software to support control-systems research, [8] presents details. 

3 System Structure 
The cooperating a r m  application software consists of four major modules: user interface, strategic control, 

dynamic control, and vision. The dynamic control module is further divided into three sub-modules: the 
object impedance controller and dynamic controllers for each of the two arms (see Figure 2). Execution of 
these modules is spread over three real-time 68020 processors and the Sun workstation. 

The command hierarchy 
communicates them to  the strategic controller. 

The user interface collects conceptual-level commands from the operator, and 
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The strategic control module is responsible for the overall command of the system. It fields high-level

requests from the user interface module, and translates them into sequences of primitives that the dynamic

control module can implement. It also monitors the various conditions and activities of the system and directs

appropriate response actions.
The dynamic control module is responsible for reading the various sensors and calculating the actuator

torques required to produce the desired system behavior.

Usez_

Figure 2: System Structure

System data-flow Data communications between modules is accomplished via simple global data structures.

An interprocessor lock gate is provided with each structure. Two major databases are maintained: the "object"

database contains physical properties and current states of the objects in the workspace (world model), and

the "arms" database contains the desired and measured states (positions, endpoint forces, etc) of each arm.

Since command or temporal information flow is not efficient with shared data structures, bidirectional

byte-stream "channels" are also provided for interprocessor (or interprocess) communications.

4 User Interface

The purpose of the user interface is to gather conceptual commands from the user, and communicate them

to the strategic control module. The user interface should present a clear and intuitive means for the user to

specify his wishes.

Modes of operation Users often wish to communicate with the system at different conceptual levels. To

provide this, the user interface of DASCCOM provides two modes of operation: autonomous execution of

common operations, and manual "teleoperated" manipulation for unusual tasks. This combination allows the

completion of most assembly tasks.
In automatic mode, two "views" of the object being manipulated are displayed. The actual position of the

object is displayed by a solid-lined iconic figure. In addition, a "desired" position of the object is drawn with

broken lines. The user can move the broken-line (ghost) object by clicking on it and dragging it around the
screen.

At all times, the ghost object represents the state that the system will attempt to produce if the mouse

button is released. It is thus a one-move preview of the new state of the system. For instance, to perform a

connection operation, the user can simply point to any connector on an object, and drag it to any matching

connector in the workspace. The display will show the ghost object in the final connected position. When the

move is confirmed, the system performs the sequence of actions required to make the connection, and reports

the status back to the user. This allows quick, simple assembly operations.

343



In recognitionof impossibility of anticipating all actions, a manual operation mode is also provided. In

manual mode, no ghost object is displayed. Instead, manual mode allows direct access to the object impedance
dynamic controller.

Both modes utilize an object-only interface; the system takes responsibility for all arm motions.

Interface to the strategic controller The user interface executes on the Sun workstation. It communicates

with the strategic control module on the real-time system via a bidirectional byte-stream channel through
VME-bus shared memory.

The protocol utilizes a "request/response cycle" pattern; the user interface requests an action, and the

strategic controller returns a status response when the action completes. The simplicity of this communication
paradigm allows considerable flexibility.

A brief operational description Several frames from a typical session are presented as Figure 3. The

screen is divided into three sections. The large lower section depicts the manipulator workspace in iconic form;

the activities of the system are visually displayed here. The upper left window displays the system status; the

first line in this window gives a short verbal description of the systems activity. A system control panel forms
the upper right section.

In the upper right (second) frame, for example, there are two objects in the vision system's field of view.

Scooter is the floating air-cushion object. Scooter has two gripper attachment ports and two male connectors.

Multibase is a stationary object with female connectors. The arms are currently holding Scooter, as evidenced

by the presence of the Scooter ghost image. The user has just dragged the ghost's right connector over to
Multibase's rightmost connector. The status line indicates that the insertion of one of Scooter's connectors

into one of Multibase's connectors is in progress.

Note that the arms do not appear in the display. The operator commands only object motions; the arm

actions required to effect these motions need not be specified.

An example task: install a part For the sake of this example, suppose that "Multibase" is affLxed to a

mobile robot, and represents a series of attach points for holding miscellaneous items. "Scooter" is a part that
is to be installed into a remote module, represented by "Dock".

In the upper left frame, the part is approaching the robot system 1. The operator has just indicated Scooter

is to be grasped, thus the "Acquiring Scooter" status message in the top left corner. In the following frame, the

operator indicates that Scooter should be atfLxed to the robot's base. Next, the robot is directed to navigate to

the vicinity of Dock (navigational control is not discussed here). When Dock is in view, the operator indicates

that the new part (Scooter) is to be installed. The lower left frame shows the first stage of that action. Finally,

in the last frame, the part has been released, and the installation is complete.

This entire procedure was accomplished with only four simple mouse motions. (Click on the approaching

Scooter, connect Scooter to Multibase, connect Scooter to Dock, release.) Most of the assembly details--such

as how to attach and detach connectors, how fast to approach the docking connector, etc.--are completely
automated.

Summary: User interface In summary, the DASCCOM user interfacefeatures:

• A simple mouse-based "pointand click"graphicalinterface.

• "Object-only"task specification;manipulation detailsare leftto the system.

• One-step operationpreviewing.

• Automatic execution of most assembly operations.

• Optional "manual" manipulation at the dynamic objectcontrollevel.

IOr, equivalently, the robot is approaching the part.
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Figure 3: Installation Demonstration Example

The purpose of the strategic controller is to provide an interface between the conceptual commands provided

by the user interface and the dynamic control module. It furnishes the user interface with a set of simple

automated commands, allowing it to perform many tasks.

An integrated system involving multiple manipulators, real-time vision, and interactive operator control is a

complex, event-driven environment. These systems are naturally concurrent in nature; complex asynchronous

interactions must be managed. With a fundamentally sequential underlying programming paradigm, the

burden of managing these asynchronous events is left to the programmer. A sequential execution stream

model can not, for instance, deal effectively with multiple-arm synchronization, especially if the arms are

running different programs on different processors.

The state table programming technique This section presents an alternative programming methodology,

referred to as state table programming. It provides a naturally event-driven structure to guide the programmer
in producing code that is easily interfaced to other real-time system modules. It directly exploits the facile

multiple-process generation and communications provided by modern real-time kernels. In fact, management
of multiple asynchronous events is central to the structure of the system; the programmer is actively encouraged

Lo divide the problem into small, independently executing programs. In addition, it is based on a very intuitive
task description technique.

The state table programming technique is neither a robot programming language nor a replacement for a

library of robot control routines. For instance, trajectory generation utilities and world modeling utilities are
also required. The technique merely provides a framework that weaves the multiple streams of execution in

the system into an easy-to-use structure.
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State transition graphs State transition graphs provide a simple, intuitive means of visualizing the

sequence of actions required to effect a task. A "state" is usually characterized by the system performing a

single "step" of an operation, and waiting for some indication of its completion. State transitions are indicated

by arrows labeled with the event that causes the transition. When an event occurs, a transition routine is
executed. The result of that routine determines the next state entered.

For example, Figure 4 presents a simplified series of steps required to catch a moving object. The system

starts out in the "Idle" state. The receipt of the "Acquire" stimulus, presumably sent from a higher level (e.g.

the user interface), causes the system to enter one of two states: "Reaching" if the object is within reach, or

"Waiting", if not. While the system is in the "Reaching" state, the arms are executing an intercept trajectory.

When the trajectory completes ('¢rrajComplete" event), the arms track the object until the gripper endpoints

match the targeted grip ports precisely. At this point, the system enters the "Gripping" state while the grippers

engage. Finally, the catch is complete, and the "Manipulating" state is active until a "Release" command is
received.

This is a rather simple example. Much more complex series of actions are easily representable.

/ -o-o-
T--o

Figure 4: State Transition Graph - Catch Task

State table programming The state table entries corresponding to the states of Figure 4 are presented

in table 1. Note that multiple pending conditions are handled very naturally, for example, the "Tracking"

state waits for either "InterceptOK" or "Time".

State Stimulus Transition Routine Next States

Idle Acquire CheckRange Reaching
Waiting Time CheckRange Reaching
Reaching TrajComplete CoordinatedMode Tracking
Tracking InterceptOK GrippersDown Gripping

Time Ab ortAcquire Idle
Gripping Time CooperativeMode Manipulating
Manipulating Release GrippersUp Idle

Waiting
Waiting

Table 1: State Transition Table

Stimuli may be generated by any of the modules of the system, but most originate from one of two sources:

command stimuli from the user interface, and condition-event stimuli from independently executing "helpers".

The "Acquire" and "Release" stimuli are examples of the former. The "Time" stimulus is created by a simple

helper process that sleeps for a specified time before sending its message. Other helpers (not shown in the

table) perform "safety checks"; for example, the "OutOfRange" stimulus is sent by a process that checks every

so often to insure that the object being acquired is not suddenly moved out of range.
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Implementation Theheartofthesystem is the Finite State Machine (FSM) driver. The FSM driver is an

independently executing process. It acts as a central command post, receiving messages from many sources in

the system and taking the appropriate action. Each message contains a stimulus code; the FSM driver uses
that code to reference the state table and select a state transition routine to execute. The state transition

routines perform the actual work: they change controller modes, start and stop helper processes, and interact

with the trajectory generation module. 2

The DASCCOM strategic control module supports automatic object capture, docking (connector insertion),

withdrawal, and throwing functions. Each task is executed as a multi-step chain of state transitions.

Summary: Strategic control The DASCCOM strategic controller is based on an event-driven finite state

machine. This technique features:

• An intuitive, graphical task specification.

• Direct tabular implementation.

• A natural, event-driven structure.

6 Cooperative Dynamic Control

The dynamic equations of motion of multiply-armed robotic systems are complex. Strategic control of

the system interactions is also difficult; a consistent set of desired motions must be specified. As of yet, no

satisfactory method of precise dynamic control coupled with a simple strategic command interface has been

developed and experimentally demonstrated.

This section outlines a strategy for the control of a cooperative robotic system that permits high per-

formance dynamic motion control, while also allowing direct control of environmental interactions. This is

accomplished by controlling the manipulated object to react to external environmental stimuli with a pro-
grammable impedance. This facilitates motion direction by presenting a simple yet powerful interface; the

strategic controller need only specify the impedance. Although "exact" inertial force compensation is achieved,

the control structure does not require explicit formulation of the closed-chain dynamic equations of motion, and

is amenable to parallel computation. Object internal forces are explicitly controlled. The object impedance

controller has been implemented on a multi-processor real-time computer system. Experimental results are

presented in section 8 to verify the controller's performance, both for free-motion slews and environmental
cunLacL.

Control objective Hogan's impedance control policy [5] causes the endpoint of the manipulator to react to
external forces with a programmable impedance. The simplest example both to understand and implement is

a simple second order linear impedance--the endpoint behaves as a mass attached via a virtual spring-damper

to the environment. DASCCOM utilizes a dynamic controller that enforces a controlled impedance not of the

arm endpoints, but of the manipulated object itself. Intuitively, the object behaves as if it were attached to its
environment by linear spring-damper systems in the linear degrees of freedom, and also by uncoupled torsional

spring-dampers to control rotational orientation.

The object impedance controller enforces (for a simple linear second-order impedance) the relationship:

md(X -- _des) -4- kv(_: -- Xdes) -I- lCp(X -- Xdej) _- fe=t

Here z denotes the coordinate of any one degree of freedom of an arbitrary point fixed in the object's frame.

The constants rrtd, kv, and ]Cp are specifiable. The reference signal Zdej denotes the desired position (or
orientation) of the chosen point. The Xde, term represents acceleration feed-forward. Thus, the programmable

impedance force corrects deviations from the desired trajectory.

Intuitively, this control policy completely supplants the actual dynamics of the object with a "virtual"

object, with specifiable mass and inertia properties 3. The "virtual" object is attached at its (apparent) center

of mass via an orthogonal set of imaginary damped springs to a selectable point in the environment. Thus,

2The addition of callable sub-chains would add considerable power to the implementation; it is under development.
3Of course, this can only be done within the bandwidth and actuation limits of the system.
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the object can be manipulated by simply moving the virtual spring endpoint. Controlled force interactions

with environmental obstacles can be done by simply pressing the "spring" against the obstacle. Thus, both

free motion slews and manipulation requiring contact can be done with the same strategic interface.

The position and orientation of the "virtual" object with respect to the actual object is also selectable. This

selectable "command frame" allows simple specification of many operations. A particularly useful example is

for performing connector insertions--by placing the "virtual" object frame at a fixed location in the connector

frame, all assembly operations can be specified as connector motions only. Multiple connectors arranged on

an object in arbitrary orientations can then be handled by the same simple connector insertion algorithm.

Since the stiffness is selectable, this controller is also capable of pseudo remote center of compliance (RCC)

operation [12], permitting simple and efficient part mating and insertion operations.

Summary: Dynaxnic Control Space constraints prohibit derivation of the controller here, see [9] for a

more complete treatment. The controller features:

• A simple, powerful object behavior specification interface.

• Good dynamic performance, both in free motion and in contact, without switching controllers.

• Exact dynamic compensation, without requiring closed-chain equations of motion.

• A selectable command frame, facilitating assembly operations.

7 Real-time Vision System

To track moving objects, DASCCOM employs a high-speed television camera-based point-tracking vision
system. The vision system uses a 60 Hz shuttered CCD television camera to track special variable reflectivity

targets. Each object to be tracked is outfitted with a unique pattern of these targets. The vision system

software is then able identify and track individual objects in real-time. Simple linear state estimators also

provide velocity estimates. The arm endpoints are also fitted with targets, and the information is used to

allow endpoint feedback control.

Space considerations prohibit further description here; the system is described in detail in [2]. In summary,

the vision system capabilities are:

• Real-time (60Hz) object position and orientation.

• Sub-pixel resolution (about 1/20 th of a pixel).

• Multiple object identification and tracking.

8 Experimental Results

A moving object "catch" A "strobe" sequence picture of a typical catch is presented as the left side of

Figure 5. The vision system provides high-speed data for three subsystems to perform this task: the two arms,

and the moving body. Each arm is under vision-guided endpoint control. The desired trajectory for each arm

takes it from its initial "home" position, to an intercept state that matches the object's gripper port in both

position and velocity.

To perform a successful capture, the arm endpoint must then be held over the gripper port for the duration

of the time required for the gripper mechanism to engage. The positioning must be fairly accurate.

The right side of Figure 5 shows the vertical positions and velocities of the right arm and right gripper port

during the catch. The object is being accelerated toward the arm system for the first second. During the next

second, the arm tip accelerates to match the port position and velocity at about the 3.2 second mark 4. The

gripper's downward motion occupies the next second, after which the object is brought to a halt. After the

grippers have engaged (at about 4.4 second mark) the observer has an incorrect plant model; this accounts for
the apparent difference in position and velocity after the capture.

Before the grippers engage, they are under independent endpoint impedance control; after the object is

caught the object impedance controller is in effect. Thus, compliant control is active at all times--this prevents

large acceleration forces during and after the acquisition.

4The arm trajectories are actually updated several times as the object position and velocity estimates improve.
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Figure 5: A Two-handed Catch

Transport trajectory tracking Five cooperative control algorithms were compared for a cooperative trans-

port task. The five algorithms are: co-located proportional-derivative (PD) joint-space coordinated position

control, dynamic and kinematic coordinated endpoint impedance control, and dynamic and kinematic ob-
ject impedance control. Space constraints only allow presentation of results from two of the controllers here;

see [9,2,8] for more details. The commanded reference is a fifth-order trajectory of the center of mass of the

object in each object degree of freedom: z, I/, and 0. All algorithms were provided with the correct coordinated
position, velocity, and acceleration references for the entire slew path.

Figure 6 compares the PD controller to the dynamic object impedance controller. The upper-left plot for

each controller depicts the motion of the center of mass of the y direction. The lower-left is the corresponding
velocity. The upper-right plots z vs. y, and indicates the desired and actual object positions at 0.5 second

intervals during the motion. The lower-right plot shows the magnitude of the "tension" between the arms,

after being corrected for dynamic forces. Both controllers are attempting to maintain zero tension.

The PD controller does a poor job of following the desired trajectory and offers no control of the internal

forces on the object. This controller also does not compensate for inertial forces.

Since the object impedance controller correctly compensates for the object dynamics, the trajectory tracking
performance is quite impressive. The inter-arm tension is controlled well also.

Force control performance Force control data (Figure 7) were obtained by simply placing a hard, sta-

tionary object in the path of the object during a slew. The unfiltered data exhibits some ringing--this is an

impact between two very ha_d objects--but the force level quickly settles to the desired. The important thing

to note is that tee object impedance controller successfully controls the forces of interaction, without switching

control modes, even when it comes into contact with a very stiff environment.

9 Conclusions

This paper has presented an overview of the DASCCOM system. This system integrates strategic and
dynamic control of cooperating manipulators with a real-time vision system and a graphical user interface.
The techniques developed have-been experimentally proven, and will provide a basis for the Stanford Aerospace
Robotics Laboratory's future space robotics research.
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Abstract

In this paper the definition of manipelabilit7 ellipsoids for dual robot systems is given. A suitable

Idneto-static formdation for dual cooperative robots is adopted which allows for a 91obal task space

description of external and internal forces as well as absolute and relative velocities. The well-lmown

concepts of force and velocity manipelability ellipsoids for a single robot are formally extended aad

the contributions of the two sinole robots to the cooperative system ellipsoids are evidenced. Duality

properties are discussed. A practical case study/s developed.

1. Introduction

Cooperative robots have been recognized by the robotics research community as offering enhanced

capabilities over current single robot structures. Dual robot cooperation allows for performing tasks

such as handling large, heavy and non-rigid objects, assembly and mating mechanical parts, which
could not be executed by a single robot. Another advantage is the enlargement of the reachable

workspace. All the above features play a crucial role, for instance, in space robotics applications
where cooperative manipulation is often considered as an essential requirement.

In _plt_ nf thp ru_t_ntlai l_nal_tQ at.l_,v,,Kla _tl_ _,,°! .,_K^d-. d-l.,.... _.._! _-^t.1__ I-..........

complex due to the kinematic and dynamic interactions. A must for the solution of this kind of

problem is constituted by an effective description of the kineto-static and dynamic relationship for a

general dual robot system. To this purpose, the formulation proposed by Dauchez and Uchiyama [1]
has been shown to be suitable to coordinated control schemes with equal importance attributed to the

two robots performing a given task. Their approach is somewhat opposite to the master-slave strategy

suggested by Luh and Zheng [2] which has been argued by Uchiyarna etal. [3] to be unsuitable for

practical position/force control of dual robots.

It is believed that an important issue is the definition of quantitative measures of the enhanced

performance offered by dual robot cooperation. It is well-known that the manipulability ellipsoids

introduced by Yoshikawa [4] represent one of such measures for a single robot. The contribution of

this work is to provide a systematic way of extending the above concept [4] to the dual robot case. In
order to accomplish this goal, t_e formulation dictated in [3] is followed here. The motivation behind

this choice is that it leads to a _atural, straightforward derivation of manipulability measures which be

consistent with those proposed in [4] and susceptible of an immediate physical interpretation for the
closed-chain system created by the dual robots tightly handling an object. A similar, parallel research

effort has recently been produced by Lee and Bejczy [5], although the definition of manipulability
measures for a dual robot system is obtained according to different criteria related to the effect of

one robot on the other, instead of regarding the closed-chain as a whole.

A practical case study is worked out for two simple planar cooperative robots. Velocity and force

static ellipsoids are obtained which show the correctness and functionality of the proposed approach.
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2. Kineto-statlc formulation for two cooperative robots

In the following the formulation of task space coordinates required for describing cooperative

tasks is briefly summarized from [2]. For the purpose of the present work, the case when the two

robots are rigidly attached to the object is considered, i.e. a rigid grasp.

According to [2], the cooperative task is described in terms of a set of absolute coordinates and a

set of relative coordinates. The static relationship between the generalized forces exerted by the two

robots and the generalized forces acting on the object -- external and internal -- is presented first.

The kinematic relationship will be derived by using the duality relation between forces and velocities.

Fig. I illustrates two cooperative robots tightly grasping an object. Let m be the common dimension

of the task spaces of the two robots and

hl= Inflll h2-- Inf:l (I)

denote the vectorsof the generalizedforces(forcesf_,f2 and moments nl, 12) exerted by the two

end-effectors,respectively.Let then

ha=Inf') h'=If" )nr (2)

denote the vectorsofexternaland internalforces/moments actingon the object,respectively.Let be

It can be shown that

ha - Wf (4)

where

o i o)-RI_ I-R2a (5)

with RI_, R2_ defined by/'I x rla - -R1_fl, f2 x r2a : -/_af2, respectively. I and O denote identity

and null matrices of appropriate dimensions. Also it is

f = vh, (6)

where

V= RI_
-I " (7)

-I?_a

It can be recognized that the mapping V in (7) spans the null space of the mapping W in (5). This

means that the external and internal force/moment vectors belong to orthogonal subspaces [6].
Once the static relationship has been established, the differential kinematic relationship is derived

in a similar manner. Let

denote the vectors of the velocities (translational Xl, x2 and rotational _i, w2) at the two end-effectors,

respectively. Let then
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denotethe vectors of external (absolute) and internal (relative) velocities, respectively. Let be

t = \Y2(y'x)" (10)

In force of the duality relation between forces and velocities which is derived from the principle of
virtual work in mechanics, it can be shown that

t=Wr_ ". (11)

and

Y, = Vri (12)

with W and V definedin (5)and (7),respectively.

3. Definition of manipulability ellipsoids

The idea of measuring the manipulating ability of robotic mechanisms was first introduced in [4].

According to that concept, a force manipulability ellipsoid and a velocity manipulability ellipsoid can

be defined for a single robot. Assume that an n-DOF robot is given and an m-dimensional task space

is of interest, usually with m _< n. It is well-known that

r = jT (0)'7 (13)

representsthe staticrelationshipbetween the taskforcevector'7and thejointtorquevectorr through

the transposeof the Jacobian matrix J(0),with 0 denoting thejointdisplacementvector.Dually,

v = J(t;)0 (14)

represents the kinematic relationship between the joint velocity vector 0 and the task velocity vector

v through the Jacobian J(t;).

The unit sphere in the joint torque space

rZr = 1 (15)

maps into the task force space ellipsoid

,_2"(jjT), 7 : 1 (16)

which is called force manipulability ellipsoid [4]. Dually, the unit sphere in the joint velocity space

maps into the task velocity space ellipsoid

vr(JJT)-Xv = 1

which is called velocity manipulability ellipsoid I4]. Note that the

(17)

(18)

explicitdependence on 0 has

been dropped in J. A directcomparison of (16)with (18)indicatesthat the principalaxes (related

to the eigenvectors)of the two ellipsoidscoincide,whilstthe lengths of the axes (relatedto the

eigenvalues)are ininverseproportion.This inversevelocity-forcerelationisconsistentwith regarding

the manipulator as a mechanical transformer[7].Conservationof energy dictatesthat amplification
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in velocitytransmissionmust invariablybe accompanied by reductionin forcetransmission,and
vice-versa.

In the followingthe conceptsofforceand velocityellipsoidsdefinedin (16)and (18)areformally

extended to atwo robot system,based on the kineto-staticformulationgiveninthe previoussection.

Let nt and n2 be the DOF's ofthe robots,respectively.The staticrelationship(13)can be written

fora two robotsystem as

with f definedin (3),where

t = jTf (19)

denotes the extendedjointtorquevectorin an (n I "_-n2)-dimensionalspace,and

(20)

IJ01 0) (21)J12 = -/2

denotes the extended Jacobian matrix. Solvingeq. (19)forf yields

f = j_t t (22)

where the simbol "t" denotes a pseudo-inverseofproper dimensions;in thiscaseitisa leftpseudo-
inverse.

The externalforcemanipulabilityellipsoidand the absolutevelocitymanipulabilityellipsoidare

derivedfirst.Plugging (22)into(4) gives

h. = jTtt (23)

which expressesthe relationshipbetween the extended jointtorque vector and the externalforce

vector,through the matrix

J_ _= WJ_ (24)

which is analogous to the pseudo-inverse of the Jacobian jT in (13) for a single robot. At this point

the formal definition of the external force manipulability ellipsoid can be given. The unit sphere in

the extended joint torque space

t Tt ----1 (25)

maps into

h T (J_J_)h_ -- 1 (26)

which is defined here as ezternal force manipulability ellipsoid. Dually, the formal definition of the

absolute velocity manipulability ellipsoid can be given. The unit sphere in the extended joint velocity

space

_IT_I = 1 (27)

• Ttj jT',-1.Y_( _ _) y_=l

maps into

(28)

which is defined here as absolute velocity manipulability ellipsoid. Notice that in (27)

0t) (29)q -- 02

354



indicatesthe extendedjoint vector.
An attractivemathematicalexpressioncanbefoundfor the matrix J_J_ constitutingthe core

of the two manipulability ellipsoidsjust definedin (26) and (28), which is directly related to the

Jacobians of the two robots defined in (21). As shown in Appendix A, one may obtain

Jj[ = ((J,JD-I + (30)

with

0 tJ[t = J[t + (_&.(j_r):) i=1,2 (31)

where the subscript f refers to the upper block of the matrix j_t which maps the joint torque vector

rl into the sole force components of the task force vector f_ defined in (1) (i.e. excluding the moment

components). It is worth noticing that in the particular case when P_ = 0, the matrices JT t simplify

to _t.
In the same formal manner as done above for the external force manipulability ellipsoid and the

absolute velocity manipulability ellipsoid, the derivation of the internal force manipulability ellipsoid

and the relative velocity manipulability ellipsoid is presented now. Plugging (22) into (6) gives

t = Jfh_ (32)

with

jr __ J_V. (33)

It is to be remarked that, by virtue of the definitions (24) and (33) and of the structure of the matrices
W and V, it results

jrt jr = O. (34)

The unit sphere (25) maps into
T T

h, (JrJ_)h_ = 1 (35)

which is defined as internal force manipulability ellipsoid. Dually, the unit sphere (27) maps into

_,r(j,j_, )-,_% = 1 (36)

which is defined as relative velocity manipulability ellipsoid. In this case too, an attractive mathe-

matical expression can be found for the matrix Jr Jf constituting the core of the two manipulability
ellipsoids just defined in (35) and (36), which is directly related to the Jacobians of the two robots

defined in (21). As shown in Appendix B, one may obtain

J,J; = 3,J," + J2J: (37)

with

jr :(_l),-1jT_F((_l),_l(jS)nRxa O) i:1,2 (38)

where the subscript n refers to the lower block of the matrix Ji which maps the sole moment compo-
nents of the task force vector fi defined in (1) into the joint torque vector ri.

From eq. (34), it directly follows that

(39)
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It is worth noticing that in the particular case when R_ = 0, the matrices J_ simplify to jT; in this
case, thus, eq. (39) trivially holds.

Eqs. (30) and (37) suggest a nice interpretation of the way the Jacobians of the two robots

combine to form the respective cores of the ellipsoids defined above. If each term of the type jjT is

regarded as a generalized impedance, eq. (30) resembles the mathematical expression of the parallel

of two impedances, whilst eq. (37) resembles that of the series of two impedances. Therefore, one

would naturally be driven to generalize these results to the multiple robot case; this topic is under
investigation.

4. Case study

Two 3-DOF planar robots are considered for the purpose of illustrating the application of the

concepts presented in this work to a practical two robot system. For the sake of simplicity, the end-

effectors of the two robots are supposed to be located in the same point (i.e. the physical object is

removed); this implies that ,_ = J_ = J_. This assumption is not restrictive at all, as formally shown

above. Moreover, a two-dimensional global task space is assumed, i.e. only forces and linear velocities
are of interest; the system thus possesses two redundant DOF's.

A CAD tool has been developed which is articulated into the following steps. The contact

point of the two end-effectors is input, then the two redundant DOF's are exploited to assign the
orientation angles of the end-effectors. A softwaxe package for solving the inverse kinematics of

general robot structures [8] is utilized to find the joint configurations and then the complete kineto-

static characterization of the system. An option is provided to compute the ellipsoid of interest.
The outputs are plotted by means of a graphic package. They illustrate the closed kinematic chain

together with the principal axes of the ellipsoids of the two single robots and those of the dual robot

system, in order that the manipulability of the cooperative system can be evaluated with respect to
the single robot manipulabilities.

Two complete sets of results for two different configurations of the dual robot system are displayed
in Figs. 2 and 3 respectively. The ellipsoids of each robot are included for a better comprehension

of the effects of the cooperation. It is remarkable that, in the second configuration, the two robots

are both proximal to singular configurations (see the shape of their ellipsoids). It can be recognized
that the external force ellipsoids (Figs. 2a and 3a) are improved in that the ability of each robot to

exert forces along a given direction is enhanced by the other, while the absolute velocity ellipsoids
(Figs. 2b and 3b) show that the ability of each robot to perform motions along a given direction is

penalized by the presence of the other. This result well agrees with practice, since it is intuitive that

when two robots cooperate the static force is shared by them whereas the faster robot is slowed down

by the other. Conversely, the ability of the system to absorbe forces along a direction is limited by

the weaker robot of the chain (Figs. 2c and 3c), while the ability of the system to give rise to relative

motions along a direction is supplied by both robots (Figs. 2d and 3d). All these conclusions reflect

the concept of duality which is at the basis of the definition of the manipulability ellipsoids presented.

5. Conclusions

The concept of manipulability ellipsoids has formally been extended to the case of dual robot

systems. A global kineto-static formulation of the closed chain created by two tightly cooperating
robots has been exploited to define external and internal force manipulability ellipsoids. The corre-

sponding absolute and relative velocity manipulability ellipsoids have been derived on the basis of the

duality principle in mechanics. Functional expressions for these ellipsoids have been obtained through

the Jacobians of the two robots and a practical rule of composition has been provided. The results

achieved for a simple case study have validated the theoretical conclusions in view of the physical

interpretation of the kineto-statics of a dual robot system. It has been conjectured that the proposed
definitions can be extended to the multi-robot case, although the formulation of internal forces is
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not straightforward. This issue, along with the analysis of different types of cooperation (e.g. loose,

soft) and the formulation of dynamic manipulability ellipsoids, will constitute the subject of further

investigation.
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sit ( x 0 i= -RI. I -Rx_

The matrices J'_rit can be partitioned by rows as

Appendix A

The matrix J'_at defined in (24), by substituting the expressions of W in (5) and J12 in (21),

;) (j:t 0 ). (A-I)j(t

j,Tt : ((JSt)_)(_t).
i= 1,2 (A-2)

where the subscripts f and, refer to forces and moments respectively. Plugging (A-2) in (A-l) gives

0 0

which, by virtue of (31), can be compactly written as

j/t = (j/t ._t).

The matrix j_jT in (26) can then be computed. First, one obtains

( jt(jrt:t + _t jt)_x)
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where the "~"s have been dropped without loss of generality. Eq. (A-5) leads to

-t'-T--Tt.t,jTtjt j_t jt)-i

÷[JrtJt +Jft4)-T j_t4[jrt4 + J_t4)-, CA-_I

that can be compacted into

Z_JI = (j[tjt + jftjt)-T. (A-7)

By virtue of the property j rt jt = (j_jr)-l, eq. (A-7) directly leads to (30).

Appendix B

The matrix Jf defined in (33), by substituting the expression of Jx2 in (21) and V in (7), becomes

( 0) 1.J,_= _ J_ -z •
---P._a

The matricesJ_ can be partitionedby columns as

J5 = ((J_)! (J_)-) i-- 1,2.

Plugging (B-2) in (B-l) gives

JT=( JIT -(J2r),R2, )

which, by virtue of (38), can be compactly written as

Computing the matrix Jr jT in (35) directly leads to (37).
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Controlling Multiple Manipulators Using RIPS
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Abstract

A prototype of the RIPS architecture - Robotic instruction processing _$_ystem - has been
developed at the Center for Robotic Systems in Microelectronics, University of California at Santa
Barbara. A two-arm robot control experiment is underway in order to characterize the architecture
as well as research multi-arm control. This experiment uses two manipulators to cooperatively
position an object. The location of the object is specified by the host computer's mouse.
Consequently, real-time kinematics and dynamics are necessary. The RIPS architecture is
specialized so that it can satisfy these real-time constraints.

This paper discusses the two-arm experimental set-up. A major part of this work is the
continued development of a good programming environment for RIPS. We are working with the
C++ language and have favorable results in the targetting of this language to the RIPS hardware.

1. Introduction

RIPS, for Robotic Instruction Processing System, is a specialized computer targetted to meet
the real-time computational requirements for advanced robot control [1-3]. Although the
architecture assumes no manipulator characteristic or control strategies, its unique structure can
extract most of the parallelism inherent to robot control problems.

A WqHI-*'_@_4._ __._a.___ I-__ L .... .11_ _-

• - t'-,,,,,,jt,,- _j,:,,_ ,,a_ occn uesxgnexi and built. This system is being used by researchers at
the Center for Robotic Systems in Microelectronics at the University of California, Santa Barbara,
to experiment with robot control algorithms which were previously too computationally intensive
for real-time evaluation.

This paper describes our current efforts in a two-arm cooperative manipulation experiment.
This experiment will enable us to analyze the performance of RIPS as well as study two-arm
control. Since RIPS is a custom system, a major part of this work has been the development of a
programming environment which can support robotic research. Section 2 gives a brief description
of the RIPS architecture. Section 3 describes the two-arm experiment. Section 4 discusses the

programming environment which we are developing, and section 5 offers some concluding
remarks.

2. The RIPS Architecture

RIPS is a multiprocessor architecture where a tightly coupled cluster of processors is allocated
to each dynamically coupled system. Multiple clusters are used to control multiple manipulators.
The system level architecture is shown in Figure 1.
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Within acluster,aprivatebuscontrolledby acustomI/O (DMA) handlerprovideshigh-speed
interprocessorcommunication.Datatransfersbetweenprocessorsof the sameclusterrequirea 3
microsecondset-uptime, and400 nanosecondsper 32-bit word transfer. Therefore,multiple
transfersarepossiblewithin theservoingupdatecycle.

Communicationbetweenclustersis supportedby astandardasynchronousbus(VME), which
operatesat aslowerspeed.This busis usedfor higher level, andhenceslower,communication.
For example,thisbuscanbeusedto coordinatethemotionof multiplemechanisms.

The RIPSarchitectureusesextensiveparallel processingto increasethe real-timeexecution
speedof robot control algorithms. Before parallel processingcan be applied, however, it is
important to realize that parallelismcanbe exploited at manydifferent levels. For example,
partitioningthetargetprobleminto multiplesub-problems,andsimultaneouslyexecutingthesub-
problemsis consideredjob level parallelism. Whereas, pipelining the instruction execution of a
processor is considered intra-instruction level parallelism. A detailed understanding of the target
problem is essential before parallel processing can be effectively applied.

In the RIPS system, each of the subsystems simultaneously executes a different part of the
robot control problem. The general schema is a convenient user interface at the host level, which
issues trajectory-level commands to the robotic processor(s). The robotic processor evaluates the
inverse kinematic and inverse dynamic equations for a particular manipulator, and uses its I/O
handler for interprocessor communication. The servo controllers run independently using
(optionally) a higher speed update cycle to servo about trajectory set points.

The robotic processor is a custom processor designed to exploit parallelism in robot kinematics
and dynamics. After examining kinematic and dynamic equations, we found that they can be
efficiently formulated using three-dimensional vector equations. In fact, any rigid body dynamics
problem can be expressed in three-dimensional vector notation. An intuitive reason for this
intrinsic structure is that these equations explain the motion of three-dimensional bodies in a three-
dimensional space. Consequently quantities like positions, velocities, accelerations, forces, and
moments are most conveniently described by 3-D vectors. A detailed explanation of the robotic
processor's operation can be found in [3].

A prototype RIPS system has been built and is currently being used for a two-arm
manipulation experiment. The current configuration consists of a SUN 3/140 host computer, one
robotic processor, one I/O handler, and one servo controller.

3. A Two-Arm Experiment

Advances in multi-arm cooperative manipulation will enhance the capabilitties of robots

tremendously. One of the major difficulties which prevents the development of such systems is
that the computational requirements quickly become overwhelming, even with moderately complex
manipulators performing seemingly simple tasks. We felt that RIPS can offer good experimental
data to this area of research.

Our experiment is designed both to provide insight into two-arm control as well as to test the
RIPS architecture. The two-arm set-up is shown in Figure 2. Each arm is a five-bar-link direct-
drive mechanism, which was designed and built at the CRSM [4]. Three direct-drive motors are

used to control each manipulator. Even though these manipulators can move only in a horizontal
plane, our control programs assume general 3-D capabilities. This is so that our results can be
extrapolated and applied to more complex mechanisms.
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Our experiment demonstrates real-time two arm cooperation. The SUN host's mouse generates
a trajectory for an object which is held by both arms. Since the motion of the mouse is not

prcplanncd, the inverse kinematics must be computed in real time. If high speed manipulation is
required, real-time inverse dynamics is also needed.

3.1 Control Strategy

When two arms cooperatively manipulate an object, the entire system (i.e. the two arms and
the object) bccon_s dynamically coupled. If the inverse dynamics of this system is solved with a
single recursive algorithm, the computational burden becomes enormous. Nakamura [5] proposed
a dynamic force control method which allows parallel processing to be used. A block diagram of
this method controlling two cooperating manipulators is shown in Figure 3. At the beginning of
each update cycle, the simple dynamics of the object is calculated to determine the trajectory of each
manipulator. This information is fed to the servo blocks. The servoing of each arm, which
includes the inverse dynamics and kinematics, is computed in parallel, reducing the computation
time considerably.

Our prototype system has only one copy of each processor. As discussed earlier, ideally one
cluster of processors is assigned to each manipulator. However, due to limited resources we
perform the computations for both manipulators with one set of processors. The high
computational capacity of these subsystems allows us to maintain a good update rate (-1 ms)
anyways.

3.2 Sensor data acquisition and Filtering

The manipulators' actuators and encoders are accessed though a custom interface card. This
card has 6 optical encoder input channels and 6 analog output channels. Multiple cards can be used
simultaneously if additional joints are to be controlled.

Accurate position and velocity measurements are mandatory for good trajectory control. The

...... ,,,._ _..-.u .._, _t_uiu, uu upu_m v,,_c_ tucuuttv_ to measure jomt position. Joint velocity is
measured by using a high frequency clock to compute the time between successive rising edges
from one of the two optical encoder channels. Velocity is derived by the servo controller with a
simple inversion algorithm. Only one of the two channels is used since optical encoders do not
always maintain their two channels 90 degrees out of phase. The direction of rotation is also
incorporated into the velocity signal by noting the change in position. A 2 pole low-pass filter was
necessary to eliminate high-frequency noise.

Figure 4 shows an example of the resulting velocity signal before and after filtering. The
corresponding position is displayed for reference. This graph shows a manipulator joint's
response to an input step. Note that we underdamped the system to create a more demonstrative
picture.

4. Programming Environment

We have spent a good deal of time developing a programming environment for RIPS. A
software support will allow RIPS to be used more effectively in robot control research, such as our
two-arm experiment. Since our processing subsystems are custom designed, we have had to
develop our software starting from a very low level. Fortunately the host operating system is
UNIX, so all of the UNIX programming tools are available. These tools have assisted us
tremendously in our development efforts.
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A UNIX device driver lets us communicate with the different processing subsystems. A

menu-driven monitor program assists the user in issuing commands. Figure 5 gives a snapshot of
its format. The left column contains the system level commands. Some of these commands have
sub-menus which are displayed in the fight column when requested. Figure 5 shows the sub-

menu for the robotic processor in the fight column. This menu is displayed when the user types
the command 6 (for rpmenu). Our eventual goal is to develop an interface which appears identical
to the UNIX shell. Our shell, however, will understand the additional hardware resources (i.e.

robotic processors, I/O handlers, and servo controllers) and know how to use them. With this, a

user can run a program which is automatically executed on the custom hardware.

Good program development support is essential for an experimental system. This begins from
the lowest-level translators. A TMS320C25 assembler donated from Texas Instruments was

ported from MS-DOS to UNIX so that we can write I/O handier and servo controller programs.
We had to write a custom assembler for the robotic processor because of its unique instruction set.
This assembler was designed so that the instruction set can be easily modifed. This has turned out
to be a very useful; we have already updated the robotic processor's instruction set twice.

4.1 High-Level Language Programming

High-level language support allows other users to easily write programs for the system. We
have already developed a number of large assembly language programs and are well aware of the
inconveniences of assembly language programming.

We are first targetting a high-level language to the robotic processor since it executes the most
difficult algorithms. The I/O handier and servo controller programs should remain fairly simple,
hence assembly language programming is not too cumbersome. The I/O handler only executes a
fairly simple polling program for interprocessor communication. The servo controller interfaces to
the manipulators, and calculates simple control laws. Eventually we will provide high-level
support for these subsystems.

We have decided to support C++ as the high-level language [6]. The main advantages of C++
are that it is object-oriented, it supports user-defined types, and it permits function overloading.
Instead of starting from scratch, we are retargetting the GNU compiler from the Free Software
Foundation [7]. This compiler is distributed freely in source code form, and has already developed
a reputation for its high quality code. The GNU optimizing C and C++ compilers share the same
retargettable back end, but have different front ends.

The robotic processor has an original architecture which creates some original compiler
problems. For example, the same register file is used to store both vector and scalar operands.
Therefore, the compiler must be taught the relationship between vector and scalar registers.

We have already successfully retargetted the GNU C compiler to the robotic processor. The
major effort involved writing a machine description which explains the processor's architecture to
the compiler. This compiler allows us to write C programs which execute on the robotic
processor. However, it cannot exploit the processor's vector capabilities. This limitation is partly
due to the C language itself. The advantages of C++ should be helpful in remedying this problem.
C++ supports the concept of user-defined types, which is explained in the next section.
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4.2 C++, the Robotic Processor, and Robot Control

The robotic processor is optimized for operating on 3-dimensional vectors. Since C++
supports user defined types we can exploit this characteristic by defining a new type, VEC3.
VEC3 stands for 3-dimensional vector. This new type enables the compiler to recognize the three-

fold parallelism inherent in the program, and exploit the underlying hardware. This is best
explained with an example.

Computing the Jacobian matrix

The Jacobian matrix relates joint velocities to Cartesian velocities, and is used throughout
various robot control techniques. Orin and Schrader developed a very efficient algorithm for
computing the Jacobian [8]. The equations which implement the algorithm are:

N+IUN+ 1 = I

N+IUi. 1 = N+IU i i-IuT i i = (N+I) .... 2, 1

i = 1, 2 .... N revolute joint

i = 1, 2,... N prismatic jointN+I'__ 1 = 0

N+lrN+ 1 - 0

N+lri_l ffi N+lri. N+IUi i P*i

N+I[_ i = S+l'yi × (- N+lri ) i = 1, 2,... N revolutejoint

N+l_i. 1 = N+IUi_ 1 i - 1, 2 .... N prismatic joint

where the Us are 3-by-3 rotational matrices, the Is are 3-by-3 identity matrices, and the _s, 'ys, rs

and p*s are 3-dimensional vectors. _ i and Ti form the ith column of the Jacobian. This algorithm

starts at the manipulator's end-effector and reeursively propagates velocities back towards the base.
The resulting Jacobian transforms joint velocities to Cartesian velocities with reference to the
manipulator's end effector. Since the Jacobian matrix transforms joint velocities to linear and
angular velocities, the algorithm is most efficiently expressed using only 3-D vectors and 3-by-3
rotational matrices.

As mentioned earlier, C++ lets the user define new data types - or classes - as well as the
operator functions when operating on data of the new types - or overloading. The VEC3 data type

is instrumental in programming this algorithm so that the robotic processor can exploit the
algorithm s inherent parallelism. The three components of a VEC3 object are i, j, and k. These
components can be accessed individually as well as collectively. We overloaded the arithmetic

operators so that the C++ compiler understands how to manipulate VEC3 objects. Addition,
subtraction, multiplication, and division are performed component-wise. In other words, for

365



addition, the i componentsareaddedtogether,the j componentsareaddedtogether,and thek
componentsareaddedtogether. We alsooverloadeduseful combinationsof VEC3 objectsand
scalars.Forexample,theadditionof aVEC3 objectandascalaris definedsuchthatthescalaris
addedto eachcomponentof the vector. Somecombinationsare meaningless. For example,
dividing a scalarby avector.

Anotherclass called ROT was created to support rotational transformations. A ROT is a 3-by-
3 matrix made of three 3-dimensional column vectors, each VEC3s. Each column can be

individually accessed as vectors n (normal), o (orientation), and a (approach), which is consistent
with standard homogeneous transformation terminology [9]. Furthermore, each component of a
vector can be accessed individually. For example, if a ROT ttt was declared, ttt.n refers to column
n of the matrix, and ttt.n.i refers to the ith component of the nth column.This gives the programmer
a clean way of accessing the different pieces of a matrix.

Having defined these two classes we can write a program which implements the Jacobian
algorithm mentioned above. This program generates the Jacobian matrix for a PUMA 560.

However, it is easy to modify it for any robot manipulator by changing the value of the constant
REVOLU'I_.

#include <stream.h>
#include <math.h>

#include "3D_classes.h"

const REVOLUTE = 0x7e

mam0

inti;
float theta[7];

//bit code for revolute/prismatic combination for
//the PUMA manipulator

/* Declaration of 6-by-6 Jacobian Matrix */

VEC3 gamma[7];
VEC3 beta[7];

//gamma[0] is not used
//beta[0] is not used

for(i = 1; i < 7; i++){

gamma[i] = VEC3(0.0, 0.0, 0.0);
beta[i] = VEC3(0.0, 0.0, 0.0);

]

//clear Jacobian

ROT U[8];

U[ 1] = ROT(PI/2, -PI/2);
U[2] ---ROT(PI/8, 0.0);
U[3] ---ROT(PI/7, PI/2);
U[4] = ROT(PI/10, PI/2);
U[5] = ROT(PI/30, PI/2);
U[6] = ROT(PI/20, 0.0);
U[7] = ROT(0.0, 0.0);

//initialize rotational matrices with the

//Denivit-Hartenberg joint angle and twist angle

VEC3 p[7];
p[1] = VEC3(0.0, 0.0, 0.0);
p[2] = VEC3(431.8, 0.0, 149.9);
p[3] = VEC3(-20.32, 0.0, 0.0);

//initialize translation vectors

//these vectors point from origin of one
//coordinate frame to the next
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p[4] = VEC3(0.0, -433.07, 0.0);
p[51 -- VEC3(0.0, 0.0, 0.0);
p[6] = VEC3(0.0, 0.0, 56.25);
p[7] = VEC3(0.0, 0.0, 0.0);

ROT N_U[8];
N_U[7] = ROT(0.0, 0.0);

//initialize base to joint rotational matrices
//initialize end-effector rotational matrix to I

VEC3 r[8];
r[7] = VEC3( 0.0, 0.0, 0.0);
r[6] = VEC3( 0.0, 0.0, 0.0);

//initialize base to joint vector
//clear vectors

for (i = 6; i >=- 0; i--){

theta[i] = RD_THETA;
U[i].load_theta(theta[i]);

//read in new them value

//input new them into U matrix

N_U[i] = N_U[i+I] * U[i+I].TO;
r[i] = r[i+l] - N_U[i+I] * p[i+l];

for (i -- 6; i > 0; i--)[

if((0xl<< i)& REVOLUTE) {

gamma[i] = N_U[i- l].a; H gamma[i] <- vectora inN_U[i- I]
beta[i] = cross(gamma[i], -r[i-1]); H cross product

}
else {

gamma[i] = VEC3(0.0, 0.0, 0.0);
beta[i] = N_U[i-1].a;

}
tout << beta[i] << gamma[i] << 'Nn"; //output ith column of the Jaeobian

This program demonstrates how easily the Jacobian algorithm is written in C++ with the
addition of the VEC3 and ROT classes. Furthermore, because the compiler is made aware of these
new data types, the final code can exploit the vector natm'e of the robotic processor.

The arithmetic operators are overloaded to operate on the new data types. Consequently,
arithmetic operators can be used instead of function calls, which simplifies the appearance and
readability of the program. A couple of specialized functions are also defined. For example,
U[i+I].T refers to the transpose of U[i+l], and U[i].load_theta(theta[i]) inserts the new theta
value into the appropriate places of the rotational matrix.

C++ supports a mechanism called constructors [6], which are used to initialize user defined

classes. VEC3 objects are initialized with the values of the three vector components. ROT data
types are initialized with the Denivit-Hartenberg joint and twist angles [9]. Code in 3D_classes.h
describes how to generate the 3-by-3 matrix from this information.
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5. Conclusion

We are using the RIPS prototype as a test bed for experimenting with two-arm cooperative
control. This experiment provides insight to two-arm control research, as well as tests the RIPS
architecture. Much.of our work has been the development of a programming environment which
gives us the tools to perform our experiments.

We have written a monitor program, with a menu interface, for communicating with our
custom hardware. A custom interface card which connnects the RIPS system to the two
manipulators has been built. This card generates both high-accuracy position and velocity

feedback from optical encoder signals.

High-level language support becomes necessary to implement complex control algorithms. We
are currently targetting the GNU C++ optimizing compiler to the robotic processor architecture.
Our approach will enable us to write programs in high-level constructs and still generate efficient
robotic processor vector code.
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Issue SC aommands

Issue IOH coEmands
RIPS tests

RIPS Command _u * * * *

Tue Oct 18 18:46:49 1988

Read l_PCU-Host
Read RPCU-Host vectoEs

Mrite RPCU-Host

Read BPCO-BusB

_ite RPCU-BUSB

Download ". lat to RPPM

Dump P.P pz'o_am memory
Download data to RPDM

Dump RP data memory
Read RPCR

Check RPDM
Check RPPM

10: :pcurd:

11 : rpourd$ :

12 : rpcuwr:

13: rp=uard:

14: :pcuBwr:

IS: :ppmdoHn:

16: rppmdu_p:

17: rpchadown:

18: rpdmdump:

19: :pcrrd:

20: rpdm::k:
21: rppme.k :

Enter command followQd by <RETURN>: 19
_TCH : 0 PIU/PROGt : 1 HC:I_R: 0 tlCRZR _ : 0

DATA : 0ff_

H_Rll HCUORIO

Figure 5. Menu-Driven Monitor
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TIME OPTIMAL MOVEMENT OF COOPERATING ROBOTS

J. M. McCarthy and J. E. Bobrow
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Abstract

This paper examines maximizing the speed of movement, along a prescribed path, of the system
formed by a set of robot arms and the object they hold. The actuator t_quea that maximize the
acceleration of the system are shown to he determined by the solution to a smndm_ linear
programming problem. The combination of this result with the known conlrol strategy for time
optimal movement of a single robot arm yields an algoritlun for time optimal movement of multiple
robot arms holding the same woxkpiece.

Introduction

The problem of controlling the movement of an actuated closed kinematic chain is a model for
_ating movement of several arms holding the same object, Luh and Zheng 1985, Tam, et al.
1987, manipulating an object with the fingers of a mechanical hand, Salisbury and Craig 1982, Li et
al. 1988, and controlling the posture of a walking machine, Orin and Oh 1981. In each case an

important benefit of the closed chain is the distribution of the load at manipulated body, or
workpiece, over the actuators of several different robots.

The problem of specifying the joint torques to achieve a specific movement of the chain is
underdetermined, which means a variety of joint torque histories perform the same movement.
Recent research focusses on using this freedom to balance the load among the actuators by
m;,n;m;-*,.;,nn- ,l.h,J *,._tal _-_1,,a4- r.tw_e,rru_l I_, tk_ ex,©t_m als_n_ tlum tr_;_ottw.u N'rm,t_ anrl I nir©h;n IORR,
4t.taa_taa.a.lt_Aa._t_t_ t, at_t_ *vwa,_ J_,_wv _. wata_._t,_tatA_._ ,_tsJ _ta_, *._ tJwLm.a matvma_ baav _jwwa_, _w_

Lull and Zheng 1988 and Zheng and Luh 1988.

In this paper the dynamic indetexminacy that appears in the control of two cooperating 3R robots is
resolved by seeking the joint torque history that achieves the least transit time along a specified path.
This result generalizes the known solution for the open chain case, Bobrow et al. 1985, and joins
minimum time path planning research for closed chains with the existing effort for open chains,
Gilbert and Johnson 1985, Shiller and Dubowsky 1988, Bobrow 1988, and Rajan 1985.

Dynamics Equations for Cooperating 3R Robots
In this section the equations of motion for the closed chain formed by a pair of cooperating
manipulators are derived, focussing on the case of two planar robots. Previous work in this area
includes the studies of the cooperation of walking machine legs Orin and Oh 1981, of dual arm
robots Lull and Zheng 1985, and Tam et al. 1987, Kreutz and Lokshin 1988, and of mechanical
hands, Nakamura et al. 1986 and Li et al. 1988.

In this derivation we follow Kreutz and Lokshin 1988 and assume that the end effectors of each

robot rigidly hold the workpie_e. The combination of these end-effectors and the workpiece is
viewed as a single moving rigid body. The joints at each end effector provide the forces and
moments that move this body. This viewpoint allows us to formulate the dynamics of each arm and
the workpiece independently.
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Let the two robots be denoted Robot 1 and Robot 2. The joints of Robot 1 are defined by the
position vectors ol, al, and bl, similarly the joints of Robot 2 are 02, a2, and b2, the rotation

angles at each of these joints are denoted 0 i, _, and _i, i=1,2, respectively. See Fig. 1. The

lengths the first two links of each robot are Ki=lai-oi I and Li=lbi.ai I, i=1,2. The moving body is

the rigid link connecting the end joints bl and b2, its length is H. The distance between the base
joints Ol and 02 is G. For convenience assume that each rink is uniform so that its center of mass
lies halfway between the joints it contains.

Figure 1. A pair of 3R planar robots holding the same workpiece.

Dynamics of the workpiece. Let x=(x,y) T be the position of the center of mass of the

workpiece and ¢z be its orientation. If fI=(XI,Y1) T and f2=(X2,Y2) T are the forces of interaction at

the joints bl and b2 and _FI and _F2 be the motor torques, then the equations of motion of the

workpieceare:

mi=fl+f 2 ,

I&=a 1-fl+a2-f2+_Fl+_F 2 (1)

where

a i =o(H/2sin a, - I-I/2cos a)Ti = 1,2 ,

and o=l for Robot 1. and o=-I for Robot 2. The vectors a i determine the moment of the joint forces

about the center of mass. The dot denotes differentiation with respect to time, and m is the mass of
the workpiece while I is its moment of inertia about the center of mass.

Eq. (I) can be written in matrix form by adding a to the coordinate vector x, so that

x = (x,y,a) and we obtain
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[MoJi= Alfl +A2f2+ _e ' (2)

The torque vector z 0 is obtained from (1) as

•0 v2)z
(3)

and A1 and A2 are 3x2 arrays consisting of the 2x2 identity matrix for the first two rows and the
vector a i in the third row.

The dynamics of each robot. Since the workpiece and end effectors of the robots have been
combined into a single body, the equations of motion of each robot reduce to those of a double

pendulum with forces applied at the end point bi. Assemble the joint angles into the vector 0i=(0i,

q)i)T and let O i, q)i be associated joint torques. The equations of the two robots can be written as

_Ii(0i)]0i + hi(0i'0i) ='_i-Ci' i= 1,2 (4)

where

'_i = (O i -- tIJ i, (D i - tIJi)T
(5)

[Mi] is the 2x2 mass matrix, h i is the vector of Coriolis and gravitational terms, and C i arises from

the interaction forces at the workpiece. The form of these terms is the same for both robots so we
drop the subscript notation:

_[ i(0)] --

+ l'mLLKcos ¢Pl

IK + IL+ mK(K/2) 2 + mL(L/2) 2 mLK2 + mLLKcos q_ IL+ mL(L/2)2 + _

2 1
I L + mL(L/2) + -_mLLKcos (p IL+ mL(L/2) 2

(6)

h (O,d)=

I--_(20+ _)(_mLLKsin q)- ½(mK+ 2mL)gKcos0- mLg(L/2)cos(0 + (p)11.2
_-0 mLLK sin q) - mLg(L/2)cos(0 + (p)

(3)

where the superscriptsK, L refertothecooresponding linkwith theselentghs.

The vectorsC ii=1,2arc thegeneralizedjointtorquesassociatedwith the forcesfi=(Xi,Yi)excrtcd

atbi,and arcgiven by theequations

Ci = [Ji T] fi, i=1,2, (8)
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where

[Ji] = -Kis0i- Lis(0 i

Kic0 i + L ic(0 i

+(Pi) -Lis(Oi+q)i) l

+ q)i)Lic(O i +(Pi) ] (9)

is the Jacobian of the ith two ]ink chain. Note s and c denote the sine and cosine functions.

The dynamics equations of the workpiec¢ and of the two robots am coupled by the interaction forces
at bi.

The constraint equations. The coordinates, x, y, and a, of the workpiece and the joint angles,

0i, ¢Pi, Vi, i=1,2, are related by the kinematics equations of the two robots:

x = -o'(3 + K.cosl 0.1 + Lic°s (0 i + q_i) + o(H/2)cos

y =Kisin 0i+Lisin(0i+cPi ) +o(H/2)sin _ i= 1,2 (10)

where o=1 for Robot I and o=-1 for Robot 2. Given values for x=(x, y, ¢x), (10) can be solved to

determine each of the coordinate vectors 0i=(0i, ¢Pi), i=1,2.

We now determine the relation between the joint velocities 6 i = (6 i' _ i) and accelerations 6 i'

and the velocity and acceleration, i, i, of the workpiece. This conveniently done by introducing the
2 dimensional vector

T
= (x + oG -o(H/2)cos _ Y -o(H/2)sin a) (11)

The derivative of (10) can now be written as

and

i=1,2

(12)

(13)

where [ Ji] is the Jacobian of each robot, Eq. (9), and[Ji] is its derivative with respect to time. For

a given position, velocity and acceleration, x, _, i of the workpiece, we can compute x, x, x, and

solve equations (12) and (13) to determine 0. and 0..
! 1

Time Optimal Control

The problem of controlling the cooperating robot pair so that the workpiece traverses a specified path
in minimum time is a generalization of work presented in Bobrow et al. 1985. Also see Dubowsky
and ShiUer 1988 and Shin and McKay 1984.
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First, we assemble the equations of motion of the work1:fiece arld the two arms into a single set of

equations by introducing the seven dimensional vector q = (x, 01,0 2) T--n°te x has three

components and O i each have two components. The equations of motion of the system become

[M] h(q,d) =IBIs- [C]f (14)

The 7x7 system mass matrix [M] has [M _, [M 1] and [M 2] along its diagonal

The vector it(q, 6.) is simply h ffi (0, 0, 0, hi, h2) T obtained from (7). The system torque vector

_=(Or ¢bl' WI' O1' _2" W2) T is six dimensional and [B] is the 7x6 matrix that maps it

to the three torqt_ veclors _0' _1' g2:

[B] = 0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 1

1 0-1 0 0 0

0 1 -1 0 0 0

0 0 0 1 0-1

0 0 O 0 1 -1 (15)

The four dimensional vector f--(fl,f2) T represents the interaction forces at the workpiece. The 7x4
malrix [C] is obtained from Eqs. (2) and (8) as

I J1 0
O J2 T

(16)

Note that A1 andA2 are 3x2 arrays, while J1T and J2T are 2x2 arrays.

The next step is to in .t_ce a path parameter s which identifies the position of the workpiece as it
moves along the specified trajectory. The system equations of motion (14) are written in terms of

this parameter. The goal is to determine the maximum acceleration _ along the path that is
achievable without exceeding the torque limits of the joint motors.

The path parameter. Since it is assumed a path has been specified, the parameterized vector x(s)

= (x(s), y(s), ¢x(s)) T is a known function of some parameter s. We seek the function s(t) that

minimiTes the transit time without exceeding the maximum torque attainable at each joint. Since x(s)

is given, we can determine _(s) from (11), and obtain its derivatives in the form
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= (d_/ds)_

= (d2_/ds 2)_2 + (d_/ds)s .

Using F.qs. (12) and (13) we obtain

6 i = [Jfl(d_/ds)_

+ (d_/ds)_ -[J ._F J ._-l(d_/ds) _}.

1' 2) intheform

_),

Ultimately, we obtain /i = (i,

_=_ql(s, _)+ q2(s,

where q l(S, _) is the vector of elements that multiplies _ and q 2(_
elements.

The equations of motion (14) can now be written in terms of the path parameter, s, as:

[M]ql_ + g(q, 6.)= [B]_ - [C]f,

(17)

(18)

(19)

_) isthevectorofremaining

where

g(q, b.) = [M]q 2 + h(q, b.).

For given values of s and _, Eq. (20) becomes a set of seven linear equations in the eleven

unknowns _, _, and f.

(20)

The linear programming problem. The optimal control problem now reduces to computing the

torques "c = (O 1' O 1' _I*1' O 2' O 2' tI*2) that provide the maximum (or minimum)

acceleration _ for each position and velocity, (s, _), of the workpiece, subject to the constraint that
the equations of motion (20) are satisfied. Note that because the cooperating robots form a three

degree of freedom system (7 coordinates - 4 constraints), for a given acceleration £ the torques are
not in general unique.

The problem of maximizing the acceleration can be posed as a standard problem in Linear

Programming, Thie 1979. That is, a vector y = (g, x, f)T is sought that maximizes (or

minimizes) the scalar acceleration

= by, b= (I,0,0,0, 0,0,0,0,0,0,0)

The vector y is subject to the linear constraints due to the equations of motion

(21)
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[A] y = c, (22)

where from (20) we have

[A] = [[Mlq r- [B],[C]']
C -'- rag°

• (23)

Bounds on the magnitudes of the congrments of y are also part of the standard linear programming
problem, which is how torque limits on the motors are introduced. Notice that we can also introduce
hounds on the magnitude of the forces acting on the workpiece. The arrays [A], and c are known

constants for every position and velocity (s, d), so a standard Linear Programming algorithm can be

used m determine y that maximizes s, in (21 ) subject to the constraints in (22).

The solution of this problem provides the set of joint torques _ as well as the interaction forces fl

and f2 that yield extreme values for the acceleration, s, of the workpiece, for each point (s, i) in

phase space. The result is the ability to compute the acceleration hounds fir,, i) and g(s, _),

f(s, < < (24)

such that the dynamics equations (20) are satisfied.

The control strategy. With the ability to compute the maximum and minimum accelerations
attainable by the cooperating robot system, the control strategy established in Bobrow et al. 1985 can
be applied to achieve a time optimal movement. The essential idea is to always drive the system at its
maximum acceleration or deceleration. From this point of view, the problem reduces to the
computation of the points at which the shift from acceleration to deceleration and back again occur
along the path. To find these switching points, the acceleration equation,

= g(s, _), (25)

is integrated forward in time from the initial position, and the deceleration equation,

= f(s, _), (26)

is integrated backward in time from the final position to find when they intersect in phase space.
This intersection demrmines.the value of s along the path at which the conm311er shifts from

acceleration to deceleration. In phase space the relation f(s, i) = g(s, i) defines a curve that

vmelPr_-se,nts the .max,. um. velocity atmin_le by _ workpiece. It can happen that this maximum
ty constrmnt is wolated before the mtersecaon of the solutions to (25) and (26) occurs.

Bobrow et al. 1985 show how to determine intermediate switching points when this occurs, so that
time optimal movement is maintained.

Conclusion

In this paper, the time optimal control problem is formulated for the case of two cooperating planar

3R robots. The control strategy is shown to be a generalization of the time optimal control of a single
robot arm. The problem of finding minimum time paths for the cooperating 3R arms is a similar
generalization of the problem of finding minimum time trajectories for single robot arms. Given the
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ability to measure transit times for various paths between two desired positions of the work-piece held
by several robots, a nonlinear optimization routine can vary the trajectory, while avoiding obstacles
in configuration space, until the minimum time path is found.
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Abstract

Historically, part of Ars roots lie in Operations Research. It is the goal of this paper to explore
how AI has extended the problem solving paradigm developed in OK In particular, by examining
how scheduling problems are solved using OR and AI, we demonstrate that AI extends OR's model of
problem solving through the opportunistic use of knowledge, problem reformulation and learning.

L Introduction
Artificial Intelligence (AI) has come along way during the last 35 years. Like any "new" decision

technology, the publicity that heralds its appearance tends to sweep aside technologies, such as
Operations Research (OR), that have come before 1. Not surprisingly, the mere mention of the phrase
Artificial Intelligence is liable to elicit from the Operations Research practitioner, a variety of
responses from adulation to incredulity. In my experience, neither responses are appropriate, but
are due primarily to a lack of knowledge of the field's basic methods. The g_al of this paper is to
dispel many of the misconceptions that surround AI technology. By examining both approaches to
problem solving, both the AI and OR practitioner should obtain a better appreciation of each others
approaches. The ultimate goal being to merge the approaches.

Both OR and AI investigateproblem solvingmethods. As Simon has noted,they share the same
roots[19],but divergedatan earlypointin theirhistory.A common distinctionbetween AI and OR
has been that OR dealswith wellstructuredproblems and AI dealswith illstructuredproblems.I
believeitistime toput thisdistinctiontorest.

Looking back at what has been written on the topic, Simon [18] defines a problem as being well
structured if the means to solving the problem can be operationalized, in a computational sense.
This tended to be a concern in the early days of computation 2. Another view is that an ill structured
problem is one which cannot be completely defined. E.g., objective function, constraints. Rapid
prototyping is a means of elicting problem structure. A third view [16] is that a problem is ill
structured if there only exists weak methods to solve it. Weak methods make weak demands on the
task environment.

It is the last view that I believe is important. It primarily focuses on the performance of the
problem solver. Weak methods tend to perform poorly because they are unable to reduce search
complexity. Weak methods are not unique to AI nor OR. They each have their share of weak and
strong methods. The real issue is what is the nature of the strength behind OR and AI problem
solving theories?

One popular view isthat AI problem solvingdraws itsstrengthfrom heuristics.Glover explores

the roleof heuristicsin[11],Grant also extollsthe importance of heuristicsin constructingan
aircraftengineeringmanagement system, FIXER [12].Another view isthatAI methods are based
on heuristicsearch and symbolic models vs 0R's optimizationa la linearprogramming and

IA concern also raised by Sutherland [22].

2far example, the issue of effective computability as described in Church's thesis [3}.
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quantitative modeling [19]. The view that will be explored in this paper is that the AI's strength is
related to but more subtle than either of these notions.

The rest of this paper addresses this issue. The next two sections explore the strength of the OR
approach and AI approach to problem solving respectively. A vareity of methods are described for

each applied to the problem of factory scheduling. Based upon these examples the subsequent
section explores the relationshiop of AI to O1_

2. OR Approach To The Scheduling Problem
Operations Research draws its problem solving strength from two inter-related sources: the

modeling of problems using algebraic constraints, and the optimization of these models by means of
mathematical programming -- linear programming being the core problem solving technique. There
are other important areas of OR, such as queuing theory, simulation and network analysis, but it is
mathematical programming that represents the bulk of the research.

In this section, we investigate the representation and solution of the one machine, non-preemptive
weighted tardiness scheduling problem: Given a set of n jobs, sequence them through a single
machine so that the total tardiness of all the jobs is minimized. We examine a number of problem
solving techniques from an adequacy and efficiency perspective.

2.1. Modeling

The one machine scheduling problem can be modeled by a set of algebraic constraints.

jobs each with processing time Pi, due date Di, and weight wi:

n jobs.

Pi: processing time for job i

Di: due date for job i

wi: weight of job i

Given n

The objective is to minimize the total weigthed tardiness T subject to the following set of
constraints:

,,..c =Z w:)
jfl

n 1

s't"_=1(_iPiXik)= C1 for allj

Cj - Dj = 1) - Ej for allj

n

Z Xij = I for allj
i=1

tl

Z Xij = 1 for all i
j=l

Xij e {0,1} integrality

All Variables > 0

The core of this model is the variable X.. which specifies the scheduling solution using a positional
__J

notation. That is, variable Xq is one if the job is initially in position i is scheduled finally in position
j, otherwise it is zero. The constraints restrict the use of X so that no job can be in more than one
position.
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"While not necessarily obvious, the representation ispowerful none-the-less.

2.2. Linear Programming

The first step in solving this problem is to see whether linear programming can be applied

directly. In this case, the variable X/j is an integer and cannot take on fractional values. Any

solution generated using linearprogramming may assign fractionalvalues to X which does not have

an interpretationhere.

2.3. Branch and Bound

Since X is integer, the most appropriate approach is to consider integer programming. The

simplest algorithm istogenerate a tree of alternativeassignments tothe variables X//.Starting with

the root node, the firsttwo arcs would assign the variable Xz,z the values 0 and I res-pectively.Each

of theirbinary branches would assign the variableXl,2 the values 0 and I respectively,and so on. At
each node, constraints are tested to see ifthe variables generated to that point satisfythem. In

particular, a node may assign a job to more than one position in the queue. Nodes that violate

constraints are pruned. The full decision tree has n/ leaves. Search, even with pruning, is

exponential in the sizeofthe problem.

Another approach is to estimate the optimal solution and use it as stopping criteria in the
branching search. This is can be accomplished by relaxing the integer constraint, This creates an
L.P. which is easy to solve. The solution is a lower bound. If this solution is very close to our
currently best feasible solution, then we have verified we are very near optimal, and do not have to
continue the search.

Or we may use the L.P. solution as a starting "superoptimal," and try to make small changes
restoring it to feasibility. That is, we search for s nearby feasible point. If so, we are done; if not, do
more extended search by dual ascent of similar technique.

The branching procedure can be extended to fullbranch and bound ifthere was a way to prove

that parts of the tree are inferior,then prune these parts away without ever checking. We can use

the L.P. solution as the lower bounding procedure, but would have to solve an L.P. at each node in
the __earch t.ree.

In each case,the sizeofthe search tree stillgrows exponentially.

2.4. Lagrangian Relaxation
Another approach to solving the scheduling is to employ Lagrangian relaxation.

"Lagrangian relaxationis based upon the observationthat many difficultintegerprogramming
problems can be modeled as a relativelyeasy problem complicatedby a set ofside constraints.To
exploitthisobservation,we createa Lagrangian problem in which the complicatingconstraintsare
replaced with a penalty term in the objectivefunction involvingthe amount of violiationof the
constraintsand theirdual variables."[8]

The idea is that the resulting integer program is supposed to be easier to solve. Since some
constraints are missing, we will get a lower bound on the solution for any value of the lagrange
multipliers.

385



tl Ig

j=l i=1

n i

,.,.E(Et',x ) =cs
i=1 k=l

for all j

X/j ¢ {0,11

All Variables _ 0

for allj

integrality

Now we vary the multipliers, looking for values that will make the subsumed constraints true, so
that the lower bound at that point will in addition be optimal.

For large problems the complexity of the search is prohitibitive.

2.5. Dispatch Simulation
Another approach to solving the scheduling problem is to use dispatch rules as part of a

simulation. A rule is a heuristic that prioritizes jobs in the queue for a machine. In the ease where
there is a single statistic to be optimized, such as tardiness, dispatch rules have been shown to
perform well. But when additional statistics are to be optimized, such as work in process, setups,
etc., dispatch rule perform poorly [2].

2.6. OR Methodology
As Simon has noted [19], the emphasis of OR is on mathematical models and their optimization. It

appears, at least from our examples, that the dominant optimization method for problems that
cannot be solved directly using L.P. is to recast them as linear problems by the process of
reformulation. Solutions to this reformulation are then used to guide a more general search process.
The solution procedure is as follows:

1. Optimization via Constraint Satisfaction: In this case, a set of linear constraints entail
a structure whose properties are known and can be taken advantage of when
performing search (e.g., simplex).

2. Reformulation: For complex integer problems, simpler reformulations of the problem
are solved in order to provide guidance in solving the more complex version.

3. Simulation: Myopic rules are used to make local decisions hopng that one or more

macro statistics will be optimized (e.g., SlaT minimizes weighted tardiness).

3. AI Approach To The Scheduling Problem
As in OR, Artificial Intelligence has more than one method of problem solving: deduction,

constraint satisfaction and heuristic search. But the '_ey" insight from which AI draws its strength
is best articulated in the Physical Symbol System definition of Newell & Simon [17]. A physical
symbol system has the necessary and sufficient means for general intelligent action. A physical
symbol system is "a machine which produces through time an evolving collection of symbol
structures" and is capable of: Designation and Interpretation.

From this, the Heuristic Search Hypothesis is derived: Solutions to problems are represented as
symbol structures. A physical symbol system exercises its intelligence in problem solving by search --
that is, by generating and progressively modifying symbol structures until it produces a solution
structure [17]. The Problem Space operationalizes the concept of a phsycial symbol system. A
problem space is composed of
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• States which are collections of features that define some situation,

• Operators, that transform one state into another, and

• An evaluation function, that rates each state in the problem space.

Search begins at an initial state, and the problem is solved when a path is found from it to a goal
state.

In this section we explore a more complex version of the factory scheduling problem. In this
version:

• There are n jobs.

• Each job has a process graph, each node in the graph represents an operation, and each

path through the graph is a possible process plan.

• Each operations requires zero or more resources, including machines, tooling, material
and resources.

• Alternatives may be specified for each required resource.

• Jobs arrive at random times into the factory and have varying due dates.

As in the section on OR, we will first look at the representation of the problem, followed by a
successive set of models to solve it_

3.L Modeling
AI Knowledge representation research focuses on the development of ontologies and semantics

that:

• span the set of concepts required to solve a problem,

• precisely and unambiguously represent concepts at all levels of granularity,

• provide a single representation that is understood and used by more than one
application (other, more efficient representations may be constructed from this
representation as required by an application), and

• be easily understood_ by the r_o__pl_ewho const.-__,_ t-he.-P...

Consider the following paragraph describing a factory activity:

The milling operation precedes the drilling operation. It is composed of two steps: setup and run.
Setup takes one hour and run time is 10 minutes. Two resources are required. A five poind wrench
and an operator. The wrench is only required during setup. The operation is peformed in cost center
48.

Figure 3-1 is an example of the representation of the knowledge in that paragraph. It is relational
in form. Figure 3-1 divides the knowledge into two types: activity and state. A state description
describes a snapshot of the world before an activity is performed. For example "cost center 48

possess a wrench" is a state description. It must be true in order to enable the milling activity to
occur. States and activities are linked via causal relations. A state describes what must be true of

the world to enable an activity to occur. In addition, activities may be defined at multiple levels of

abstraction. Milling is refined into two sub-activities: the setup and running of the machine. Lastly,
we must represent time. Setup, in time, occurs before the milling run. Time is not absolute, it is
relative. When describing the factory floor, it is atypical to use absolute time periods, instead,
activities are described as preceding each other; and hence, once the time of one activity is
determined the time of all the other activities related to it can be determined.
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3.2. Constraint Directed Search

Scheduling can be viewed as search through a problem space, where states represent partial
schedules, operators extend a partial schedule defined by a state into a new sta_e, and the evaluation
function rates each state in the problem space according to the known constraints. Constraint.

directed search is a form of search where constraints can be used to specify operators (e.g., operation
precedence constraints specify the next operations) and terms of the evaluation function (e.g., a due
date constraints measures slack in the schedule). The efficacy of this approach depends on the
ability of the constraints to identify the more profitable paths to pursue. Experience has shown that
this tends not to be the case.

3.3. Expert Systems

Another important insight in AI, due to Feigenbaum [6], is that the combinatorics of moving
through the problem space can be reduced by smarter selection of operators. That is by utilizing
knowledge of the domain. Domain knowledge can be represented as elaborations on the conditions of

operators, making the application of operators more sensitive to the current context. This leads to
the "knowledge-search dichotomy": the more knowledge one has the less search needs to be

performed; the less knowledge one has the more search has to be performed to solve the problem.

One source ofknowledge isfrom an expert. For example, rather than generate allpossible possible

alternative operations everytime scheduling is performed, expertise suggests that we consider

alternativesonly when capacity becomes scarce on the machines used in the standard plan:

IF Milling is to be scheduled

AND Capacity is scarce

AND Queue time is high

AND Due date is tight

THEN Consider

1. Grinding

2. Subcontracting

There are two problems with the expert sytems approach:
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1. Problems like factory scheduling tend to be so complex that they are beyond the
cognitive capabilities of the human scheduler. Therefore, the schedules produced by the
scheduler are poor; nobody wants to emulate their performance.

2. Even if the problem is of relatively low complexity, factory environments change often
enough that any expertise built up over time becomes obsolete.

Expert systems appear to be appropriate only when the problem is beth small and stable.

3.4. Hierarchical Constraint Directed Search
Since the problem cannot be solved using expert systems, more sophisticated search techniques

are requirecL On approach is to reformulate the problem as a simpler problem whose solution can be
used to guide the solution of the original problem. Hierarchical constraint directed search (HCDS) is
one method that embodies this approach.

Search is divided into four levels: order selection, capacity analysis, resource analysis, resource
assignment. Each level is composed of three phases: a pre-search analysis phase which constructs
the problem, a search phase which selves the problem, and a pest-search analysis phase which
determines the acceptability of the solution. In each phase, ISIS uses constraints to beund, guide,
and analyze the search.

Level 1 is responsible for selecting the next unscheduled order to be added to the existing shop
schedule. Its selection is made according to a prioritization algorithm that considers order type and
requested due dates. The selected order is passed to level 2 for scheduling.

Level 2 represents the simpler reformulation of the original problem. It simplifies the problem by
removing beth resources and constraints from consideration. It performs a dynamic programming
analysis of the plant based on current capacity constraints. It determines the earliest start time and
latest finish time for each operation of the selected order, as beunded by the orders start and due
date. The times generated at this level are codified as operation time bound constraints which serve
to influence the search at the next level.

Level 3 solves the original scheduling problem. It selects a particular routing for the order and
assigns reservation time bounds to the resources required to produce it. Pre-search analysis begins

• v a_4 _i _A_maa_vla v& I._I'I_ Vl ".l.l_l_JIl 0 W_L_VIIOI_I O.lJ.lbO, • ql_Ol, llll._lllll_ I.ILJI Idtll_ ql.ll_ll+l_l _IIILUUUII US IJltl _K._lltm_Lllll_

direction (either forward from the start date or backward from the due date), the creation of any
missing constraints (e.g. due dates, work-in-process), and the selection of the set of search operators
which will generate the search space. A beam search is then performed using the selected set of
search operators. The search space to be explored is composed of states which represent partial
schedules.

Once a set of candidate schedules have been generated, a rule-based pest search analysis
examines the candidates to determine if one is acceptable (a function of the ratings assigned to the
schedules during the search). If no acceptable schedules are found, then diagnosis is performed.
Intra-level repair may result in the re-instantiation of the level's search. Pre-analysis is performed
again to alter the set of operators and constraints for rescheduling the order. Inter-level repair is
initiated if diagnosis determines that the poor solutions were caused by constraint satisfaction
decisions made at another level.

Level 3 outputs reservation time bounds for each resource required for the operations in the
chosen schedule. Level 4 then establishes actual reservations for the resources required by the
selected operations which minimize the work-in-process time.

This approach performs well when there exists adequate capacity in the factory. But in situations
where contention for resources was high, the performance of the system was no better than the
human scheduler.
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3.5. Macro-Opportunistic Constraint Directed Search
In situations where resources are highly contended for, experience has shown that optimizing

resource allocation by scheduling operations incident with the resource produces better results than
scheduling jobs one at a time. Macro-opportunistic constraint directed search [21, 20] extends HCDS
by first analyzing the capacity requirements of all jobs in order to identify whether there is a high
degree of resource contention. If contention exists for a resource, then a resource centered scheduler
is chosen to schedule the operations incident with it (ususally a dispatch rule simualtion). The job
cenered scheduler (i.e., HCDS) is used to scheduler the jobs out from the resource. Opportunism
arises out of the systems ability to dynamically determine at any point during the construction of
schedules, primary/secondary bottlenecks and take the opportunity to schedule them rather than
pursue a strictly job centered approach.

Experiments with this approach has shown that itoutperforms both hierarchicalconstraint
directedsearchand dispatchruleapproaches. Secondly,itcan efficientlysolvetypicallycomplex

factoryschedulingproblems.

3.6.Observations

Based on theapproachesdescribedabove,itisclearthatAI problem solvingisbased upon search
and incorporatesthe followingrefinements:

• Knowledge ofconstraintscan be used to both guide search(inthe form of preferences)
and can be used toprune alternatives.

•Reformulationisused todefinesimplerversionsofa problem whose solutionsare used
toguidesearchinthe more complex case.

• Introspection,thatisthe systems analysisofitsown performance,isused tomodifyhow

the system solvesthe problem in subsequent trials.For example, knowledge of
constraintviolationscan be used toautomaticallyreformulatea problem.

• Opportunism isused to decidewhere the search isto proceedfrom. Opportunism can
existatmore than one level.At the micro levelitcan be used to selectthe nextstateto

extend.At the macro level,itcan be used to selectthe perspectiveto apply next (e.g.,
resourcevsjob).

4. Reflections
It is clear from the earlier sections that both AI and OR are developing strong methods for

performing search in the problem space. OR techniques are generally, but not exclusively,
constraint directed and quantitatively modeled. AI techniques are generally, but not exclusively,
pattern directed and symbolically modeled. Part of the reason for this difference is due to ORs focus
on optimization and AI on satisficing. The former strives to select problems for which it can define
high quality, hopefully optimal, and efficient solutions while the latter strives to find high quality
and efficient solutions for everyday, messy problems.

Itis my view that much ofthe work in representationsand searchin AI can be viewed as a
naturalextensionofOR.

Observation 1: AI representations extend OR representations by the processes of
abstraction and differentiation.

AI Knowledge representationsare qualitativeabstractionsof underlying quantitativemodels.

Abstractionscan be very powerful. They enable the answering of questionsthat an underlying
quantitativemodel cannot.Letsassume thata quantitativemodel oftimehas foreach activitytobe
performed a starttime and end time specified.With thismodel the followingquestioncould be

answered:"findthe startand end time ofactivity3 thathas the longestdurationgiven startand end
timesofactivityI and 2,and knowing thatActivityI isduringactivity2 which isduringactivity3.
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OBJECTIVE FUNCTION: MAX et 3 - st3

CONSTRAINTS:

st I < @t I

st 2 < @t 2

st 3 < et 3

st I >= st 2 st 2 >= st 3

st I <= @t 2 st 2 <= et 3

et I <= et 2 et 2 <= et 3

WHERE

8tl, @tl, 8t2, ot 2 aEQ known

ALGORXTHM: Slmplex

One can view Allen's relational model of time [1] as an abstraction of a quantitative model. In the
relational model the temporal relation during denotes that one activity is performed during the
time that another activity is performed. This relationship can be asserted without knowledge of the
actual times of each activity. If we did not know any of the start times or end times for each activity
but knew only that Activity 1 is during activit_ 2 which is during activity 3, we would be able to
answer the following question: "Is activity 1 during activity 3?"

GIVEN: _, _, _ are activities, and

d d

..... > ..... >

where d is the during relation, and

d is transitive

ALGORITHM: Hypothesis Introduction

By its nature, an abstraction is a partial model of an underlying more complete model. In fact,
there is a contiuum of partial models one can construct. As demonstrated, each partial model
enables the answering of a different set of questions with more or less efficiency.

AI representations also enable the differentiation of concepts that are contained in a quantitative
representation. For example, there are many types of temporal relations that can be defined
between activities in addition to dw_ng, for example:

• he, re specifies that the end of one activity occurs before the beginning of another

• overlap specifies that the end of one activity occurs ai_r the beginning of anther but
before the other ends

Allen [1] identifies 13 types of temporal relations.

Being able to differentiate among concepts contained within but not easily identified in a
quantitative model is a requirement for the construction of knowledge based search; the more precise
the representation, the more specific the definition of situations for which actions can be defined.

Observation 2: Search is the core method employed in both the AI and OR problem
solving models.

By definition, the core problem solving technique of AI is search; it forms the basis of the problem
space model. Search plays a similar role in OK Linear programming is a search technique where
vertices in a n dimensional space are visited to find an assignment that optimizes an objective
function. Both simplex and karmarkar algorithms exploit knowledge of the structure of the problem
space to more quickly find a solution. For integer problems, branch and bound is directly related to
AI's AI* algorithm [15]. For non-linear problems, the General Reduced Gradient method is yet
another form of search where gradients are used to decide where in the n dimensional space to move
to next.
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Observation 3: AI extends the model of problem solving by the opportunistic application
of situational knowledge of the domain.

The definition of a problem space includes the generation of new states through the application of
operators. Conditions of operators are actually descriptions of situations at which a particular

decision is to be m_de. Operators are created as a result of a situational analysis of how to solve a
problem.

Operators in AI are opportunisticallyapplied; at each step in the search the operator that best
matches the current situation is chosen to extend the search. The transition from one state to

another in a problem space in AI programs isrational;at each step the next step isopportunistically

made, jumping from one island ofcertainty to another, and one decision process to another, within

the problem space. This isin contrast to how the next decision isselected using OR algorithms. By

careful analysis of the strcuture of the problem, OR has devised a more mechanistic approach in

deciding what todo next in the search process.

Observation 4: AI extends the model of problem solving from analysis to design.

As Simon has noted [19],OR optimization techniques perform analysis but are unable to perform

design. Optimization searches for an assignment of values to variables that optimize an objective

function. All variables and their domains are known apriori. But in design new variables and

constraints among them are generated during the search process. For example, in the design of a
mechanical part,the refinement ofthe part into subparts introduces new variables (representing the

subparts) and constraints among them.

Observation 5: AI extends the model of problem solving to include the automation o_
problem formulation and re-formulation.

Within OR, problem formulation isthe purview ofthe analyst. AI methods have extended problem

solving to include the formulation of problems by the reasoned analysis of hypotheses and the

implications. For example, methods of Truth Maintenance [5,4] enable the representation and

management of sets of hypotheses that support deductions. If deductions are found to be

unacceptable, hypotheses and their dependent deductions can be withdrawn and alternative

hypotheses explored. Consequently, the selectionof model parameters are subject to change by the

program itself.

In constraint directed search [9,I0], pre and post-analysis of the search space allows for the

formulation and re-formulation ofthe problem via the modification ofconstraints and the selectionof
search operators.

Lastly, the SOAR model [14] of problem solving defines the concept of "universal subgoaling" in
which new problem spaces are created where re-formulations of the original problem are worked on.
The SOAR model supports the opportunistic movement from one problem space to another at each
step during problem solving.

Observation 6: AI extends the model of problem solving to include the acquisition of
expertise.

L.P. algorithms do not learn from their experience. Running them on the same or similar problem
does not result in a net speed up in search. The use of prior experience in increasing a problem
solver's performance is never the less important. A variety of methods for learning from prior
experience have been used to increase an AI problem solver's performance over time. These include a

variety of macro-operations [7, 13] and chunking mechanism [14].
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5. Conclusion

Both AI and OR are trying to develop strong methods for performing search in the problem space.
OR techniques are generally (but not exclusively) constraint directed and quantitatively modeled. AI
techniques are generally (but not exclusively) pattern directed and symbolically modeled. AI
methods represent a powerful extension to the OR model of problem solving in two senses. First, the
use of situational knowledge in opportunistically guiding search reduces the combinatorics of search
in many cases. Secondly, the model of problem solving is extended to include the automation of
problem formulation/re-formulation and learning from prior experience.
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Abstract

The view that the deliberative aspect of intelligent behavior is distinct type of algorithm,

in particular a goal-seeking exploratory process using qualitative representations of

knowledge and inference, is elaborated. There are other kinds of algorithms that also

embody expertise in domains. We discuss the different types of expertise and how they

can and should be integrated to give full account of expert behavior.

Extended Summary

1. Intelligence as Computation

The idea that intelligence as a nrnr'__._ i._ _lnnrifhrniP in t,h=rc=¢,f¢_- ;¢= _=f th,-, {_, ,nt4_H,_n _#
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Artificial Intelligence (AI) as beth a science and a technology. With the exception of a

new movement called connectionism, almost everyone in AI subscribes to this view,

especially as intelligence relates to cognitive activities such a problem solving. I have

elsewhere I discussed connectionism and AI, and noted that connectionist-style systems

may have some advantages to offer in modeling perceptual phenomena such as

speech or visual recognition, and some cognitive phenomena such as memory retrieval.

However, for complex problem solving activities that take place in the deliberative

mode, the view of the process of intelligence as largely algorithmic, i.e., manipulation of

discrete symbol structures, is the most common paradigm. This is mainly because of

the fact that "thought", at least as people are aware of it, has a large propositional and

hence symbolic content. Discrete symbol structures are generally used to represent the

underlying structure of propositions, and hence thoughts. In what follows, I will restrict

my remarks to AI and problem solving, in particular expert systems, and I am going to

take the algorithmic view for granted for the purposes of this distinction.

Now of course the modern engineer is very familiar with a number of powerful

algorithms for various problems. She has cut her teeth on computers, programming

•-=_.......' ..... : ",!: i-',:::,:_:_ ;'_OT FILMED
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and optimization theories, and has been exposed to linear programming algorithms,

finite element analysis, various kinds of numerical simulation programs, etc., etc., each

giving precise and useful answers to a number of decision-making problems. Thus a

natural question for such a person is whether intelligence is characterized by a special
kind of algorithm, different in its power and limitations from the more traditional

algorithms she is familiar with. Shehas probably heard that AI programs are "heuristic"
in nature. Additionally, the engineer will surely want to know the extent to which the

current AI technology is actually useful in creating intelligent programs. Or is it simply a

new programming technology? Even as a programming technology what does it offer in
terms of power?

In this talk I plan to offer a view of what characterizes intelligence as a problem solving

process, what AI, especially the set of ideas that have come to be called, variously,
knowledge-based systems or expert systems, is about and how to understand and

characterize the relationship of the algorithmic processes of intelligence to the more
traditional types of algorithms that engineers are familiar with.

2. Different points of view about AI

AI is not a unified field of scientific activity; there are significant differences within the

field about the nature of intelligence, how to approach its study, and about the goals of
AI as a science and technology.

1

=

For some people AI means understanding the principles behind
intelligence as we know it in humans and seeing how that can be
computationally supported and exploited for technology. For example,
theories that the appropriate architecture for modeling human intelligence
is a rule-architecture, that human concepts are stored as a linked network

of frames, that problem solving comes in a variety of generic strategies, or
that much human problem solving is based on storage, retrieval and
modification of large number of cases are theories which attempt to
explain some aspects of human intelligence. These theories have
become the basis of AI programming or AI-type approaches to solving
some problems.

There is what one might call a pragmatic view that AI means any
programming technique or algorithm that helps us solve complex
problems by any combination of techniques, but most commonly by use of
so-called "heuristic" search techniques. If the heuristic technique is
based on some theory in 1 above, then this view is really close to the view
of AI in 1. However, often there is no particular concern that the heuristics
reproduce human-like performance, but rather that they reduce the
complexity of computation in any way. In fact, human beings aren't
particulady good problem solvers in a number of problems such as the
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traveling salesman problem for which heuristic algorithms have been
invented.

Yet others go along with the just mentioned view of AI simply complex
algorithms, but restrict the types of problems to be considered as those
that humans do particularly well, e.g., problems such as diagnosis,
planning, design, and theory formation, which are normally considered
tasks that humans excel in. However, the connection to humans is often

only at the level of choice of the problem. Once a problem such as
diagnosis is chosen, that problem is often treated as an abstract problem
for which "normative" algorithms based on some notion of rigor are to be
found. There is no particular commitment to use methods of or theories
about human-like intelligence. This approach results in a theory of the
task-- diagnosis, planning, induction, or whatever -- rather than a theory of
intelligence as a process. In this view, people often solve the problems
more or less approximately, but the normative algorithm is offered as the
iaeal algorithm for the problem. A good analogy here is multiplication of
two numbers. True some people are good at solving some versions of the
multiplication problem in their heads, but studying multiplication as an
abstract problem and discovering good algorithms for it has turned out to
be very effective. An attempt to do for diagnosis or planning what
arithmetic has done for multiplication is often the aim in this approach. If
this can be done effectively, and systems can be built based on such
algorithms, that would be very welcome from a technological perspective,
since one would have algorithms for problems of importance and which
until now only humans did well.

Typically, however, the algorithms obtained by an abstract study of the
task of this type tend to be computationally intractable in the general case
•.......... Itipli ........ ' ...... ,__ _1 .-. ........... ,_ur_,,_u u_u n-_u cation uxuf,ptu/. ¢xu,,p,_=_ u, ,,,,= =_u _,=,vu,,=,
approaches to diagnosis where the problem is elegantly formulated in
some formalism such as logic or statistics, but the algorithms proposed for
diagnosis based on the formalism are in general very complex, and
heuristic approximations need to be made in particular problems. But
these approximations need not, and in general do not, match the power or
behavior of human intelligence in these problems, since the original
formulation was not based on a theory of intelligence.

I will take the position that intelligence is not an arbitrary collection of complex

algorithms as in (2) above, nor is a theory of tasks per se a theory of intelligence as in

(3). Just because people perform multiplications in their head doesn't mean the theory

of multiplication is an AI theory. Just changing multiplication to diagnosis doesn't

change the logical character of the situation. That is, while it is certainly technologically

useful to obtain good algorithms for diagnosis, independent of a theory of intelligence,

we have to be careful about characterizing it as AI. Whenever we have a problem for

which we can generate a tractable algorithm about whose behavior we can have some

confidence, we should of course use it for our applications. However, where AI is
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important is in problems where the normative or formal algorithms have one or both of

the following properties: they are intractable, i.e, they are of high computational

complexity, or they require information in a form that is not generally available in the

domain. In these cases, if there is evidence that human experts solve it, then we can

look for AI-type approaches instead of traditional algorithms. (If human experts solve

this problem, it is not because they can magically overcome the theoretical limitations of

computational complexity. The power of human intelligence in these problems arises

from domain-specific knowledge and powerful information processing strategies that

characterize intelligence. Together they enable the human to solve particular and

important subsets of the original problem.) Of course for a number of problems of

importance that humans solve, we neither have any kind of algorithms, nor do we have

any real idea of how humans solve them. After all, AI as a science is only in its infancy.

3. Intelligence as exploratory process

I would like to propose a view of intelligence as a particular kind of computational

process. I hope my descriPtion will help in seeing how these processes can be

integrated with other kinds of algorithms that also embody human expertise.

Consider an engineer working on a design problem. Let us say she has some paper

and pencil and maybe a computer terminal in front of her. Part of the design activity

takes place in her head, part of it is recorded in the paper, and part of the needed

information processing takes place in the computer by means of execution of some

algorithms either she wrote or she invoked. Typically she uses her thought or mental

problem solving processes to decompose the problem, think of possible design

approaches, previous successful designs which have some similarity to the current

problem, visualize the design, do some spatial reasoning or qualitative simulation of the

artifact under design, etc., etc. Partial designs are probably set down on the paper,

which thus provides an enlarged short term memory capacity. Note that the algorithm

executed by the computer is such that it would not be particularly appropriate or

possible or efficient for her to do it in her head. She might herself have designed the

algorithm, but there is a qualitative difference between the operation of that algorithm

and her processes of intelligence.

One way in which to clarify some of the issues is to make a distinction between

computations which are being intelligent versus those which use the result of earlier

intelligent behavior. One might look at an algorithm for the greatest common divisor,

and exclaim, "What a clever algorithm!". In reality, the creator of the algorithm was the

one who was being clever during its construction, but the algorithm itself, during its

running, is not engaging any of the processes that intelligence is composed of, such as

exploration of possibilities, hypothesis-making, etc., using general methods for such
behavior.
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We can focus the discussion by considering what it means to be intelligent in problem

solving. Mycin, R1, finite element methods, linear programming algorithms,

multiplication algOrithms, etc., are all computational methods which provide solutions to

some problems. Let us now consider a subclass of methods which are "intelligent" in

the following sense: they explore a problem space, implicitly defined by a problem

representation, using general search strategies which exploit typically qualitative

heuristic knowledge about the problem domain. A working hypothesis in AI is that

humans, unassisted by other computational techniques or paper and pencil, engage in

this kind of problem solving. The subarea of AI concerned with problem solving takes

as its subject matter the phenomena that surround this kind of knowledge-based and

general strategy-directed exploration of problem spaces. The power of these

phenomena come from the effective way in which they explore very large problem

spaces to make plausible and interesting hypotheses, which can then be verified by

other means if necessary. Also, if information that can only be obtained by other kinds

of computations are necessary during this kind of exploratory problem solving activity,
then these other methods can be invoked, much as an engineer flits between, on one

hand, "thinking" about a PrOblem and making intermediate hypotheses, and, on the

other hand, writing down some equations to solve before further he or she engages in

further exploration.

For lack of a better term, let us call computational methods that are characterized by

such knowledge-based and strategy-directed exploration of qualitative problem spaces

problem space exploratory techniques. Other kinds of computational techniques, let us

call solution algorithms. These terms are unsatisfactory, but with proper qualifications

they wiii do.

Note that our distinction is some what different from the faidy classical "heuristic" vs

"algorithmic" distinction. For example, the algorithm for the Traveling Salesman

problem is complex, so a number of programs which approximate the solution by

making various assumptions and approximations have come to be called heuristic

solutions to the problem. But, these are still solution algorithms according to our

definition, albeit without the properties of provable correctness of the solutions given by

them, since these algorithms do not, at run time, engage in exploration of the underlying

problem space by use of explicit knowledge and general exploration strategies.

There are many problems for which solution algorithms which are not computationally

complex are known. Computer science in general and a number other disciplines take

as their subject matter the production of solution algorithms for a number of problems of

a general or domain-specific nature. Sorting, multiplication, well-defined optimization

problems for which linear programming is applicable are of these types. When

problems of this type are identified in any domain, there is no reason to engage in

problem-space exploratory techniques. Adopting AI-type solutions to these problems
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will merely produce solutions which are qualitative and approximate, and, in comparison

with the corresponding solution algorithms, the AI methods are likely to be

computationally expensive as well. If during diagnostic reasoning one needs to know

the exact value of pressure in the reactor chamber, if one has an equation that can be

evaluated for it, and if one has all the information needed to evaluate the equation, then
it is silly to use problem-space exploratory methods. On the other hand, for a number of

problems such as diagnosis and design in the general case, the underlying spaces can

be very large, and solution algorithms of limited complexity are not available, except

perhaps for some subcases. This is when consideration of AI methods is appropriate.

It is important to emphasize that expert knowledge consists of both kinds of

computations. Thus expert systems should use both kinds of techniques, deploying
each kind for subproblems where their power is needed. But, since these solution

algorithms are domain-specific, or use methods, such as linear programming, that are
not the subject matter of AI per se, it is most useful to confine the discussion in AI to

problem space exploratory techniques, especially those inspired by human intelligence.

For example, I have described elsewhere a study of human-like problem space
exploration for the task of design 2.

This view of intelligence as problem space exploration is close to Newell's problem

space hypothesis 3. However, in my view an additional characterization of intelligence

emerges from a consideration of the nature of exploratory control strategies. In our

research we have identified a number of general strategies that we call generic tasks to

set up and explore problem spaces. I have described them in a number of papers4, 5.

These strategies have the property that they bring an element of computational

tractability by using knowledge expressed and organized in specific forms.

4. Concluding Remarks

So far my goal has been to help engineers interested in AI for problem solving and the

construction of expert systems to understand what makes AI as a distinct type _lgorithm

by pointing out that a part of human problem solving expertise comes in the form the

abilities to explore and search in problem spaces. In this view, the relationship between

the thoughts of a problem solver is that they stand for descriptions of the states of a

problem space as the problem solver is exploring alternatives in pursuit of a goal.

However within AI there is another paradigm about the relationship between thoughts.

In this view thoughts are connected by their logical relations and thus "reasoning" is the

basic metaphor of artificial intelligence as it applies to deliberative behavior. Different

kinds of logics are proposed to capture this relationship and the term "inference" is

used to describe the process.
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We have used the term "deliberative" several times to make sure that we have been

referring to "thinking" as the basic activity of intelligence. However, even within

symbolic or algorithmic AI, there have been researchers who emphasize the importance

of non-deliberative aspects of intelligence, in particular about phenomena of memory.

Minsky and Schank have been noted for theories about organization of knowledge and

events in memory structures. The phenomena of memory organization in this research

paradigm do not have much to do with reasoning in the sense of logic, nor with problem

solving in the sense of search through alternatives that are generated at run-time and

examined. Instead they emphasize memory organization and indexing for recognition

and retrieval. Sometimes a solution to a problem can be obtained by couching it as a

problem for which recognition or retrieval can produce a solution, such as in case-based

reasoning.

Thus given a problem to be solved, there are a number of ways in which it may be
solvable:

A "closed form" algorithm may exist for that class of problems, e.g.,
algorithms for multiplication, sorting, or finite element analysis. If the
domain is such that numerical quantities are central to it, then this algorithm
will be quantitative in character.

The solution to the problem may be obtained by generating alternatives in a
problem space. This is the problem solving view and knowledge, often in a
qualitative form, is used to select altematives that are likely to lie in the path
towards a solution.

The solution may be obtained by logical reasoning from assumptions about
the domain, ie., the problem is thought of as a reasoning problem. Some
form of theorem proving may be used, and knowledge about the domain is
stated in the form of statements in some logical language, most commonly
in predicate calculus.

• The problem may be solved by retrieving solutions from memory or
transformations of solutions of analogical problems stored in memory; This
version of the solution may be implemented in some theories in symbolic
forms and in others in a connectionist framework.

Given these possibilities, expertise may come in a form appropriate for any one of the
above approaches.

In what follows, I will discuss applications of AI to building problem solving systems, and

see what implication the above analysis has to how expertise can be integrated. For

simplicity, I will restrict myself to only one type of AI process, namely deliberative goal-

seeking, problem space exploration. My comments on integration can be extended to
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other types of AI processes as well.
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Abstract

This paper identifies and puts forward some solutions to crucial issues regarding the

competent performance of an autonomously operating robot, namely that of handling

multiple and variable data sources containing overlapping information and maintaining

coherent operation whilst responding adequately to changes in the environment. Sup-
port for the ideas developed for the construction of such behaviour are extracted from

speculations in the study of cognitive psychology, an understanding of the behaviour

of controlled mechanisms and the development of 'behaviour-based' robots in a few

robot research laboratories. The validity of the ideas expressed is supported by some

simple simulation experiments in the field of mobile robot navigation and guidance.
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1 Introduction

In many robot application scenarios, a human is in close communication with the robot.

The human may be closely involved in the execution of tasks or merely have a supervi-

sory role. In either case, malfunction or erroneous operation by the robot can be rapidly

observed and hopefully prevented or corrected by the operator. In more remote environ-

ments (eg. space and subsea), it may not be possible to utilize human involvement to

such an extent due to the limitations of communication. Thus robots operating in such

environment must be able to operate autonomously.

What properties does such a robot need to possess and how can they be achieved? The

answer to both of these questions is not obvious. The issue of autonomy has already been

addressed, but it is not sufficient merely to state that autonomy is the basic requirement

for independently operating robots. Future generations of robots will continue to interact

with humans, if only to be switched on and off. Robots are effectively the slaves of

humans and must be able to receive and react to instructions from them. From this point,

the term "autonomous robot" should be taken to mean a robot that is not only able to

operate in some autonomous manner, but is also capable of benefiting from information

or directives contributed by humans or other sources. Communication channels must not

only exist between human and robot, but also between robots and between a robot and

any other information sources. Thus an autonomous robot might be summarized as shown

in Figure 1.

Disturbances

SeBsors --_

Conmmication

Robot

System

Connun i (:at i on

Figure 1: Input-Output schematic for an autonomous robot

Not all inputs to the robot are controllable. The robot may be continually perturbed by the

environment; for example, an underwater robot may be subjected to drift by currents and

a land-based rover is subject to being rocked or skidding. These inputs are categorized as

'disturbances'. Physical response includes both the response of the robot and its effectors.

4O4



2 Some Specifications

Specifying the necessary behaviour for an autonomous robot to operate competently is

not only highly domain dependent, but can result in very lengthy top-down breakdowns.

This in itself may influence the way a robot's systems are architectured. This paper takes

a different angle by considering in more general terms the necessary characteristics of an

intelligently acting robot. Intelligence in this context means 'competence in the robot's

operating domain'. The criteria under consideration are:

• the robot must be able to operate autonomously;

• the robot should be capable of flexibly utilizing any obtained knowledge which could

benefit its performance;

• the robot must be able to respond adequately fast to any scenario that it may face

whilst maintaining coherent task strategies;

• the robot should be capable of communicating with and accomodating communica-

tions from external sources or agents;

The topic of autonomous operation has already been raised which prompted the issue of

how to orchestrate and process inputs from the robot's sensors and other sources with

any communication from human sources. Thus the second criteria is specified so that the

robot is able to respond as effectively as possible given the available data. This concept

allows for degradation and failing of inputs to the robot, it is envisaged that considerable

redundancy or overlapping of sensor data will be available to the robot.

A major problem incurred when using conventional sequential computing hardware is that

only one process can be executing at a given instant. In real-time control and simulation

systems, a scheduler might be used to run different processes on different processing cycles

so that a given process is repeated regularly enough to satisfy the update rate requirement

of the associated control or simulation process. There is nevertheless a computational

limitation to this approach. What is required is specific hardware to run many processes

sufficiently fast to meet the needs of the whole system. For example, if a subsea robot

had reached a target site and was engaged in task planning activity, it must still maintain

vigilance within the environment to avoid falling debris, say, or merely hold its position

against variable currents. There should be no reason for its reaction time to deteriorate

because it is engaged in simultaneous activity. However, intelligent behaviour is not the

result of a package of independently running processes. These processes must not only be

configured in such a way that necessary response times can be achieved, but also so that

a coherent behaviour emerges for the whole system.
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3 System Design

There are two areas of study which contribute directly to the realisation of systems which

meet the design criteria specified: the study of animate behaviour and the study of mech-
anism control.

3.1 Animate behaviour

There is no shortage of autonomously behaving creatures to study in order to gain an un-

derstanding of how a machine might be constructed so as to exhibit intelligent behaviour.

However, the topic is still surrounded by controversy and leading researchers can still only

speculate in the main on how animate behaviour arises. Nevertheless, schemas developed

in order to assist us to comprehend the function of biological processing mechanisms can

provide useful principles for robot design techniques. Stillings [Stillings et al, 1988] de-

scribes human skill behaviour as arising from a combination of controlled and automatic

processes. During the skill learning phase, he interprets subsequent improvement as being

a transition of process bias from the slow and methodical controlled process domain to the

rapid automatic process domain. He further identifies our limitations in only being able

to cope with one 'high-level' controlled process at a time, and the limited control we have

over our memory. Computational machines can be designed to overcome these limitations.

Robot processing is conducted on non-biological hardware which suggests that intelligent

behaviour should not necessarily be constructed by replicating biological processing, but by

determining methods that exploit the characteristics of this more understandable device.

There are clearly areas in which processing strategies developed from neurological studies

might be appropiate (eg. vision), but believing that all processing could be conducted

using similar techniques is optimistic, if not naive.

3.2 Mechanism behaviour

An alternative domain in which to extract concepts for the design of intelligent behaviour is

that of mechanisms, particularly those using feedback control processes. Figure 2 outlines

phases involved in the response of a system to inputs. The physical system consists of the

basic structure of the machine together with the necessary effectors (output mechanisms)

with which the machine response may be controlled (eg. steering gear). The physical

system is subject to being disturbed by external physical influences such as gusts, rough
terrain etc.
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Figure 2: Breakdown of a controlled system

Processing to control the machine is usually conducted on processors, but can be mechan-

ical (eg. directional control of a wind-mill). The processing element issues commands

to the effector control devices which modify the response of the whole machine. This

processing can be split into three components for most, if not all, controlled mechanism

designs. Initially, raw sensor data is processed into a more usable form. This sensor sys-

tem may govern the way the sensed data is used (as in the collision avoidance process

described later). This refined data is then used by the functionally oriented processing

to produce response demands which can be translated by further output processing into

effector demands.

Mechanism processing does not only have to control effectors that directly generate ma-

chine response, but they may also have to control the hardware containing the sensors

(eg. control of a camera position, orientation, focus and zoom). By controlling the data

supplied to the sensor system in this way, this output can be used to indirectly drive the

machine response as shown in Figure 3.

_Sensor

_v _ _ Control
Sense _ Process

_Effector Robot

Control _ Response

Figure 3: System control paths
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3.3 Behaviour-based systems

Several prominent AI researchers have recognized the need to design autonomous systems

using behaviours as a building block. Brooks [Brooks, 1987] at M.I.T. has designed au-

tonomous mobile robots in this way using a subsumption architecture and robust behaviours

in a distributed processing implementation. Raibert [Raibert, 1986] has successfully built

multi-legged robots by commencing his design with a single leg implementation before pro-

gressing to the multi-legged case. These approaches attempt to obtain fast and competent

response to the environment before incorporating any explicit environment interpretation

and reasoning. By orchestrating these reactive behaviours in a coherent manner, more

sophisticated competent behaviour may emerge. The problems incurred in the design pro-

cess are that of specifying what behaviours should be explicitly designed and how they

might be orchestrated to construct an intelligent robot or system.

3.4 A processing configuration

Figure 4 describes a processing arrangement to implement an intelligent processing system

based on the concepts expressed in the previous three sections. The architecture attempts

to ensure that the system responds adequately fast to the environment by executing mul-

tiple processes in a distributed fashion. Automatic or subcognitive behaviour lies at the

lower end of the diagram where the computation time is short for simple sensors, equiv-

alent to proprioception in animate behaviour, to initiate a response. Types of behaviour

found in this category would be collision or hazard avoidance and general reflexive actions.

Feeding into these low-level processes are the higher level controlled or cognitive behaviour

processes.

Several methods of feeding in to the low-level processes without significantly increasing

response times have been investigated. The first method consists of directly combining

output response demands (by simple summation or by taking minimums or maximums)

after the functional processing stage has been completed. Other methods consist of inter-

fering with the sensor system processing to partially control the behaviour of the low-level

processes. This can be performed either by suppressing/enhancing the sensitivity of com-

ponents of the sensor sytem, or causing 'hallucinations' in the sensor system to evoke

particular response. Both of these methods are examples of how a higher-level can ex-

ploit the characteristics of lower level processes. Particular examples are described in the

example in the following section.
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3.5 A flexible architecture

An autonomous robot is likely to possess a multitude of sensing devices. Each device will

provide a unique set of data but the contents of which are likely to be duplicated or part-

duplicated by other sensor devices. The quality of the data returned by sensors is likely

to vary according to the environment and those sensors may degrade or fail during the

operation of the robot. Thus robots should be designed to flexibly utilize any information

sources available to them to be able to perform as well as possible within the constraints

imposed on them. Methods of amalgamating such sensor derived data have been estab-

lished [Durrant-Whyte, 1087] [Forster et al, 1988] by manipulating multi-sensor state and

estimated variance data. Hallam [Hallam, 1985] has developed self-navigation algorithms

which are able to flexibly accomodate various types of data in deriving navigational infor-

mation. This is described in more detail at the end of the following section.
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4 Motion Guidance Example 
The field of motion guidance is a prime application area both due to the multiple consid- 
erations present and the considerable amount of work already performed in this domain. 
A collision avoidance algorithm has been designed and implemented in a computer sim- 
ulation for an autonomous vehicle. A simple sensor system consisting of a range finding 
device of limited azimuth resolution is used to achieve the avoidance behaviour. The algo- 
rithm processes data received from this sensor system and produces speed and turn-rate 
demands. In a wheeled vehicle, this would require the drive power/gearing and steering to 
be controlled. These are the ‘effectors’ that will generate vehicle response. The algorithm 
is notable in that it does not use any memory storage between processing cycles and does 
not involve any explicit interpretation of the sensor data to produce a map of the sensed 
environment. Such activity complicates the processing task which leads to an increasing 
response time. Experiments have shown that the system is capable of exhibiting quite 
complex motion behaviour. Figure 5 illustrates typical behaviour. 

Figure 5:  Mobile robot collision avoidance behaviour 

The vehicle trail is shown as a dotted line, increasing density indicating a reduction in 
speed. The sensor system is represented by a number of whiskers protruding from the 
vehicle. If these whiskers intersect a wall, then the proportion of whisker length obstructed 
is processed by the algorithm to generate avoidance motion. The number of whiskers and 
their azimuth spread increases as the sensed environment becomes increasingly cluttered. 
This will also initiate a reduction in vehicle speed which enables it to perform smaller 
radius turns. 
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A simple direction seeking algorithm, based on proportional navigation techniques, has

been designed to demonstrate location seeldng behaviour. This algorithm processes goal

direction data and, as for the collision avoidance behaviour, produces speed and turn-rate

demands. The behaviour consists of the vehicle aiming towards the goal direction. Figure

6 illustrates an example of this behaviour in free space with the vehicle starting from rest,

facing in a direction almost 180 degrees away from the goal direction. No range information

is provided, so this algorithm results in the vehicle overshooting the goal.

!

Figure 6: Mobile robot location seeking behaviour

The location seeh'n¢ process is not independent of other processes since it requires direction

data. This could be supplied directly from a sensor system (eg. visual) if the location could

be sensed. However, a 'higher level' process could formulate a plan with suitable way-points

and feed these to the location seeker; this is an example of how a high level process _;_m

exploit the capability of a low level process.

The collision avoidance and location seeking processes have potentially conflicting effector

output demands. If a resultant competent behaviour is to be achieved, the two processes

must be combined so that a single pair of effector output demands are derived. With-

out further processing of sensed data, the collision avoidance behaviour should maintain

dominance over the location seeking behaviour but the resulting behaviour should be

seen to take the demands of the location seeker into account whilst the collision avoid-

ance behaviour is stimulated. Changing between processes does not produce a competent

behaviour. A successful method of amalgamation has been achieved by modifying the

collision avoidance algorithm so that its outputs were unbounded and by creating a merg-

ing algorithm to combine the two pairs of outputs and bound the result. The merger

algorithm simply takes the minimum of the speed demands and the sum of the turn rate

demands.This combined structure generates trajectory guidance behaviour. An example

validation of this behaviour is shown in Figure 7.
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The above two examples of behaviour-based processes are just potential components of

a complete autonomous vehicle. More competent behaviour could include the ability to

perform navigation and guidance to achieve higher level objectives or tasks. Meeting this

particular strategy, a self-navigation framework has been developed [Hallam, 1985] [Forster

et al, 1988] to exploit variable type and quality of navigation data and methods. A self-

navigation algorithm has been designed and tested in a simulated underwater environment

notably making use of sonar derived environment data to infer motion with respect to the

environment as well as simultaneously generating a world model. The navigator structure

is flexible in that it can further accomodate a priori data, dead-reckoning data, navigation

data obtained by beacons etc. The data is combined (or fused) by manipulating corre-

sponding measurements and variances using Kalman filter arrangements. The system is

robust in that it attempts to perform as well as possible with the data that is available to

it.

A possible scheme for the incorporation of this self-navigation process into a general au-

tonomous vehicle system is portrayed in Figure 8. The arrows connecting the boxes rep-

resent the general data flow, but the process of exploitation described earlier is less easy

to represent. Algorithms generating route guidance strategies may need to exploit not

just the collision avoidance process, but also control it by methods of sensor system 'sup-

pression' and 'hallucination'. The simplicity of the collision avoidance behaviour may lead

to difficulties in arranging fine motion control in confined locations. If the higher levels

are confident about the nature of the environment, then suppression of the sensitivity of

the collision avoidance process will lower resistance to motions to be achieved in confined

space.
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Figure 8: An architecture for mobile robot self-guidance

5 Conclusions

This paper has identified and put forward solutions to crucial issues regarding the compe-

tent performance of an autonomously operating robot, namely that of handling multiple

and variable data sources containing overlapping information and maintaining coherent

operation whilst responding adequately to changes in the environment. The validity of

the ideas expressed have been supported by simple simulation experiments in the field of

mobile robot navigation and guidance.
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Robo-Soar is a high-level robot arm control system implemented in Soar. Robo-Soar learns to perform
simple block manipulation tasks using advice from a human. Following learning, the system is able to
perform similar tasks without external guidance. It can also learn to correct its knowledge, using its own
problem solving in addition to outside guidance. Robo-Soar corrects its knowledge by accepting advice
about relevance of features in its domain, using a unique integration of analytic and empirical learning
techniques.

1 Introduction

Tele-robotics allows for intelligent action at a distance. A human, with a long history of solving manipulation

and construction tasks, can control a remotely located robot without incurring the risks or costs associated
with the environment. However, if the task is repetitive and boring, or if there is sufficient time-delay between

the human's instructions and the robot's actions, the robot will have to assume more of the responsibility
for intelligent action [5]. By endowing the robot with some intelligence, it should be able to handle routine

operations, as well as respond quickly to emergency situations. But how does the robot become intelligent?
Learning through interacting with a human is one way to increase the knowledge of a robot. Initially, a

rvbot may have only ve_ general abilities and must be tightly controlled by a human operator. Through its

experiences, the robot can become more and more autonomous. It can increase its repertoire of methods for

solving problems, improve its reaction time to events in the environment, and learn to notice new properties

of objects in the environment. When a problem is sufficiently novel, so that the robot is unable to easily
solve it, the robot can request guidance from a human. The robot can then learn from the interaction so that

future intervention is not necessary. If human advice is not readily available, the robot can attempt to solve

the problem itself, searching through the space of possible safe actions until it finds a solution. During this
problem solving it can learn to avoid actions that do not lead to a solution as well as learn appropriate actions
for solving a given class of problems.

Although learning is important in creating intelligent autonomous systems, it can not be considered in

isolation, to be grafted onto an existing architecture at a later time. The architecture must be able to attack

problems when it has very little knowledge and requires significant outside guidance, as well as when it

has large amounts of knowledge and no outside guidance is required. The architecture we use is Soar, an

architecture with proven general problem solving and learning capabilities [14]. Soar's learning mechanism,

called chunking, is completely integrated with its problem solving so that it learns during problem solving
[15].

In this paper we describe initial progress in learning by a tele-autonomous system called Robo-Soar. Robo-

Soar performs simple block manipulation task using a Puma robot arm and a machine vision system. We

demonstrate the acquisition of new control knowledge so that the system is able to directly solve problems that

previously required combinatorial search. We also demonstrate that Robo-Soar is able to learn to correctly

manipulate new objects which are not covered by its original knowledge base. This is made possible by

*This reseaxch was sponsored by grant NCC2-517 from NASA Ames and ONR grant N00014-88-K-0554.
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extending the interface between the human and robot so that the human can point out important features of
the environment in addition to providing motor commands.

2 Related Work

Many approaches are possible for learning from experience and outside guidance in tele-autonomous systems.
In the simplest case, the human is restricted to controlling the robot's actions, and the learning system
must watch "over the shoulder" of the human as the problem is solved. This is the scheme used in robotic

programming systems where a human leads the system through a fixed set of commands to achieve a goal.
When only the exact commands are stored, the system can only perform that one task because no association
is created between the goal and the actions being performed. Another disadvantage is that there is no
conditionality in the learned plan. The robot will do exactly the learned set of actions, independent of the
state of the environment.

To avoid these problems, "learning apprentices" have been developed that create generalized plans, indexed
by the appropriate goal. These systems, such as LEAP [17], are based on a learning strategy called explanation-
based learning (EBL) [6,16]. EBL has its roots in the macro-operator learning mechanism of STRIPS [8]. In
these systems, an underlying "domain theory" is used to "explain" the actions of the human expert. From the
derived explanation, all of the dependencies between the actions are recovered and a general plan is created.

The ARMS system developed by Alberto Segre uses EBL to learn generalized plans for simulated manipu-
lator control [24,23]. The input to the system was the sequence of manipulator moves necessary to construct
a specific example of a simple object, such as a revolute joint. Through analysis of the sequence and its own
underlying theory of the domain, the system was able to learn general plans that would be independent of the
specific example. Boy and Delail [2] have used a similar approach for training a system that advises a human
tele-robotic controller.

Our goal is to extend the ARMS approach in the following ways:

1. Solve a problem involving interaction with a real environment. In a real environment, perception is
incomplete, so that movements may obscure the current view. In addition, actions and perception are
not instantaneous; the system must sometimes wait.

2. Modify the interaction so that the system has more control of the interaction. Therefore, the human

will no longer provide a monolithic plan for solving the problem. Instead, the human will give guidance
only when the system needs it, or when the human wants. The advantage of this approach is that it
minimizes human interaction, and also provides a context for the human's response.

3. Learn individual rules for each decision of the plan instead of learning a complete plan. When plans are

learned, it is difficult for the performance system that uses the plans to react quickly to changes in the
environment that invalidate the plan. Our goal is to have a system that uses the knowledge from all of
its prior experiences for each decision it makes so that, effectively, it dynamically combines portions of
independently learned plans.

4. Integrate learning through guidance with general problem solving and autonomous learning. The system
should be able to learn from its own experiences, avoiding interaction with humans for simple problems
it can solve on its own.

5. Extend the knowledge about the domain. In general, EBL systems are completely dependent on the

knowledge encoded in their domain theory. Given the complexity of the world, any finite domain theory
for a significant component of the real world will be incomplete and incorrect. We will demonstrate that

it is possible to extend an incomplete theory of the domain using a combination of analytic and empirical
learning techniques.

Previous work in Soar has already attacked extensions 2, 3 and 4 [9]. In this paper, we demonstrate that the

same approach can be extended to real environments where the system's initial knowledge may be incomplete
or overgeneral.

We will investigate simple block manipulation tasks. The goal of the robot is to line-up a set of small
blocks that have been scattered over the work area. For the first task, all of the blocks are simple cubes that
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Figure I: Robo-Soat system architecture.

the gripper can pick up in two different orientations as shown in Figure 1. In the second task, there is a block
that is a triangular prism. The gripper is unable to pick up the prism when it cl_es over the inclined sides.
Instead it must be oriented so that it closes over the vertical faces of the block.

3 System Architecture

_llOW_ - ba,_lb _ --.L:..-t ....... t.:.'.. D^k^ _. "o t.,,;It 1o,t_.utl,_L._,ut_ uu ..._.u .w,.._r,.,_u_ ]._ InpUt co_rl.es f_r_rp.. 5 I'n._..rn-._ra mnllrttp_

directly above the work area. A separate computer processes the images, providing asynchronous input to

the rest of the system. The vision processing extracts the positions and orientations of the blocks in the work
area as well as distinctive features of the blocks, such as its number. Soar accepts new visual and gripper
information whenever it arrives.

In Soar, a task is solved by searching through a problem space of possible states, applying operators to
trxnsform an initial state to some desired state. For the block manipulation task, the states are different

configurations of the blocks and gripper in the external environment. Some basic operators are shown in the
trace of Robo-Soar solving a simple block manipulation problem in Figure 2. These operators correspond

directly to commands sent to the robot controller. Robo-Soar solves a problem by selecting operators until

it achieves the goal. When an operator is selected, motor commands are sent to the Puma controller and
executed. One complication is that the camera is mounted directly above the work area so that the arm

obscures the view of a block that is being picked up. Two operators, snap-in and snap-out, move the arm

in and out of the work area so that a clear image can be obtained. These operators axe necessary, but for
simplicity, they will not be included in any of the examples.

This characterization of Robo-Soar does not distinguish it from any other robot controller. What is

different is the way Soar makes the decisions to select an operator. Many AI or robotic systems create a

plan of actions that the robot must execute. Instead of creating a plan, Soar makes each decision based on a

consideration of its long term knowledge, its perception of the environment, and its own internal goals. In this

way, it is similar to "situated action" systems [25] such as Pengi [1], and Brooks' Creatures [3]. It represents

1Robo-Soar is implemented in Soar 5.0, a new version that allows internal operators to directly modify states [13]. In earlier

versions of Soar, operators could only create new states, copying over those aspects of the prior state that did not change.
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Figure2: Moving a block using the primitive operators for block manipulation task.

the current situation and its current goals in working memory. Soar's long-term knowledge is represented

as productions (condition-action rules) that are continually matched against working memory. 2 All of Soar's

input and output pass through working memory so that productions can detect changes in the environment,
or create expectations which relate to the effects of its actions [27].

In contrast to traditional production systems such as OPS5, Soar fires all successfully matched productions

in parallel, allowing them to elaborate the current situation, or create preferences for the next action to be

taken. There is a fixed preference language that allows productions to assert that operators are acceptable,

not acceptable, better than other operators, as good as others and so on. Production firing continues until
quiescence is reached (no additional productions match) so that short chains of monotonic inference are

possible. Some productions act as bottom-up recognizers, quickly parsing incoming data and building up
symbolic descriptions. Other productions compare these descriptions to the goals of the system and create
preferences for the alternative operators. Following quiescence, Soar examines the preferences and selects the

best operator for the given situation (possibly maintaining the current operator if its actions have not yet
completed).

In a familiar domain, Soar's knowledge is adequate to pick and apply an appropriate operator. However,

when Soar's preferences do not determine a best choice, or when it is unable to implement the selected

operator directly, an impasse arises and Soar automatically generates a subgoal. In the subgoal, Soar uses
the same approach; it casts the problem of resolving the impasse as a search through a problem space and

uses its production memory to control the search when possible. The operators in the subgoal can modify or

query the environment, or they may be completely internal, possibly simulating external operators on internal

representations. Soar's production memory provides knowledge for selecting operators during the search as well

as for implementing the actions of the internal operators. Impasses can arise while selecting or implementing
internal operators, so that a hierarchy of subgoals is dynamically created. Within these subgoals, Soar can

request advice from a human to help it determine the solution; if advice is not available, it will search.

When Soar creates results in its subgoals, it learns productions, called chunks, that summarize the pro-

cessing that occurred. The actions of a chunk are based on the results of the subgoal. The conditions are

based on those working-memory elements that were tested in the subgoal in order to derive the results. This

technique is similar to explanation-based learning [6,16]. Although the technique is similar to EBL, most EBL

systems learn a plan or schema of the actions in the subgoal. The plan is used to control problem solving in

similar goals in the future. Soar's approach is different. The production learned for a goal does not provide

control information for future problem solving in that goal. Instead, the chunk encapsulates the processing in

the subgoal, eliminating the impasse that gave rise to the subgoal. Control knowledge is learned from subgoals
created to select between competing operators.

2By exploiting parallelism, advanced production system implementations are very efficient at matdfing productions [10,11,26].
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Figure3: Traceof problem solving using external advice.

4 Learning Control Knowledge from External Advice

To apply Soar to a task, some initial knowledge about the operators in the task must be encoded in Soar. For

the block manipulation tasks, this includes productions that suggest operators whenever they can legally be

applied, as well as productions that can simulate the actions of the operators internally. In addition there is

knowledge about the expected position of blocks following an action. Expectations have to be created because

the vision system can not provide positive evidence that an operator applied correctly until it withdraws the
arm and snaps it out of the way.

With just this basic knowledge, and no additional control knowledge, Robo-Soar can attempt a task, but

it will encounter impasses whenever it tries to select a task operator, as shown in Figure 3. In this figure,

horizontal arcs represent operator applications, while squares represent states. Downward pointing arcs are
used to represent the creation of subgoals, and upward pointing arcs represent the termination of subgoals. In

response to these tie impasses, Soar uses the selection problem space. Within the selection space, operators

are created to evaluate the alternative operators. If the correct operator is evaluated, the system can pursue
an internal search to ensure that it is On the path to the goal. Therefore, the efficiency of the search is

determined by these decisions. The advice is used to obtain guidance from a human. In the advice problem

space, the system waits for a human to provide advice. If advice is available, the system uses it to evaluate
the appropriate operator. If no advice arrives while_the system is waiting, it selects randomly.

Once an operator in the selection problem space has been selected to evaluate a task operator, another
subgoal arises if no evaluation is directly available. In response to this impasse, Soar simulates the task

operator on an internal copy of the external environment. If the resulting internal state achieves the goal,
the operator is evaluated as being "best". If no evaluation is produced, the search continues to determine

if another operator can lead Soar to the goal. This results in another impasse, and as should be evident, a
depth-first search is performed recursively.

Once the goal is achieved within the internal search, preferences are created to select the operators being
evaluated. 3 Each of these preferences is a result, and productions are built to summarize the processing that

led to their creation. Figure 4 is an example of the production that is learned for the approach operator.

Notice that it not only tests aspects of the current situation, but also aspects of the goal. The productions

learned from this search are quite general and do not include any tests of the exact positions or names of

the blocks. These features are not included because they were not tested in the subgoal. An important

observation about chunking is that the generality of the learning is closely tied to the generality of the goals

ZIf the search leads to illegal or unacceptable states, a prefe_mce is created to avoid the responsible operator.
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If the approach operator is applicable, and

the gripper is holding nothing, in the safe plane above a block,

and that block must be moved to achieve the goal,

then create a best preference for the approach operator.

Figure 4: Example production learned by Robo-Soar.

and the knowledge used to achieve the goals.

Following the look-ahead search and the accompanied learning, the system is able to directly solve the

problem and similar problems with different initial block configurations. It has learned the appropriate oper-

ator to apply at each decision point in the search. However, this is not a blind application of a plan. Each

of the productions that was learned will test aspects of the environment to insure that they are used only

when appropriate. One result of this is that Robo-Soar automatically maintains an operator until sensory

information gives it feedback that the situation has changed. In addition, if an operator has an unexpected
result, Robo-Soar will not continue with the learned sequence of operators.

5 Refining Incorrect Knowledge

A problem with the traditional learning apprentice approach is that the learning is only as good as the
underlying knowledge [20]. If there is an error in the original domain theory, the human has no avenue

available for communicating corrections. This is a general problem with deductive learning techniques such as

EBL. Although one could argue that errors in the original knowledge can be avoided through careful coding,
the same problem can arise when an existing system encounters a problem outside its original specification.

We consider a simple case of this problem by attempting the same task as before except with blocks shaped
as triangular prisms. If the original operators were implemented with only cubes in mind, all of the control
knowledge and underlying simulation would not be sensitive to the fact that there is another feature in the

input that must be attended to. To the Robo-Soar vision system, the prisms look just like cubes, except for a

line down the middle at the apex of the triangle. In order to pick up these blocks, the gripper must be aligned

with the vertical faces of the block, not just any two sides. If it is not correctly aligned, the gripper will close,
but upon withdrawing the gripper, the block will not be picked up.

There are many possible approaches to this problem. First, the system could have an underlying theory
of inclined planes, grippers, friction, etc. that it uses to understand why the block was not picked up. One

problem with this approach is that this type of knowledge is often difficult to obtain for domains with many

"subdomains" [7]. It is hard to know how many of these subdomains are necessary. In addition, the system
has to be able to relate its visual input, which in this case is quite limited, with the correct subdomain. A

second approach is to gather examples of failure and use inductive learning techniques to hypothesize which

feature in the environment was responsible for the problem [18]. This may identify the feature, but it requires

many failures and also gives no hint as to the appropriate action. A third approach is for the system to

experiment with its available operators to see what actually works [4]. This approach can be quite effective,
but it also can be quite time consuming and possibly dangerous. A fourth approach is to open up the robot

and reprogram it. This requires skilled programmers and may be difficult if the robot is remotely located. A

fifth approach involves increasing the interaction between the human and the robot so that the human can

point out relevant features in the environment and associate them with the potential success or failure of a
given operator or set of operators.

This latter approach builds on previous work in Soar on recovery from incorrect knowledge [12]. In Soar,

recovery is complicated by the fact that chunking is the only learning mechanism, and it only adds knowledge

to long-term memory, never modifying existing productions. In our original work, we demonstrated that it

was possible to learn new productions that created preferences to correct decisions. The first step in this

approach is to notice that an incorrect decision has been made. When Robo-Soar attempts the problem with

the prism, the productions it learned on the first task leads it through the first four panels of Figure 5. It

correctly moves the gripper above the block. At this point it then approaches the block, closes the gripper,
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/
Figure 5: Trace of operator sequence using recovery.

m

Figure 6: Trace of problem solving with recovery, omitting the advice problem space.

withdraws the gripper and the moves the gripper out of the way of the camera. After this last move it notices

that the block is still on the table, so that at some point along the way, an incorrect decision was made.

If no additional knowledge is used, Robo-Soar encounters an impasse because it is in a new situation:

the gripper is closed and holding nothing. If we advise it to open the gripper, it will immediately discover

(incorrectly) that by approaching the block it will get on the path to the solution. Even though it knows there

is an error, it will repeat its attempts to pick up the block indefinitely. This is because its internal knowledge

is incorrect. None of its operators, such as approach or close, are sensitive to the orientation of the prism.

To avoid repeating the incorrect actions, domain-independent knowledge is added to Soar that attempts

to recover from errors. The general strategy is to not trust the internal knowledge, forcing the system to

reconsider each decision and accept guidance from outside. As before, the guidance includes suggestions of

appropriate actions, but this time it may include suggestions of inappropriate actions as well as suggestions

as to when an inappropriate action should be avoided. The remaining paragraphs of this section go through
the details of this approach to recovery.

Reconsideration is implemented by forcing impasses for every decision. These impasses are forced by
creating a dummy operator, deliberate-impasse, and then creating preferences that make it both better and

worse than the other operators. This is guaranteed to force an impasse and allows for the reconsideration of

the decision in the resulting subgoal. In our example, the first action to take is to open the gripper. We skip

over the process for doing that and go to the situation after the gripper is open as shown in Figure 6. A chunk

from the previous problem creates a "best" preference for approach. However the conflict impasse prevents
its selection and allows reconsideration.

Within the conflict subgoal, the selection space is chosen and internal operators are created to evaluate all
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If the approach operator is applicable, and

the gripper is above a block, and the gripper's orientation

is different from a line in the middle of the block,

and the rotate operator is available,

then create a preference that rotate is better than approach.

Figure 7: Example production learned by Robe-Soar.

of the external operators that were legal for the original state, the same as when an ordinary tie is encountered.
At this point the human should not direct the system to the correct action. Even if that is found to lead to

the goal, the knowledge to select approach still exists. Therefore, approach must also be evaluated so that it

can be made "worse" than the correct operator, in this case rotate-gripper.

Once an evaluation operator for approach is selected, any directly computed evaluation is rejected because

of a potential for error. Once a subgoal arises to compute the evaluation, a new problem space, called examine-

state is selected. Its selection is predicated on the fact that an error has been encountered. The purpose of

this problem space is to examine features of the state that are relevant to determining the appropriateness of

the given operator for the current situation. If just "good" (or "bad") were indicated, the resulting chunks
would be overgeneral and always prefer (or avoid) the operator, independent of context. To avoid this, the

problem space consists of operators that examine and compare the features of the state, as well as operators

that evaluate the state as being on the path to success or failure. Through interactions with a human, the
appropriate features are selected and tested, and finally the operator is evaluated as useful or not. If it is

deemed to be on the path to success, a "best" preference will be created for it and it will be selected to apply
to the top state. However, as is the case for approach, failure is selected following the examination of the

orientation of the gripper and the block it is above. In this case, approach will be avoided and the production
in Figure 7 is learned that prevents its selection whenever the gripper is not aligned.

Following the evaluation of approach, rotate-gripper is evaluated, with the appropriate features of the

state being tested before it is judged to be on the path to success. After rotate-gripper is selected, another

conflict impasse arises, but in this case the human signals that the problem has been fixed and impasse is
resolved by rejecting deliberate-impasse. From this point, the chunks apply and take Robe-Soar to the solution.

When Robe-Soar encounters future problems, it immediately aligns the gripper before approaching a prism.

6 Discussion

The examine-state problem space is somewhat of a brute-force technique to learn new features. It requires

an outside agent to lead the system through a search of potentially relevant features. Although it may not

be considered the most elegant or complex machine learning technique, it allows the human to easily correct

the system. In addition, this same approach can be used without an outside agent by having the system
engage in experimentation. To experiment, the system can guess at relevant features. It will often learn to

pay attention to irrelevant features, and thus create overgeneral chunks. But after many interactions with its

environment, it will learn to ignore irrelevant features. If this search was a completely blind one, it would

be similar to the search through hypothesis space performed by empirical learning techniques. One way to

view the examine-state problem space is as an empirical learning method implemented on top of a deductive
learning system.

Of course, the search for relevant features does not have to be blind. Many powerful heuristics are available,
such as concentrating on new, unknown features, as well as those features that are modified by the operators

under consideration. For example, if the system has discovered that the rotate operator is necessary, it could

concentrate its search for features relevant to avoiding approach to those modified by rotate. Carbonell and

Gill [4] have proposed more deliberate experimentation techniques that would be applicable for this task.

Rajamoney and DeJong [19] have described a more elaborate approach to experimentation that is used to
learn theories of physical devices.

The goal of our research was to demonstrate the practicality of learning using tele-robotics in a real domain.
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Ouractualtask was quite simple, but Robo-Soar's ability to learn to solve these problems demonstrated the

idea. Our current goal is to extend Robo-Soar to more complex tasks, expanding the spectrum of human

interaction. At one end, we plan to investigate increasing the modes of communication, so that the user can

interrupt Soar at any time to give advice, dynamically reprogramming the system through instructions. One

of the original inspirations of the Soar project has always been to create an Instructable Production System
where the system is never programmed, only given high-level advice [21,22]. We will also expand the current
interface, so that it is more natural for the human to pick actions and relevant features. On the other end of

the spectrum, we plan to study experimentation techniques so that Robo-Soar will be able to learn much of
the same information on its own, when human advice is unavailable.
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Hierarchical structures offer numerous advantages over conventional structures for the control

of telerobotic systems. A hierarchically organized system can be controlled via undetailed task

assignments and can easily adapt to changing circumstances. The distributed and modular

structure of these systems also enables fast response needed in most telerobotic applications.

On the other hand, most of the hierarchical structures proposed in the literature are based

on functional properties of a system. These structures work best for a few given functions of

a large class of systems. In telerobotic applications, all functions of a single system needed to

be explored. This approach requires a hierarchical organization based on physical properties

of a system. In this paper, such a hierarchical organization is introduced. The decomposition,

organization and the control of the hierarchical structure are considered, and a system with

two robot arms and a camera is presented as an example.

1. Introduction

In most telerobotic applications, the need to express undetailed tasks and to expect the

robotic system to plan and reason about its environment is essential. Hierarchical structures

provide systematical methods for planning detailed task assignments and deriving fine-motion

control strategies.

There are many other reasons to create hierarchical organizations for telerobotics systems.

Most importantly, these organizations help to simplify the controller design by allowing de-

signs on smaller portions of a large, complex system. They also offer distributed computation

capabilities and enable local reasoning and planning which are necessary for fast response and

error recovery.

Hierarchical structures are based on different representations of a system in Control and

in Artificial Intelligence (AI) Theory. In Control, a system is usually defined by its dy-

namic equations. As a result, most hierarchical distributions in Control exploit mathematical

properties in the description of the system. These decompositions range from determining

coupling parameters inside system dynamics to input-output correlations of a system, [1]-[7].

On the other hand in AI, organizations are based on functional behavior and accomplishable
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goals, [8, 9]. Thesegoalsare usually divided into simpler subgoalswhich form the levelsof

the hierarchy. Similar hierarchies were also utilized for computational and design purposes,

[101-[12].

To plan control strategies and execute them, the two type of representatives should be

unified. In the literature, this unification was addressed in two different approaches. The first

approach was a fixed level hierarchy advocated by hlbus et al. [13]-[16] and others [17]. Albus

used a five level hierarchy where the system is connected to the structure at the last level. This

approach was successfully implemented for the control of a robot arm, but it is not general

enough to include more complicated systems with numerous functional behaviors. The second

method was by Saridis et al. [18]-[20] and it used a three level classification hierarchy with

organizational, coordination and executional levels. Similar to the first approach, the system

was connected to the hierarchy at the last level. The coordination level could be viewed as a

translator between the functional and the mathematical representations describing the system.

This hierarchy is more general, because it was explained with vague descriptions, such as the

intelligence decreases as the detail and granularity increases. Similar organizations under

different names were also given in [21]-[23].

There are two major similarities between the two organizations. Both of them form tree

structured hierarchies. However, as pointed out in [24], most of the hierarchical structures

have more complicated connections, and levels of hierarchy may not be obvious. Both of these

organizations work well for a wide range of systems provided only a few functional behaviors

are expected. On the other hand, most telerobotic applications require a system to work well

for a variety of functions.

In this paper, a structural and functional hierarchy is proposed to overcome these problems

and to obtain an alternative structure. The hierarchy is first formed by considering the

physical properties of a system. Then, functions are associated with this organization. Finally,

a uniform control flow is described for the hierarchy. A two robot and a camera system is

presented as an example to demonstrate the details and the applicability of the structure.

2. Hierarchical Structure and Control

In this section, we introduce the general form of a hierarchical organization for the control

of telerobotic systems. The structure consists of functional abstractions associated with a

physical decomposition of the system.

We start the decomposition by separating the system into an initial set of components.

These components don't have to be disjoint or complete, but as we will observe later, the

detail of the hierarchy depends on this initial choice.

The second step will be to obtain the largest set of disjoint components from the initial

set. This set of disjoint components will form the bottom level of the hierarchy and the whole

system will form the top level. In between these two levels, there are numerous components

connected as a directed graph with no structural loop. These mid-structure components

must be connected so that there is always a commom portion between a node and any of its
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Figure 1: A two robot and one camera system.

subnodes 1, and the collection of all the subnodes of a node contains at least the node itself.

These requirements produce a very interesting hierarchical structure where the whole system is

represented almost completely at different levels of detail within the hierarchical organization.

The top level is the least and the bottom level is the most detailed level. Although, the levels

in the middle are not necessarily well defined, selective collections of components from the

mid-structure would describe the system at different details.

To see an example of a hierarchical organization, we consider a system with two robot arms

and one camera as in Figure 1. One possible hierarchical organization is given in Figure 2,

where the dashed boxes represent the initial set of components.

After the formation of a hierarchical organization, functions related to the components

are assigned and the flow of the control process is described. To represent the functions and

the control process, we introduce six primitives. The primitives exist at every node of the

hierarchy and related to each other through the control process. These primitives are:

Goals are assertions representing the end result to be obtained.

Tasks are elementary job descriptions.

Procedures are methods of accomplishing tasks. Procedures are separated into two groups:

1. Current Procedures which are locally applicable procedures, and

2. Subpvocedures which are applicable only by subnodes.

Measurements are the available information from sensors. The measurements are also

separated into two groups:

1. Current Measurements which are the measurements available locally, and

2. Other Measurements which are the measurements of other nodes.

lsubnodes are sometimes called children nodes
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Constraints are task restrictions or exemptions which are formed by:

1. System Dependent Constraints which depend solely on the system and do not

change with the environment or the goals, such as angular limitations of a robot

arm due to its construction, and

2. System Independent Constraints which does not depend on the system, but depend

on the environment or on the assigned goals, such as angular limitations of a robot

arm due to an obstacle.

Resources are task restrictions or exemptions which are related to the use of procedures.

Similar to measurements, resources are also separated into two groups:

1. Current Resources and

2. Other Resources.

We represent functions of the components by collections Of tasks. At each node, a list of

tasks with associated procedures, constraints and measurements forms the knowledge base of

the node. Procedures associated with the same task provide different ways of accomphshing

the task. Utilizing a current procedure implies that the associated task can be accomphshed

at that node and there is no need to propogate the task further down in the hierarchy. On

the other hand, utilizing a subprocedure implies goals have to be formed for the subnodes to

accomplish the task. This information provided by the subprocedures is important for timely

propogation of tasks in the hierarchy.

In the proposed organization, a procedure may accomplish more than one task and a

set of procedures may accomplish a single task. If we need to order tasks and procedures

sequentially, additional constraints are included to synchronize the execution.

Procedures _a!so use _m__e__sure_m_ntsand consume or produce resource. W,_ ;rich,As= ths_

information about some of the measurements available at other nodes as part of their knowl-

edge bases. This information helps to utilize other measurements directly without the use of

usual backward and forward search methods. The knowledge about the resources of other

nodes is included for failure handling purposes only, [25], and it is not used for control.

Constraints are also ranked among themselves. We assign a stiffness constant to each

constraint according to its importance. For example, a constraint on the allowable grasping

tension for a robot end-effector can be relaxed if the robot is holding a steel pipe, but it has

to be observed strictly if the robot is holding a fragile vase.

We also assign another type of constant for resources and measurements to represent the

cost of using them. These costs affect the choice of procedures which use measurements and
resources.

The six primitives are related to each other in a unique way by the control process. Every

node has the identical process as shown in Figure 3. When a goal with constraints and

resources is received by a node, it is first decomposed into a number of tasks such that the

accomplishment of the tasks implies the accomplishment of the goal. Since many procedures

may be assigned to a task, one set is selected according to a cost criterion. The cost may be

energy, entropy or currency as long as an optimum exists. Among the selected procedures,
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somemay alsobe subprocedures. In the last stage, thesesubproceduresare used to form
goalsfor the subnodes.The stiffnessconstantsof the correspondingtasksarealsopropogated
with the goals.

Most of the knowledgeis embeddedinto the systembefore the systemstarts execution.
The dashedboxesin Figure 3 show the portion of the processwhich runs in real-time after
goal assignments.

The connectionsof the hierarchy are initially determined before the task assignments.
Theseconnectionsform a static structure. When the system starts running, nodescan be
temporarily connectedwith eachother to exchangemeasurements.This exchangeintroduces
a dynamic structure which may createloops in the organization. However,theseloops don't
causeanycyclicbehavior, sinceonly measurementscanbeexchangedvia the newconnections.
Without this dynamic structure, the controlling ability of the organization would havebeen
severelylimited.

3. Functional Assignments

Next, we will briefly discuss task assignments and goal propogation process for a two robot

arm and one camera system introduced earlier. We will only consider a few of the applicable

tasks to give a general view of the functional behavior of the structure.

We assume that the system is asked to carry an object from one end of a table to the

other end, where both arms have to be utilized. At the top level, the goal Carry is matched

with the task Carry. We assume that there are three procedures associated with task Carry:

Carry..alone, Carry_separately and Carry_together. Procedure Carry_alone utilizes only one

arm. Procedure Carry_separately picks the object with one arm and puts it on the table

between the two arms for the other arm to carry it further away. Carry_together transfer

the object in the air without putting it on the table. With the help of the Vision node

which determines distances between locations, the top node decides to use the Carry_together

procedure. Since all these procedures are subprocedures, a goal for the Two_Arms node is

formed and decomposed into the following tasks:

GOAL ----+ TASK DECOMPOSITIONS

Carry_together _ Reach ?stiffness Arm#l Location_Object

Lift ?stiffness Arm#l Location_Object

Reach ?stiffness Arm#l Midlocation_l

Reach ?stiffness Arm#2 Midlocation.2

Transfer ?stiffness Arm#l Arm#2

Reach ?stiffness Arm#l Location_final

Reach ?stiffness Arm#2 Destination

Putdown ?stiffness Arm#2 Object Destination

Constraints are also added to these tasks to preserve the synchronization and the sequen-

tial order. The status of the constraints are obtained from the Vision node. In the next stage,
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Figure 3: Control flow diagram for each node.
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goals for the Arm#l and Arm#2 nodes are formed from these tasks. After a similar decom-

position, elementary tasks such as Move_Coarse, Move_Detailed, Orient, Grasp and Ungrasp

are formed. This process continues down to the bottom level nodes where the tasks and

procedures are more elementary. Changing joint angles, opening or closing the end-effector

and the input voltage profiles are among the tasks of these nodes.

4. Conclusions

In this paper, we considered a hierarchical organization primarily based on the physical

properties of a system which is most suited for telerobotics applications.

We formed the hierarchy as a directed graph with no structural loop from the components

of the system. We arranged the components so that the system is described with least detail at

the top level and with most detail at the bottom level. In between these two levels, the system

can be described with any desired detail depending on an initial choice of components. We also

did not limit the type of the hierarchy 2. We deliberately allowed representational redundancies

in the middle levels, but we forced the top and the bottom levels to be represented without

redundancies. This restriction is to enforce a consistent control at the bottom level.

Then, we assigned knowledge and functionality to the nodes of the hierarchy by using

six primitives: Goals, Tasks, Procedures, Measurements, Constants and Resources. These

primitives contain the knowledge about the capabilities of the components and the information
about their behavior.

Finally, we described the control process as decomposition of goals into tasks, selection of

procedures for these tasks and formation of new goals for the subnodes. This process starts at

the top level and propogates down uniformly. As control decisions are made at the nodes of

the hierarchy, we allowed new connections among nodes for data exchange. These connections

save time and make efficient use of all possible control strategies.

To observe the formation of the proposed hierarchy and the propogation of the control

process, we considered a system with two robot arms and a camera.
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Abstract

The Flight Telerobotic Servicer (FTS) Project is developing an

advanced telerobotic system to assist in and reduce crew

extravehicular activity (EVA) for Space Station Freedom. The

FTS will provide a telerobotics capability to the Freedom

Station in the early assembly phases of the program and will be
employed for assembly, maintenance, servicing, and inspection

throughout the lifetime of Freedom Station. The FTS will also

be capable of operation on the Orbital Maneuvering Vehicle (OMV)

for remote servicing activities. A planned evolution of the FTS

capabilities will take place over time with technology transfer
between U.S. industry, universities, and other Government

agencies as an integral part of the program.

The FTS technical challenge is the development and integration
of a spaceflight quality system with both teleoperation and

autonomous capabilities. The system must be safe and operate

reliably in the space environment. The technical output of the
FTS development process will not primarily come from the

development of new sensors, manipulator actuator mechanisms or

other robotic components. The state of the art in these

components is already highly sophisticated. The major
contribution of the FTS to the advancement of the state of the

art will come from the integration of these components into an

operational system which meets the broad spectrum of Space
Station Freedom requirements. This paper will provide

background and rationale leading to the desired FTS telerobotic
capabilities and then describe some of the specific technical

requirements to which the FTS must be designed in order to meet

these goals as well as operate effectively in the space
environment.

1.0 Introduction

Robotic technology must make major advances beyond the current

state of the art to even approach human capabilities in areas

such as vision processing and task planning. In acknowledgment
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of these limitations, the FTS must be designed with

sophisticated teleoperation capabilities to keep the human in

the control loop whenever there is a requirement for tasks to be
accomplished in an unstructured environment. However, it is

also required that the initial FTS system have the capability to

perform autonomously when the task environment can be
sufficiently structured. The evolution of the FTS will allow

autonomous operation in less and less structured environments.

2.0 Teleoperated Systems

Manipulator systems which employ teleoperation techniques have
been developed by the nuclear industry for the repair and

maintenance of nuclear reactors and by the undersea industry for
offshore gas and oil rig assembly, repair and maintenance, as

well as for undersea salvage operations. Tel eoperati on allows

the operator to accomplish work at a relatively unknown or
unstructured worksite in a hostile environment such as the sea

floor or inside a nuclear reactor while he or she remains in a

safe, shirt sleeve environment.

2.1 Hand Controllers

The primary feature of a teleoperated system is that a human

operator is directly responsible for all motion of the

manipulator or manipulators at the worksite. He or she is
situated remote from the actual manipulator task operations at a

workstation. The operator directs the motions of the "slave"

manipulator(s) via some form of hand controller device. These
devices have several configurations depending on the system.

Systems such as the Space Shuttle Remote Manipulator System
(RMS) employ joystick type devices. This type of hand control

device provides rate control of the manipulator in a cartesian
coordinate frame. The RMS uses two of these devices to control

its six degrees of freedom; one for X,Y, and Z and the other for

roll pitch and yaw. More recently, rate control devices have

been developed that allow the operator to control six degrees of
freedom with one hand.

For smaller, more dextrous manipulator systems, hand control
devices that provide position control instead of rate control

are often preferred. A position control system provides

positional correspondence between the hand controller and the
slave manipulator. That is, the slave manipulator tracks the

positional motions of the hand controller. This method of

control is preferred for dextrous manipulation because it more
closely simulates the natural hand-eye coordinated arm motions

of the human operator.

There are two basic types of position hand controllers; the

replica master and the so-called mini-master. The replica

master is built to be a kinematic replica of the slave
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manipulator. There is, therefore, a joint for joint
correspondence between the motions of the master and the slave.
A major advantage of such a system is that no mathematical
transformations are required between the master and the slave to
determine motions. The primary disadvantage of this
configuration is that the master hand controller must be equal
in size to the slave manipulator. This may require a

prohibitively large working volume at the workstation. The
mini-master reverses this situation. It is not a kinematic

replica of the slave and can be built considerably smaller than
the slave. However, kinematic transformations between the

master and the slave are required which adds a major

computational load to the control of the system.

2.2 Manipulator Attributes

Manipulator systems designed explicitly for teleoperation are

generally designed to minimize weight and inertia. They provide

ample compliance at the manipulator end-point through
backdrivability. These features are necessary to prevent damage

if the operator inadvertently bumps objects in the workspace or
requires compliance during assembly and disassembly operations.

Such requirements usually result in a mechanically flexible

manipulator design. This tends to preclude a feature generally

required for autonomous robot systems. This feature,
repeatability, is the capability to return to a prerecorded

manipulator pose autonomously. In fact, the capability to

record poses does not even exist in most teleoperation systems.
Lack of repeatability is not a problem in a teleoperated system

because the operator is always visually in the loop.

2.3 Operator Feedback

Visual information from the worksite is clearly the most

important feedback to the operator when performing a

teleoperation task. In some cases the operator can see>the
worksite directly but usually he or she works from monitors in
the workstation connected to video cameras at the worksite.

A second, less important but critical, source of feedback

information to the operator is force and torque. That is, the

operator needs to know what forces and torques are being applied
at the worksite. The most sophisticated method of supplying the

operator with this information is a system called bilateral

force reflection. This system allows the operator to feel the

slave manipulator forces and torques in the hand controller.

This capability greatly enhances the operator's ability to

perform delicate and/or dextrous operations. Implementation of

bilateral force reflection adds considerable complexity to the

tel eoperati on system. The hand controller must have actuators

with which to impart forces and torques to the operator. This

means that the hand controller is actually a robot itself and

must therefore have its own robot control system. The actual
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implementation of bilateral force reflection then becomes the
cross coupling of the master and slave robot control systems

into a single integrated control loop. Several such systems are

in operation today in nuclear and undersea applications.

3.0 Robotic Systems

The manufacturing industry typically operates its manipulator

systems autonomously. This is generally referred to as robotic

operation. These systems must operate very rapidly and

accurately in order for them to compete economically with the

human labor force. This is accomplished by creating a highly
structured worksite for the robotic system. This can be done

fairly easily on a factory floor where equipment and work pieces

can be accurately positioned and where conditions and access can

be tightly controlled.

3.1 Manipulator Attributes

Manipulator systems designed for factory floor applications

require good repeatability because all operations are pretaught

and are performed repetitiously with no human intervention.

However, human intervention is required when problems arise

because the typical manufacturing robotic system has little or

no sensing capability to detect anomolous conditions or to

modify actions to adapt to changes in the work environment.
Manufacturing robots are very massive and stiff in order to

provide the needed repeatability. These manipulators also must

move rapidly, and therefore, have large actuators which consume
considerable amounts of power. The excessive weight and power

of these manipulator systems does not generally pose a problem

in the factory setting because the robots are fix mounted to the

floor and are rarely transported. There is also ample power and

cooling capability available on the factory floor. This is in

contrast to the typical field operations of a teleoperated

system where weight and power must be conserved.

3.2 Advanced Autonomous Control

There is extensive research currently underway investigating

advanced autonomous control techniques for robotic systems.

These techniques, as they are developed, will allow a robot to
operate in environments with increasingly less imposed

structure. The following capabilities are necessary for a robot

to operate truly autonomously: (1) The robot must have a

strategic plan. This is a high level plan of objectives,

sequences of operations and recoveries in case of contingency.
Such autonomous planning capabilities are of great interest to

the artificial intelligence community. (2) At a lower planning

level, the robot must have the ability to navigate in the

workspace including manipulator path planning and collision

avoidance. This will require extensive on-board geometric
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reference models, machine vision and image analysis capabilities

with the capability to recognize objects in ambiguous lighting.

(3) The robot must have the ability to relate observations to
models to confirm that a scene is consistent with expectations.

(4) Each action that the robot takes will require a success
confirmation criteria and alternate sequences in case of

failure.

4.0 Telerobotic Systems

A telerobotic system is a hybrid of a teleoperated and robotic

system. The human operator is currently required to perform the
advanced autonomous control activities discussed above such as

image interpretation and planning. Current robotic systems are

capable of performing tasks of lesser scope autonomously when
such tasks can be well defined and reasonably well structured.

A telerobotic system must be designed so that the operator can
do what he does best and the robot can do what it does best. As

the autonomous capabilities of the system increase, the human can
retract into more supervisory roles. This is the approach that

is being followed in the development of the FTS.

As discussed, existing teleoperated and autonomous systems were

designed to quite different sets of requirements for quite

different applications. The FTS system design must encompass the

capabilities of these currently existing teleoperated and

robotic systems. In addition, the FTS system design must bridge

a substantial gap between these two types of systems. In order
for the FTS system to be telerobotic and be capable of evolution

toward more autonomous operations it must have the following

_fer_h,,f_¢- (1) it m,J_t Rnnnnnrt _nnhi_ticat_d teleoDeration
including features such as bilateral force reflection, (2) it

must have the mechanical and computational capabilities for

autonomous control, (3) it must allow easy blending of
teleoperated and autonomous modes, and (4) it must have

designed-in capabilities for evolution. Of particular importance

here is that the system have a well structured control
architecture which encompasses future needs. To fulfill this

last requirement the FTS has adopted the NASA/NBS Standard
Reference Model for Telerobot Control System Architecture

(NASREM) [I].

5.0 FTS Design Requirements

The following paragraphs highlight some of the specific design

requirements that have been imposed on the development of the
FTS to ensure that it has the telerobotic capabilities discussed

above. [2]
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5.1 Two, 7 Degree-of-Freedom Manipulator Arms

The FTS will have two, 7 degree-of-freedom, manipulator arms.
Only six degrees of freedom are required to establish the

position of the end effector in space. The seventh degree of

freedom allows placement of the elbow as well as the end

effector providing the capability to reach around obstacles in

the workspace. The seventh degree of freedom also provides

additional capability for smoother control through the avoidance

of manipulator singularities. Each FTS manipulator arm will

have a repeatability of 0.005 inch in position and +/-0.05

degree in orientation. The required repeatability will enable

the FTS to be programmed to perform simple repetitive actions

autonomously.

5.2 Teleoperation

The FTS will be capable of operating with and without bilateral

force reflection. The FTS will also provide the capability for
resolved rate control of the manipulators and the control of

individual joints.

5.3 Shared Control

The FTS will be capable of shared control in which the operator
control motion in one or more coordinate axes, and the telerobot

autonomously controls the motion in the other axes. This will

include active compliant control. (Active compliant control
means that the compliance of the robot, when it contacts the

environment, is controlled by sensing forces and torques and

reacting to them in an active control loop. This removes the
need for the robot to be mechanically compliant in its design as

required by current teleoperated systems.)

5.4 Dual-arm Coordinated Control

The FTS will be capable of dual-arm coordinated control of a

grasped object using a single hand controller. This is a

"semi-autonomous" capability which controls both manipulator
arms in a coordinated fashion so that the operator need only

concern himself with the motion of the grasped object.

5.5 Supervised Autonomous Control

The FTS will be capable of supervised autonomous execution of

selected operations, such as those that are required frequently.
Any autonomous task activity will be functionally assumable in

real-time by teleoperation. The FTS will provide the capability

for smooth and coordinated transfer between teleoperated and

autonomous modes as a routine operation.
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5.6 Camera and Lighting System

The FTS will have a vision subsystem that will include at least

four video cameras, one on or near the wrist of each manipulator
and two positionable cameras for task specific worksite vlewing.

The vision subsystem will also include lighting of controllable

intensity adequate for task viewing. The vision subsystem will
provide the capability for the remote control of positioning,

orientation, zoom, focus and aperture of each camera. The

capabilities of the vision subsystem are intended to support
teleoperation. However, the same system is intended to support
machine vision as these capabilities are added to the FTS.

5.7 Workstation and Hand Controllers

The FTS workstation will provide the capability for one person
to control and monitor the telerobot in all of its teleoperated

and autonomous control modes. The workstation will contain

video monitors connected to the vision subsystem which allow the

operator to control the telerobot without direct viewing. The

workstation will contain two independent hand controllers for
simultaneous control of the two telerobot manipulator arms. The

workstation will provide control methods for the vision

subsystem such that the operator can control the cameras and

lighting while his or her hands are both engaged in manipulator

teleoperation.

The FTS handcontrollers will be configured to provide the

operator with easy access to the full envelope of the

manipulators' range of motion. They will accommodate position

control of the manipulators with and without bilateral force
reflection including operation of the end effectors. The hand

controllers will also be configurable to accotnmodate pate

control of the manipulators and operation of the end effectors.

5.8 Control Architecture, Computers and Software

There are three architectures associated with the control of the

FTS system; the functional architecture, the software

architecture and the computer architecture.

The functional architecture, NASREM, (see reference [1]) defines

the functional elements and basic structure of the system. It

defines interfaces for system modularization and provides

structure for interleaving of teleoperation and autonomous
control. The NASREM architecture provides common reference

terminology for sub-elements of the FTS control system and will

provide interface definition between these sub-elements.

Therefore, integration of sub-elements from different
organizations and vendors is possible. This will be

particularly important to the future evolution of the FTS.
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The software architecture supports the functional architecture.
It defines input, processing and output of each functional
module. The software architecture specifies execution timing
and control interdependencies. It also specifies data
structures and data flow.

The computer architecture supports the functional and software

architectures. The processors and inter-processor communication

capabilities must be configured to provide adequate

computational speed and memory capacity. After all control
requirements have been satisfied for the initial implementation

of the FTS it is additionally required that there be 50% CPU

capacity and 35% RAM margin for future software growth and
evol uti on.

5.9 Safety Requirements

In the space environment safety is of utmost importance. All

possible precautions must be taken to prevent the FTS from

injuring an EVA astronaut or from damaging a mission critical
element of the shuttle or the space station. Because of this,

special requirements have been placed on the safing of the FTS
in case of failure.

The FTS will nave the capability to detect failures within its

subsystems and operations and to automatically assume a safe

state upon such detection. This capability will be two-fault
tolerant which means that the detection and safing hardware and

software itself must be capable of sustaining two internal

failures and still performing the necessary actions.

6.0 Conclusions

The technology base for FTS development will come, primarily,

from manipulator systems developed for nuclear and undersea

applications and from robotic technology developed for the

manufacturing environment.

A system which effectively combines both teleoperation and

autonomous capabilities has never been built. Additionally, the

FTS must have the designed-in capability to accommodate more

advanced technology elements as they become available. To

accomplish these goals, the FTS design must incorporate

sophisticated sensor-driven control techniques into a well
structured control architecture which supports good

teleoperability as well as the necessary attributes which allow

the system to be programmed for autonomous operations. No new

basic technology elements need to be developed to enable the
development of the FTS initial capabilities. However, the
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design, integration and operation of a telerobotic system of

this complexity will represent an important advance in the state
of the art in the field of robotics.
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Abstract

During 1988, the National Aeronautics and Space Administration (NASA) conducted a
9-month in-house Phase B study to develop a preliminary definition of the Flight
Telerobotlc Servicer (FTS) that could be used to understand the operational concepts

and scenarios for the FTS. Called the "Tinman," this design concept was also used to
begin the process of establishing resources and interfaces for the FTS on Space Station
Freedom, the National Space Transportation System shuttle orbiter, and the Orbital
Maneuvering Vehicle.

Starting with an analysis of the requirements and task capabilities as stated in the

Phase B study requirements document, the study identified eight major design drivers
for the FTS. This paper will describe each of these design drivers and their impacts on
the Tinman design concept.

Next, this paper will discuss the planning that is currently underway for providing
resources for the FTS on Space Station Freedom, including up to 9-000 W of peak power,
up to four color video channels, and command and data rates up to 500 kbps between
the telerobot and the control station.

Finally, an example will be presented to show how the Tinman design concept was
used to analyze task scenarios and _.xplore the ogerationn_! ca_pabi!!t!es of the B_FS_.A
structured methodology using a standard terminology consistent with the NASA/National

Bureau of Standards Standard Reference Model for Telerobot Control System
Architecture (NASREM) was developed for this analysis.

1. Introduction

The Flight Telerobotic Servicer (FTS) will be used on the National Space
Transportation System (NSTS) shuttle orbiter and Space Station Freedom to assist the

astronauts in performing assembly, maintenance, servicing, and inspection tasks.
Although it is primarily a teleoperated device at first, the FTS is being designed to
grow and evolve to higher states of autonomy. Eventually, it will be capable of working
from the Orbital Maneuvering Vehicle (OMV) to service free-flying spacecraft at great
distances from the space station. A version of the FTS could also be resident on the

large space platforms that are part of the space station program.

This paper discusses the technical design drivers that the in-house Phase B study
identified as significant in the development of such a robotic system for space. The
Phase B study started with the initial requirements of the top-level mission, system, and
functional requirements for the FTS [1]. These requirements were developed during a
Phase A study conducted by NASA during the fall of 1986 [2 and 3].
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The output of the in-house Phase B study was integrated with the results of more

in-depth Phase B studies conducted by Martin Marietta Astronautics Group in Denver,
CO, and Grumman Space Systems in Bethpage, NY, to generate the requirements for
Phases C and D of the FTS Program, which are expected to begin in the Summer of

1989 [4].

2. Study Approach

The Phase B study [5] started with a detailed analysis of the space station tasks
described in the requirements document [I]. These tasks describe generic capabilities

that are intended to be representative of the fundamental mission of the FTS as a
robotic device that assists the astronauts in assembly, maintenance, servicing, and

inspection tasks in the unpressurlzed environment of the space station.

Analyzing the tasks in the requirements document [1l led to the identification of a

number of design drivers for the development of the FTS. These design drivers resulted
in a series of trade studies that were used to develop candidate design solutions. The

resulting design concept for the FTS was called the "Tinman." This concept resulted in

a robotic system that was adequate for the assigned tasks and could perform the tasks

reliably and safely.

Advanced technology items were scrutinized as to their relevance to the

performance of the assigned tasks, as well as to their state of readiness. If an item was
not considered necessary, it was not incorporated into the design. Some items were

considered appropriate, but their state of readiness made them too high a risk for
inclusion in the initial implementation of the FTS. High technology should not be used

just for the sake of using it, if it should then fail in orbit. An early failure of the FTS
would be a great setback for space robotics. Instead of serving as a useful tool for the
astronauts, the FTS would be discarded, and the astronauts would turn to another means

of accomplishing the tasks.

A program requirement is that the FTS must be capable of growth and evolution.
System adaptability is necessary because of the emerging technologies that will be
valuable to the program once they have matured. The FTS must be designed from the
ground up with the proper "hooks" and "scars" for growth. With the appropriate systems
engineering and architectures that can accommodate growth, advanced technology with
software and hardware can be added later to the system with minimum impact. To

accomplish this, NASA has adopted a control architecture developed by the National
Institute for Standards and Technology (NIST), formerly the National Bureau of
Standards (NBS), that permits this type of growth [6l.

3. Design Concept

Figure 1 shows the design concept that was developed for the FTS during the Phase

B study. As shown in the drawing, the telerobot is composed of three major

subassemblies: the main body, the manipulator arm assembly, and the arm-positioning

system.

The main body contains all the major electronic components of the telerobot, as
well as the grapple fixture by which the telerobot is picked up by one of the large
manipulator arms (e.g., the Space Station Remote Manipulator System (SSRMS) or the
NSTS Remote Manipulator System (RMS)). The main body also contains the attachment
grapple (or foot) by which the telerobot is securely fixed at the workslte.
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Figure 1 .  Flight Telerobotic Servicer (FTS) Dimensions 
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One of the features of the main body of the telerobot is that it is free to rotate

about its central core and the attachment foot. This freedom to rotate allows the

thermal radiators, which cover three sides of the main body, to be oriented for optimum

heat rejection at the workslte. Main body rotation with respect to the attachment foot

allows the operator of the large manipulator arm (SSRMS or RMS) another degree of

freedom to help orient the FTS foot for proper mating to the worksite attachment

point.

The next major component of the telerobot is the arm positioning system that

consists of two, linearly driven, tubular sections connected through an offset rotational

joint.The lower section is free to rotate simultaneously with respect to both the main

body and the attachment foot. The manipulator arms are free to rotate +180" with

respect to the upper section. Five degrees of freedom are obtained to position the arms
relative to the telerobot main body and attachment location. There are a number of

advantages to the arm positioning system: it extends the reach of the telerobot without

extending the length of the manipulator arms; it allows the arms to be positioned
squarely to a task so that the teleoperator approaches the task in a natural manner; and

it allows the telerobot to reach out over large objects that may come between the
attachment fixture and the location of the task.

The final component of the telerobot is the manipulator arm assembly that is

mounted to the end of the positioning system. It consists of the shoulder assembly that

rotates +--180"about the end of the positioning system, and two seven-degree-of-

freedom manipulators mounted to each end of the shoulder assembly. The manipulators

are 1.524 m (60 in.)long and are configured with a roll-pitch-roll shoulder, pitch in the
elbow, and roll-pitch-roll in the wrist.

In addition to the telerobot, the FTS includes two workstation designs: a stowable

workstation for the NSTS, which will be mounted in the aft flight deck of the shuttle

and the space station workstation, which will include FTS-unlque hardware that willbe
incorporated into the space station Multipurpose Application Console (MPAC).

4. Design Drivers

During the analysis of the requirements and the task capabilities, the study team

identified the following major design drivers for the FTS:

o Thermal environment

o Independent operation

o Manipulator stability and positioning

o Safety

o Mobility
o Evolution

o 1-g operation
o Human interface

The impact of each of these design drivers on the final design concept will be

discussed in the following paragraphs. Not all of the design drivers are independent.

Often, more than one of the drivers affects the design of a particular subsystem.
Therefore a systems approach had to be taken to the trade studies to determine the

appropriate solution leading to the best overall design concept.
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4.1 Thermal Environment

The thermal environment created by the vacuum of space introduces unique problems
for the FTS in an area that is only a minor concern for terrestrial robots. In space, the

only way of dissipating heat is by radiation or conduction. The only paths for
conduction were by hookup to the space station thermal system or by dumping heat into
the FTS base mounting structure. Both options were considered too restrictive for the
flexibility and usefulness of the FTS and they also created a thermal interface to the

space station that the design team wanted to avoid. Therefore, radiation is the only
acceptable means of heat dissipation.

Dissipating heat from a robot with peak operating power in the 1- to 2-kW range
with approximately 20 motors, several high-speed computers, video equipment, and
batteries with radiation as the only means of cooling is a thermal problem. The
operation of the FTS should not be restricted because of the thermal environment. This
meant that the FTS had to be capable of operating with arbitrary Sun angles and with
partial blockages from the structure at the workslte.

To overcome these problems, the overall power of the telerobot was reduced, its
total radiating capability was increased, and the main battery was removed from the
telerobot.

One effect of reducing the power was the selection of motors at each Joint that
were sized for the tasks in zero gravity but could not operate without assistance on
Earth. By using smaller motors, the manipulator thermal system could be separated from

the rest of the body, and all the other heat-dissipating components could be collected
into one structure that could be optimized for thermal radiation.

Figure 2 shows the concept for the telerobot body that uses heat pipes to direct
the heat from the electronic boxes out to the outside surfaces, where radiators cover

three sides. The main body was designed to rotate independently of the manipulators
and the arm-positioning system, so that it could be controlled to track an optimal
orientation to cold space as the telerobot performs its tasks.

Removing the main battery from the telerobot had a number of effects on the
design. It reduced the mass of the telerobot and removed a source of power dissipation.
It also freed the telerobot from the tight thermal limits that the battery imposed on the
system.

The combined effect of all these design choices produced a thermal design that is

independent of the space station and that will permit indefinite operation of FTS under
most conditions. In some extreme cases of radiator blockage, the task may have to be
halted temporarily to allow the telerobot to cool down. Consideration was made of the
use of a small "backpack _ composed of Phase Change Material (PCM), which could be
used to absorb peak loads to enable the telerobot to continue operating for a brief time
under extreme conditions. The thermal system is also an ideal candidate for the
incorporation of an expert system that could continually monitor the thermal health of
the telerobot and inform the operator of the amount of time that is left before a
cooldown period would be required.

4.2 Independent Operation

Another requirement is that the FTS must be capable of limited operation
independently of hard-wired utilities for power, data, and video from the space station.

451



Figure 2. Structure Subsystem Tinman Design
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Because of this requirement, a large battery and a radio frequency (RF) communications
system were included In the design of the FTS. The FTS can never be totally
independent of the space station, because it always needs a firm structural attachment
when working. However, the requirement for independent operation gives the FTS a
tremendous amount of flexibility, allowing it to work in areas on the space station

where no utility ports are located.

A battery that would allow operation for even a few hours at the power levels of
the FTS adds considerable weight and adversely impacts the thermal subsystem. Since
the independent operation is not the primary mode of operation, it was decided to

remove the battery and the communications system from the main body of the telerobot
and locate them in a separate module called the Robot Support Module (RSM). Because

there is not a requirement for an early independent operational capability, the RSM
could be launched later than the FTS, thereby reducing the initial manifested weight of
the FTS.

Another advantage of the separate RSM is that it would be possible to design
different RSMs for the different operating environments of the FTS. Because the NSTS
and the space station have different power and communications systems, a different
RSM could be designed for each location. Another RSM could be built for operation
from the OMV for the servicing of free-flying spacecraft away from the NSTS orbiter
or the station, as shown in Figure 3. Two RSMs on the space station itself are a
possibility, so that while one is being used, the other could be having its battery
recharged.

4.3 Manipulator Positioning and Stability

When the work environment of the FTS is examined in both the shuttle payload bay
and on the space station, the same dimension of 5 m keeps reoccurring. The shuttle
payload bay is 4.57 m (15 ft) wide, and, consequently, most payloads launched by the
shuttle are also approximately 5 m wide or 5 m in diameter. The space station truss
bays are 5-m cubes and the Attached Payload Accommodation Equipment (APAE) sit on a
5- by 5-m base. It can be concluded from this information that the ideal reach envelope
of the telerobot would be 5 m. If the telerobot is to work in these locations, it must be
able to cover these types of distances. However, early analysis indicated that a 5-m
reach for the manipulator arms was not feasible if the telerobot was to do any
dexterous manipulation. A local mobility system and an arm-positioning system were
chosen to deliver the arms to the task. This approach allows the arms to be shorter and
more rigid for the fine control tasks.

Figure 4 shows the reach envelope of the telerobot. Situated in the center of the
space station truss bay, the telerobot can reach all faces of the bay. The reach of the
telerobot at an APAE site is shown in Figure 5, where the Orbital Replaceable Units
(ORUs) in the center can be reached from either side, even if larger ORUs are in the
way.

The flexibility and controllability of such a system are still areas of concern that

are being investigated. Preliminary indications are that the arm-positioning system can
be made rigid enough to meet the task requirements. The five degrees of freedom in the
arm-positioning system are controlled open loop and, therefore, do not contribute
complexity to the arm control problem. The degrees of freedom in the positioning
system are commanded to set positions one at a time and are then rigidly locked before
the operator begins to use the manipulator arms. It is not anticipated that the
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Figure 5.  FTS Operating From Attached Payload Accommodation Equipment 
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positioning system would be teleoperated through the hand controllers. The operator
could simply key in the position of the Joints from a keyboard.

4.4 Safety

Safety is of primary importance in the design of the FTS. Safety influences each
subsystem and must be designed into the FTS from the start. The Phase B study
approach was to set up a watchdog safety subsystem that consists of redundant
radiation-hardened computers and associated sensors in the telerobot to monitor all

aspects of the telerobot operations and health. Also, the workstation has a safety
computer that acts as a global safety monitor for workstation operations, as well as the
telerobot safety subsystem. Whenever any anomalous condition is detected, the safety
computers will stop all movement of the telerobot.

There is also a safety shutdown signal that originates from an astronaut on
Extravehicular Activity (EVA) if he senses a problem with the telerobot. This is called
the EVA safety link and allows an astronaut on EVA to have shutdown control of the
telerobot whenever he works in the vicinity of the telerobot.

Each controller for the manipulator joints is capable of being programmed to limit
the local parameters associated with that Joint, such as velocity, acceleration. This
programming allows the motions of the telerobot to be tailored to the task and the
environment. A velocity limit of 0.80 m/s (1 ft/s) is imposed on the manipulators
whenever the telerobot is working in the vicinity of an astronaut or critical hardware.
Similar limits must be imposed on the maximum momentum the system can attain when
moving an object. This may result in an even lower tip velocity, but it ensures that the
telerobot can safely brake its motion to avoid collision.

Another safety feature in the telerobot is the inclusion of a small, holdup battery
within the telerobot to sustain its functions and to perform an orderly shutdown in the
event of a power loss. This safety feature is needed when the telerobot operates

4.5 Mobility

Mobility was identified early as an FTS design driver. There is not a requirement
for the type of mobility that would allow the telerobot to walk down the space station

truss. There are other means available on the shuttle and the space station to provide
global mobility, such as the RMS on the shuttle and the SSRMS on space station
attached to a transport device such as the Mobile Servicing Center (MSC) or the Mobile
Transporter (]iT). However, from a close examination of the FTS tasks, it is clear that
some form of "local mobility" (or "robiUty') was needed at the worksite in order to
make the FTS a useful tool on the space station.

The local mobility system that is part of the in-house concept is a portable rail
that can ride out to the workslte with the telerobot to provide lateral movement. The
portable rail, together with the arm-positioning system, allows the manipulator arms to
be positioned with six degrees of freedom at the worksite. The length of the portable
rail had to be traded off against the flexibility of the rail and the induced motions at
the end of the rail that occur when the telerobot is in operation. The portable rail is
attached to the RSM in the in-house concept, so that the telerobot/rail/RSM
combination can be picked up as one unit and carried to the worksite by one of the
transport devices on space station. Figure 6 shows the portable rail supporting the
telerobot from the RSM.
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Figure 6. FTS and Robot Support Module 
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4.6 Evolution

The FTS must be able to evolve towards greater adaptability that includes more
autonomous operation accomplishedthrough the incorporation of advanced hardware and
software items as they become available. Since the FTS is intended for permanent
residence on the space station, new items must be added to the system in orbit. The
FTS must be designe_ to easily accept these changes. This will be done by the
incorporation of modularity and accessibility in the design of all subsystemsof the FTS
and by a carefUl implementation of the NASREMarchitecture.

Primary growth areas are expected to be in more advanced computers, upgraded
software, advanced sensors with image processing, smart end effectors, and new and
moreefficient power systems. Also, the manipulator arms could be of a modular design,
so that they can be reconfigured to provide more capability for new maintenance and
servicing tasks on the space station. Power, data, and video lines would run throughout
the telerobot with standard interfaces defined at the tool plate, arm joints, and other
locations where hardware may be added or later changed.

A vision system, which initially is just a closed circuit video system, can easily
grow to a stereovision system and eventually evolve to full machine vision. Steps that
can be taken in the initial design to facilitate this growth are the choice and location
of cameras and the interfaces to permit the computers to have access to image data.

4.7 1-g Operation

Requiring that the telerobot exhibit its fUll operational capability In the gravity
environment of Earth has far-reaching impact on the system design. From a
programmatic standpoint, the FTS must be capable of being tested in the performance of
representative tasks on Earth before it is committed to launch. However, such a
requirement has to be weighed against the impacts it causes on the structural, controls,
electromechanical, power, and thermal subsystems.

For terrestrial robots, a 100:1 weight-to-lift ratio is not unusual, and a ratio of 10:1

is just now being achieved by some research manipulators, such as the Laboratory
Telerobotlc Manipulators (LTMs) being developed by NASA Langley Research Center and
the Oak Ridge National Laboratory. This means that if the FTS were required to handle
mockup hardware weighing 50 lb, the manipulators would be on the order of 300 to 500

lb each when using today's technology. This results in 600 to 1000 lb for just the
manipulators. The total manifested weight for the FTS, including the telerobot and the
workstation, is currently 1500 lb.

The FTS must undergo a strict weight control program that will result in motors
and a structure that will be adequate to accelerate the inertias required by the tasks in
the zero-gravity environment of space, but may not be capable of lifting the mockups of
the same hardware on Earth. This will mean that the telerobot will need special
assistance to perform its operations in l-g, such as counterweights and other gravity
off-loading devices.

Smaller, lightweight motors are a benefit to both the power and thermal subsystems
of the FTS. A lighter weight structure has an impact on the control system, since the
manipulators will be more flexible, but this is not viewed as an insurmountable problem
for the FTS, because of the recent advances in algorithms for the control of flexible
robots.
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4.8 Human Interface

The design of the FTS for the human operator extends beyond the obvious human

engineering of the workstation, (e.g.,ensuring that the operator is presented with all

the necessary displays and controls). The FTS is a teleoperated device for which the

operator is directly In the control loop. The human interface has a strong influence on

the design of the control system, the data system, and the sensors, including the vision
system.

The FTS must be designed for operation by one operator. Inventive means must be
found for the control of the cameras, illumination, and other peripheral devices when
the operator uses both hands to operate the manipulators.

The study team concluded that the use of force-reflecting hand controllers should

be a requirement for the FTS. This would permit the operator to sense the manipulator
forces In hls hand controllers. For a teleoperated device, this requirement Is a

tremendous asset to the operator. It enhances safety when working in an unstructured

environment, and ithas been proven through documented experiments in the laboratory

to reduce errors and overall training time.

The problem on force reflection is the stringent data latency requirement it places
on the data system for communications between the workstation and the telerobot.
Because the force loop Is now closed through the workstation, the stability of the
control loop depends on minimizing the delay time for the round trip signal. The loop
should operate at approximately 200 Hz, which results in a latency requirement of 5 ms.
The FTS will use the Data Management System (DMS) on the space station to connect
the workstation to the telerobot, and an assessment has to be made to see if the DMS

can satisfy such a latency requirement.

5. Resource Accommodations

Just as plans to utilizehumans in the space environment requires accommodations
for communication and other resources, plans to use an extravehicular space robotic

system requires integration of robotic interfaces and resource accommodation into that

environment. Because the application of the FTS is to be In the extravehicular
environment, and each task planned for execution by the FTS must be planned such that

suitably equipped astronauts also can perform the task, much of the planning for the

integration of the FTS can be combined with requirements for operations involving EVA.

The design criteria for robot compatible hardware [7] on space stations should highlight

similarities to human integration standards [8].

The requirements for robot access and interface are expected to be similar but not
identical to those for the astronaut performing EVA. For example, robotic manipulation

may be simplified if handling interfaces have flat surfaces of certain dimensions. An
astronaut's glove may not require flat surfaces, but emphasis may be placed on rounded
interfaces to prevent glove damage. Only by studying both sets of requirements can both
be met and a solution to both be agreed upon. In this case, both needs can be met with
handles designed with flatsurfaces and rounded edges. However, even this simple case is

not yet resolved, because the FTS and its tools and end effector designs have not yet

been chosen, and the designers of space station hardware have only begun their

interface designs.

The process of integrating the FTS into the space station is ensured because the

space station program office has directed that, for extravehicular operations, all
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hardware be designed for telerobotic manipulation as the baseline with backup by
astronauts performing EVA when practical and cost effective.

5.1 Control Station

The Space Station Freedom Program Definition and Requirements Document [9]
currently identifies locations for the FTS control station within the pressurized resource
nodes that connect the larger pressurized modules and house the primary station control
fUnctions. Each FTS control station will consist of the space station common

workstation, augmented with unique items such as hand controllers, software, and any
unique safety controls that may be required, such as for rapid shutdown of telerobotic
operation.

5.2 Transportation

The space station MSC will provide transportation of the telerobot from the FTS

external storage location to worksites on the truss. The MSC also will support
operations from the base of its Mobile Remote Servicer (MRS) and from the end of its

manipulator system, the SSRMS, as shown in Figure 7. Interfaces for structural
attachment, power, data, and video must be established between the FTS and the MSC
to support these operations.

5.8 Access to Utilities

At each worksite, the FTS will require structural attachment points, as well as
access to power, data, and video links that are consistent with the operations planned
at each worksite. Where the fUll capability of the FTS is required, a hardline connection
between the telerobot and the control station will be provided. This connection will
provide a real-time bidirectional data link between the telerobot and the control station

that is capable of transmitting 0.5 Mbps, with a one-way data latency not greater than
5 ms. The connection will also accommodate simultaneous transmission of four channels
of color video to the control station. This will permit bilateral force reflective feedback
control and the capability to display up to four views of the worksite environment from
telerobot-mounted cameras.

If operations do not require the fUll capability of the FTS, or if a task develops at
a location where hardline utilities are not available, the telerobot may be operated in
its independent mode. This will allow it to operate continuously for at least 2 hours on
internal battery power. Communications are established by means of the FTS wireless RF
communications equipment.

Force reflection may be impossible or degraded in this mode, because RF
transmissions on the station cannot accommodate the rapid communication between
telerobot and workstation that is necessary for good bilateral force reflection. However,

automated control and non-force-refiecting teleoperated control will still be possible and
will bring a significant remote dexterous capability to the astronauts. RF operations on
the space station are currently limited to the simultaneous transmission of only three
video channels, but video switching and compression techniques can still provide access
to all four of the telerobotic camera views at the workstation.

5.4 Worksite Locations

Studies are underway to identify the potential worksite locations for the FTS. This
effort is being coordinated with the providers of the pallets which accommodate the
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Figure 7. Transporter Attached Operation
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distributed systems equipment and APAE from Johnson Space Center, Goddard Space
Plight Center (GSFC), and Lewis Research Center. There are 11 locations currently
identified in the space station documentation where utility ports are to be provided to
support FTS operations [10]. Additional worksite accommodations will be provided to
support FTS transfer of equipment to and from the Unpressurized Logistics Carrier
(ULC), which is being built by Marshall Space Plight Center.

These give the FTS the capability to operate at full capability at many locations
and at reduced capability virtually anywhere on the space station. Use of the FTS

throughout the station is being pursued further through commonality with utility access
ports for the MSC and other equipment, and by seeking distributed access to utilities
where such access makes sense in the integrated planning of operations and maintenance
of the space station.

6. Task Analysis

A structured task analysis methodology has been developed by the Mission
Utilization Team (MUT) at the GSFC in order to analyze the FTS Tinman concept in
the performance of Space Station Freedom assembly tasks. The procedures that were
developed are compatible with the NASA/NBS Standard Reference Model (NASREM) [6].
The process starts at level 6 of the NASREM hierarchy with the decomposition of a
mission into a sequence of tasks. On level 5, the tasks are decomposed into subtasks
called steps. On level 4, these steps are then further decomposed into elementary moves
(E-moves). NASREM levels 3 through 1 were not addressed in this initial effort.

Following each level of decomposition, a script was produced in which each work

system, such as the RMS, the FTS, or the MSC were allocated assignments based on
their capabilities. Several of the scripts were modeled with Computer-Aided Design
(CAD) software to check the compatibility of the work systems, accessibility, and
collision avoidance.

Finally, an assessment cf the Space Star!on Freedom assembly tasks was made by
rating system level attributes for FTS utilization as compared to EVA.

6.I Methodology

The following account of the methodology used for this study is taken from the
Flight Telerobotic Servicer Task Analysis Document |11]. The flow chart of the task
analysis process is shown in Figure 8. The method consists of the main procedures
described in the following paragraphs.

6.1.1 Statement of Objective

The statement of objective is the initial statement of the activity or work to be
performed. It is described by the mission, task, step, or E-move. Most FTS tasks can be
derived from two overall Freedom missions: assemble Space Station Freedom and
maintain (or service) Space Station Freedom. For this task analysis, the objective was
assembly of the Space Station Freedom elements on flights MB-2 through MB-4.

6.1.2 Decomposition

Decomposition is the process of breaking down a high-level objective, such as a
mission or task, into the lower level activities and actions required to accomplish the
desired objective. The activities and actions are expressed with selected verbs. An
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example of the verbs used is shown in Table 1. Decomposition at the upper NASREM
levels 6 and 5 are task or object dependent and robot independent. Missions and tasks
at these levels are defined and stated in terms of actions on objects. Because of the
task dependence, these levels require primarily geometric information regarding the task.

Levels 3 through 1, on the other hand, process information that is task independent
and robot dependent. At these levels, the upper level geometric description is converted
into a low-level robot-dependent description with emphasis placed on joint motions,
work system dynamics, efficient collision-free paths, and motor servoing.

Decomposition to level 3 was done only for the six baseline tasks listed in the FTS
Phase C/D Requirements Document [4] and is documented in volume 2 of the FTS Task

Analysis Document [ 11 ]. It was necessary to establish the scripts and interface concepts
required to perform these fUndamental operations to ensure that the upper level Space
Station Freedom assembly tasks could be considered composed of strings of these
elementary operations.

6.1.3 Tasks

The result of mission decomposition is a sequential list of task statements. For this
study, the task statements came from two sources: The Space Station Assembly
Operations, Functional Flows and Resource Allocations, Flights MB-2 through MB-5 [12]o
and the baseline task set from the FTS Phase C/D Requirements Document [4].

6.1.4 Task Steps

Steps are characterized as actions capable of being performed by a single work
system (FTS, SSRMS, etc.) and are described by providing the endpolnts (initial and
final location or configurations) of objects. The majority of steps tend to describe
actions such as positioning, attaching, and detaching objects. An example of several
steps in the Power Management and Distribution (PMAD) pallet installation is:

o Unstow PMAD pallet from payload bay
o Position pallet to the vicinity of starboard bay No. 1
o Deploy starboard legs
o Attach starboard legs to the starboard nodes

(SB- 1)

6.1.5 Work System Capabilities

An essential part of the task analysis process is to gather knowledge concerning the
available work systems for a task. The work systems chosen for a task will depend on
both the requirements of the task and the skills or performance capabilities of the work
systems. The significant requirements and performance capabilities impelled on or by
work systems are the following:

o Space Station Freedom performance limitations on work systems--maximum values
of the following:

-- Velocities
-- Accelerations
-- Forces
-- Moments

-- Torques
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Table 1

Examples of Selected Verbs in Decomposition

NASREM Term
Level Type Explanation

6 Missions

Tasks

Steps

Elementary
moves
(E-moves)

These verbs are inputs to
level 6 and are decomposed
into tasks.

These verbs are inputs to
level 5 and are decomposed
into steps, which are then
assigned to various work
systems in a script.

These verbs are inputs to
level 4 and are decomposed
into elementary moves,
which are subsystem level
commands.

These verbs are inputs to
level 3 and are the sub-

system level comtands.

Tern

Assemble

Haintain (Freedom's hardware)

Service (customer hardware)

Construct

Dismantle

Inspect

Install

Remove

Repair

Replace (changeout)

Replenish

Actuate

Attach/detach

Deploy

Locate

Keasure

Observe

Position

Stow/unstow

TBD
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o Work system requirements, skills, and performance capabilities--maximum values

of the following:

-- Forces

-- Torques
-- Moments

-- Stability
-- Mobility
-- Reach

-- Dexterity
-- Speed
-- Control sophistication
-- Resource requirements

6.1.6 Scripting

Scripting is the process of developing an operational scenario for accomplishing a
task with specific work systems. A script is basically a set of lines or actions (tasks,
steps, E-moves, etc.), that are to be performed by a set of actors (FTS, SSRMS, etc.).
The scenario reflects the capabilities and limitations of the work systems.

Scripting can occur at the mission, task, or step level. An example from the

scripting of the task of installation of the PMAD pallet, taken from a study report on
the evaluation of space station assembly tasks utilizing the FTS [13], is shown in Table
2, where the steps of the primary worksystem (the FTS) are separated and proceed on

different lines from those of the secondary work system (the SSRMS in this case).

Table 2

Task Scripting Example

Secondary Work Systems Primary Work System

m--SSRMS unstows PK_D pallet from
STS payload bay

SSRNS positions pallet in FTS
work envelope

FTS deploys starboard PM£D legs

The scripts begin with a list of assumptions and end with a list of effects on the
work systems used to deploy the FTS. Also listed are any modifications to the original
task steps required to perform the task by the FTS.

6.2 Task Modeling

The results of scripting become the basis for further analysis using mathematical
modeling and simulation. Parametric studies were conducted to identifY requirements,

computer graphics models validated such things as access and collision avoidance, and a
scale model was used to rehearse the script.
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Computergraphics were used to validate three of the assembly tasks that had been
scripted:

o The PMADinstallation

o The Thermal Control Subsystem (TCS) condenser module and radiator
installation

o The inspection of the node to stringer final assembly

The IGRIPcomputer programmingsystem was used on a Silicon Graphics IRIS4D/70
GT computer. The simulations provided three-dimensional kinematic models of the FTS
Tinman, the RMS, and the Assembly Work Platform Astronaut Translation Devices
(ATDs). The simulations also contained geometric models of the Space Station Freedom

elements and the STS. A feature of this approach that proved useful was the ability to
obtain different views of the operations: for example, a view as seen by the operator
using the FTS cameras; a view from the STS Aft Flight Deck; and a global, bird's eye
view away from the STS.

An example of the computer graphics is given in Figure 9 where the FTS is shown
deploying the PMAD leg. Note that the FTS is attached to the ATD by a Power and
Data Grapple Fixture (PDGF). The FTS stabilizes itself by holding onto the PMAD pallet
while the RMS holds and maneuvers the pallet for the FTS to deploy the legs.

6.3 Task Evaluation and Ranking

The FTS assembly tasks were ranked on a scale from 0 to 10 in terms of their
expected impacts to the following list of attributes:

o Resources required

o EVA time saved

o Reduction in EVA hazard exposure

o Task complexity

o Task criticality

0 Task recurrence

o Task similarity to baseline FTS tasks

Since these factors cannot be measured on a common scale, a ranking methodology
capable of dealing with multiple factors was used. The Keeney-Raiffa Multiple Attribute
Decision Analysis (MADA) was chosen.

7. Conclusion

The FTS promises to be a useful, reliable, and safe tool to assist the astronauts in

performing assembly, maintenance, servicing, and inspection tasks on Space Station
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Figure 9.  FTS Deploys PMAD Pallet Leg 
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Freedomand the NSTS. The design challenges have been identified and operational

scenarios and task planning have been addressed by the NASA Phase B study team,
while candidate designs were being developed by Grumman and Martin Marietta in their
Phase B studies.

Progress has been made in identifying the FTS accommodations on Space Station
Freedom to successfully integrate the FTS into the program as a useful tool for the
space station crew. Commonality and accessibility are primary considerations in the
selection of utility ports and structural attachment points for the FTS.

A structured task analysis methodology has been developed, and it is being used to
construct scenarios of FTS assembly tasks. With this technique, the FTS Tlnman was
shown to be capable of executing a wide range of tasks, contingent upon the provision
of certain resources and associated work system capabilities.

FTS is unique in that it will be required to operate in a much less structured
environment than previously developed industrial robots. It will be required to perform
many varied tasks with varying precision throughout its expected lifetime. Because these
tasks will increase in complexity, the system must be capable of substantial growth and
evolution. It is a program that focuses more on the future than the present technology.
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ABSTRACT

The NASA/NBS Standard Reference Model for Telerobot Control

System Architecture (NASREM) has been adopted by NASA for use in

the Flight Telerobotic Servicer (FTS), a two armed telerobotic

manipulator which will build and maintain the Space Station.

NASREM is technology independent; the same functions must be

performed by all controllers. NASREM provides the paradigm which

allows the FTS to evolve with technology because standard

interfaces can be defined so that functionally equivalent

software and hardware modules may be interchanged. After a brief

tutorial on the NASREM functional architecture, the approach to

its implementation will be shown. First, interfaces must be

defined which are capable of supporting the known algorithms.

This will be illustrated by considering the interfaces required

for the SERVO level of the NASREM functional architecture. After

interface definition, the specific computer architecture for the

implementation must be determined. This choice is obviously

technology dependent. An example illustrating one possible

mapping of the NASREM functional architecture to a particular set

of computers which implements it will be shown. The result of

choosing the NASREM functional architecture is that it provides a

technology independent paradigm which can be mapped into a

technology dependent implementation capable of evolving with

technology in the laboratory as well as in space.

INTRODUCTION

The requirements of the Flight Telerobotic Servicer (FTS) of the

Space Station are driving the development of robot systems for

space applications. One of the key requirements is that the

telerobot should be able to evolve with technology. This

requirement implies the need for a reference model or functional

architecture for the control system. A functional architecture

is essential for several reasons. The control system cannot be

developed as a static system but must be conceived to be able to

evolve over time in order to benefit from advances in technology.

Consequently, the architecture must be sufficiently flexible to

support telerobotics in the beginning of the program and to

'""-_"_ W'_" _OT F|LMED
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gradually support more autonomy of robot tasks. NASREM provides

this functional architecture. Another aspect compelling the use

of NASREM is that it provides a common reference model to which

all designs must interface. Previous work in the Automated

Manufacturing Research Facility (AMRF) at the National Institute

of Standards and Technology (formerly NBS) has shown that system

integration is the most difficult challenge [i]. The value

associated with such a standard means that there is a common

basis for the comparison of different design approaches for

solving technical problems.

While the choice of a functional architecture is a crucial

decision for the evolvability of the FTS, it does not contain all

of the information required for a complete design. The purpose

of this paper is to illustrate how a designer would proceed from

the functional architecture to the functioning FTS. This paper

is organized in the following manner to delineate the design

process from conception to realization. First, a description of

the NASREM reference model is presented. Then, the method used

to define the interfaces is presented. This is followed by an

example of how a particular computer architecture can realize the

functional architecture. Finally, the potential impact of NASREM

on both space and terrestrial applications of robots is assessed.

NASA/NBS STANDARD REFERENCE MODEL FOR TELEROBOT CONTROL SYSTEM

ARCHITECTURE (NASREM)

The fundamental paradigm of the control system is shown in Figure

i. The control system architecture is a three legged hierarchy

of computing modules, serviced by a communications system and a

global memory. The task decomposition modules perform real-time

planning and task monitoring functions; they decompose task

goals both spatially and temporally. The sensory processing

modules filter, correlate, detect, and integrate sensory

information over both space and time in order to recognize and

measure patterns, features, objects, events, and relationships in

the external world. The world modeling modules answer queries,

make predictions, and compute evaluation functions on the state

space defined by the information stored in global memory. Global

memory is a database which contains the system's best estimate of

the state of the external world. The world modeling modules keep

the global memory database current and consistent.

The first leg of the hierarchy consists of task decomposition

modules which plan and execute the decomposition of high level

goals into low level actions. Task decomposition involves both a

temporal decomposition (into sequential actions along the time

line) and a spatial decomposition (into concurrent actions by

different subsystems). Each task decomposition module at each

level of the hierarchy consists of a job assignment manager, a

set of planners, and a set of executors.
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The second leg of the hierarchy consists of world modeling
modules which model and evaluate the state of the world. The

"world model" is the system's best estimate and evaluation of the

history, current state, and possible future states of the world,

including the states of the system being controlled. The "world

model" includes both the world modeling modules and a knowledge

base stored in a global memory database where state variables,

maps, lists of objects and events, and attributes of objects and

events are maintained. The world model maintains the global

memory knowledge base by accepting information from the sensory

system, provides predictions of expected sensory input to the

corresponding sensory system modules, based on the state of the

task and estimates of the external world, answers "What is?"

questions asked by the executors in the corresponding task

decomposition modules, and answers "What if?" questions asked by

the planners in the corresponding task decomposition modules.

The third leg of the hierarchy consists of sensory system

modules. These recognize patterns, detect events, and filter

and integrate sensory information over space and time. The

sensory system modules at each level compare world model

predictions with sensory observations and compute correlation

and difference functions. These are integrated over time and

space so as to fuse sensory information from multiple sources

over extended time intervals. Newly detected or recognized

events, objects, and relationships are entered by the world

modeling modules into the world model global memory database, and

objects or relationships perceived to no longer exist are

removed. The sensory system modules also contain functions which

can compute confidence factors and probabilities of recognized
events, and statistical estimates of stochastic state variable

values.

The control architecture has an operator interface at each level

in the hierarchy. The operator interface provides a means by

which human operators, either in the space station or on the

ground, can observe and supervise the telerobot. Each level of

the task decomposition hierarchy provides an interface where the

human operator can assume control. The task commands into any

level can be derived either from the higher level task

decomposition module, from the operator interface, or from some

combination of the two. Using a variety of input devices, a

human operator can enter the control hierarchy at any level, at

any time of his choosing, to monitor a process, to insert

information, to interrupt automatic operation and take control of

the task being performed, or to apply human intelligence to

sensory processing or world modeling functions.

The sharing of command input between human and autonomous control

need not be all or none. It is possible in many cases for the

human and the automatic controllers to simultaneously share

control of a telerobot system. For example, in an assembly

operation, a human might control the position of an end effector

while the robot automatically controls its orientation.
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INTERFACE DEFINITION

In order to implement a functional architecture, especially one

like NASREM which allows evolution with technology, the

interfaces must be carefully defined. Although the NASREM

functional architecture specifies the purpose of each module in

the control system hierarchy, it does not completely specify the
interfaces between modules. This section will describe the

method by which the interfaces for the SERVO level of the

hierarchy have been defined. The method involves gathering all

of the algorithms available for SERVO level control, dividing

each algorithm into the parts which inherently belong to task

decomposition, world modeling, and sensory processing, and then

deriving the interfaces which will support these algorithms.

The NASA/NBS Standard Reference Model (NASREM) Telerobot Control

System Architecture, as presented in [2], defines the basic

architecture for a robot control system capable of teleoperation

and autonomy in one system. Recently, efforts have been directed

at specifying in detail the architecture requirements for robotic

manipulation. An important criterion for the design is that it

support the algorithms for manipulator control found in the

literature. This assures that the control system can serve as a

vehicle for evaluating algorithms and comparing approaches. Any

design, however, must constrain the problem sufficiently so that

detailed interfaces can be devised.

With this in mind, the Servo Level design was based on a

fundamental control approach which computes a motor command as a

function of feedback system state y, desired state (attractor)

Yd, and control gains. In this approach, the gains are

coefficients of a linear combination of state errors (y-yd). The
system state and its attractor are composed from the physical

quantities to be controlled, (i.e. position, force, etc.,) and

can be expressed in an arbitrary coordinate system. This type of

algorithm is the basis for almost all manipulator control schemes

[3]. However, this basic algorithm is inadequate for controlling

the gross aspects of manipulator motion, as described in [8]. The

servo algorithm can provide "small" motions so that the

algorithm's transient dynamics are not significant in shaping the

gross motion. This means that the Primitive Level must generate

the gross motion through a sequence of inputs to the Servo Level.

This can be achieved through an appropriate sequence of either

attractor points [3,4] or gain values [8].

Figure 2 depicts the detailed Servo Level design. The task

decomposition module at the Servo Level receives input from

Primitive in the form of the command specification parameters.

The command parameters include a coordinate system specification

C z which indicates the coordinate system in which the current

command is to be executed. C z can specify joint, end-effector, or
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Cartesian (world) coordinates. Given with respect to this

coordinate system are desired position, velocity, and

acceleration vectors (z d, z d, zd) for the manipulator, and the

desired force and rate of change of force vectors (fd, fd)"
These command vectors form the attractor set for the manip-ulat6r.

The K's are the gain coefficient matrices for error terms in the

control equations. The selection matrices (S,S') apply to

certain hybrid force/position control algorithms. Finally, the

"Algorithm" specifier selects the control algorithm to be

executed by the Servo Level.

When the Servo Level planner receives a new command

specification, the planner transmits certain information to world

modeling. This information includes an attention function which

tells world modeling where to concentrate its efforts, i.e. what

information to compute for the executor. The executor simply

executes the algorithm indicated in the command specification,

using data supplied by world modeling as needed.

The world modeling module at the Servo Level computes model-

based quantities for the executor, such as Jacobians, inertia

matrices, gravity compensations, Coriolis and centrifugal force

compensations, and potential field (obstacle) compensations. In

addition, world modeling provides its best guess of the state of

the manipulator in terms of positions, velocities, end-effector

forces and joint torques. To do this, the module may have to

resolve conflicts between sensor data, such as between joint

position and Cartesian position sensors.

Sensory processing, as shown in Figure 2, reads sensors relevant

to Servo and provides the filtered sensor readings to world

modeling. In addition, certain information is transmitted up to

the Primitive Level u_-= _**_ D=,,_i .......__..., h__h_

Primitive uses this information, as well as information from

Servo Level world modeling, to monitor execution of its

trajectory. Based on this data, Primitive computes the stiffness

(gains) of the control, or switches control algorithms

altogether. For example, when Primitive detects a contact with a

surface, it may switch Servo to a control algorithm that

accommodates contact forces.

A more complete description of the Servo Level is available in

[3] where the vast majority of the existing algorithms in the

literature are described. The same process for developing the

interfaces based on the literature has also been performed for

the Primitive level and is available in [4]. While the procedure

is planned for each level in the hierarchy, the amount of

literature support tends to decrease as one moves up the

hierarchy.

EXAMPLE OF A COMPUTER ARCHITECTURE TO IMPLEMENT NASREM

Once the interfaces are defined, it is possible to choose a
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computer architecture and begin to realize the system. This
section will describe the specific implementation under
construction at NIST. While every effort is being made to do the
job properly, there is no reason to assume that this
implementation is optimal in any way. It is simply illustrates
one realistic method to implement the NASREMarchitecture.

While a functional architecture is technology independent, its
implementation obviously depends entirely on the state-of-the-art
of technology. The designer must choose existing computers,
buses, languages, etc., and, from these tools, produce a computer
architecture capable of performing the functions of the

functional architecture. The system must adequately meet the

real-time aspects of the controller so that adequate performance

is achieved through careful consideration of computer choice,

multiple processor real-time operating system, inter-processing

communication requirements, tasking within certain processors,

etc. For a more detailed description of this methodology, see

[5].

The NIST implementation considers two aspects of the process:

the development environment on which the code is developed,

debugged, and tested as well as possible, and the target

environment where the code for the real-time robot control system

is executed. Figure 3 shows the approach. A network of SUN

workstations running UNIX is used for the development

environment, sacrificing the speed of the developed code for the

ease of development. Once the code is tested as well as

possible, it is downloaded to the target system. The target

system consists of a VME backplane of several (currently 6)

Motorola 68020 processors. For rapid iconic image processing,

the PIPE system [6] is interfaced. The target hardware drives

the Robotics Research Corporation arm.

From the software side, the multiprocessing operating system used

for the target is required to be as simple as possible so that

the overhead is minimized. The duties of the operating system

are limited to very simple actions such as downloading and

starting up the processors and interprocessor communication.

Tasking is not performed at the lower levels of the hierarchy
because of the overhead associated with context switches. NIST

researchers are currently investigating three alternatives for

tasking: tasking provided by the native compiler, pSOS tasking,

and ADA tasking. Interprocessor communications alternatives

including pRISM, sockets, etc., must also be evaluated

empirically. The actual application code is written in ADA.

Although ADA compilers usually cannot currently produce code as

efficient as other languages such as C, NIST researchers have

shown that the gap is steadily decreasing [7].

The application code is developed by programming the processes

which achieve the functions associated with the boxes in the

functional architecture. The problem then becomes one of

assigning each of the processes, such as those shown in Figure 2,
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to a particular processor. There is a clear trade-off between
the cost of the solution and the performance of the system.
There are currently no software tools which automatically perform
this assignment based on an arbitrary index of performance. The
approach at NIST is step-wise refinement of the performance of
the system. Given the particular hardware being used, a certain
number of processors is chosen arbitrarily. For that
configuration, the processes are assigned to the processors.
Then, the system is evaluated in terms of its performance. If
the performance is unacceptable, the designer has several
options. The first option is to add more processors. This
alternative is balanced against the possibility of the additional
communication requirements of the processors. Another
alternative is to add faster processors or special purpose
processors, such as dynamics chips, which optimize particularly
compute intensive operations. This trade-off clearly relates to
cost. Another alternative is to reassign the processes to the
processors in order to balance the workload of each processor.
Each o£ the alternatives can be used by the designer in order to
improve the performance of the system. This allows a particular
configuration which implements the functional architecture to
change with time as improvements in technology are realized.

CONCLUSION

The NASREM functional architecture provides the technology
independent paradigm which serves as the foundation from which
any NASREM implementation can be derived. Interfaces may be
developed for the NASREM architecture which will take into
account the research already published in the literature. When a

reflection of the current state-of-the-art. However, since the
interfaces are carefully specified, alternative software and
hardware solutions may easily be tested and integrated. This
will allow the FTS to evolve with technology, both for space as
well as for terrestrial applications.
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RESEARCH AND DEVELOPMENT ACTIVITIES AT THE GODDARD SPACE FLIGHT CENTER 
FOR THE FLIGHT TELEROBOTIC SERVICER PROJECT 

Stanford Ollendorf, Chief 

Office of Telerobotic Engineering 
Goddard Space Flight Center 
Greenbelt, Maryland 20771 

1. Introduction 

The Flight Telerobotic Servicer (FTS) is being developed by the Goddard Space Flight Center (GSFC) for 
performing a variety of assembly, servicing, inspection and maintenance tasks on the Space Station (Figure 1). 
The Project Office at GSFC has tasked the Engineering Directorate to assemble a robotics research and develop- 
ment program which will support the FTS project. The activities center around support for the Development 
Test Flight (DTF) on the Space Shuttle and investigations of operational problems associated with the FTS on 
Space Station Freedom. For the DTF, areas such as control algorithms, safety systems, and end-effectors will be 
developed. For FTS operations, the emphasis will be to develop a dual-arm bi-lateral force-reflecting 
teleoperator and use it as an FTS Operational Simulator (FTSOS). The simulator will be used to investigate 
operational techniques, camera configurations, operator interfacing, orbital replacement unit (ORU) designs, 
end-effector designs, and training techniques. After a series of test activities, reports will be generated for input 
to the DTF and FTS designs. 

Figure 1 .  FTS design concept. 



2. Facility Description 

In  support of this effort a robotic facility is being established at GSFC. This facility will be used to develop, 
test, integrate and evaluate new robotic technologies required to support the FTS Project (Figure 2). I t  will con- 
tain a gantry robot with six degrees of freedom capable of lifting up to 4000 pounds of payload and applying 
4000 ft. pounds of torque as well. Suspended from one mast of the gantry will be a set of six degree of freedom in- 
dustrial arms, which will be used as an FTS Operational Simulator (FTSOS). The other mast will carry a grapple to 
emulate the Space Station Remote Manipulator System (SSRMS) and will be used primarily to transport payloads to 
and from the worksite. An operator workstation, installed in a mockup of the STS Aft Flight Deck (AFD) mock- 
up, will permit teleoperation in the constrained environment of the Space Shuttle. This AFD will be designed to 
be reconfigurable in order to determine the best positioning of hand controllers and displays. 

As an adjunct to the facility, a technology is being developed for graphically displaying each move of the 
robot in performing its tasks. The graphics are being used to determine such things as the robot’s reach capa- 
bility, and check for collision avoidance. The graphic simulator enables the tasks to be defined by breaking down 
each task into sub-steps from which a “script” can be created. The script allows for the creation of a model 
representation of the FTS and its relationship to the assembly phase of Space Station. Currently the capability 
incorporates the inverse kinematics associated with the robot motion. Eventually through research being per- 
formed at the University of Iowa [l] ,  dynamic models will be developed and integrated into the system for im- 
proved representation. 

Working closely with the National Institute of Standards and Technology (NIST), a computer architecture 
is being established which allows for incremental development and evolution of the telerobotic system leading to 
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greater autonomy. The NASA Standard Reference Model or NASREM [2], has been selected for implementa- 
tion into the facility. Adopting this architecture, which NIST hopes to standardize, will link the NASA 
developments to U.S. Industry, making technology transfer possible. 

In addition to the gantry and FTS Operational Simulator, a seven degree of freedom industrial manipulator 
system (Figure 3), will be combined with a six degree mini-master controller to investigate safety and control 
problems associated with the operation of this complex system [3]. As data is derived from this test bed, it will be 
made available to  the FTS contractor for their use in designing a flight system. As an adjunct to the operational 
test facility, smaller industrial or research robots are being used for pre-cursor checkout of end-effectors, soft- 
ware development and technologies arriving from other NASA research facilities (Figure 4). 

Figure 3. Seven degree of freedom industrial manipulator 

In order to reduce the overall complexity of the robot, that is having to include sophisticated vision recogni- 
tion systems, dexterous hands, etc. ... the robotic task must be “friendly” in its design. A s  part of this activity, 
GSFC is developing structures and mechanisms which will interface with the robot in a known pre-determined 
manner. Examples of these features are handles which mate with ordinary parallel jaw grippers, singularly ac- 
tuated orbital replacement units (ORU) and common utility connectors. Figures 5 and 6 show “robot friendly” 
structural attachments and an ORU with low torque and force “J” hook actuators. Although it is recognized that 
all tasks cannot be predetermined for the FTS and eventually it will have to operate in a less structured environ- 
ment, these techniques, when standardized, will make the robot a more cost effective system. 
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Figure 4. Pre-cursor checkout facility 
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Figure 6. ORU mockup with "J" hook attach mechanisms. 

3. Test Program 

Each element of the FTS research and development program has been broken down to support specific 
events in the DTF mission and FTS development (Figure 7) .  These usually coincide with Preliminary Design 
Reviews (PDR) or Critical Design Reviews (CDR). In this manner, data accrued from the test program will be 
available to the FTS design activities in a timely manner. For the first phase, the gantry robot together with two 
floor mounted PUMA 762 robots, operating through the use of enhanced workstation will: 

1 .  Deploy a Station Interface Adapter (SIA) leg. 

2. Attach the SIA to a truss node. 
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3. Perform a Payload Interface Adapter (PIA) actuator closure.

4. Connect a thermal utility connection.

5. Changeout a sub-ORU.

6. Perform a simulated instrument alignment.

For the second phase, a new telerobotic workstation, designed to physically represent the Space Shuttle Aft
Flight Deck (AFD) constraints, will be built. The workstation will represent the results of a human engineering

study concerning the location of displays and controls. This workstation will be used for future demonstrations.

The AFD workstation software will be implemented in ADA.

During the third phase, the dual arm teleoperated manipulator system will become the FTS operational

simulator (FTSOS). The FTS operational simulator will have kinematically identical 6-DOF masters and slaves.

The teleoperator system will be integrated onto the gantry. A new task mockup representative of the Space Sta-

tion Electrical Power System (EPS) radiator panel assembly will be built. The activity will consist of inserting the

radiator panels into a mockup heat exchanger using the FTSOS system and AFD workstation.

For the DTF technology, seven degree of freedom dual-arm telerobotic controls and a safety testbed will be

developed. The testbed will investigate the ADA language, mini-masters, control techniques, end-effector

designs, system safety, and dynamic simulations.

During the initial phase, the equipment necessary to build the seven degree of freedom dual-arm

manipulator testbed system will be implemented for force-feedback teleoperation. Safety algorithms will be

488



developed and integrated into the testbed using expert systems where applicable. The dual-arm system, with its

control algorithms and safety system imbedded into the NASREM architecture, will be used to investigate tele-

operator issues.

For the second phase, end-effectors will be developed and integrated. A calibration task set based on the ex-

pected DTF mission will be used for determining end-to-end performance of the hand controller and

manipulator system.

4. Future Activities

As the characteristics of the FTS become better understood and its capabilities to perform useful tasks have

been demonstrated, the test program will be broadened to include assembly of large Space Station attached

payloads, servicing of scientific instruments on earth observation platforms, and the investigation of rendezvous

and docking techniques. These activities will be consolidated in an extension of the current facility (Figure 8)
planned to be completed in FY 93. Also housed _n this extension will be a full sized mockup of a Space Station

node and cupola FTS workstation for operational simulation.

NEW HIGH BAY

CLEAN
ROOM

Figure 8. Extension planned to current robotic facility.
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ABSTRACT

Much of the technology planned for use in NASA's Hight Telerobotic Servicer (ITS) and the Demonstration Test
Hight (DTF) is relati_¢h/ new and untested. To provide the ansmers needed to design safe, reliable, and fully
functional robotics for flight, NASA/GSFC is developing a robotics technology tesfbed for research of issues such as

zero-g robot control, dual-arm teleoperation, simulations, and hierarchical control using a high-level programming
language. The testbed miU be u_d to investigate these high-risk technologies required for the ITS and DTF
projects.

The robotics technology testbed is centered around the dual-arm teleoperation of a pair of 7 degree-of-freedom
(DOF) manitndators, each u,ith their own 6-DOF mini-master hand controllers. Se_,'rai levels of safety are
implemented using the control processor and a separate watchdog computer, as well as other low-level features.
High-speed I/0 ports allow the control processor to interface to a simulation u_rkstation: all or part of the testbed
harchaare can be used in real-time dynmnic simulation of the testbed operations, allowing a quick and safe means
for testing nero control strategies. The NASREM hierarchical control scheme, dew,eloped at the National Institute
of Standards and Technology (NIST, formerly NBS), is being used as the reference standard for system design.
All softu_re det_eloped for the testbed, excluding some of simulation workstation software, is being developed in
Ada.

The testbed is being developed in phases. This paper describes the first phase, u,hich is nearing completion, and
highlights future developments.

1 Overview of the Robotics Technology Testbed

Much of the technology planned for use in NASA's Flight Telerobotic Servicer (ITS) and the Demon-

stration Test Flight (DTF) is relatively new and untested. To provide the answers needed to design
safe, reliable, and fully functional robotics for flight, NASAIGSFC is developing a robotics technology
testbed for research of issues such as zero-g robot control, dual-arm teleoperation, simulations, and
hierarchical control using a high-level programming language.

The testbed currently is centered around the dual-arm teleoperation of a pair of 7-DOF manipulators
manufactured by Robotics Research Corporation (RRC); see Figure 1. Each arm has an extension of
almost 6 feet; they're mounted on one stand approximately 8 feet from the ground, 1.5 feet apart,
simulating a right and left arm. Master-slave (teleoperation) control of the RRC arms is accomplished
with a pair of 6-DOF mini-master hand controllers from Kraft Telerobotics (Kraft): see Figure 2.
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Figure 1: Dual Mounted Robot Research Corporation (RRC) Slave Arms 

Figure 2: Kraft Telerobotics Mini-Master Arm 
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Additional control switches on the Kraft master hand controller allow for control of end-effectors

mounted of the RRC slave arms. Algorithms implemented in the control processor provide all coor-
dinate transformations between 6-DOF and 7-DOF space as well as several different force-feedback

control schemes. Several levels of safety are implemented using the control processor and a sepa-
rate watchdog computer, as well as other low-level features. Figure 3 diagrams a high-level system
integration of the testbed.

Figure 3: Diagram of Robotics Technology Testbed

I/O ports allow the control processor to interface to a Silicon Graphics IRIS workstation. All or part
of the testbed hardware can be used in real-time dynamic simulation of testbed operations, including
r_a,-.,,,_ t;,.p,,,_ u,_y,+,y_ v, .,_ _.,,...,_. _"'k' ............................ j ...... may be config,-red
to allow the teleoperator to drive a computer model of the slave arms using the actual master arms;
the operator can watch the slave arms perform the motions in graphics simulation, and force feedback
based on the (simulated) dynamics model can be fed back to the control processor of the actual master

arms. This approach offers a quick and safe means to test new control strategies.

The NASREM hierarchical control scheme, developed at the National Institute of Standards and Tech-

nology (NIST, formerly NBS), is being used as the reference standard for system design. All software
developed for the testbed, excluding some of simulation workstation software, is being developed
in Ada: this will provide information as to how useful Ada is as a robot control language. Different
Ada code designs will be explored, and the performances of each tested for their suitability to robot
control.

The testbed is being developed in phases. This paper describes the first phase, which is nearing
completion, and outlines the remaining phases. Phase I includes set up of the physical testbed,
design and manufacture of required hardware for system modifications and interfacing, design and
implementation of RRC control modifications, derivation of optimal jacobians and kinematic matrices
for both the master and slave arms, and design and implementation of a watchdog (servo level) safety
system for testbed operations. At the end of Phase I many of the hardware components for the testbed

will have been installed and tested. A basic robot control algorithm will have been implemented, and
the safety system will be completely defined, the required hardware procured hardware, and the initial
software integrated into the RRC robot system.
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2 Kinematics

The forward kinematic matrices, referenced in this paper, are 4x4 homogeneous transformations which
use joint angle data and relates the base coordinate frame to the end-effector coordinate frame; given
joint angles and the base coordinate frame, then, the pose (position and orientation) of the end-effector
can be determined. Similarly, inverse kinematics provide a (complex) relationship from a position
in the end-effector coordinate frame to the manipulator joint angles. The jacobian matrix specifies a
mapping from joint anglular velocities to resolved cartesian velocities in the end-effector coordinate
frame. All kinematic and )acobian matrices used in the testbed contol system, unless otherwise noted,
are generated using the following procedure:

-- Generate the required input equations for MACSyma: MACSyma is a Lisp-based system written
by Symbolics that performs symbolic algebra.

-- MACSyma is executed; the output is actual FORTRAN code of the matrix.

-- The FORTRAN code is downloaded to an IBM-PC.

-- An optimizer has been written by the robotic technology testbed team to optimize the MACSyma
generated code; it runs on the PC, using the machine-generated FORTRAN code as input. The
optimizer extracts all occurrences of trigonometric functions and assigns their value to a variable,
which will be used in the actual matrix computations: this ensures all trigonometric functions are
computed only once. Next, in a recursive algorithm, common factors in the MACSyma equations
are pulled out and, again, their value assign to a variable which will be used in actual matrix

computations. Lastly, the optimized code is translated to Microsoft C-language; the optimizer is
being extended to generate optimized Ada code.

-- The optimized C code is then tested using numeric examples generated by MACSyma.

The timings presented in this paper, then, represent the execution speed of the resulting optimized
optimized code in Microsoft C on a Compaq 386/v20.

2.1 The Kraft Mini-master

The Kraft mini-master forward kinematics matrix are fairly straightforward.

The Kraft jacobian transpose is a 6x6 matrix which relates the forces seen at the Kraft handle in handle
coordinates to Kraft joint torques. This matrix can be used to reproduce forces/torques at the handle
of the mini-master which were read by a wrist sensor on the RRC slave arm. The execution speed of
the resulting optimized code is 1.7 msec.

The Kraft jacobian transpose multiplied by a 6 element force vector produces a matrix which directly
relates Kraft handle forces to Kraft joint forces. This matrix was computed and optimized separate
from the jacobians above in order to minimize the number of terms which needed to be computed.
The execution speed of the resulting optimized code is 1.8 msec.

A dynamic model for the Kraft is in process.

2.2 The RRC Slave Arms

The RRC forward kinematics matrix is the homogeneous transformation (position/orientation) between
the RRC base coordinates and the RRC end-effector coordinates.

The RRC jacobian transpose is a 6x7 matrix which relates the forces seen at the end effector in end-
effector coordinates to the joint torques. This matrix can be used for impedance or compliance control.
The execution speed of the resulting optimized code is 1.8 msec.

The RRC jacobian pseudo-inverse is a 6x7 matrix which relates a cartesian velocity vector measured
in the end-effector coordinates of the RRC to a joint space velocity vector for the RRC. Since the
RRC is a redundant manipulator (7-DOF) there are an infinite number of possible inverse jacobian
matrices. The matrix used in the testbed control system is based on the following Moore-Penrose
pseudo-inverse equation:
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j,t_ffger _= jT , (j , jT)-I

where jaaa_er is the jacobian psuedo-inverse. The derivation of the equation is based on minimizing
the sum of the squares of the joint velocities; this maximizes the speed of the arm. The disadvantage
to this is that the elbow (the redundant motion plane) is allowed to move without restraint.

The J • jT matrix has been derived using the process outlined above (optimized MACSyma code);
software, based on Gaussian elimination, had to be written to numerically compute the inverse of

this matrix because it is too complicated for MACSyma to invert symbolically. A breakdown of the

timings for the resulting optimized code are:
1.8 msec - compute the jacobian J

2.7 msec - compute J * jT

9.7 msec - invert J • jT and then multiply it by jT
14.2 msec - total execution time to compute the jacobian psuedo-inverse.

Other inverse kinematics schemes have been explored; at least one of them will be implemented and

tested, in addition to the jacobian psuedo-inverse described above, during the Phase I effort.

3 Control Algorithms

Phase I of the GSFC robotic technology testbed is concentrating on the NASREM servo level control.
Trade-off analysis between using the joint torque sensors and a wrist force torque sensor are contin-
uing; both will probably be implemented. A high-level diagram for the testbed teleoperation control
loop is shown in Figure 4.

Figure 4: GSFC Robotic Technology Testbed Teleoperation Control
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3.1 Force Reflection

The first attempt at force reflection will be done in cartesian coordinates. A wrist sensor mounted
on the RRC slave arm(s) is used as the source of force/torque data; these forces/torques will then
be translated back to the Kraft mini-master. There are two types of force feedback which have been
explored: position-position and force-rate. The position-position force reflection generates a torque
on both the master and slave proportional to the differential position between the two. When the
rigidity of the RRC control loop and the weight of the manipulator are considered, position-position
force feedback does not look promising. However, due to the large size of the RRC slave arms, they
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cannot move fast enough to keep up with the smaller mini-masters, some means must be found to

keep the operator of the mini-master from getting to far ahead of the slave manipulator. A variant
of position-position force reflection which matches the master arm motion to the slave arm motion
accomplishes this goal.

The force-rate mode of force reflection takes data from a force/torque sensor on the slave and uses

this data to generate force/torque commands on the master. The difference in position between the
master and slave causes a torque to be impressed on the slave. The differential rate generates torques
on both the master and slave.

A fully robust force reflection algorithm will ultimately integrate both control methodologies: a design
and implementation for this integration is currently in progress.

3.2 Indexing

Another major subject which must be addressed is the indexing scheme. Indexing is the act of
disabling the control algorithm for the master arm, allowing the operator to move the master to a
more comfortable (workable) position, and then re-initializing the control parameters and resuming
teleoperation of the slave arm. There are two challenges embedded in the indexing problem: first,
to re-establish the control link between the master and the slave without moving the slave. Second,
to resolve the reflected forces on the indexed master so the axis of motion match the force reflection

axis of the slave arm. Separate matrix formulations for indexing will be required, and are currently
being calculated and optimized using the method outlined in Section 2.

Experimentation with one indexing scheme has been completed: however, after analysis of the po-
sitioning requirements, one indexing scheme is not going to satisfy all possible teleoperation tasks
and a hybrid of different control schemes will ultimately be required. This issue will probably not be
totally resolved until later phase developments.

3.3 Teleoperation

Two formal approaches to teleoperator control will be explored (see Section 2). Both center on
developing formal control equations, performing stability analysis/simulations, simulating control al-
gorithms using dynamic simulations, and then implementing the control code in Ada. One group will
be focusing on advanced adaptive control schemes: this group is funded through a grant to Catholic
University. The second is the testbed team, which will be heavily involved in development of control
algorithms using the real robots and DTF and FTS tasks as a basis. These efforts are scheduled to be

completed next year.

3.4 Data Collection and Testing

Data collection and testing will ultimately be required for dynamic simulation efforts. All tap points
available in the RRC controller have been brought out to connectors where they can be hooked to a

oscilloscope and later to a data acquisition system. One possible data acquisition system is the Safety
system. The Safety system, by design, already requires most of this data to perform it's watchdog
functions (see Section 6). In fact, once the Safety system is interfaced with a micro-VAX a complete
self contained data collection/reduction station will exist.
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4 Hardware

The GSFC robotic technology testbed control electronics are shown in Figure 5.

Figure 5: GSFC Robotic Technology Testbed Hardware Diagram
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The testbed control computer will use three Intel 80386 processor boards, two RRC resolver (analog)
to digital/digital to analog converter (DAC) cards, one Intel parallel I/O card, a 12 bit resolution analog-
to-digital converter (ADC), and one high speed serial card, all on a multibus I.

The first processor, the RRC servo, will read resolver position, the analog joint velocity, and the joint
torque sensor for each joint of the RRC arm. It will then calculate a motor torque and set a DAC on
the resolver card.

The second 80386 processor, the Kraft servo, will be interfaced to a Kraft mini-master over a RS422

link. This processor will read position data from the mini-master, implement the force reflecting
control algorithm, and send joint torque data to the mini-master.

The third 80386 processor, gravity compensation, serves two functions: first, it computes the torques
which will be seen at each slave joint due to gravity. To do this the computer will have to execute
a recursive force transformation algorithm, requiring the positions and masses of the link centers of

gravity. The expected joint torques will be available to the other processors for use in compensating
for gravity. The second function performed by the processor is to provide a way to limit allowable
end-effector positions and to check for run away controller behavior: if either is detected operations
of the robots will be shut down.

The RRC resolver interface cards allow the testbed control system to interface directly with the RRC
joint resolver and torque sensor. It receives joint resolver and torque data from the the RRC arms

and makes it available to the testbed control system. There are also DACs present on the card: these
convert the motor torques, calculated by the testbed control system, to analog signals and sends them
to the existing RRC analog servo electronics.

The analog-to-digital converter (ADC) card will be used to digitize the velocity and torque signals with
12-bit accuracy. The signals read by the ADC are buffered by a GSFC designed buffer card. This

card makes these signals available to the Safety system without allowing the Safety system to corrupt
them.

OF POOR QUALITY
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Seven analog boards (not shown in Figure 5) are connected to the existing RRC motor servo drive
cards. These analog boards serve a dual function: first, they process the motor voltage and motor

current signals for the Safety system, and, second, they compute the motor rpm. Tile motor rpm data
is compared to the resolver velocity; also, the joint velocity is compared to a preset velocity limit. A
deviance in either will cause the RRC robot to shut down. The velocity limits will be set very low
when new servo control software is being tested.

The digital I/O card (not shown in Figure 5) is the computer's interface with the RRC joint home
switches, the servo/enable status indicators, and the output drivers for panel lights and the arm enable
relay.

The high-speed serial interface subsystem can be broken down into two parts: the first communicates
with the Kraft mini-masters over a 2-wire packet interface, RS422 asyncronous protocol at 93750 baud.
The Kraft is a slave in the communications protocol; when a valid torque command packet is received

by the Kraft controller, a position report packet is sent out. The second part of the serial interface
communicates with the Safety system and the RRC workstation. These interfaces are still in their
definition phase. Long term it would be desirable to use a standard networking protocol between
these elements. Candidates would be IEEE 802.3, MIL-STD-1553B, or high-speed serial multi-drop.

4.1 Modifications to the Existing RRC Arms

Two 80386 processors were added to the 80386 processor already present in the controller. A 12-bit
ADC was added to measure joint torque and velocity signals. A buffer board was added to isolate
critical signals for safety system. Seven analog boards were added to buffer and filter motor voltage
and current. These motor interface boards also calculate motor velocity using motor voltage, motor
current, and motor circuit resistance.

The testbed RRC joint control loop, which incorporates the new hardware, is as follows: the ADC
card will be used to digitize the velocity and torque signals read from the RRC robot joints with 12-bit
accuracy. The signals read by the ADC are buffered by a GSFC designed buffer card. This data
is used by the first 80386 processor to compute the desired joint motor torques, which is sent to a
DAC on the resolver card. The voltage from this DAC chip is connected to the analog torque loop
electronics. The existing motor servo amps for the RRC arms can then be driven by the output of this
motor torque loop.

The high-speed serial card has been installed and is working in RS232 mode. The PC board is currently
being modified to interface with the RRC high-speed serial card in RS422 mode at 288K baud.

5 RRC Arm End-effectors

Several end-effectors, and a tool change and storage concept are currently being designed for the
RRC arms. There will be interface requirements between the end-effector controller and the robot
control at two levels. The first allows the end-effector to operate. Examples of this are using tool

plate roll to unscrew a hex bolt through a ratchet, using tool plate roll along with a special fixture to
install and stow end-effectors, and using the robot's wrist and joint force/torque sensors to provide
active compliance. The second level allows the robot and the operator to verify proper execution of
robot related tasks. Examples of actions which need verification are gripping something and checking
that gripper distance is correct, verifying the proper tool is attached to the robot, verifying status and
actions of tool change out apparatus, and verifying and monitoring proper gripper operation.

A final design concept for the interactions between the RRC controller and the controller for the end-
effector(s) will exist at the end of Phase I. Also, several prototype controllers will have been tested

on PUMA robots. The construction of the computer based end-effector controller(s) and the software
required to run it will be completed. Mechanisms to give the capability of having a runoff between
several different ORU change out tools will have been built, and a tool auto-change and storage unit
will have been designed and be near the end of it's fabrication cycle by the end of Phase I.
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6 The Safety System

Figure 6 diagrams the data flow between the safety system and the other components of the technology
testbed telerobot control system.

Figure 6: Safety System Diagram
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The Safety System is designed to ensure the safe operations of the RRC and Kraft mini-master arms.
Safe operations, as defined by the testbed team, requires that operation of the robot does no damage
or harm to an operator or bystander, to itself, to any objects in the robots workspace. Ironically, this
is a very unexplored area of robotics; as a result, the robotic technology testbed has turned out to be
a testbed for exploring robot safety technology as well.

I -* ..... I"'II_II-II_'VI_I ¢'_-t___ ¢..,___L__Tne current testbed Safety System is composed of sevferdl _uu_y_t_m_. The ........... ,__y:_tt'lll I

(HSS) has knowledge about the task that is being performed and determines the safe operational and
warning limits for the task. These limits are sent to the Watchdog Safety System (WSS). The WSS,
which exists at the servo level of telerobot control, monitors robot and sensor data to ensure that the

data is within the safe limits determined by the HSS. It is also responsible for monitoring the health of
other computers in the testbed robot control system such as the workstation computer and the robot
controller.

6.1 The Watchdog Safety System (WSS)

The Watchdog Safety System monitors the health status of the testbed control system, monitors robot
and sensor data to ensure that the robots are operating within safe limits, and safely shuts down the
robot(s) when an unsafe condition exists.

There are many functional requirements for the WSS. It must be two fault tolerant, or redundant to fail
to safe when certain hardware errors are detected. The WSS monitors the health status of different

subsystems of the testbed telerobotic control system; if any of the components fails, WSS shall safely
shut down the robot. The WSS also monitors the robot operational data to ensure it is operating within
safe limits. Operational data includes motor current, joint position, joint velocity, joint acceleration,
joint torque, sensor data, and positions entering forbidden volume. The WSS also monitors the state
of the robot during operations, ensuring, for example, that end-of-arm tooling and workpieces are not
inadvertantly released (in zero-g, this condition could be disastrous).
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The WSS, Figure 6, was designed to meet these functional requirements. The WSS receives the

required safe operational limits, listed above, from the HSS; the workstation operator can override
these limits to a more constrained boundary, but cannot increase them. All subsystems must transmit
health status data at regular (to be defined) intervals. The WSS also transmits system status to the
workstation and HSS subsystems.

There are many safety issues which are not clearly defined; for example, what is meant by "safe
shut down of the robot'. This is usually defined as immediate cessation of robot motion; however,
nothing is said about the state in which the robot is left. Shutting down the robot could involve simply
applying brakes immediately to all robot joints, backing off (reflex withdrawal) and then applying
brakes instantly applying brakes and then putting the robot to a compliant mode, or simply stop
sending signals to the robot, leaving the robot in the last known safe state. There are safe and unsafe
aspects to all of these approaches, usually dependent on the particular robot task in which the anomaly
occurred. One of the things the testbed safety team will be looking into is analyzing the impact of the
different safe shut down schemes on both the system and the operating environment.

Directly related to the issue of a safe shut down is the definition of a safe return to operation after a shut
down has occurred. A specific restart procedure is not clearly defined: it could involve recalibrating
the robot, returning to home, resetting operational parameters, or specific operator action(s) could be
required, to name a few. Again, this is one area to be researched by the testbed safety team.

6.2 The High-level Safety System (HSS)

This system uses task level information to determine operational and warning limits for the WSS. It
is suspected that some level of colision avoidance will be performed at this level. The HSS will be
completely defined at the completion of Phase I.

7 Future Development of the Robotics Technology Testbed

The following goals are proposed for the Phase II effort of the robotics technology testbed implemen-
tation:

-- Implement improved force reflecting algorithms.

-- Incorporate the higher levels of the NASREM model, written in Ada, into the RRC control system
for autonomous operations. This system, the Hierarchical Ada-language Robot Programming Sys-
tem (HARPS), is currently under development at the GSFC robotic technology testbed: Stephen
Leake of NIST is the lead engineer. A paper describing HARPS is being presented and published
at the 1989 IEEE International Conference on Robotics and Automation in May, 1989.

-- Integrate end-effector controller(s) into existing RRC control, generate tasks to exercise it, and
perform tasks. Data will be collected from these tests and presented as a deliverable item. The
task set will include ORU latching and unlatching, truss node assembly, and robot to robot hand
off of object(s).

-- Support the dynamic simulation parameter characterization effort.

-- Demonstrate the validity of the University of Iowa's dynamic model using actual RRC robot data.
The University of Iowa will prepare a plan involving RRC robot tests and perform these tests
under the direction of testbed team members. The reduction of data from these tests may lead
to a better model of the RRC robots.

-- Demonstrate validity of the University of Iowa's IRIS-IRIS model using actual RRC robot data.
Two independent IRIS systems, interfaced over an ethernet, are used for the model: one to
generate data and the other for graphics. The model validation will be done at the same time the
other Iowa model is verified.

-- Investigate sensor technologies, specifically how beneficial different sensor data would be to the
Safety System.

At the end of Phase II the entire telerobot system will be fully integrated and tasks will have been

performed to demonstrate its capabilities. Phase II is scheduled to be completed in August of 1989.
A detailed definition of future phases will be completed during the Phase I effort.
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Abstract

The Flight Telerobotic Servicer (FTS) program will require an ability to develop, in a cost effective manner,
many simulation models for design, analysis, performance evaluation, and crew training. Computational speed and
the degree of modeling fidelity associated with each simulation must be commensurate with problem objectives. To
demonstrate evolving state-of-the-art general-p_ multibody modeling capabilities, to validatetheseby
testing, and to expose their modeling shortcomings, two focus problems at the opposite ends of the simulation
specuum have been define&

(1) Coarse Acquisition Control Dynan6cs
Create a real-time man-in-the-control-loop simulator. Provide animated graphical display of robot

arm dynamics and tactile feedback sufficient for cueing the operator. Interface simulator software with
human-operated lactile feedback conlroller; i.e., the Kraft mini-master.

(2) Fine, Precision Mode Control Dynandcs
Create a high-speed, high-f_elity simulation model for lhe deign, analy_s, and performance

evaluation of autonomous 7 degree-of-freedom (dot) Irajectorycontrol algorithins. This model must
contain detail dynamic models for all significant dynamics elements within the robot ann, such as joint

Successful completion of tiffs project will require the cooperative efforts of several research groups, each
focusing within a prime area of responsibility and jointly working within an interface area. Our intent is to utilize
the recently developed recursive multibody dynamics algorithm associated with Order N Iowa, to create a rcal-time
man-in-the-loop simulator for the Robotics Research _fion (RRC) 7 dof robot ann in the Goddard Space
Flight Center (GSFC) robotics laboratory. Man-in-the-control-loop will be via a fully interfaced Kraft mini-master
tactile feedback controller.

We further intend to transport the recursive multibody dynamics equations to old DISCOS to create Order N
DISCOS, a new high-speed, high-fidelity general-purpose conlrol analysis capability. Pilot demonswation of Order
N DISCOS will be via application to the precision control modeling needs associated with supporting RRC 7 def
robot arm autonomons controls design and analysis. Fine detail modeling will require detailed power trainmodeling
in a format compatible with definition within Order N DISCOS. A series of control algorithms and associated sets
of laboratory tests will be defined. These will be performed at GSFC and used to validate our ability to develop a
broad range of high-speed, high-f_lelity simulation capabilities in a cost effective manner.

1. Introduction

Recent advances in high-speed parallel processing computers, and new methods in dynamics formulation that
exploit modem computer architeclmes have created a substantial increase in computational speed; consequently,
dynamics simulation is, in some eases, even faster than real-time. Also, high-speod computer graphics generates
high-fidelity animation of the simulation, and thereby creates realism sophisticated enough to give an adequate visual
cue to the operator.
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Here we demonstrate the use of such advanced technology; specifically, we develop, in a cost effective manner,
simulation capabilities of the RRC 7 dof arm for design, analysis, performance evaluation, and crew training in
support of the FTS program. The simulation model is to be validated with a series of experiments in GSFC to
ensure that it represents the actual model to the highest degree of fidelity possible. Once validated, the simulation
model is to be tied with high-speed computer graphics and the Kraft mini-master to give the operator visual and
tactile feeAtmks.

2. Development of Order N Iowa

Dyuamies analysis of multibody mechanical systems requires formulation of the equations of motion in a
differential equation form and associated constraints as nonlinear algebraic equations. In deriving the equations of
motion, two basically different kinds of generalized coordinates are used; one is joint or relative coordinates between
two contiguous bodies, the other is Cartesian or absolute coordinates of each body. The Cartesian coordinate
formulation is quite general and treats open- and closed-loop mechanisms in the same way, but at the same time it
introduces a maximum number of generalized coordinates and associated kinematic constraints. On the other hand,
the joint coordinate formulation employs a minimum number of generalized coordinates and is directly applicable to
open-loop mechanisms, but it requires some extension to treat closed-loop mechanisms.

In the reeursive formulation [1,2], dynamics analysis can be divided into three major steps. First, by using the
•variational-vector calculus approach [3], the variational equations of motion are formed in Cartesian coordinates. At
this stage, the known positions and velocities in either Cartesian or joint coordinates must all be expressed in
Cartesian coordinates. For example, in the case of a robot arm, the base body is described with respect to the inertial
frame, but the others may be described in relation to their neighboring members, namely, in joint coordinates such
as joint angles and joint angular velocities. Then by starting from the base body and proceeding toward the tree-
limb-end body the joint coordinate representation can be transformed to the Cartesian coordinate representation.
Second, the variational equations of motion in Cartesian coordinates are transformed into the variational equations of
motion in joint coordinates by recursive use of the kinematic relationship between two contiguous bodies. Third,
the equations of motion are finally expressed in joint coordinates. From the equations of motion acceleration is
found; then, through numerical integrations, velocity and position are found. This concludes one cycle of iteration.

The recursive formulation has been applied to a variety of mechanisms, and has successfully demonstrated its
efficiency [1,2]. Furthermore, it is easily adaptable to the emerging parallel processing computers.

3. Development of Order N DISCOS

The DISCOS multibody dynamics software was originally developed for the Goddard Spaceflight Center during
the mid-1970's for analyzing the response of a spacecraft that could be modeled as a collection of rigid and flexible
bodies. Small displacement structural flexibility could be handled by allowing the spacecraft to be modeled by a
general-purpose finite element code such as NASTRAN. By modeling individual bodies, rather than entire
structures, the overall vehicle can experience both large motions relative to inertial space as well as large motions
between individual bodies, without having to compute new structural parameters for each possible configuration.
The basic DISCOS methodology makes use of advanced analytical dynamics formulation techniques that model
individual bodies of the system and impose kinematic constraint conditions to force the correct overall system-level
dynamical response.

The key to success in this approach is the use of the Lagrange multiplier technique in order to enforce the
interconnection topology. This process successfully overcame several of the multibody formulation problems that
had plagued earlier efforts at obtaining general-purpose software. The basic algorithm requires that the system-level
Lagrange multiplier be computed during each integration step. The solution for the Lagrange multiplier is defined
by a simple linear algebraic matrix equation whose dimension is governed by the number of constraint conditions
which exist between contiguous bodies. Since the number of constraint conditions tends to increase more rapidly
than the number of bodies, the calculation of the Lagrange multiplier linear matrix equation effectively limits the
practical upper limit for the number of bodies which can be simulated. Although the exact number is somewhat
problem-dependent, typical simulation runs with more than twelve bodies are not common.

As currently implemented, the DISCOS algorithm is now described as an order N 3 process, where N is the
number of bodies in the multibody simulation. Clearly, as N increases, the computational burden is increasing at a
significant rate, and real-time applications are not a practical reality. To support emerging needs for real-time
autonomous robotics applications on the proposed space station, the current version of DISCOS is being upgraded to
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incoq_orale recently developed order N recursive multibody formulations. This upgrade, by Cambridge Research,
will occur ov_ a three-year period and is being carried out as pert of the Industry/University Cooperative Research
Center (I/UCRC) for Simulation and Design Optimization of Mechanical Systems at The University of Iowa. Order
N algorithms allow the analyst to integrate the minimum dimension set of equations at the acceleration level. For a

tree-like structm_, the Lagrange multiplier calculations completely disappear from the calculations, though they can
be produced if there is interest in loads information at joints. For ring-like stngtmes, however, Lagrange multipliers
are still required in order to deal with closed-loop systems. However, because the dimension of the Lagrange
multipfier required is limited to the constraint conditions applied at a single hinge, the calculations axe greatly

simplified. Another significant advantage that the order N algorithms have over conventional order N 3 algorithms is
that the basic computational slntctme is readily applicabk tO parallel implementations, as demonslrated in the
pioneering work by the Iowa group. By combining both the recurve character and the ease of parallel
implementation of ruder N algorithra, the _ upgrade of DISCOS furnishes an enabling technology
development for real-time on-cxbit space station robotics activities.

Other planned enhanceane_ for the DISCOS software include upgrades for event-driven activities such as (i)
intermittent kinematic conslraints (e.g., inequality constraint), (ii) intermittent loop closure (e.g., variable ring/tree
topology for transitions between get and move and transitions between move and put operations for robots), ('fii)
multi-arm robot payload handoff (e.g., variable tree topology), (iv) constraint stabiliTy•ion and momentum balance
methods, and (v) differential/algebraic equation solution methods.

All planned _ of the DISCOS software are to be made so as to preserve the input/output characteristics of
the existing software and to minimally impact the existing DISCOS user group. The evolving software capabilities
will be validated with gronnd-based robotics tests at the Goddard Spaceflight Center during the summer of 1989 as
well as being compared with the Order N Iowa software being developed at The University of Iowa

4. Dynamics Modeling and Simulation

As a generic model for space telenperation, the RRC robot ann is simulated to support real-time man-in-the-
loop control. The RRC robot ann has seven relatively rigid link segments connected at revolute joints [4]; each
segment is a thin-wall exoskeletal structure. All the joints are directly driven by drive actuators directly mounted at
the joints.

For dynamics modeling, the body refe_nce frames are defined as in Figure 1, where all X-axes are defined along
the joint rotational axes. The origin of each body reference frame is at the center of gravity of that body. Bodies 1
In "/nr_ iri_ntlrtod _, chnnid_r roll ¢hr_drl_r nltrh _llu_w roll olhnw hitch wrlct roll xtwi_t nlteh _nd trwd.rd_t_ roll
.w . w E" .... • ......... • ...... r .... , .......... • ...... r --v--• I _ ..... •

in that order. In addition, the home configuration is det-med as follows: the roll axes of bodies 1, 3, 5 and 7 axe on
the same vertical plane: the roll axis of body 3 makes 60 ° with the roll axis of body 1; the roll axis of body 5 makes
30 ° with the roll axis of body 1; the roll axis of body 7 is perpendicular to the roll axis of body 1; all the initial
joint angles are set to zero in that configuration.

The robot mm dynamics model has been created with the recursive formulation and simulated with parallel
computation on an Alliant FX/8 multi-processor mini supercomputer

To estimate computation time for this model without any joint actuator, a free fall motion under gravity is
simulated using different numbers of processors. Here the numerical integration is done by the Adams-Bashforth
third-order method with a 10 milisecond constant step size. In Figure 2, the computation time with 4 processors is
4.35 miliseconds per time step, which means that it takes 0.435 second for 1 second real-clock time simulation.

Furthermore, with 8 processors the computation time is only 2.77 miliseconds per time step; in other words, the
simulation is 3.5 times faster than the real-clock time. The result of this simulation strongly indicates that the real-
time man-in-the-loop simulation is feasible.

5. Control Algorithm Design

The M1T group is currently developing a model of the control system for the RRC robot arm. The

configuration of the controller is the same for each of the seven joints, and consists of a velocity and torque
compensator. The M1T model will include the effects of the electronics, amplifier, motor and harmonic drive in each
joint, since these components are considered important in obtaining an accurate model. The current model takes into
account the stiffness in the harmonic drives and viscous friction in the motors, harmonic drives, and links. The next
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versionofthemodelwill includetheeffectsofthemotorsandthenonlinearspring characteristics of the harmonic
drive. Once this model is finished, it will be combined with the arm dynamics model being developed by Cambridge
Resesxch. The complete system model will be verified in both the time and frequency domains using results
obtained by GSFC. If the model does not accurately predict the response of the real arm, the modeling assumptions
will be re-evaluated and the model will be subsequently utxlated.
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Figure 2. Computation Time on the Alliant

The experimentally verified model will be a very powerful tool for the analysis of new control algorithms. It
will allow a researcher to make changes to the system and evaluate their effects without adjusting or replacing any
hardware. This will be very useful when different control scheanes are under consideration. Areas of future
inv0_tiemfinn in.Intl., fnn-_, rnntml ml_n_iv_, cnntrnl _ntl r_hu-tltm nf ev_om vlhmfi_n

The choice of a particular control scheme is highly dependent on the natm_ of the task that the robot is to
perform. For appfcations where the robot must interact with its environment, force control provides advantages
over conventional trajectory control. The MIT group will examine the feasibility of such a scheme for the FTS. In
situations where the model can not be determined accurately, adaptive control may provide an alternative. For
example, the MIT group could develop a controller that generates force commands and then corrects for nonlinearities
on the basis of the actual force measured at the end effector. For a system with flexibility in the robotor payload,
vibration at the end effector could affect robot performance. If this is the case with the FI'S, a technique recently
developed at MIT can be applied for preshaping the command inputs to reduce vibration significantly.

6. Test and Validation

The controller at each joint of the RRC arm is built on the basis of an approximated linear model; therefore, its
performance should be f'wsttested within the vicinity of a certain configuration, where the load and arm inertia is
nearly constant. In such a case, a small step or ramp input drives one joint while all the other joints are locked.
The same experiment is to be performed throughout all the seven joints. Next, a large step or ramp input drives one
joint at a time with all the others locked. This time, nonlinear dynamics will affect the performance of the joint
controller, and will also influence the corresponding simulation.

Once we have confidence in the model and controller, more than one joint are to be activated and the robot ann
thus maneuvers along a predetermined Irajectory in space. During such a maneuver it is necessary that signals
pertaining to applied torque and angular displacement and velocity be recorded at each joint for the verification of a
dynamics model. Those two types of information, namely, torque and configuration, can uniquely determine the
dynamics of the ann and reproduce the same dynamic behavior. In addition, for the verification of a control
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algorithm, it is also necessary that at each joint the command reference angle be recorded with the armature current in
a servomotor. In other words, the analog signals from the resolver, the torque transducer, and the armature current at
every joint should be digitized and recorded, so that each experiment produces two sets of data in the time domain:
torque and configuration.

As a first step toward a correct dynamics model, the robot arm and the associated controller are to be simulated
and compared using both Order N Iowa and Order N DISCOS. Such a comparison should help to eliminate errors in
the simulation model.

Next, simulation results are to be compared with actual experimental data in terms of configuration and torque
histories. An important task in such a comparison is fwst to match the initial configurations between simulation
and experiment. Considering the fact that the dynamics of a robot arm can be completely described by configuration
and applied torque, the experimental time histories of configuration and applied torque should be applied to the
simulation model one at a time to examine how close the model is to the actual system.

First, when an experimental torque history is fed into the simulation model, the forward dynamics analysis
produces the corresponding configuration history; that is, angular displacement, velocity, and acceleration in the time
domain. Thus the two configuration histories, one from experiment and the other from simulation, can be
compared. Next, an experimental configuration history is fed into the simulation model; then, the inverse dynamics
analysis produces the corresponding torque history that would have caused the configuration history. This time these
two torque histories can be compared.

7. Real-time Man-in-the-Loop Simulation

The operator, as shown in the diagram, is the decision maker in the control loop with visual and tactile
feedbacks: visual feedback from computer graphics display of the RRC robot arm, tactile feedback from the Kraft
mini-master that is interfaced through a serial port with the graphics workstation. His control action drives the
dynamics and control simulation, which is carded out on a high-speed parallel processing system, such as an Alliant
FX/8 mini supercomputer, to achieve real-time performance. The result from the simulation is sent to the graphics
workstation via the Network Computing System (developed by Apollo Computer, Inc.) and is animated. At the
same time, it is also sent to the Kraft mini-master to give tactile feedback to the operator.

f Computer Simulation_

(i DD.Ynamics Model _dof RRC Robot ArmJ
..............IL

,L
Control
Input

Simulation

Results,. fComputer Graphics')

--( -j
,, Visual |

! Tactile Feedback_
| Feedback _ f.........................................O orator

r  ster)

For the animated display of dynamics systems, the I/UCRC at The University of Iowa has developed the
Visualization of Dynamic Systems (VDS) program. It requires the simulation-updated position and orientation data
specified by three translation values and Euler parameter vectors. The fidelity of the graphics animation is realistic
enough to provide the operator with visual cueing comparable with TV cameras and video display screens.
Furthermore, the animation can also be displayed in a split screen mode, or in two screens with moving view points
to enhance depth and parallax perception.

8. Conclusion

Since flight simulators have proven cost effective for pilot training, their usage has been widely accepted
throughout the airline industry. Now, a similar potential is on the horizon for mechanical systems. New recursive
formulations for general purpose multibody dynamics simulation combined with high-speed parallel processing
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computers m'enow capable of creating real-time man-in-the-control-loop simulators in a cost-effective manner. Such
a simulator of the RRC robot ann is to be built in supp_ of the FTS program. Its usage is not only for crew
teleopemlion training, but also for man-machine interface studies aimed at enhancing the ergonomic design of the
telerobot and controller. The methodology is easily adaptedto new or modified system design concept or control
algorithm. It can also be used as a valuable tool for the study of human cognitive and behavioral science issues, as
they apply to the telembofic system.

[z]

[2]

[3]

[4]

[5]

[6]
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ABSTRACT

In high-precision teleoperation, high-resolution visual depth information may be critical,

thus requiring vision system capabilities quite different from lower precision teleoperation

vision systems. Several possible approaches to providing this depth information are available.

Multiple-camera television systems, 3-D television systems, and 3-D video graphics systems all

have advantages and disadvantages.

Multiple camera TV systems provide depth information by providing several views of the

workspaee. In such systems, camera mobility is desirable. However, moving cameras can con-

fuse the operator. Therefore, the operator must know at all times the location of each camera.

Providing such information can be cumbersome and increase operator workload.

Converged stereo TV cameras configured for high-depth precision can yield significant
depth distortions, thus making many high-precision tasks extremely difficult, even for trained

operators.

Video graphic systems can provide depth information through a variety of techniques
including monocular depth labeling by color, brightness, perspective, occlusion, etc., as well as

traditional 3-D binocular image presentation. However, video graphics systems have a problem

which TV systems do not have; i.e., when viewing unpredictable situations, graphics systems

may not be able to provide critical information in a timely manner.

In space teleoperation additional problems arise, including signal transmission time delays.
These can greatly reduce operator performance.

Recent advances in graphics open new possibilities for addressing these and other prob-
lems.

At JPL, we are currently developing a multi-camera system with normal and 3-D TV and

video graphics capabilities. Trained and untrained operators will be tested for high-precision
performance using two force-reflecting hand controllers and a voice recognition system to con-

trol two robot arms and up to 5 movable stereo or non-stereo TV cameras. Through extensive

e;_perimentation, we plan to evaluate a number of new techniques of integrating TV and video

graphics displays to improve operator training and performance in teleoperation and supervised
au tom ation.

..... ,__._- _ ,_,r,,_ NOT FILMED
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INTRODUCTION

Video graphics has recently advanced quite rapidly. Today, high-resolution, real-time

graphic systems can be purchased off the shelf, thus establishing graphics as a candidate for
real-tim e video im age enhancem ent in high-precision teleoperation.

As the fields of robotics and teleoperation continue to develop, an increasing number of

tasks which currently must be performed manually will be performed either remotely or under

automation. Video graphics, a display technique for human observers, wiU most probably

extend the capabilities of teleoperation more than robotics.

Graphics will be very useful to remote operators by providing information which would

otherwise not be readily available, such as camera locations, repair manual diagrams, visual

depth information, velocities of relevant objects on a video monitor, force-torque diagrams,
etc.

In space, many of the tasks which are currently performed by EVA (extra-vehicular

activity) will be performed in the future by IVA (intra-vehicular activity). This makes teleo-
peration and robotics extremely interesting to NASA.

Also, current EVA tasks which have traditionally been labeled as future robotic tasks may

be accomplished sooner in the future under graphics-aided teleoperation. As time passes, the

"division of labor" between robotics and teleoperation will be more clearly defined.

In this paper, we describe the future vision system of the Man-Machine Systems Research
Lab at JPL. This lab is not to be confused with the Telerobot Demonstrator Testbed,
described elsewhere in this conference.

BACKGROUND

When viewing a work space remotely, through a TV camera, the one imprecisely-

displayed dimension is depth (i.e., distance from the TV camera.) This dimension is a critical

requirement for good teleoperation.

Much work has been done on presenting the video depth information in 3-D stereo (1 -

10). High-precision, close-up, 3-D TV has been shown to have a depth-resolution/depth-

distortion/image-alignment trade-off (7).

An alternative to 3-D TV is the use of a multiple-camera viewing system, where the depth

information can be figured out by the operator by looking at the work space from several views

simultaneously.

A third alternative is to use graphics information to provide depth information (10).

Combinations of the above three depth display techniques are also feasible. Multiple 3-D

views with graphics overlays promise to be very useful in teleoperation.

DISCUSSION

Current Work at JPL

Over the past 3 1/2 years, we have studied 3-D TV, both mathematically and experimen-

tally. We have quantified the depth distortions, both for still and moving stereo camera rigs
(7). We have found an optimal method of moving the stereo camera rig to minimize 3-D

depth distortions caused by camera motions (8).

We have also demonstrated a stereo image presentation technique which yields aligned

images, high depth resolution and low depth distortion, thus solving the trade-off problem

(9,11). NASA has a patent on this technique.
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Future Work at JPL

Although our stereo image presentation technique promises to enhance high-precision 3-D

TV, multiple-camera viewing systems may still have an important role to play in the future of

teleoperation, particularly with the addition of graphics. Single-camera stereo systems (11)
provide the possibility of multiple stereo 3-D views.

We are building an experimental telerobotic work station with two robot arms surrounded

by 5 movable TV cameras. The cameras will each be mounted on a computerized gantry
frame, with one camera on each of the five sides of the gantry frame. That is, the front, the

back, the left, the right and above. Each camera will have the ability to move in its plane (up-
down and front-back for the two sides, up-down and left-right for the front and back, and left-

right and Coward-back for the top camera). In addition, each camera will be able to pan, tilt

and change the power of the lens (zoom). Thus each camera can view the work space from

any location and angle in its range of motion in its plane. Camera motions may be commanded

by the operator, for example, using voice control, or may be automated, following the robot

grippers as they move about the work space. We envision automating the system to tailor cam-
era motions to the current task at hand.

Up to five monitors will be available for the five camera views. Two additional monitors

may be available for system information, trouble shooting, etc. An image enhancement system

will also be present which will include graphics capabilities, and perhaps image processing capa-

bilities. The operator will be able to command (by voice control) which camera view will be

displayed on each monitor. Initial configuration may be fixed, for example left camera on the
left monitor, etc. This however is not required.

Our approach is both theoretical and experimental. The critical question, as always in this

work, is operator performance. Experimentation alone can answer if operators perform better

under one set of conditions than another. We intend to address a variety of topics in our
research, including the following.

1. Camera Locations and Apparent Motion

When ui_wing _ wnrtren2r_ tuith mnu_h|_ t,_mpr_e _n nn_r_tnr t'_tn h_ or_tlv t'nnt_le_tt hv

not knowing at all times the locations, orientations, and motions of each camera. Apparent

motion, when one believes that the world is moving when actually the camera is moving, is

particularly confusing. When multiple cameras are available, the additional problem arises of

knowing which camera view is presented on the monitor (or each monitor if there are multiple
monitors). Graphics can help solve these problems by providing the necessary information.

We envision presenting a camera's video image with overlayed graphics information show-

ing the location and orientation of the TV camera on the monitor. See Figure 1.

In Figure 1, the TV camera image shows the right robot holding a ball and the left robot

holding nothing. In addition to the TV camera view is a top-view graphics image of the camera

frame, showing the positions and orientations of the camera. In this configuration (top view) it

is necessary to specify the height of the camera, perhaps with 3-D stereo depth, or some other

form of depth labeling. The pan of the camera is obvious, and the tilt can be displayed graphi-
cally by lines and circles. For example, lines can mean 15 degrees elevation (front of camera

above back) and pairs of circles can mean 15 degrees downward elevation. In Figure 1, the
camera is tilted 45 degrees upward.

This graphics presentation can also be displayed on a separate monitor.

The advantage of this presentation is that although both robot grippers seem to appear at

equal height, the fact that the camera is tilted upward tells us that, in fact, the left robot gripper

is actually higher than the right gripper. Because we know that the camera is tilted 45 degrees
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upward, we can judge better what motion will be necessary to hand the ball from the right

robot gripper to the left robot gripper. If the TV image is stereo, then one can also judge the

length of the motion.

Circles and lines need not be the best graphic illustration of tilt and, in fact, one of the
variables we plan to research is how to best present the camera locations. "Best" is measured

with respect to operator performance under a variety of tasks.

Another variable is the point of view of the graphics camera frame. In Figure 1, if the

frame were presented from the side view, instead of the top view, both of the camera's transla-

tional degrees of freedom would be specified without depth labeling. Although this seems to

be an obvious improvement, it may not be so. The top view unambiguously specifies which

camera we are viewing through. In addition, with multiple monitors, operators may prove to

perform better if all camera locations are specified from the same view.

Another alternative is to present all the cameras' locations on one graphics display of the

camera frame. This would allow operators to use the graphics information and the voice con-

troller to move a camera before viewing through it, thus saving valuable operator time. When
using a system with several cameras, but only one monitor, moving a camera before viewing

through it can be particularly valuable.

In a system where the lighting is variable, that is lights can be moved or turned on and
off, the graphics can be used to specify the current state of the lighting system. The lighting

can then be adjusted by voice control. In fact, any variable part of the system can be so

specified, and adjusted.

Eventually, we plan to automate the system to control the cameras and graphics to pro-
vide the optim al view for each task during operation.

2. Image Jitter During Camera and Robot Motion

One may find it desirable for the camera to track the end-effector of the robot during
robot motion. This raises the question of image jitter. Quite simply, if the camera does not

move smoothly enough, or if the camera is not synchronized with the robot motion, the image

of the robot will jitter on the monitor. Jittering images not only make precision operation

difficult (one may want to tighten a bolt as the robot moves a unit across the workspace), but
can increase operator discomfort.

We have designed our robot gantry so that the cameras can track the robot without jitter,
provided only panning and tilting camera motions are used in the tracking. The maximum

speed for jitter-free tracking is about 15 degrees/second. In our work configuration, that

translates to robot motions of 15 to 70 cm/sec, depending on which camera is being used for

tracking and the zoom setting of the lens. Thus, our system promises to provide excellent

robot tracking capabilities.

3. Camera Motions and Coordinate Transformations

In a teleoperator work station, where movable cameras are viewing the work space, any

panning, rolling or tilting of the cameras causes a mis-alignment between the coordinate system

of the camera and the coordinate system of the operator viewing the monitor. For example, if
the camera rotates 15 degrees to the left, the "straight ahead" direction on the monitor will

actually be 15 degrees to the left. If one pushes a robot hand controller "forward", the robot

will move foward, but will be seen on the monitor to move at an angle of 15 degrees to the

right. This requires the operator to mentally transform coordinates continually, during opera-

tion, thus causing an increase in workload as well as an increase in the probability of operator

error. If several movable cameras are presenting their images to several monitors, each may

require a different coordinate transformation. The resulting increase in workload and
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probability of operator error may well become unmanageable and dangerous.

When viewing a workspace with a movable camera, at least 7 coordinate systems exist: the

Real World, the Work Space, the Robot Base, the Robot Joint, the Camera, the Control Sta-

tion, and the Operator coordinate systems.

The problem then is to minimize operator workload produced by the transformations

between these coordinate systems.

If the Robot-Camera Table is mounted on a moving vehicle, such as a planetary rover,
then the Real World and the Work Space coordinate systems are different. If, however, the

robot-camera table is not movable, then the Real World and the Work Space coordinate sys-

tems are equal. If the robot can move its base on the robot-camera table, then the Work Space
and the Robot Base coordinate systems are different. If, however, the robot cannot move with

respect to the robot-camera table, then the Work Space and the Robot Base coordinate systems

are equal.

We use the term "Robot Base" coordinate system to distinguish from the Robot Joint

coordinate system which customarily means the joint angles of the robot, and is different from

the spatial (X,Y,Z, Pan,Tilt,Roll) coordinate system as defined from a fixed point on the robot,

such as the robot base. The Robot Joint coordinate system is transformed to and from the

Robot Base coordinate system by the software that controls the Robot, and is used by the

robot's internal controller to move the robot joints correctly. Therefore we need not concern
ourselves with the Robot Joint coordinate system here.

The Camera coordinate system is defined by what the camera sees. Thus, a camera

panned to face southeast sees southeast as straight ahead. A camera rolled 180 degrees sees
the earth as '_p" and the sky as "down."

The Control Station coordinate system is defined with respect to the operator control sta-

tion. Thus if the camera faces 15 degrees to the left in the Work Space coordinate system,

then the direction straight ahead in the Work Space would be presented at 15 degrees to the
right in the Control Station coordinate system.

The Operator coordinate system is defined with respect to the "subjective straight ahead"

direction of the operator. A great deal of study has been conducted oi_ this phei_omena (12).

For simplicity, let us assume that our operator defines this direction with respect to the opera-
tor control station, that is, the operator aligns himself or herself to face the control station

directly. For now, we shall ignore the possibility that an operator may sit at an angle to the
control station and not realize it.

At this point, let us consider a non-movable robot-camera table with a robot whose base

is fixed to the table. Then the Real World, Work Space, and Robot Base coordinate systems
are equal.

Our concerns then become the transformations between the Robot Base, the Camera, the

Control Station, and the Operator coordinate systems. Let us see how they interact.

When a camera moves, say 15 degrees pan to the left, the Robot Base, the Control Sta-

tion, and the Operator coordinate systems do not change. Only the Camera coordinate system

changes; that is, straight ahead on the camera is now 15 degrees to the left for the Robot Base,

the Control Station, and the Operator. Thus, motions directly away from the camera (directly
into the monitor) are 15 degrees to the left w.r.t, all the other coordinate systems.

We believe that we have found a solution to the coordinate transformation problem, using
graphics. JPL and NASA are currently considering patent rights on this method, and thus we

cannot discuss it. If our idea is truly a solution, then its application will give the Robot Base,
the Camera, the Control Station, and the Operator coordinate systems the same orientations.

No transformations will need to be made by the operator, and no camera angles will need to be
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remembered.

4. Orthogonal and Perspective Camera Views

We shall test operator performance with both orthogonal multi-camera views and perspec-

tive camera views. Let us discuss first the orthogonal-camera configuration.

Consider 3 cameras, one looking from above, one from one side, and one from the front.

Consider 3 monitors placed with the top view above the front view, and the side view along-

side the front view. This is the TV approximation to the classic orthogonal projection of

mechanical drawings.

We say "the TV approximation" because it will not give a true orthogonal projection. In a

TV image, two lines overlap if they point directly toward the camera, but in orthogonal projec-

tions, two lines overlap if they are perpendicular to the projection. See Figure 2. Thus, in fact,

only the central line of view in the side camera is truly orthogonal to the front camera view.

For the rest of the image, equal depth must be inferred. Two objects at equal depth from the

front camera will have their front edges overlap exactly in the side camera's view only if the

front edges of the two objects are viewed exactly at the middle of the side camera. The images
of all other pairs of objects at equal depth will not overlap exactly. This is an important

difference, and may prove to be the source of many operator errors when using orthogonal TV

cameras. This point must not be overlooked, because it illustrates that orthogonal TV viewing

may be misleading, particularly to people accustomed to orthogonal mechanical drawings,

because they expect overlap to mean equal depth.

Let us now consider perspective viewing. This is the depth-display technique of the great
Renaissance artists.

The left-brain/right-brain dichotomy between people suggests that people fall into analytic

and artistic categories, particularly in terms of perception and motor performance. It also sug-

gests that all of us have both artistic and analytic information processors in our heads. In any

case, it is safe to say that we all have varying degrees of skill in judging depth both from

orthogonal and perspective displays.

Unfortunately, orthogonal TV viewing has the problem discussed above. Thus, in multi-

camera viewing, we may better perform using our perspective processor to judge depth.

Surely, this needs to be tested experimentally, and carefully. We must first search for perspec-

tive views, and then test them against optimal orthogonal views.

5. Other Planned Graphics Overlay Experiments

We plan to test operator performance when aided by a variety of graphics overlays, includ-

ing predictive displays and force-torque diagrams.

Predictive displays of robot positions are particularly useful when dealing with significant

signal transmission time delays. When signals must travel long distances, for example through

space, time delays between the time of an event and the time one views the event become

significant. In a feedback loop, such as long-distance teleoperation, the time delay can greatly

reduce perform ance.

Consider a teleoperated servicer (with a robot arm) on the moon, which is being con-

trolled from earth. A time delay of about 4 seconds round-trip from the earth to the moon

and back can be expected. Suppose at time t = 0, an operator moves the hand controller. At

time t = 2 seconds, the servicer receives the signal and initiates the motion. At t = 4

seconds, the servicer is first seen to move on the operator's monitor.

With a predictive display, the expected final position of the robot arm is displayed as a

graphics overlay on the monitor immediately after the hand controller is moved. This has been
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described in detail elsewhere (13 - 16). For large time delays, the predictive display has been

shown to improve operator performance (13). For small time delays, the extra information on
the monitor from the predictive display may clutter the image and reduce operator perfor-

mance. We shall test this question for a variety of tasks.

Force-torque displays graphically show the forces and torques sensed by the robot (17),

at, say, the wrist. We shall test operator performance while varying the locations, size, and

other presentation characteristics of the display. For example, we plan to overlay each robot's

force-torque display on its forearm surface seen in the TV monitor. We shall also present the

display on another monitor. Our goal, as in all our work, is to present the relevant information
to the operator in a manner which increases operator performance.

CONCLUSION

Recent advances in graphics now make graphics a useful tool for enhancing video
displays in teleoperation. At JPL, we are currently building a multi-camera viewing system

with graphics capabilities. We plan to address certain problems in teleoperation that, once

resolved, promise to enhance the capabilities of teleoperation. Our goal is to maximize the

utility of teleoperation in space applications.
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Figure 1: TV camera image of two robot arms with graphic overlay
of top-down view of camera frame and camera location.
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Figure 2: Top view of the locations of 3 pairs of objects which:
(a) overlap in a side TV-camera view, and
(b) overlap in a side view in standard orthogonal

mechanical drawings.
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Abstract

A spatial instrument is defined as a spatial display which has been either geometrically or sym-
bolicaUy enhanced to enable a user to accomplish a particular task. Research we have conducted over the past
several years on 3D spatial instruments has shown that perspective displays, even when viewed from the cor-
rect viewpoint, are subject to systematic viewer biases. These biases interfere with correct spatial judgements of
the presented pictorial information. The design of spatial instruments may not only require the introduction of
compensatory distortions to remove the naturally occurring biases but also may significantly benefit from the
introduction of artificial distortions which enhance performance. These image manipulations, however, can
cause a loss of visual-vestibular coordination and induce motion sickness. Consequently, the design of head-
mounted spatial instruments will require an understanding of the tolerable limits of visual-vestibular discord.

Introduction

The introduction of relatively low cost, interactive, high performance 3D computer graphics
work-stations such as the Personal IRIS or the Megatek 928, and the certain prospect for further minia-
turization and cost reduction, has provided aerospace designers with powerful research tools for creat-
ing new media for interactive, information displays.

This flexibility raises many practical design challenges and interesting theoretical questions,
but since many of these new information displays may be helmet or head mounted, particularly promi-
nent questions concern guaranteeing the perceptual stability of the display's image. Indeed, it is argued
in this paper that selecting a head-mounted format limits design freedom in the definition of the dis-
plays in ways that do not constrain conventional panel-mounted formats_

Analysis

An understanding of the relevant design questions is best provided by an analysis of the linear
transformations that the spatial information must undergo before presentation to the user. In general,
the information is first defined as sets of vectors, polygons, or polyhedra positioned in an inertial ref-
erence frame some times called the "real world" coordinate systems. (Foley and Van Dam, 1982).

Prior to presentation to the viewer, this information must be transformed by scaling, rotation,
translation, and projection to position it in an "eye coordinate system" determined by the position and
direction of a viewing vector. This transformation processes is commonly represented as a series of ma-
trix operations and is referred to as the "viewing transformation", but as shown in Figure 1, it may be
broken into several separable parts each of which allows a unique opportunities for the introduction of
informative distortions.

Subsequent use of this spatial information by the viewer requires that he internally perform
further coordinate transforms to bring it into a useful frame of reference. For example, if the subject is
required to make an egocentric direction judgment based on information on a 3D map, he must further

1Earlier versions of this manuscript have been reported at the 1987 AGARD Meeting of the
Aerospace Medicine Panel in Brussels, Belgium, September 28 - October 2, 1987 and at the
1988 California Mapping Conference, San Jose, California.
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transform the information into a body or even a hand centered coordinate system by a process similar to
the viewing transformation. These are the transformations typically required in telerobotics.

"1Viewin 8
Transformation

x

y½
Z

m_
z

Figure 1. The process of representing a graphic object in the virtual space allows a number of different op-
portunities to introduce informative geometric distortions or enhancements. These may either be a modification of
the transforming matrix during the process of image definition or they may be modifications of an element of a
model. Often the matrix element or shape of the model part is controlled externally by a variable slewed to a mouse
or other input device. These interventions may take place 1) in an object relative coordinate system used to define
the object's shape or 2) in an affine or even curvilinear object transformation, or 3) during the placement trans-
formation that positions the transformed object in world coordinates, or 4) in the viewing transformation. The per-
ceptual consequences of informative distortions are different depending upon where they are introduced. For ex-
ample, object transformations will not impair perceptual stability in a head-mounted display whereas manipu-
lations of the viewing transformation will.

TARGET

CUBE T

AZIMUTH _

cu.E. _ll_ff/"

Figure 2. The relative direction of one cube with respect to another and a reference direction x is given by the
difference in the judged egocentric azimuth rotation of two objects: the ground grid which provides the reference and
the azimuth plane defined by perpendiculars dropped from the cubes to the grid. In order for a viewer to perceive

the exocentric direction _P of the target cube he must recover the viewing parameters used to make the picture.
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In order to understand how the spatial information presented in pictures may be used, it is
helpful to distinguish between images which may be described as spatial displays and those that were
designed to be spatial instruments. One may think of a spatial display as any systematic mapping of
one space onto another. A picture or a photograph is a spatial display.

A spatial instrument, in contrast, is a spatial display that has been enhanced either by
geometric or symbolic techniques to insure that the communicative intent of instrument is realized. A
simple example of a spatial instnnnent is an analogue dock. In a dock the angular positions of the arms
are made proportional to time, and the viewer's angle estimation task is assisted by radial tic marks
designating the hours and minutes. A second aspect of the definition of a spatial instrument, which the
clock example also illustrates, is that the communicated variable, time, is made proportional to a spa-
tial property of the display, such as an angle, area, or length and is not simply encoded as a character
string.

The spatial instruments that we wish to focus attention on are generally interactive. That is to
say that the communicated information flows both to and fro between the viewer and the instrument.
Some of this bidirectional flow exists for practically all spatial instruments since movement of the
viewer's viewpoint can have a major impact on the appearance of the display. However, the displays
we wish to consider are those incorporating at least one controlled element, such as a cursor, which is
used to extract information from and input information to the instrument.

Maps also meet the definition of a spatial instrument. The map projection may be chosen de-
pending upon the spatial property of importance. Choice of this projection illustrates objective geomet-
ric enhancement. Overlaying of a graticule of latitude and longitude lines indicating the map metric is
an example of symbolic enhancement. When fitted with these enhancements, the map can become a
nomographic calculating instrument for navigation or spatial orientation.

In selecting a map projection for a small scale map, such as a world map, a cartographer may
select a projection from three families of perspective projections in which the solid angle formed at the

point of contact between the globe and the projection surface varies 1) from 21t steradians, the zenithal

case, 2) from 2x up to 0 steradians, the conical case, and 3) 0 steradians, the cylindrical case.

soua_gl= =z_ SoUd_s_, .=Z¢>0 S_id_g,_ = o

Figure 3. Geometric categories of map projections.

This selection can be guided by the ultimate use of the map. If, for example, a map is to be used
to find minimum distance routes between distant points, a special case of the first type, the gnomonic
projection can be used since it has the useful property of projecting all great circles as straight lines.
(See Figure 4) One corresponding cost that must be incurred for this useful property is that the nonlinear
scale distortion along meridians and parallels is unequal. Scale exaggeration for a piece of meridian in
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the vicinity of latitude 0 is cosec20 and exaggeration of latitude scale is cosecO. The map is, thus, not

orthomorphic, i.e. shape preserving (Cotter, 1966). Nonlinear scale distortions of this sort are, how-
ever, well understood and can be objectively controlled by selection of the point of contact of the projec-
tion and the extent of area represented on the map.

p T <-_ r --------_ A

plane of the equator

a

r = R cot 0

Figure 4. Geometry of radial scale exaggeration in a gnomonic projection with an example of a gnomonic projection
centered on the north pole.

The distortions present on the gnomonic projection are a geometric consequence of the selected
perspective parameters which describe the projection of the of the globe onto a tangent projection sur-
face. They are not explicitly introduced but rather are a side-effect of the desired property that great
circles map as straight lines. Distortion, however, can also be introduced directly into a projection to
achieve a desired end as in popular conventional projections such as the mercator chart which is de-
signed to map compass courses as straight lines. In this projection, a rectangular projection with the
standard parallel set to the equator is intentionally distorted along the meridians to compensate for
the fact that the scale along each parallel of the rectangular projection represents a smaller and

smaller small circle as higher latitudes are mapped. Since the circumference, r, of a circle of latitude e

on a globe of radius R is: r = Rcos(8). each small element of the meridian must be stretched by l/cos(@)

to compensate and straighten out the plots of oblique courses. The resulting scale exaggeration near the
poles is so great to make the map unusable, but the technique works well for middle latitudes.

The geometry of gnomonic or mercator projections is well understood and adapted to provide ge-
ometric properties on the respective maps that are objectively useful. The straight line plotting of ei-
ther great circles or rhumb lines facilitated use of the maps for navigation since desired courses could be
found with a straight edge. Today in the time of computer-graphics based dynamic maps this advan-
tage is not nearly as important. As is clearly evident from the software-based tools for interacting with
spatial data bases as used for computer aided design, the old fashioned ruler and pencil have been
generalized into multidimensional probes and almost magical cursors that can quickly extract highly
dimensional spatial information from a data base which earlier generations of draftsman could barely
imagine (Silicon Graphics, 1988; Dickinson, 1989ab). Consequently, the desired objective properties of
images of spatial data are now not the same and in fact may be less important than the subjective ap-

pearance of the space depicted in the image. It is this subjective appearance that most directly influ-
ences the users interaction with the spatial data through his control of a cursor. Accordingly, the
subjective appearance of the image now can become an important design feature.

Spatial Instruments

Contemporary spatial instruments are found throughout the modem aircraft cockpit, the most
notable probably being the attitude direction indicator or ADI which displays a variety of signals re-
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lated to the aircraft's attitude and orientation with respect to earth based navigation aids. More re-
cent versions of these standard cockpit instruments have been realized with CRT, cathode ray tubes,
based instruments which have generally been modeled after their electromechanical predecessors
(Boeing, 1983).
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Figure 5. Compensatory distortion of a rectangular projection is illustrated by the change in scale along the meridi-
ans of the mercator projection.

The computer graphics and CRT display media, however, allow the conception of totally novel
display formats for demanding new aerospace applications. Grunwald and Ellis (Grunwald and Ellis,
1988) have described, for instance, a mere pictorial spatial instrument to assist informal, complex, or-
bital navigation, proximity operations, and rendezvous in the vicinity of the space station (see Figure
6). The definition of this instrument entailed a number of specific graphical enhancements which may
be classified as either geometric, symbolic, or beth. For example, a geometric enhancement was intro-
duced by providing a display mode in which the axis along wh/ch spacecraft typically follow reen-
trant looped paths is transformed into a time axis which does not exhibit these loops. This transforma-
lion may assist obstacle avoidance and out of plane maneuvering during small orbital changes. The use
of a time axis may also be a technique to avoid visual illusions associated with perspective projections

v

other.

Figure 6. Sample proximity operations display. The solid curves lines show a planned orbital rendezvous between
an orbital maneuvering vehicle (OMV) and the space station. The dotted line is a predicted flight path for the
OMV. The projecting vectors show body axes of the craft.
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Geometric Enhancement

In general, there are various kinds of geometric enhancements that may be introduced into spa-
tial displays, but their common feature is a transformation of the metrics of either the displayed space
or of the objects it contains. A more familiar example is found in relief topographic maps for which it is

useful to exaggerate the vertical scale. This technique has also been used for experimental traffic dis-
plays for commercial aircraft. (Ellis, McGreevy, & Hitchcock, 1987)

Another type of geometric enhancement important for displays of objects in 3D space involves
the choice of the position and orientation of the eye coordinate system used to calculate the projection.
Azimuth, elevation and roll of the system may be selected to project objects of interest with a useful as-

pect. This selection is particularly important for displays without stereoscopic cues, but all types of
displays can benefit from an appropriate selection of these parameters. (Ellis, Kim, Tyler, McGreevy
and Stark, 1985; Kim, Ellis, Tyler, Hannaford, and Stark, 1987).

Because of its dramatic effect on the image, selection of the field of view angle is particularly

interesting. Only changing the field of view angle simply magnifies the image .producing image which
corresponds to an optic array geometrically similar to that optic array that a viewer would experience
from the modeled eye point. Selecting a very wide field of view angle results in a minimized image, but
also can introduce marginal distortions if a planar projection surface is used to produce the image. An
additional source of distortion can arise if the display is viewed from a point other than the modeled

eye point in the eye coordinate system. The effects of these latter distortions may, however, be modu-
lated by the viewer's awareness of the picture plane (Pirenne, 1970; Ellis, Smith, McGreevy, 1987).

Significant design features can be achieved by joint variation of the field of view angle as ob-
jects in the display (McGreevy and Ellis, 1986; Ellis, et al., 1987; Adams, 1975). Though this combined
manipulation may introduce marginal distortions, it allows control over the projected sizes of objects in
the image and, for example, allows definition of a projection that will always include a designated
volume of the object space. This is a useful property of a situation awareness display which is not pre-
served in a display by changes in the field of view alone.

The introduction of deliberate spatial distortion into a spatial instrument can be a useful way to
improve the communication of spatial information to a viewer since the distortion can be used to correct
underlying natural biases in spatial judgements. For example, exocentric direction judgements (Howard,
1982) made of extended objects in perspective displays, can for some response measures exhibit a
"telephoto bias". That is to say that the subjects behave as if they were looking at the display through
a telephoto lens. This bias can be corrected by introduction of a compensating wide-angle distortion.
(McGreevy and Ellis, 1986; Grunwald and Ellis, 1987)

Unnatural scaling by placement transformations can also be used to control an objects promi-
nence, to insure, for example, that they never become vanishingly small. (see Figure 7). Scaling with
an object transformation is also particularly effective at achieving nonlinear exaggerations but such un-
natural object scaling can, however, increase display clutter: objects may interpenetrate. But indepen-
dent scaling of the separate axes of the object generally provides the designer with techniques to reduce
this interpenetration.

Symbolic Enhancement

Symbolic enhancements generally consist of objects, scales, or metrics that are introduced into a
display to assist pick-up of the communicated information. The usefulness of such symbolic aids can be
seen, for example, in displays to present air traffic situation information which focus attention on the
relevant "variables" of a traffic encounter, such as relative altitude, as opposed to less useful

"properties" of the aircraft state such as absolute altitude (Falzon, 1982).

One way to present an aircraft's altitude relative to a pilot's own ship on a perspective display
is to draw a grid at a fixed altitude below the "ownship" symbol and drop reference lines from all air-
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craft symbols onto the grid. If the "ownship" altitude is marked on these reference lines, then the dis-
tance from the other aircraft symbol to the mark is proportional to the relative altitude. If the aircraft
are given predictor vectors that show future position, similar reference lines can be dropped from the
ends of the predictor lines.

The reference lines not only serve to clarify the target's ambiguous aspect but also can improve
perception of the target's beading. This effect has been shown in a recent experiment examining the ef-
fects of reference lines on egocentric perception of azimuth of extended objects in perspective images cre-
ated by a microcomputer graphics system. This experiment provides a specific example of how psy-
chophysical evaluation of display formats can be used to assess their information display effective-

In this experiment 10 subjects viewed static perspective projections of aircraft-like symbols ele-
vated at three different levels above a ground reference grid: a low level below the view vector and
almost on the grid, a middle level co-linear with the viewing vector, and a high level above the view
vector by the same amount as the low level was below it (see Figure ). The aircraft symbols have
straight predictor vectors projecting forward showing future position above the reference grid. In one
condition reference lines were dropped only from the current aircraft position. In the second condition
reference lines were dropped also from the ends of lines projecting from each aircraft. These lines could
represent predictors of future position.

The subjects viewed the entire configuration of aircraft symbol and grid from a fixed eye posi-
tion 28 cm from the projection surface. This position was at the geometrically correct center of projection
for a viewing vector set to 0 degrees azimuth and -22_5 deg elevation. Nine different azimuth rotations
of the image were presented: 0 to 180 in 22.5 degree increments. The subject's task was to adjust the ego-
centric direction of a horizontal dial to indicate the azimuth rotation of the aircraft. Azimuth rotation
was crossed with number of reference lines in a factorial repeated measures experiment.
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Figure 7. Sample cockpit display of air traffic. Own ship is at the center of the display. 1 minute predictors project
out of all aircraft symbols. Reference line are dropped perpendicular to the reference grid.

The first result of the experiment was that subjects made a substantial errors in their estimation
of the azimuth rotation of the aircraft; they generally saw it rotated more towards the picture plane
than it in fact was.(F= 23.4, df = 8,72; p. < .001) This corresponded to clockwise errors for actual clock-
wise rotations up to 90 degrees. The errors reverse for rotations greater than 90 degrees.
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Figure 8. Five views of sample stimuli used which illustrate the three heights of the aircraft symbol above the grid
and the two reference line conditions. Viewing elevation = -22.5 deg, azimuth = 45 degrees. As the aircraft rises
away from the grid it develops an illusory yaw toward the picture plane.

The second result is that the the error towards the frontal plane for the symbols with one

reference line increased as the height of the symbol increased above the grid (F--- 4.1, df = 2,18, p < .34).

Most significantly, however, as shown in Figure 9, introduction of the second reference line totally
eliminated the effect of height, reducing the azimuth error in some cases about 50% (F = 2.402, df =

16,144, p < .003). A more detailed geometric and perceptual analysis of this result is beyond the scope

of this paper; however, these experimental results show in a concrete way how appropriately chosen

symbolic enhancements can provide not only qualitative but quantitative improvement in pictorial
communication.

ONE REFERENCE LINE TWO REFERENCE LINES
I I I I I I ! l I l i ! I I20

• HIGH

• MEDIUM

_-30 N'I10 I I ' ,_

o 0 45 90 135 180 0

10

O
n-
cc 0

Z
o
I-

-10
G:

Z

.<,-20
:S

N - 10
! I I I I I I

45 90 135 180

AZIMUTH ROTATION, deg

Figure 9. Mean clockwise and counterclockwise egocentric direction judgement for clockwise azimuth rotation.

Combined Geometric and Symbolic Enhancements

Some enhancements combine both symbolic and geometric elements. One good example is pro-
vided by techniques connecting the photometric properties of objects or regions in the display with
other geometric properties of the objects or regions themselves. Russell and Miles (1987), for example,
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have associated the optical density of points in space with the norm of the _radient of the concentra-
tion of a dissolved component and produced striking visualization of three-dimensional distributions of
the compound. Similar techniques have been applied to solid models derived from sequences of CAT
scans and allowed a kind of "electronic dissection" of medical images by control of the transparency of
the different tissue types contained in the X-ray images (Meagher, 1987). Though this technique can
provide absolutely remarkable images; one could for example "see the wind" by making optical density
proportional to velocity; one of the challenges of its use is the introduction of metrical aids to allow the
viewer to pickup quantitative information from the photometric transformation.

Discussion

The different types of enhancement are important in particular for head-mounted displays he-
cause they interact differently with the image and viewer. The global geometric enhancements are
particularly important for head-mounted displays since they interfere with visual-vestibular
coordination and can result in motion sicknes_

Computer generated, helmet-mounted images were probably first produced by Ivan Sutherland
in 1970 (Sutherland, 1970) and have more recently been produced somewhat more elaborately at several
other laboratories. (Furness, 1986; Fisher, McGreevy, Humphries, Robinett, 1986). When Sutherland
developed his display, the required hardware and software investment was substantial and available
only to well funded laboratories. In contrast today, the display technology has become so inexpensive
that a system adequate for creditable research can be assembled within a budget of a few thousand
dollars.

Presentation of the computer generated image display on a head mounted display strongly en-
courages the viewer to interpret the projection as a virtual space which is expected to interact with his
movements as if it were a real space. This kind of interpretation also occurs, but to a lesser extent, with
ordinary pictures presented in the normal panel mounted format. The interpretation of a virtual space
can give rise to pictorial illusions of depicted orientation (Goldstein, 1987; Ellis, Smith, and McGreevy,
1987), but these effects are far weaker with panel mounted displays than with those that are helmet-
mounted.

One reason for the difference is that the helmet displays often include collimating optics,
/IAl,_;_h._,,h _* _al 1ORg_ nr,,wtllfqncr t_l_ _-h'h:al imao, a_ and intm'forln¢_ with vipworg ability to locate

the surface of the picture (Nagata, 1986). Furthermore, the helmet displays generally present wider
fields than the panel mounted displays. These viewing conditions, which trigger the normal binocular
reflexes associated with vergence accommodation, coupled with the vestibular effects of head move-
ment result in a viewing situation that requires careful calibration to insure perceptual stability. If
stereoscopic presentation or head driven motion parallax are used, this requirement is assured.

The difficulty with this format is that the global geometric enhancements destroy the required
calibration. This difficulty is true by definition for the enhancements, such as differential scaling of
the display axes, that operate on the viewing transformation itself, but it is also true, though to a
lesser extent, of enhancements such as differential object scaling because familiar size can be the over-
riding cue to apparent distance (Ittelson, 1951). This effect may have operational significance and ex-
plain errors pilots make when using virtual image displays (Roscoe, 1984; 1987).

The loss of visual stability due to improper correlation between visual and vestibular move-
ment arises from both voluntary and involuntary head movement. Large voluntary head movements can
produce the most obvious loss of stability if the gains and phase lags between the image movement and
vestibular ocular reflex (VOR) do not match. Fortunately, the VOR is adaptable and can adjust its gain
and phase response (Bertoz and Melville-Jones 1985), though time lags resembling transport delays
may preclude this adaptation. Small involuntary head movements cause relative movement between
the head and the viewing axis of the eye which is inertially stabilized by the VOR. In this situation
the head-mounted display screen moves and blurs the image. Thus the normal operation of the VOR is
actually counterproductive. Measurement of the actual head movement can provide a signal to allow
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compensatory,inertial stabilizationof thedisplayby displacementon the screen by adaptive filters
which can model the VOR (Wells and Griffin, 1984; Velger et al., 1988).

Besides loss of visual stability, geometric enhancements can interfere with visuo-motor coordi-
nation. This interference is particularly evident if the display includes a hand-controlled cursor. Under
these circumstances an improperly calibrated or and intentionally distorted display resembles the
view through a prism and lens system that introduces an optical distortion into the lines of sight. As
known at least from the time of Helmholtz (1856), the visuo-motor system can completely adapt to the
kind of conformal transformation such system can produce. Short time delays, on the order of 100 msec.,
can, however, substantially degrade or block this adaptation. (Held, Efstathiou, and Greene, 1966).

Allowable Enhancements for Helmet Mounted Instruments

In view of the many intrinsic problems with purely geometrical enhancement, the safest en-
hancements for helmet mounted instruments seem to be symbolic, the kind of added information over-
lays that have been used on aircraft head-up-displays for years.

These displays typically transpose much of the information already available in aircraft
cockpits into a more integrated form and present it on a large combining plate, or beam splitter, so the
information is available "head up" and can be seen when the pilot looks out the window (Weintaub,
Haines and Randle, 1985). In addition to the usual moving tape, cursors, or numerical readouts, these
displays often have a small graphics image projected to correspond in shape, size and position to an
out-the-window object such as a runway. Maintaining good calibration for such an overlap between a
display-generated graphics object and the projection of a real external object represents a significant
challenge in a wearable helmet not using skull screws to maintain its position on the users head. In-
deed, helmet mounted displays of this sort have been suggested as a useful nausea-inducing apparatus
to attempt to habituate astronauts to the sensory discordance of weightlessness before they begin space
travel. (Parker, Renschke, Arrott, Homick, and Lichtenberg, 1986).

Never the less, symbolic use of three-dimensions also seems to be an allowable enhancement.
For example, one can imagine three-dimensional icons representing records in a hierarchical data base
for which the third dimension could represent depth of nesting. Another interesting possibility for
symbolic aid could be transient 3D "yardsticks" used in combination with a 3D cursor to designate pairs
of objects to be compared. Once two objects are selected, a line symbolically designating their separation
could be temporarily generated to display a binary relation between them.

Among the geometric enhancement, those least likely to cause visual stability problems are
those that act on the real world coordinates of the displayed objects themselves: the object scaling
transformations. Provided that the transformed objects do not markedly violate the viewers implicit
assumptions about size and shape, these transformations act early enough so that their effect may in-
terpreted simply as changing the shape and size of the objects. They would unfortunately interfere
with manual manipulation of the objects, but as long as this is carried out symbolically with a cursor
and not with a simulated "hand" with many degrees of control which must be adapted to the conditions
of the display space, these size and shape transformation should not be too aversive.

Finally, the photometric transformation illustrated by Russell and Miles (1987) is unlikely to
have untoward consequences for head mounted instruments and may prove useful if combined with met-
rical aids allowing them to present more quantitative information.

In the final analysis the basic limits in the definition of helmet mounted instruments may not
be classically technological, but intellectual. The technological limits faced in the design of these tools
will be foreseeably over come by time and effort of others involved with the seemingly inevitable
progress of optical and electronic fabrication. The intellectual limits will be overcome only by designers
imagination and understanding of human spatial perception.
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This paper summarizes four separate projects reomfly completed or in progress at the MIT Man-Machine Systems
Laboratory. Four others are described in a companion paper in Volume I.

5. A DECISION AID FOR RETRIEVING A TUMBLING SATELLITE IN SPACE -

James B. Rosetxmmgh

Abstrmct. A decision aid for retrieving a tumbling satellite in space was constructed and tested in the laboratory. It
was found that, though a perfect aid improves decision making, an aid whose modeling errors are nearly equal to

those of the human operator will degrade performance. In addition, an aid presenting only point estimates is superior
to an aid that also presents uncertainties.

Introduction. In the future, servicing of satellites in space may become more cost effective than simply replacing
malfunctioning satellites with new ones. Retrieving a satellite for servicing can be a problem, however, especially
if the satellite is nutating or tumbling. A decision aiding system was constructed for this situation that will help
astronauts in this and other retrieval tasks.

The present approach to this problem is described in Rice et.al. [ 1 ] and Hartley et. ai. [2]. In it, a vehicle
such as a Manned Maneuverable Unit (MMU) is f'Lrstpositioned near the target satellite. Then, the MMU circles the
target at the same rotation rate andabout the same axis as the target. FmallytheMMU closesin on the target until
the grappling fixture of the target is secured to the MMU. Once this is done the MMU can be used to slow the
rotation of the target with its thrusters. Experiments have shown that the task performed in this way is difficult,
especially for complex motion like nutation and tumbling, and the Solar Max mission confirmed the problems in
this approach.

Decision aid design. A decision aid has been designed [3] in which normatively derived state _ are
presented to the human operator. Figure I shows the elements of this system.

Robot _ Interaction

Commands _ Forces
Light _ _ Camera[

Image

Data

Human

Operator

] Decision _ ] Kalman [rVe I Vision _._
--" Aid Filter System

Situation State rtex

Information Estimate Locations

Figure 1. The components of a satellite retrieval decision aid based on state estimates.
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In our conception of the retrieval mission, the satellite fh-s't achieves a parking orbit adjacent to the target
satellite. Then a decision support system is used to build up a model of the rotational motion of the satellite in a
computer. The operator can work with this model, using it to predict future states of the target or look at past
states. Finally, the operator will use a robotic arm to reach out and grapple the satellite as it rotates, using his
decision aid to help him select a good opportunity for mission success. Alternatively, the operator gives only the

f'mal signal to an automatic arm control and retrieval subsystem.
The information provided by the decision aid was cosidered along three dimensions:

1) what variables were displayed, 2) over what timescales they were shown, and 3) what statistical information was
included. Displays included both pictographic images, in which a measured position was displayed directly, and
derived decision variables. For example, we defined an objective function that can be loosely called "grappleability,"

or simply "goodness." This function conveys in a single variable the degree to which a certain process state
represents an ideal grappling opportunity. This function reduces the information demands on the operator by
transforming the decision problem from that of observing and processing six independent variables to that of
processing a single process state indication, grappleability. Also, an acceptability display, was available which
presented the probability that the orientation would be within a certain range of orientations that are acceptable for

grappling.
For this problem, past as well as future values were provided. Past values give the operator a sense of the

overall statistics of the process, while future predicitions provide the operator with uncertain estimates of where the
process will be in over a prediciton interval. Predictor displays having three different resolutions were used in the
experiment. These were called historic, long term, short term, and "8-12' second displays.

To behave normatively, the operator must hold a belief state, which is a distribution over the state space of

the process. While this is impossible for most reasonable systems, a fLrst order approximation such as that
provided by a Kalman filter can be used by the computer and communicated to the operator. Our decision aid
provided both information with varying levels of statistical detail.

Experiments and Results. Experiments were performed [3] using the decision aid in various
configurations to determine which types of information were most useful. Regardless of the specific performance
measure used, the perfect aid was superior to no aid, and degraded aids were worse than no aid. It is noteworthy that
in both local and global terms, point estimates produced better decision making than displays that used uncertainties.

A possible explanation is that when presented with statistical information, the human will fh_t derive point
estimates, so by having the computer provide only point estimates, worHoad is reduced and accuracy is increased.

Another interesting result is the relation of global performance (error) to motion complexity, or degrees of

freedom, as in Figure 2. Here it seen that for simple tasks, that is, one DOF tasks, the decision aid is not necessary,
and even reduces decision performance slightly. For difficult cases of two and three DOF motion, the decision aid
was useful, since the human has no ready algorithms for computing the long term future states of the process.

t ...................... _. 1 DOF

! !

No Aid Perfect Aid
Condition

Figure 2. Global squared error as a function of the decision aid and the motion drgrees of freedom.
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An interesting comment was made by one subject regarding the use of low quality information provided by
the decision aid. When asked if he thought it helped him, he said,

"My guess is it did, but I am not sure. Whenever the information was there I just wanted to use it."
This suggests a picture of the displayed information as being an active element,

rather than the having the passive, inert nature that it is most often given. Further support is found when we

recognize that the presence of predictive displays resulted in hasty decisions.
The following qualitative observations were also made:

(1) The task is actively reshaped in terms of the available measurements. If the lx'obability of an acceptable range of

endpoint angles is displayed, the subject will perform the task in a way that tends to maximize this probability.
(2) Much of the human's activity in the task was directed towards finding patterns in the environment. Frequently

historic displays were used to examine presence or absence of periodicity - a concept that is not explicitly modeled by
the state-es_u_on-based decision aid.

(3) Information about past values is less active than information about future values. Subjects were less likely to
make hasty decisions when using historic information than when using predictive information.
(4) The decision aid can have significant emotional effects on the user. For example, one subject reported that the
aid gave him a feeling of confidence in making his decisions, and allowed him to manage his own attention resources
much better than when it was not available. Another example is the undue sense of urgency that caused hasty
actions in several cases. As these ultimately affect the quality of the decisions made, they should not be passed over

in real systems.
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6. KINEMATIC CONTROL AND GRAPHIC DISPLAY OF REDUNDANT
TELEOPERATORS - Hari Das

Abstract. The goal of this work is to help the operator of a redundant teleoperator perform end effector positioning
and orienting tasks in a three dimensional world while avoiding collision between the teleoperator and obstacles m
the environment.

Introduction. We limit ourselves to:

1) situations in which the operator does not have direct view of the teleoperator and has to use a displayed view to
perform tasks,
2) solving the kinematic problem (we do not address the dynamics and control problem) of attaining the desired end
effector position and orientation while keeping all parts of the teleoperator away from obstacles,
3) improving the operator's perception of the environment and the location of the teleoperator in it with an
improved visual display, and
4) showing, with simulation experiments on human subjects, that our proposals achieve the goal.

We develop an interface between the operator and the teleoperator that is designed to give the operator good
visual sense of the environment and to enable simple instruction by the operator on desired trajectories for the
teleoperator.

The unique features of this work are the numerical inverse kinematic algorithm for handling kinematically
redundant teleoperators to reduce the workload on the operator, and a technique for modelling the environment to

enable its display from various viewpoints. Our experiments on human operator performance show that the display
greatly affects the ability to perform tasks well. The idea of automatically determining the best view to display is
also explored.

Kinematic Control. The method chosen in our work is a numerical inverse kinematic approach. The operator

specifies end effector paths while the computer determines the best configuration for the teleoperator that maintains
the end effector at the specified position and orientation while keeping other parts of the teleoperator as distant from
obstacles as possible. Path planning is a cooperative effort between the operator and the computer aid.

535



The numerical method we use to solve the inverse kinematics is to fvst formulate the problem as a 
constrained optimization, then use a hybrid of the generalized inverse and the method of steepest descent to solve for 
joint positions (Das, 1989). 

Visual Display. We propose the creation, from sensor information, of a computer data structure to represent 
objects in the environment. In this scenario, as more sensor data is received, the data structure is updated to improve 
the model. A view of the world chosen by the operator and represented in the computer can then be displayed on a 
graphic screen ( see Fig. 3). Advantages of representing the environment in such a data structure are: 
1 ) views of the model can be drawn as seen from any point in space. 
2) any geometric information on objects in the environment may be processed from the data, 
3) the reconstructed environment may be displayed visually to the operator while a camera image in poor lighting or 
visibility conditions may not provide much information. 

We assume that a model of the environment is available. The problem of processing sensor information to 
form a model of objects in the environment has been pursued by others (Winey, 1981, Marce and Even, 1988). We 
have identified some elements of a good view and have developed an algorithm to select it. The determination of a 
good view is based on the idea that it is desirable to have closest distances between the teleoperator and obstacles 
orthogonal to the line of sight (Das, 1989). 

Experiments. A simulation of a twelve d.0.f. vehicle-manipulator teleoperator (6 d.0.f. wrist-partitioned 
manipulator on a 6 d.0.f. vehicle) has been developed to test the proposals suggested in this work. In experiments, 
the performance of human subjects on positioning and orienting the end effector at specified locations in a 3 
dimensional space among a field of obstacles was measured. Time taken to complete the tasks and number of 
collisions with obstacles while performing tasks were used to determine performance. 

d.0.f. end effector position and orientation input to a fully manual control method with the operator having a 12 
d.0.f. input. Two six d.0.f. input devices were used, one to position and orient the vehicle and the other to position 
and orient the end effector with respect to the vehicle. A closed-form solution was used to solve the inverse 
kinematics of the wrist-partitioned manipulator. 

selected view, a simulated view from a fvred point in the 3 dimensional space and a simulated view from the vehicle. 

Experiments have been conducted, comparing the inverse kinematic control with the operator having a 6 

In addition, human subject performance with an automatically selected view was compared to an operator 

Figure 3. Vehicle-manipulator system as seen by human operator. 

Conclusions. Briefly, the results from our experiments indicate: 
1) Performance is better when the human subjects used the 6 d.0.f. end effector positioning and orienting method. 
2) The different options on viewing greatly affected human subjects' performance. 
3) Performance was best when the subjects were able to select a view. 
4) Performance with the automatically selected view was better than with the simulated views either from the 
vehicle or from a fvred point. 
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7. REAL-TIME TERRAIN / OBJECT GENERATION: A QUAD-TREE APPROACH-

Kan-Ping Chin

Abstract. A hidden surface removal algorithm for a projected grid surface is developed to accelerate the display of

3-dimensional terrain or object. The size of the database is reduced to about one fifth of the database with constant
sampling resolution; and the frame speed of the system is about four times faster.

Introduction. A realistic 3-dimensional computer-graphic presentation is important for training the operator of a
teleoperated vehicle [ 1 ] or for control based on a computer model. The feeling of realism depends on two factors : (1)
a realistic image, and (2) a real-time display of the image. A realistic terrain image usually requires a very large
database to record appropriate geometric te_ain height information at latitude and longitude in a regular refm_mce grid
(coordinates of each sample point); however, the manipulation of a large database is very time consuming. On the
other hand, a small database which samples at sparser points of a terrain can be displayed very fast, but may sacrifice
the realism of the image. Thus, there is a conflict in terms of computer graphics between these two aspects: the
realistic instantaneous image, and the real-time display of the image.

A method has been developed to reduce the database size without sacrificing realism in the image. In this
method, instead of sampling height at regularly spread points of the horizontal grid of the terrain, only the points
wbere the gradient changes most rapidly are sampled, lnthis way, the database size is reduced. Aquad-treedata
structure is used to stere the sampled data. A recursive algorithm is developed to retrieve the data from the qua&tree
and to display it in a sTec'_tc order so that the hidden surfaces are also removed.

Sampling Data at Different Resolutions. As Attneave [2] suggested, the points of concentrated
information in figures are where their gredients dumse most rapidly. There-fore, cmnnmu objects nmy be Rpresented

with great, eco.nomy and fairfide.lity by _ _ 1_.".m_.aronnd the sharpest gradient change (i.e. small radius of
curvature) ano men connecung mese pomm wire smugm roles. As shown in Figure 4, the re_gnD.abillt-y of ....mt_

object indicates that most of the important information has been retained.

00

Figure 4. A curvilinear object represented by straight lines.

Applying the above concept, a mountain range that has varying gradient is intensively sampled; and a plain,
being regarded as featureless, is sparsely sampled. In this way, a sampled database is smaller than the one with
constant sampling distance. For a natural scenery such as terrain, this averaging over "texture" of the figure is
analogous to what happens when a halftone photograph is recopied several times on high contrast paper. However,
since the data is irregularly scattered if we sample it at various resolutions, we need a special data structure to handle
it.
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Quad-tree Data Structure. A quad-tree data structure[3], often used in image processing, can hierarchically store
graphic data of a picture at various resolutions. A square picture can be divided into four sub-squares, or not divided
at all, according to a predef'med criterion such as, in this case, curvature of the picture; the sub-squares can be
iteratively further subdivided if necessary. In this way, variable resolution of a picture are efficiently stored in a
hierarchical, tree-like structure.

The place to store the graphic information of the picture is called a "node". Each node either has four
branches which correspond to the four subdivided pictures, or has no branch at all; accordingly, either the addresses
of the child branches, or the information of the picture if there is no child branch, is stored at each node (Fig. 5).

To retrieve the pictorial information, we have to check the availability of the information at each node first.
If the information of a picture is stored at a node, then we can retrieve it and generate the picture from the data
retrieved. If there is no pictorial information in the node, we then use the addresses of the child branches to check the
availability of data at each child branch repetitively. The procedure described is applicable to nodes everywhere in the
quad tree; therefore, a subroutine calling itself recursively is used to walk through the tree.

PJctm'¢ :

2.3 Z2
3 2 3

Z0 Z1

0.3 0.2 i
1

O 1 O.OlOA

Quad-Tree

Repre,w_tafion :
o

0 1 2 3 0.0 0.1 0.2 0.3 2.0 2.1 2.2 2.3

Figure 5. A quad-tree representation of a 4 X 4 "picture".

Hidden Surface Removal Algorithm for Projected Grid Surface. For a bivariate (in the form of
zff(x,y) ) grid surface, which we used to model the terrain, the projection of any facet is bounded by the projection of

the boundary of the facet. This geometric property provides a simple way to enumerate the facets from far to near for
a given view point [4]. Consequently, two of the most time consuming jobs in hidden surface removal algorithm,
to compute the distance of objects to the viewing position and to sort those distances to determine the display
sequence, are not essential anymore. That is why the present method, without doing these two jobs, is very fast
compared with other methods.

We distinguish three different types of viewer location: the viewer sitting on top of the terrain, the viewer

looking at the terrain from an edge, and the viewer looking at the terrain from a corner. As shown in Figure 6, for
case 1, the viewer on top of the terrain, the terrain can be separated into nine regions and the viewer will be looking
from region 0. The algorithm can be divided into 3 steps. Each step processes a specific group of regions. In each
region, the facets are always processed row by row for display from the farthest one from the viewer to the nearest
one, as depicted by the arrows in the picture. The other two cases, where the viewer is looking from an edge or from
a comer of the terrain, are only special instances of case 1, and therefore can be solved by part of the above procedure.
For example, if the viewer is looking from the lower edge of the terrain, the terrain can be separated into three
regions and their display sequences are the same as in case 1.
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case 1: 

Case 2: 

4 
T 

case 3: 

Step 1: process regions 
1.3.5 and 7. 

Step 2: process regions 
2.4.6 and 8. 

Step 3: pmces region 0. 

step 1: process regions Step 2: process region 2. 
1 and 3. 

Figure 6. Hidden surface removal for a gridded d a c e .  Case 1: viewer sitting on top of region 9. 
Case 2: viewer looking from bottom edge. Case 3: viewer looking from a corner. 

Applying this method to the quad-tree data structure, each facet is represented by a tree. Each sub-facet (branch 
of the tree) must also be processed from far to near for each region. We can produce a table for the display sequence 
Cf the &-fx& f,, e z h  zmm 

Conclusion. This method has been implemented in a C language computer program on an IRIS 2400 graphic 
workstation. The database is sampled manually from a real-world contour map. By sampling at different resolutions 
for different areas, the database is reduced to about one-fifth (from 2,048 patches to 416 patches) of the one with 
constant sampling resolution (the ratio may vary depending on the shape of the terrain.); and the frame speed of the 
system is about four times faster (from 3 frames per second to 13 frames per second). Gouroud (smooth) shading can 
be implemented to enhance the realism of the image; however, it decreases the frame speed to about 3 frames per 
second. 

The simulator is about 9 frames per second without smooth shading and about 2.4 frames per second with Gouroud 
smooth shadingJ51. 

u--- 

The terrain is integrated with a simulator which features the dynamics of a telerobot and associated structure. 
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8. TWO DIMENSIONAL CONTROL FOR THREE DIMENSIONAL OBSTACLE
AVOIDANCE - Seiichi Inoue

Abstract. A technique has been developed by which a two-dimensional display can be used for guiding a hand or
vehicle and ensuring that there is no collision in three-space. The human operator, using only a mouse (and cursor
on his 2-D computer display), locates key points of 3-D obstacles, as seen by two cameras. The computer then
indicates the intersection boundaries for any selected plane from the start point to the goal or subgoal. The operator
can then select a robot hand trajectory on the plane by using the mouse and cursor and thereby guarantee obstacle
avoidance.

Key Point Measurement of 3-D Obstacle. First we have to know the position of arbitrary points in 3-D
space. Two TV cameras (mounted parallel to each other on the vehicle) are used to measure the projections of the

object on the 2-D image plane.
Let 3-D points in task environment and 2-D points on either TV image plane (screen) be represented

respectively by [x, y, z] and [x*, y*]. The relation between these points canbe written as follows, where H is a
scale factor.

[x y z IIT _H[x* y* 0 I] .............................................................. (1)

The perspective transformation matrix T is

I Tll T12 0 T14I

IT21 T22 0 T24J
IT31 T32 0 T34i

IT41 T42 0 T44.l

Eliminating H yields

(TI I -TI4 x* )x + (T21 -I"24 x* )y + (T31 -T34 x* )z + (T41 -I"44 x* )ffi0 .....(2)

( T12 - T14 Y* ) x + ( T22 - T24 Y* ) Y + ( T32- T34 Y* ) z + ( T42 - T44 y* ) ffi 0 ..... (3)

When two cameras are used, and the perspective transformation matrices are represented respectively by T1 and "1"2,
the following simultaneous equations are obtained from equations (2) and (3).

(Till - T141 x*l )x + (T211 - T241 x*l )y + (T311 - T341 x*l )z

+(T411-T441 x*l ) ffi 0 ..................... (4)

( TI21 - T141 y*l ) x + (T221 - T241 y*l ) y + ( T321 - T341 y*l ) z

+(T421-T441 y*l ) = 0 ...................... (5)

( T112 - T142 x*2 ) x + ( "1"212- T242 x*2 ) y + ( T312 - T342 x*2 ) z

+(T412-T442 x*2)= 0 .................... (6)

If matrices T1 and T2 and x* 1, x*2, y* I ate known, the 3-D position x, y, z is obtained by use of equations (4),
(5), and (6).

Avoidance of Obstacles. By use of the preceding method we can know the 3D positions of arbitrary points on

a video display. Accordingly the operator, using a mouse and a cursor, locates key points [ x* 1, x*2, y* 1] of 3D
obstacles on the 213 display. The computer then indicates the intersection point of an obstacle and any selected plane
which includes the start point and the goal or subgoal.

Figure 7 shows, using an example of a task environment and the plane which an end-effector moves on,
that obstacle A and plane C intersect, and obstacle B is above plane C. Anywhex¢ the end effector moves on plane
C, the operator can easily avoid the obstacle A.
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Obstacle B 

Obstacle A 

Plane C 

Figure 7. Task e n v h m e n t  and intersection Figure 8. Moving end effector from 
points of plane and obstacle. plane 1 to plane 2. 

Controlling the End Effector on the Plane. When the end effector moves on the plane from start point to 

the mouse. If the desired position (x*, y*) for the end effector on the display is decided upon, then the 3-D position 
(x, y, z) of it can be calculated. 

perpendicular axis to the plane, can be controlled by use of a 2-D input device. For example, one must control the 
rotation of the end effector when one is ready to grasp the target. Then another plane included the target can be set 
up, and the end effector can be transferred to the new plane, as shown Figure 8. After transfer to another plane, it is 
very easy for the end effector to approach and grasp the target. 

. . ... the g-1, w e  ran have ez%! z d  E~&Z 2z 3-E q j p  -e of 2-3 kpui oevlce liKe 

Not only robot hand or other end effector translation in 3-D space, but also rotation of it about the 

Reference. 
Inoue, S. and Hashimoto, T., 3-D Data Measurement with a Single Camera in an Arbitrary Position, Reseaxh 
Reports of Fukui College of Tmhology, Japan, 1986 

ACKNOWLEDEGMENT. Projects 1 and 2 were sponsored by Jet Propulsion Laboratory, Project 3 by Woods 
Hole Oceanograpbic Institution, and Project 4 by the Japanese Government. Their support is gratefully 
acknowledged. 

541 



p le

e

e

.

TECHNICAL REPORT STANDARD TITLE PAGE
i

|

Report No. 89-7 J2 Government Acceuion No.
I

Title and Subtitle

PROCEEDINGS OF THE NASA CONFERENCE ON SPACE

TELEROBOTICS (VOLUMES I-V)

Author(s)
G. Rodriguez and H. Seraji (editors)

, ,,= , • , i --

Performing Organization Name and Addrea

JET PROPULSION LABORATORY

California Institute of Technology

4800 Oak Grove Drive

Pasadena, California 91109

12. Sponsoring Agency Name and Address

NATIONAL AERONAUTICS AND SPACE ADMINISTRATION

Washing%on, D.C. 20546

3. Recipie.t's Cotolog No.

5. Report Date
January 31, 1989

6. Performing Organization Code

8. Performing Organization Report NO.

10. Work Unit NO.

11. Contract or Grant NO.
NAS7-918

13. Type of Report and Period Covered

JPL Publication

14. Sponsoring Agency Code

15. Supplementary Notes

16. Abstract

These proceedings contain papers presented at the NASA Conference on Space

Telerobotics held in Pasadena, January 31 - February 2, 1989. The Conference

was sponsored by the NASA Office of Aeronautics and Space Technology, together with

ARC, LRC, GSFC, JSC, MSFC, KSC and JPL. The theme of the Conference was

man-machine collaboration in space. The Conference provided a forum for researchers

and engineers to exchange ideas on the research and development required for applica-

tion of telerobotlcs technology to the space systems planned for the 1990s and

beyond. _he Conference: (]) provided a view o_ _,,_=-_ _A_A te!ero_tlc r_search

and development; (ii) stimulated technical exchange on man-machine systems,

manipulator control, machine sensing, machine intelligence, concurrent computation,

and system architectures; and (iil) identified important unsolved problems of

current interest which can be dealt with by future research. There were about 500

international participants including about 100 from abroad.

17. Key Words (Selected by Author(s))

Engineering

18. Distribution Statement

Unclassified; unlimited

,9._cu.lty¢,.i,.<o,_ ,_) ]2o._o.,ty¢I.,,.(o,_ _) [2,.No._ ,_.122._'--
Unclassif ied Unclas slf led 2,386

Jl't. erllM, mlMIm


