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ABSTRACT
NASA Conference on Space Telerobotics

These proceedings contain papers presented at the NASA
conference on Space Telerobotics held in Pasadena, January 31-
February 2, 1989. The Conference was sponsored by the NASA
Office of Aeronautics and Space Technology, together with ARC,
LRC, GSFC, JSC, MSFC, KSC and JPL. The theme of the Conference
was man-machine collaboration in space. The Conference provided
a forum for researchers and engineers to exchange ideas on the
research and development required for application of telerobotics
technology to the space systems planned for the 1990s and beyond.
The Conference: (i) provided a view of current NASA telerobotic
research and development; (ii) stimulated technical exchange on
man-machine systems, manipulator control, machine sensing,
machine intelligence, concurrent computation, and system
architectures; and (iii) identified important unsolved problems
of current interest which can be dealt with by future research.
There were about 500 international participants including about
100 from abroad.

An international program committee was established for the
conference. A.K. Bejczy and H. Seraji of JPL acted as co-chairs
for this committee. Members of the committee were

J. Amat, University of Barcelona, Spain

. Bekey, University of Southern California
. Belanger, McGill University, Canada

. Bolles, Stanford Research Center

. Bollinger, University of Wisconsin

. Book, Georgia Institute of Technology

. Brady, Oxford University, UK

.C. Culick, California Institute of Technology
.P. deFigueiredo, Rice University

. Ferrell, University of Arizona

Freund, University of Dortmund, FRG

.A. Goldenberg, University of Toronto, Canada
R. Jain, University of Michigan

T. Kanade, Carnegie-Mellon University

I. Kato, Waseda University, Japan

A.J. Koivo, Purdue University

P.D. Lawrence, University of British Columbia
J.Y¥.S. Luh, Clemson University

H.E. Rauch, Lockheed Palo Alto Research Lab

A. Rovetta, Polytechnic University of Milan
G.N. Saridis, Rensselaer Polytechnic Institute
T.B. Sheridan, Massachusetts Institute of Technology
L. Stark, University of California, Berkeley
D. Tesar, University of Texas at Austin

H. Van Brussel, Catholic University of Leuven
R.A. Volz, Texas Tech University
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The Conference was organized by the Telerobotics Working
Group of the NASA Office of Aeronautics and Space Technology.
M. Montemerlo of NASA Headquarters and S.Z. Szirmay co-chair this
working group. Representatives to this group from NASA centers
and other research organizations are

Akin, Massachusetts Institute of Technology
Bull, Ames Research Center

Davis, Kennedy Space Center

Fisher, Ames Research Center

Haussler, Marshall Space Flight Center
Meintel, Langley Research Center
Pennington, Langley Research Center
Provost, Goddard Space Flight Center
Price, Johnson Space Center

Purves, Goddard Space Flight Center
Ruoff, Jet Propulsion Laboratory

E.C. Smith, Marshall Space Flight Center

M.

Zweben, Ames Research Center
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AN IMPROVED ADAPTIVE CONTROL FOR REPETITIVE MOTION OF
ROBOTS

F. Pourboghrat

Department of Electrical Engineering

Southern Illinois University
Carbondale, Illinois 62901-6603

Abstract

An adaptive control algorithm is proposed for a class of nonlinear systems, such as
robotic manipulators, which is capable of improving its performance in repetitive motions.
When the task is repeated, the error between the desired trajectory and that of the system is
guaranteed to decrease. The design is based on the combination of a direct adaptive control
and a learning process. This method does not require any knowledge of the dynamic
parameters of the system.

1. Introduction

The position servo control is an important and basic problem in the successful
operation of robot manipulators. Many methodologies regarding the solution of this
problem have appeared in the literature. Recently, the interest in adaptive control of robot
manipulators has been growing noticeably [1,3]. This growth is mainly due to the fact that,
unlike the non-adaptive control methods, the adaptive control strategies do not require the
explicit knowledge of robot dynamics parameters.

On the other hand, recently some works have been reported for the generation of the
controlling input for the repetitive motion of dynamical systems [4,6]. These are called
learning controllers because the control input generated this way is improved through
repeated trials. The method proposed in [4] requires the derivative of the error function in
the learning process to guarantee the uniform convergence. Moreover, the conditions on
the system's transfer function is very restrictive, and it also requires that the system'’s
inverse dynamics be proper and stable. In (5], the conceptof a dual system is used for the
recursive generation of the input. This result is mainly applied to linear, time-invariant
systems and the conditions for it's convergence are not restrictive. However, the
construction of the dual system requires the knowledge of the original system, and itis also
not practical. In [6], an adaptive learning controller is designed which can be applied to
robotic manipulators and can be easily implemented.

In this paper the concept of learning control is applied to the problem of model
reference adaptive control of manipulators. Our objective is to design an adaptive
controller capable of learning to improve its performance in repetitive motions. The
approach is similar to that used in [6], with a slight modification where the concept of
inner-loop/outer-loop control is used. The proposed adaptive controller can be applied to a
robot manipulator in non-repetitive motion, in which case it performs as a standard model
reference adaptive controller. But when itis commanded to perform a task repeatedly, the
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learning controller improves its performance in subsequent motions.

We first develop a model reference adaptive control strategy [1,2] to the robot
manipulator so that the resulting closed-loop system is equivalent to the preselected
reference model. The model reference adaptive controller designed in (1] is shown to force
the robot dynamics to follow those of a predetermined linear time-invariant reference
model very closely.

Then we develop a new learning controller for a linear time-invariant system L, with
guaranteed convergence under very mild conditions. This is similar to the learning
controller proposed in [6], which is based on the existance of an auxiliary system L* such
that its composition with the original system (i.e., LL*), is positive real. It was shown in [6]
that such an auxiliary system can always be found if the original system is stable.

Finally, we apply our learning strategy, as an outer-loop control, to the linearized
inner-loop system resulted from applying the model reference adaptive controller to the
robot. The proposed control system is shown in Figure 1. The overall closed-loop system is
shown to be asymptotically stable, and does not require any knowledge about the dynamic
parameters of the robot. The error between the desired response and the actual robot
response is guaranteed to approach zero after executing the desired task repeatedly.

Learning Controller MRAC
q, x -
Reference m
eMo';e-] Feedforward/+ -~ Y _i@
r 1. Control Gain |47y,
Reference
B ;
K A Z feedback |
Control Gamn
( k
Adaptation
Mechanism
Auxiliary “k inner Loop
System
Outer Loop
Figure |

2. Robot Dynamics
The dymamic equation of a robot manipulator is highly nonlinear and is given by
M@@q" +Higq)q +g@=u (1)
where gt) is the nx1 vector of joint angles, M(q) is the nxn symmetric, positive definite

inertia matrix, H(q,q')q' is the nx! Coriolis and centrifugal force vector, g(q) is the nx!
gravitational force vector, and u is the nx! applied torque vector for the joint actuators. It



can easilybe shown that the above equation can also be written as
x'=AX)x+B(x)u (2)
g =Cx

where

X(t) = q}
K

Ax)=| 0 I , By=1{ 0
| Aglx) Ar(x) By(x)

C =[C1.,C2]

for some Cy, Cp , such that x{(t) is 2nx1 state vector, u(t) is the nx1 input torque vector and
Ap=M-1G, Aq="1H, Bp=M-1, and g=Gg.

3. Inner-Loop Adaptive Gontrol

Consider the robotic system, given by equation (2). Let the dynamic equation of a
reference model be given by a minimal, 2n-th order, stable linear system

xlm=Ame+er
Ym =Cm Xm

3
where xpy, is the 2nx1 model state vector, u is the nx! reference model's input vector,
Am=|_0 I —I ,Bm=r0_]
I_Aml] Am] _I LBmU _J
Cm = C=[Cy, C9].
Now let us define the state error tobe
e=Xm-X. 4)
Then the dynamic equation of the state error is given by
e=Ae+(Apy-A) Xy +Byr-h-Bu (5)
e =Ce



where h is assumed to be any unmodeled disturbances not already considered in the robot
dynamics, and e =y, -yis the outputerror.

The problem is to design an adaptive controller so that error equation (5) is asymptotically
stable, where the state error e, and hence the output error e, approach zero as time
increases.

Result 1
Consider the robot manipulator given by the dynamic equation (2), and the linear,

time-invariant, stable, and controllable reference model, given by equation (3). Let the
adaptive controller be given by

u=Keg+Kxxm+Krr+z (6]
with the adaptation law
K'e=o{EPeel + oty didEP eeT) M

K'y=B1 EPexm! +po d/diE P e xp,T)
K'y=%EPerT + ¥pd/d(EPerT)
z'=n1EPe+nodid{EPe)

where oy, By, 1. n1 > 0, E=[0,1], and P and Q are symmetric positive definite matrices
such that for some stable matrix D of the designer's choice, we have

PD+DTP=-Q. (8)

The above adaptive controller results in an asymptotically stable systemn such that the
dynamics of the closed-loop robotic system follow that of the linear reference model. Thatis,
the state error e = Xy, - X, and hence the output error e = ¥y, - y, approach zero as time

increases.

Proof

The proof uses Liapunov's direct method for stability, and can be found in {1]. [0

The above result indicates that using the proposed adaptive control, the dynamics of the
nonlinear robot in the closed-loop matches that of the predetermined, stable, linear,
time-invariant reference model. Therefore, the inner-loop control in Figure 1 can be
assumed to approximately have the same dynamics as the linear reference model.



4. Outer-Loop Learning Control
Let us consider a linear, stable, time-invariant dynamical system, given by

X'=Ax+Bu (9)
y =Cx

where x is the n-dimensional state vector, u is the m-dimensional input vector, and y is the
m-dimensional output vector. The above system can also be denoted by the linear operator L,
where y = Lu.

Now let Y4{t) be the desired output function (trajectory) of the system over the interval
{0,T], with the initial state x(0) = 3. Assume that uy(t) and yi(t) are the corresponding input

and output functions of system (9) over the time interval [0,T] in trial k, with the initial state
xg. Then the learning control strategy is the updating rule that generates the input function

Uk +1(t) for the interval [0,T) from the knowledge of uk(t) and the error e(t) = yq(t) - yk(t).
This is then applied to system (9) with the same initial state x at trial k+1 to drive the error
function ey(t) to zero.

Let us define the norm and the inner-product to be given by

<X|, X = JUT x1 T(t) xo(t) dt
lxl} 2= foT xTt) xt) at
Then the auxiliary system is defined tobe a linear, stable, time-invariant system, given by

z'=Fz+Ge (10)
v=Hz+Ee

or equivalently by the operator L*, as
v=L*e
such that LL* is a positive real operator. Thatis
<x,LL*x> >0, forall x. (11)
Now let the dynamics of a reference trajectory be given by the linear operator L such that
gr=L s (12a)
or equivalently

xlr=Ar Xr+BrS (1%)
yr = Crxr



where s=q", and

Xr=

A= 0 1 , Bx)= 0
L0 0 I

Cr = C=[C OC2].

Utilizing the definition of auxiliary system (10), we can show the following result.
Result 2
Consider the linear, time-invariant, minimal, and stable reference system (12),

denoted by operator L. Suppose that a linear auxiliary system, denoted by operator L*, is
such that the operator LL* is positive real. Let the learning control strategy for trial k+1be

given by
sk+1(1) = sk(t) + ag vk(b) (13)

with sg(t)=q" (1), where
af = <e(t), LL* ex(t)> / [ILL* ek(t)”2

ex{t) = yr(V) - yK(t)

and v){t) is the output of the linear operator L*, i.e., vk = L* ef, with zero initial values.
The above learning controller is convergent in the sense that ey(t) vanishes over the
interval [0,T] as the number of trials k increases.

Proof

Consider the linear system (12) with input (13). Now leta discrete Liapunov candidate
be given by

Jx = llex(®l

where el (t) = yp(t) - yi(t) is the error at trial k. Then we have



Ay =Jk+1-Jk
= llex+ 16112 - et
= [le(t) - ax Lkl - llex(P
= a2 [IL vi(OIF - 2 a <ex(t), Lvi(t)
- a2 |IL L* e (0IR - 2 a llex(®), LL* 0l

Now taking ay = <ex, L L* ex> ¢ IL L* ek"z, it is easy to check that AJ is minimized with

respect to ak, and hence AJx < 0. Therefore, from the discrete Liapunov method, the
learning controller (13) guarantees that the error function ex(t) approaches zero as the

number of trials k increases. 0

5. Learning Adaptive Control

Combining Results 1 and 2, it is possible to design a learning adaptive controller for
the robotic system. It is desired now that the robot output y = C x follow 3 = Cy Xr in

repeated trials. From Figure 1, it can be seen that xp=xy + 5., where §k=[skT, s'kT]T and
r=q"y + sk. Thatis the dynamic equation of the reference model can be written as

¥m = Cr ¥m -
Now, we have the following result.
Result 3

Consider the robot manipulator given by the dynamic equation (2), and the linear,
time-invariant, stable, and controllable reference model given by the operator L as in

equation (14). Let the learning adaptive controller be given by

u=Keg_+Kxxm+Krr+z (15)
with the adaptation law

K'e=x;EPeel + xpd/d{EPeel)
K'y=B1 EPexyT + By d/dfE Pe xp, 1)
K'r=¥8 EPerT + ¥ d/d{EPerT)
z'=n1EPe+nydid{EPe)

where the state error g = Xy, - x is the error between the system and the model states. Also



Sk+1(8 = sE(t) + ag vi(t) (16)

with sp{t}=q" p(t) which is generated by reference dynamics equation (12), and

aj = <ei(t), LL* ep(t)> ! [ILL* e ()|
and also
w(k) =L* ep(t)

with zero initial values, such that LL* is positive real, C=C=[C{,C9], and e|(t) = y(t) - y1{t)
is the error function between the desired output trajectory w. and the robot's output
trajectory y in the k-th trial. The above learning adaptive controller is convergent in the
sense that starting from the same initial state xg, the output error ex(t), and equivalently
e(t) and e'(t), , approach zero over the interval [0,T] as the number of trials increases.

Proof

The proof is merely a combination of the proofs of Results 1 and 2, and is found in [6]. O
6. Conclusions

A new adaptive control is proposed, that is capable of improving its tracking
performance in repetitive motions. The design can be applied to a class of nonlinear
systems that includes robotic manipulators. The controller guarantees that the error
between a desired trajectory and the robot's trajectory approaches zero as the number of
trials increases. The proposed controller does not require any knowledge of the dynamic
parameters of the robot and can be easily implemented.
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Abstract

The paper describes the implementation and experimental validation of a new direct
adaptive control scheme on a PUMA 560 industrial robot. The testbed facility consists of a
Unimation PUMA 560 six-jointed robot and controller, and a DEC MicroVAX II computer
which hosts the RCCL (Robot Control “C” Library) software. The control algorithm is
implemented on the MicroVAX which acts as a digital controller for the PUMA robot,
and the Unimation controller is effectively bypassed and used merely as an I/O device to
interface the MicroVAX to the joint motors. The control algorithm for each robot joint
consists of an auxiliary signal generated by a constant-gain PID controller, and an adaptive
position-velocity (PD) feedback controller with adjustable gains. The adaptive independent
joint controllers compensate for the inter-joint couplings and achieve accurate trajectory
tracking without the need for the complex dynamic model and parameter values of the
robot. Extensive experimental results on PUMA joint control are presented to confirm the
feasibility of the proposed scheme, in spite of strong interactions between joint motions.
Experimental results validate the capabilities of the proposed control scheme. The control
scheme is extremely simple and computationally very fast for concurrent processing with
high sampling rates.

1. Introduction

During the past decade, the control of robot manipulators has been the focus of consid-
erable research, and many different control schemes have been suggested in the literature.
With a few exceptions, all existing schemes are tested on manipulators through computer
simulations only, often using the popular two-link arm paradigm. Although the simulations
are useful for illustration and proof-of-concept, practical issues such as effect of friction,
limitation on controller gains, and sampling rate constraint are often neglected. Despite the
large number of proposed manipulator control schemes, the number of schemes that have ac-
tually been experimentally evaluated on manipulators, and particularly on industrial robots,
is very small today.

This paper describes the implementation and experimental validation of a newly de-
veloped direct adaptive control scheme [1,2] on a six-jointed PUMA 560 industrial robot.
The control scheme has a decentralized structure and consists of a number of simple local
feedback controllers. Each local controller consists of an auxiliary signal generated by a
constant-gain PID controller, and an adaptive position-velocity (PD) feedback controller
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whose gains are updated on-line in real time. The control scheme is implemented on a Mi-
croVAX II computer using the RCCL software, and generates the control signals that drive
the PUMA joint motors directly. This simple control scheme is not based on the complex
PUMA dynamic model and is therefore implemented at a high sampling rate and yields a
good tracking performance.

The paper is structured as follows. In Section 2, an overview of the design theory
for adaptive joint controllers is given. The descriptions of the testbed facility at JPL and
the RCCL software are given in Section 3. Section 4 discusses the experimental results
on simultaneous control of all six joint angles of the PUMA 560 industrial robot. The
conclusions drawn from the paper are discussed in Section 5.

2. Theory Overview

In this section, the design theory for direct adaptive control of manipulators is outlined.
The proposed control scheme has a decentralized structure, where each manipulator joint is
controlled independently of the others by use of a local feedback controller. Therefore, the
dynamics of each joint will be considered separately.

Consider a robot manipulator with the n joint angles § = [#,,0,,...,0,] and the cor-
responding n joint torques T = [T}, T3,...,T,|. The dynamic model of the 1*» manipulator
joint which relates 6; to T; can be represented by the second-order nonlinear differential
equation

- n o . .
mii(0)0; + D mi;(0)8; + ni(0,6) + g:(6) + hi(d:) = Ty (1)

ji=1
i

where m;; is the (i, 7)t* element of the inertia matrix, and n;, g;, h; are the t** elements of
the Coriolis/centrifugal vector, gravity vector, and friction vector, respectively. The terms
in equation (1) are highly complicated nonlinear functions of the manipulator configuration
9, the speed of motion 8, and the payload inertial parameters. The manipulator control
problem is to generate the joint torques T;(t), for 1 = 1,...,n, such that the joint angles
0:(t) track some desired trajectories 84;(t) as closely as possible.

In the proposed decentralized control scheme, the i** joint is controlled by the local
adaptive feedback control law [2]

Ti(t) = fi(t) + kpi(t)ei(t) + koi(t)é:(2) (2)

as shown in Figure 1, where e;(t) = 84(t) — 0:(t) and é;(t) = 04(t) — 6;(t) are the position
and velocity tracking-errors, and the controller terms are given by

Weighted tracking-error
ri(t) = wpiei(t) + wyiés(t) (3)

Auxiliary signal

f;(t) = fi(O) + 6; At r,-(t)dt + p,-r,-(t) (4)
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Position feedback gain

t

kpi(t) = kpi(0) + a4 / ri(t)e;(t)dt + Biri(t)es(t) (5)

0

Velocity feedback gain

t
k,,,'(t) = km'(O) + ’7{/ r,-(t)é,-(t)dt + A;r;(t)é{(t) (6)
0
In equations (3)-(6), {6, a:,~:} are positive scalar integral adaptation gains, {pi,Bi, Ai}
are non-negative scalar proportional adaptation gains, and {w,;,wy;} are scalar positive
weighting factors of the position and velocity tracking-errors.

From the implementation viewpoint, the auxiliary signal f;(t) can be generated by a
constant-gain PID feedback controller acting on the position tracking-error e;(t), since from
equations (3) and (4), fi(t) can be expressed as

f;(t) = f,'(O) + p; [wp,-e,-(t) + w,,.-é;(t)] + 5,' /Ot [wp,-e,-(t) + w,,;ét-(t)] dt

= fi(o) + [piwpi + 6iwm'] C,( ) + [ptwm] C, 5 wpt] / e: (7)

Hence, the joint torque (2) can be generated by the adaptive PID feedback controller

t

- - — d

Tit) = T:0) + (Bpe) + s | dt + Fus(t) Z1ex() ©)
0

where Ep,'(t) = kp;(t) + piwyp + 6; Wy, _EI,' = 6,~wp¢, and Ev,‘(t) = k,“'(t) + p;wy; are the

adjustable PID gains and T;(0) = f;(0) is the initial joint torque.

The dynamics of manipulator joints are highly coupled, as can be seen from equation
(1). The local control law (2) for each joint compensates, to a large extent, for the static and
dynamic cross-couplings that exist between the manipulator joints. For fast simultaneous
motion of all joints, the inter-joint coupling effects can be significant and may cause insta-
bility under the decentralized adaptive control scheme (2)-(6). In such cases, the controller
adaptation laws are modified slightly in order to achieve robust stability in the presence of
the unmodeled cross-coupling effects. A popular approach is the “o-modification” method
[3], which yields the adaptation laws

f,'(t) = f{(O) + & /t Ti(t)dt + p,-r.-(t) — Oi /t f,'(t)dt (9)

kp*( ) - kpt + oy 1’, dt + ﬂtrt — Oy

'o\.

k,,, (10)

kvt( ) = k,,, + Vi

:3\0\

t
re(t)és(t)dt + Airs(t -m/km (11)
0
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where o; is a positive scalar design parameter. The o-modified adaptation laws produce a
non-zero residual tracking-error of 0(1/0;) but guarantee stability in the presence of inter-
joint couplings.

It is seen that the controller adaptation laws (9)-(11) and the control action (2) are based
entirely on the observed manipulator performance through 6(t) and 64(t) rather than on the
manipulator dynamic model (1). As a consequence, the knowledge of either the complex
dynamic model and the parameter values of the manipulator or the inertial parameters of
the payload is not required in the control law formulation. Thus, the adaptive controllers
can cope with uncertainties or variations in the manipulator or the payload parameters.
This is a highly desirable feature in practical applications, where some dynamic effects such
as friction can not be modeled accurately and the payload mass can vary substantially.
Furthermore, the proposed decentralized control scheme is extremely fast computationally,
since the controller gains are generated on-line in real time by simple adaptation laws,
and hence the control action can be evaluated very rapidly. Due to its simplicity and
decentralized structure, the proposed scheme can be implemented on parallel processors
for distributed concurrent computing with high sampling rates, yielding improved dynamic
performance.

3. Description of Testbed Facility
In this section, we describe the robotic testbed facility at the Jet Propulsion Laboratory.

The testbed facility at the JPL Robotics Research Laboratory consists of a six-jointed
Unimation PUMA 560 robot and controller, and a DEC MicroVAX II computer, as shown
in the functional diagram of Figure 2. The major components of the Unimation controller
are the LSI 11/73 microcomputer, six 6503 microprocessor boards (one per joint), and se-
rial/parallel interface cards. The MicroVAX II hosts the RCCL (Robot Control “C” Library)
software, which was developed by Hayward and Lloyd at Purdue and McGill Universities
[4,5]. The original version runs on a DEC VAX 750 computer, and later the software is
ported to a DEC MicroVAX II running UNIX 4.3 BSD operating system. The organization
of the robot software is reflected in the control hierarchy diagram illustrated in Figure 2.
The complete software resides on two different pieces of computing hardware. A MicroVAX
computer, which plays the supervisory role, hosts a two-level software written in the “C”
language. The lower level, called Robot Control Interface (RCI), provides the programmer
a facility to write real-time control procedures. It serves as a substrate to the higher level
(RCCL), which gets its collective name from the robot software. The higher level con-
sists of routines to specify a robot trajectory in Cartesian coordinates. The second piece
of hardware is the Unimation controller hosting an LSI 11/73 processor on which an I/O
control program called “moper” executes to monitor communication between the 6503 joint
microprocessors and the RCI control level.

At the lowest level of the hierarchy, robot servoing is achieved by the 6503 joint mi-
croprocessors. The processor has two different operational modes: position and current.
In position mode, the 6503 processor accepts a position setpoint from the LSI 11/73 and
servos to the desired position by executing a control code written in the assembly language
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that is stored in ROM (this servo code was developed by the Unimation Corporation). In
this mode, the control task, triggered by a hardware clock, executes approximately at the
sampling rate of 1 KHz. In current mode, each input is interpreted as current (or torque)
by the 6503 processor and is simply converted into an analog value to be forwarded directly
to the power drive electronics. This mode makes possible the implementation of any joint
control law (e.g. force control and adaptive control) on a remote computer that can inter-
face with the LSI 11/73. In order to implement the adaptive control algorithm, the joint
PID servos provided by the resident Unimation code are in effect disconnected by selection
of the 6503 current mode, and current inputs are supplied directly from the MicroVAX for
driving the robot.

At the intermediate level, the LSI 11/73 executes the “moper” communication monitor
program that transfers data and commands back and forth between the LSI 11/73 and
the MicroVAX II host computer. The interface between the two processors is a DRV11
high-speed parallel link for control communication. The moper program synchronizes the
operation of the entire system as described in the following. A hardware clock located in the
Unimation controller constantly interrupts the LSI 11/73, and at each interrupt, the moper
collects data relating to the robot state, such as joint positions, currents, and arm status,
and transfers it to the MicroVAX via an interrupt. The MicroVAX receives this data and
immediately sends position or current values that have been computed in the previous cycle
by the control code to the LSI 11/73 for execution. Available system sampling time is in
increments of 7 milliseconds, ranging from 7 to 56 milliseconds (18—143 Hz). The sampling
time of 28 milliseconds is best suited for the 6503 position mode and is set as default. In
our adaptive control implementation, the lowest sampling time of 7 milliseconds (143 Hz)
is chosen to obtain the best control performance.

On the MicroVAX, two programs run concurrently: the foreground planning level
(RCCL) and the background control level (RCI). The planning level executes in the fore-
ground in the sense that it interacts with the user and performs high-level computations as
well as communicating with the control level. It has access to standard I/O resources such
as files, devices, and system calls. At this level, the programmer can specify the task in
Cartesian coordinate system in terms of homogeneous transformations and define a robot
end-effector trajectory with a series of via points. Essentially the planning level consists
of task sequencing, motion planning and queueing, and modeling of the world in terms of
homogeneous transformations.

RCI (Robot Control Interface) level executes a series of control routines during each
sampling period to interface in real-time with the robot. In practice, the control level
communicates with the planning level only through global external variables (i.e., shared
memory). Both levels can communicate with the robot through predefined global variables:
“how,” that contains information describing the state of the arm, and “chg,” that is used
to control the arm. These variables are used for robot control and are usually accessed at
the control level. To meet the constraints imposed by the sampling time in the range of
milliseconds, the control level is executed in the UNIX kernel mode at the highest priority,
which effectively locks out all hardware interrupts. Once initiated, it quickly loads the
memory context of the robot control code, performs I/O with moper, and executes the
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control code and supporting RCI interface routines. Since the control level is in kernel
mode, it cannot access the usual system calls or I/O facilities.

The RCCL software was originally designed to control the robot in the 6503 position
mode (i.e., with the control action provided at the 6503 joint processor level at 1 KHz
sampling rate). This way the user can concentrate mostly on the programming aspects of
performing a task rather than the real-time control issues. For this purpose, by default, a
set of standard real-time control routines is provided to perform functions such as trajectory
generation, error checking, event synchronization, kinematic computations, and coordina-
tion with the planning level. In order to implement a different control scheme, however, the
user selects the 6503 current mode to drive the robot, which in turn necessitates writing
control procedures essentially to replace the nominal control functions. In addition, the
user must consider meeting his newly imposed sampling time requirement; more often he
wants to lower the sampling time to control the robot more effectively. As a consequence,
smaller and more compact control code must be written to meet the real-time constraint.
For example, to implement our adaptive controller in the sampling rate of 7 milliseconds
(lowest rate available in RCCL), the need for a trajectory generator is met by writing a
simple cycloidal generator that provides smooth series of setpoints without added features
such as real-time trajectory modification. In addition, the adaptive control algorithm for
computing the desired motor currents from the observed joint positions is coded in its most
numerically efficient form.

4. Experimentation with a PUMA 560 Robot

In this section, the theoretical results outlined in Section 2 are applied to a six-jointed
PUMA 560 industrial robot in the testbed facility described in Section 3.

To test and evaluate the control scheme of Section 2, the adaptive controllers are
implemented on all six joints of the PUMA 560 robot. The dynamic model for a typical :**
joint of PUMA can be written as

6
ma;(0)8; + > _ mii0; + ni(8,0) + g:(8) + hi(6:) = T (12)
j=1
e

where § = [01,...,0¢] and the terms in equation (12) are highly complicated nonlinear
functions of 6 and § as given in [6]. From equation (12), it is seen that the effective inertia
m;; (), the gravity loading g;(#), and the Coriolis/centrifugal torque n;(ﬂ,é) seen at each
joint are nonlinear functions of all six joint angles; i.e., the robot configuration and speed.
Furthermore, there are inertial couplings between joint motions, as indicated by m,-,-éj
terms, with the coupling factors dependent on the robot configuration. In the adaptive

control implementation, the 1# joint is controlled independently by the local feedback law

Ti(t) = fi(t) + kpi(t)ei(t) + kos(t)éi(t) (13)
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where e;(t) = 04;(t)—0:(t) is the position tracking-error, 84(t) is the reference trajectory, and
[fi, kpi, koi) are the auxiliary signal, position and velocity feedback gains for the *» joint,
respectively. It is seen that although the joint dynamics (12) are coupled, the proposed
control scheme (13) is decentralized, i.e., the control torque T; does not depend on the joint
angle 8; for 5 # 1.

In the experiment on adaptive control of PUMA, the sampling period is chosen as the
smallest possible value T, = 7 milliseconds (i.e., sampling frequency f, = 143 Hz), since the
on-line computations involved in the adaptive control law (13) are a few simple arithmetic
operations. The adaptation gains in equations (3)-(6) are selected after a few trial-and-errors
as *

wp1 =15 , wy1 =10 , wpz =40 , wy2=20 , wps3 =12 , wyz =4

wp4=3 ; w.,4=2 ; wp5:3 s wv5:2 ’ wp6=3 , w,,6=2 (14)
All joints : § = 30, =100,y =800,p=F=A=0=0

The initial values of all controller gains are chosen as zero, i.e. kp;(0) = k,:(0) = O for

¢t =1,...,6. The initial values of the auxiliary signals are chosen as
f2(0) = 12sgn[842(7) — 02(0)] + 1.02sin 62(0)
— 8.45in[02(0) + 05(0)] — 37.2 cos 82(0) Nt.meter
f3(0) = 2sgn[843(7) — 83(0)] + 0.25 cos[#2(0) + 85(0)] (15)
— 8.45sin[02(0) + 85(0)] Nt.meter

£1(0) = £4(0) = f5(0) = fe(0) =0

In the above expressions, the first term is chosen empirically to overcome the large stiction
(static friction) present in the joints, and the remaining terms are used to compensate for the
initial gravity loading [6]. It is important to note that friction and gravity compensations
are not used separately in addition to the adaptive controllers, and are used merely as the
initial conditions of the auxiliary signals in order to improve the initial responses of the joint
angles. Furthermore, no information about the PUMA dynamic model or parameter values
is used for implementation of the control scheme.

In the experiment, the PUMA arm is initially at the “zero” position 8(0) = [0,0,0,0,0,0]
with the upper arm horizontal and the forearm vertical, forming configuration. All the
six joint angles are then commanded to change simultaneously from the zero positions to the
goal positions 84(3) = [60°, —60°,60°,60°, —60°, —60°] in three seconds, and the desired
trajectories 4 (t) are synthesized by a cycloidal trajectory generator software in RCCL.
While the robot is in motion, the readings of the joint encoders at each sampling instant are
recorded directly from the robot, converted into degrees and stored in a data file. Figures
3(i)-(vi) show the desired and actual trajectories of all six PUMA joint angles. It is seen
that each joint angle 8;(t) tracks the desired trajectory 84;(t) very closely despite inter-joint
couplings. The experimental results demonstrate that adaptive independent joint control of
the PUMA robot is feasible, in spite of the static and dynamic couplings between the joints.

* The unit of angle in the control program is “radian,” and hence the numerical values
of the adaptation gains are large.
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5. Conclusions

A decentralized direct adaptive control scheme has been experimentally validated on
a PUMA 560 robot, where each robot joint is controlled independently by a simple local
feedback controller at a high sampling rate. This avoids the computational burden of a
centralized controller, which results in a slower sampling rate and hence degrades the robot
performance. The experimental results demonstrate that accurate trajectory tracking is
achieved by a simple control algorithm, without any knowledge of the complex PUMA
dynamic model.

Adaptive control is particularly useful in applications (such as in space) where the
manipulator has long light-weight arms and handles payloads of unknown and heavy weights.
In such cases, the dynamics of the manipulator is dominated by the inertial terms due to
the payload. The controller adaptation can then compensate for such terms and provide a
stable and consistent performance under gross payload variations.

Finally, it is important to note that the rate of sampling, f,, has a central role in the
performance of any digital control system. In general, the value of f, is dictated largely by
the amount of on-line computations that need to be performed during each sampling period
in order to calculate the required control action. The simplicity of the control scheme
proposed in this paper allows joint servo loops to be implemented with a high sampling
rate, yielding improved tracking performance.
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1. INTRODUCTION

This research effort has its origins in an experimental study' of dynamically stable manipulation. The
interest in dynamically stable systems was driven by the objective of high vertical reach, for which human
balance was the inspiration, and the objective of planning inertiaily favorable trajectories for force and
payload demands, for which human (animal) efficiency was also the general inspiration. A double inverted
pendulum system was constructed as the experimental system for this mission, and the research effort led
to activities in non-linear control methods, in trajectory planning (still to be completed), and in the use of
model based control. The findings from that last task form the main emphasis of this paper. Sections 2, 3
and 4 herein are drawn in large part from a recent workshop paper [5] paper; we then discuss in sections 5
and 6 two general areas by which this work is pertinent to space tele/robotics.

The design of a control system for manipulators is a formidable task due to the complexity of the nonlinear
coupled dynamics. The goal is the calculation of actuator torques which will cause the manipulator to follow
any desired trajectory. In a broad sense, two basic categories of control design are found in the literature.
The first contains the robust control methods in which the control is able to overpower the system’s
nonlinear coupled dynamics. The second contains the model-based control (MBC) methods in which many
of the system nonlinearities are calculated using a systems dynamic model and the nonlinear system forces
are then canceled by actuation forces. Recent advances in computational hardware have made it possible
to evaluate in real time the equations of motion of robotic manipulators. Khosla [1]was the first to
demonstrate the feasibility of real time MBC using an inexpensive computer system for control of a six
degree of freedom manipulator, the CMU Direct Drive Arm II. The requirements for applying MBC can be
satisfied for many manipulators of practical interest to space applications. Basically, the system must be
amenable to mathematical modeling, and the mathematical model and the control law must be evaluated in
real time.

'The project was sponsored by the Department of Energy, Advanced Reactor and Nuclear System Technology Support, Program
NE-85-001, under contract DE-AC02-85NE37947, Dynamic Stability for Robot Vertical Reach and Payload. We are indebted to Clint
Bastin of DOE for his particular interest and suppont, and are most grateful to Westinghouse AES for their cooperation in
accommodating Mr. Petrosky's residence at Carnegie-Mellon. We further wish to acknowledge the contributions of Professors
I. Shimoyama and J. Bielak, and graduate student Eric Hoffman. Disclaimer: The view, opinions, and/or findings contained in this
report are those of the authors and should not be construed as an official U. S. Depantment of Energy or Carnegie-Mellon University
position, policy or decision, unless designated by other documentation.



2. CONTROL APPROACH

2.1. Computed-Torque Control

Computed-torque [2) control is @ model-based control scheme which strives to use the complete dynamic
model of a manipulator to achieve dynamic decoupling of all the joints using nonlinear feedback. The
dynamic model of the manipulator is described by the system equations of motion which can be derived
from Lagrangian mechanics:

N N N
2054+ 2 3 Culd g + &=
= ==
for i =1,.,N. (1)

where the ¢ are the joint coordinates. The t; are the externally applied joint actuation torques/forces. The
inertial Dij, centrifugal and Coriolis Cjk(i), and gravitational g; coefficients of the closed-form dynamic robot
model in Equation 1 are functions of the instantaneous joint positions g; and the constant kinematic,
dynamic and gravity manipulator parameters. The kinetic energy gives rise to the inertial and centrifugal
and Coriolis torques/forces, while the potential energy leads to the gravitational torques/forces. Actuator
dynamics can be incorporated in the dynamic robot model by additions to the Lagrangian energy function.

The Computed-torque algorithm begins with a calculation of the required torque to be applied to each of the
joints (in vector notation):

t=~Du+l7|+§ 2
H = d'Cihq

where u is the commanded joint accelerations. The “~" indicates that these matrices are calculated from the
system model based on estimated system parameters. The resulting dynamic equations for the closed-loop
system are:

§=u-DYD-Du+[H-H
+19 - 81} @

If the system dynamic parameters are known exactly, then D- D, H-= H, and § = g, then the closed loop
system is described by:

G=u 4)

which is the equation for a set of decoupled second order integrators. This completes the formulation of the
modeling and feed forward decoupling functions of the algorithm.

The feedback control law for the commanded joint acceleration u; is formulated to incorporate the error
feedback signal and the reference signal. After decoupling, each joint acts as a second order integrator,
therefore the control law is given the form:
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which causes each joint to act as a second order damped oscillator with natural frequency w and damping
ratio £. The form of the equation causes the joint to track the desired joint values ¢, ¢, and g,

The computed-torque control defined above is based on the assumptions that the system model is accurate
and that all joints are actuated. In our experimental effort the dynamic parameters of the manipulator were
manually measured to provide an accurate system model. We assume in all simulations that the dynamic
model is accurate. Our experimental system, the double inverted pendulum depicted in Figure 1, does not
conform to the second assumption (in that all joints are not actuated) and therefore the algorithm was
extended as described in the next section.

2.2. Application to Balancing

Consider first the simplest balancing problem, the planar single inverted pendulum. Balancing is a fourth
order control problem with a single input and in the context of this article is equivalent to controlling two
manipulator joints with a single actuator. The presumption of the computed torque algorithm, that all joints
are actuated, does not apply. However, a suitable control law was found by Petrosky [3]; that method,
called hierarchical partitioning, is directly applicable to the balancing problem, is robust, and can be
integrated with MBC. The balancing problem is partitioned into two second order subsystems, tilt and
position. The input signal, base position acceleration, has a component driving the tilt subsystem. The tilt in
turn is considered as the input to the position subsystem. This cascaded pair of subsystems is then
controlled by a pair of control laws of the form of Equation 5 with the tilt subsystem given a faster time
constant. By removing internal variables from the cascaded system, a nonlinear balancing control law is
obtained for the manipulator base position variable. This is combined with the computed-torque control for
the actuated joints to complete the manipulator control algorithm.

2.3. Determination of Applied Forces

Indirect determination of applied forces (i.e. without the use of load sensors) is accomplished by
comparison of the manipulator mathematical model and the observed manipulator behavior. A simple
example of this is the algorithm for payload determination for the balancing manipulator. Payload
estimation can be performed for a balancing manipulator on-line in real time. Consider the equation of
motion for pivoting about the base of the dynamically balanced manipulator:

N N N
T, = ;DU g + Z{chjk(i) 99, + &
= =
for i = base rotation (6)

The base joint of a balanced maniputator is not actuated, therefore 1, = 0. However, if the payload value is
incorrect, then this equation will evaluate to a non-zero value of 1; when the observed values of the joint
variables are entered. The difference indicates the value of the payload which is given by:

a1;

AP = - (=
(ap

)y, )
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where AP is the difference between the actual payload and the current estimated value. Under ideal
conditions this equation would yield the correct payload value in a single sample; however, the accuracy of
the values for 2jj can be exceedingly poor if obtained by double differentiation of position measurements.
This was the case in the experimental system, but the problem was overcome by the use of a parameter
estimator.

3. EXPERIMENTAL SYSTEM

The experimental manipulator is a planar double inverted pendulum as depicted in Figure 1; the system is
presumed to traverse an approximately level surface, and requires constant active balancing motions. In its
plane of motion there are three degrees-of-freedom: translation of the base position, g,, rotation of the lower
arm with respect to the vertical, ¢,, and rotation of the upper arm with respect to the lower arm, ¢,. Itis ¢,
which is not directly controlled in this system. The manipulator has a servo driven wheeled base, a hinged
connection (free rotation) to the lower arm section, an elbow joint which is servo driven, the upper arm, and
an electro-magnet pickup at the tip. It is constructed primarily of aluminum and has a total weight of 13 kg;
the tip of the manipulator can reach a height of 1.8 meters in an erect stance.

The wheeled base and the elbow joint are driven by Aerotek servos rated at 1.3 N-m peak torque. The
elbow joint has a chain reduction ratio of 57.6:1 and the drive wheels have a chain reduction of 4.8:1. The
chain reduced servo arrangement was chosen over direct drive to save weight, and over gear-reduced or
harmonic drive to mitigate costly damage in the event of a severe floor collision.

The sensors utilized for manipulator control are:
« Inclination RVDT - a rotary differential transformer measures the angle between the floor
surface (via a feeler) and the lower arm.

« Motor Encoders - each servo has an optical encoder of 500 counts per revoiution which runs a
hardware counter read by the parallel interface board.

The control system hardware consists of a Motorola M68000 based single board computer as the master
CPU, a Marinco Array Processor Board (APB), an Analog to Digital Converter (ADC) 32 channel input
board, a Digital to Analog (DAC) 4 channel output board, a 96 line Parallel Input/Output (PIO) Interface
board, and a terminal. The Marinco APB, with an instruction cycle of 125 ns, is used to perform the
calculation intensive operations required to implement MBC. The board has fixed point multiplier and
addition hardware which are used for floating point operations. The floating point addition or multiplication
routines execute in approximately 1 ps. Negation requires 125 ns. Computation of the sine/cosine pair
requires 15 us. Additional routines perform data type conversion and other functions required to format
sensor data.

Manipulator trajectory calculations are handled by the M68000 CPU on a time sharing basis. In operation a
timer interrupts the CPU at each sampling interval. The CPU copies the sensor data to the APB memory
and initiates APB execution. The APB formats the data, does scaling operations, performs the
trigonometric functions, and then calculates the inverse dynamics. The formatted output data is ready in
less than 0.5 ms. Data needed for control are returned to the CPU, which outputs them to the DAC's.
Cycle time is sufficiently fast for the control algorithm and dynamic mode! to be evaluated at a sampling
frequency in excess of 1000 Hz. However, 100 Hz appeared to be more than adequate for the
experimental system.



4. EXPERIMENTAL RESULTS

The experimental manipulator was fully reliable in maintaining balance for long periods while performing a
variety of tasks. The base moves approximately £+3 mm to maintain balance and the tilt varies by +0.0063
radian. This motion does not indicate a flaw in the balancing algorithm, but rather the motion results from
being at the limit of tilt resolution of the RVDT sensor used with the floor feeler; the RVDT signal variation
corresponds to the magnitude of a single digital count. Because the base dimension of the experimental
system is zero, it is physically impossible for the manipulator to balance without some minor motions.

The manipulator proved very resistant to upset; its recovery ability appears to exceed that of a human under
similar magnitude disturbances. Figure 2 records the transient response of the manipulator to a severe
impact applied 0.3 seconds into the record. The manipulator moved forward in order to balance, translating
0.75 meters, and then quickly returned to its original base position. Rotation through a range of 0.25
radians is recorded for the lower arm. The manipulator was also extremely forgiving (compliant) of collision.
The manipulator would bounce lightly off an obstacle and come to rest simply leaning against it. When
commanded to back away from the obstacle, the manipulator would resume balancing as soon as contact
was broken.

Figure 3 records the transient response of the manipulator under the application and removal of a payload
at the tip, with the upper arm near the horizontal; the payload was 0.811 kg, and the tip position was offset
horizontally by 0.8 meters from base position. The time histories of ¢, and ¢, reflect the payload applied at
5 seconds, removed at 13 seconds, and applied again at 19 seconds. The presence, magnitude, and
location of the payload was determined indirectly as discussed in section 2.3; the information was used to
adapt the control scheme by updating the sytem model. Figure 3 shows the trace of this payload estimation
process, which is noteworthy for its accuracy. In this manner it was possible to adapt to large payloads,
demonstrated experimentally with ease up to 3.2 kg, or 25% of the total system weight. A payload
estimation record from ongoing balancing in the absence of payload (not shown) demonstrates a typical
noise level of +26 gm, which is only 0.2% of the system mass.

Another experiment demonstrated the successful development and control of lateral force through the
motion of the system masses. A chain connected the manipulator to a heavy mass on a rough table, and
the manipulator was used to pull the mass against the force of friction through some target distance. The
manipulator developed a lateral force through the movement of its mass center to a point behind its wheel
axis; the system them maintained control through the motion ensuing as the lateral force exceeded the
friction force, in much the same way that a human would pull a heavy weight accross a floor. Another
experiment demonstrated the pickup of the 3.2 kg payload from the floor to an overhead height of 1.8m.
The vertical force required to raise the mass was generated by placing the manipulator system masses at
great eccentricity to the payload; this effect, and subsequent control of the system, closely resembled a
weightlifter's clean-and-jerk.

5. APPLICATION OF MODEL BASED CONTROL TO SYSTEMS WITH FLEXIBLE LINKS

MBC has potential space tele-robotic application for manipulators with flexible links. In principle,
information available from the on line system model can be utilized to adjust controller gains to the current
manipulator configuration. We observe {but do not discuss further) that joint-flexible manipulators, in which
flexibility effects are confined to revolute joints, would be controllable in all configurations. We direct our



attention at manipulators characterized by linear elastic link bending effects, and presume in our discussion
that lumped parameter modelling can apply. Such manipulators are difficult to control because there are
many additional system degrees-of-freedom (the "deformation variables" introduced in modelling the
flexibility effects) and because some flexural modes may be poorly coupled in the inputs. In this section we
develop specialized equations of motion and discuss the potential for the application of MBC using modal
decomposition.

Flexible manipulators undergo quasi-periodic oscillations due to elastic deformation. These vibrations
develop in response to actuated motions and disturbances. Small vibrations of this type normally
decompose into orthogonal modes. This holds true for a manipulator only if it is not undergoing gross
motion. As a result of the nonlinear manipulator dynamics, oscillations in the structure exhibit cross terms
which negate modal orthogonality. This effect can be deduced from the equations of motion. Equation 1,
the manipulator equations of motion, can be expanded for a manipulator with flexibility; deleting summation
symbols for purposes of clarity, it becomes:

T = Dijéjj + Cjk(i)qjqk + g+ Kl.jqj

fori=1 ..M 8

where ¢ also includes required deformation degrees of freedom. Consider a decomposition of the ¢ into a
vibration component, 8¢, plus an equilibrium trajectory component, q. Substituting into Equation 8 and
segregating the terms for vibration yields:

T, + 01, =

D.‘j qj + Cjk(i) ‘.Ijqk + g + K,'j q;

+ DU qu + 2Cjk(z) ('Ij 851/, + Cjk(i) Séj Eék

+ Kij 5"1‘ for i =1,.. .M. )]

Because the equilibrium trajectory portion of the equation by definition satisfies Equation 8, the remaining
terms for the vibration component yield the governing equation of motion for vibrations:
+ Cjk(i) 5‘.11' &'Ik + K,'j &Ij

fori=1.,M (10)

We see that velocity cross terms exist if the manipulator is in motion. If the amplitude of vibration is small

the equation linearizes. The D, C, and K are constant and the Cjk(i) &'gj 8q, term is ignored. The free
vibration (i.e. 8t; = 0) portion of the manipulator motion forms a linear dynamic system:



0= D‘-j&jj + B‘.J-qu + K‘.jﬁqj

for i=1,..M (11)

M
where B‘.j = 21‘2 C jk(l) éj
j:

The B matrix appears in the role of a damping term, however due to its form no vibrational energy is lost,
only exchanged among the modes. If the manipulator is stationary, c}j = 0, then it behaves like an
undamped multiple degree of freedom elastic structure. To achieve stable control it is necessary to use the
system inputs to add damping to the vibration equation.

in principle, such a manipulator would remain amenable to mathematical modeling. The computational
burden of calculating a manipulator stiffness matrix is low compared to calculating the dynamic parameters,
except that for the link flexible manipulator the entire system has more degrees of freedom. However, a
valid control scheme which utilizes the model of the flexible manipulator is significantly more complex that
for its rigid counterpart. Nonlinear decoupling such as achieved by the Computed-Torque method cannot be
anticipated in most cases for flexible systems. Considering next modern control theory methods for pole
placement in Multiple-Input Multiple-Output (MIMO) systems, since the system model in MBC can be
continuously updated for the current manipulator configuration, MIMO pole placement control would have
available at all times a model to linearize for control feedback gain calculation. However, preliminary
evaluation of MIMO pole placement indicates that the methods involve numerous matrix inversions, and
would not be suited to online implementation using current microprocessors.

An alternate control scheme to discuss is modal decomposition. Presumably, free vibration mode shapes
can be calculated based on the system model. Once calculated, modal decomposition of the system
dynamic equations and determination of input gains would be straightforward. It appears feasible to
determine control gains by specifying the required modal damping matrix and calculating the resulting
required actuator inputs. The calculation burden for this control scheme is high because of the eigenvector
calculation, but appears to be within the capability of current technology. If proven feasible, this method
represents an excellent solution to the flexible manipulator problem.

6. TRAJECTORY PLANNING FOR UTILIZATION OF INERTIAL EFFECTS

Trajectory planning utilizing inertial effects promises efficiencies of great significance to space applications.
The payload experiments described at the conclusion of section 4 exemplify these efficiencies at an
informal level. More broadly, in this category of trajectory planning one would find minimum energy paths,
minimum energy-density paths, minimum time paths, minimum torque paths, and so on. One would also
find paths which represent favorable matches between actuator capacities and task requirements. This
work is the doctoral research objective of the first author [4] and is currently under investigation. Its pursuit
is supported by the MBC capabilities described herein, but is not a direct extension of them. Therefore this
brief section is less prescriptive and more descriptive than the discussion of MBC for fiexible manipulator
control.



Optimal control can solve certain of these problems, such as the minimum time path, and mathematical
approaches exist which (under restrictions) can solve others, such as the geodesic for the minimum energy
path. Our interest is in approximate approaches which can be framed more generally, and which can be
calculated on-line, though not necessarily in real-time. A number of approaches are being studied,
including evaluation of different abstractions for use as objective functions, and various mappings of inertial
space from which approximate paths might be determined.

7. CONCLUSIONS

The feasibility of utilizing real time Model Based Control (MBC) for robotic manipulators has been
demonstrated. The experimental results demonstrate the effectiveness of the control approach, balancing,
and of the payload estimation/adaptation algorithm developed for this effort. The mathematical modeling of
dynamics inherent in MBC permit the control system to perform functions that are impossible with
conventional non-model based methods. These capabilities include:

» Stable control at all speeds of operation;

» Operations requiring dynamic stability such as balancing;
¢ Detection and monitoring of applied forces without the use of load sensors;
+ Manipulator "safing” via detection of abnormal loads;

¢ Control of flexible manipulators.
This work directly demonstrates the first two capabilities and indicates the feasibility of the additional
capabilities. The control of flexible manipulators is a particularly important potential application because this
problem has proven very difficult to solve. This technology also supports our work on trajectory planning for
favorable utilization of inertial forces.
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Abstract

A discrete-time model reference adaptive control scheme is developed for trajectory track-
ing of robot manipulators. Hyperstability theory is utilized to derive the adaptation laws for the
controller gain matrices. It is shown that asymptotic trajectory tracking is achieved despite gross
robot parameter variation and uncertainties. The method offers considerable design flexibility
and enables the designer to improve the performance of the control system by adjusting free
design parameters. The discrete-time adaptation algorithm is extremely simple and is therefore
suitable for real-time implementation.

1. Introduction

It is recognized that adaptive schemes are effective means of robot control due to their abil-
ity to cope with the highly nonlinear, coupled and time-varying characteristics of robots. This is
specially true in the case of direct drive robots and light weight manipulators where inertia
changes and gravity effects are significant. Research efforts on adaptive control of manipulators
have been concentrated on developing continuous-time control schemes [e.g. 1-9]. In practice
however, robots are controlled by digital computers on discrete-time basis. Digital implementa-
tion of a solution based on continuous-time formulation can result in degradation of performance
and the closed-loop system can even become unstable, especially when the sampling time is not
small. Even if the sampling time could be made sufficiently small, digital implementation of a
discrete-time adaptive scheme is more direct and straightforward.

In this paper, we develop a discrete-time model reference adaptive control scheme for tra-
jectory tracking of robot manipulators. The present approach differs from the previously pub-
lished results [e.g. 10-12] in that the discrete-time adaptive control is developed on the basis of a
general coupled robot model, without linearizing the model or assuming negligible interactions
among robot joints. Furthermore, instead of the conventional Lyapunov approach, hyperstability
theory is utilized to obtain the adaptation laws. The use of hyperstability theory is more appealing
than the Lyapunov approach since it is better suited to discrete-time systems and also offers more
flexibility in design by providing additional free design parameters. These parameters can be
adjusted by the designer to improve the response. Finally, the proposed discrete-time adaptive
control algorithm is extremely simple and computationally fast, and is therefore suitable for real
time digital control of robot manipulators.
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2. Discrete-Time Robot Model

The equation of motion of an #n-joint robot manipulator carrying a payload of mass m can be
written as [4,9]

B,(6,8,m) 0+ B (6,6,m) 0 + B(6,0,m) 6(t) = u(r) (1)

where 6(s) and u(¢) are the nx1 joint angle and joint torque vectors respectively, and B(.), By()
and B(.) are nxn matrices whose elements are complex nonlinear functions of 6(t) ,0(¢) and m(z).
Since 6(r) ,6(¢) and m(¢) are functions of time, (1) can be expressed as

Bo(t)0(t) +B(t) 6(t) +Bo(t) 0(¢) =u(t) 2)

where Bz(t)sBz(e,é,m), Bl(t)sBl(e,é.m) and Bo(t)sBo(e,é,m) are nxn time- varying robot
matrices.

Suppose that the robot is controlled by a digital controller. The inputs to the controller are
the reference trajectory represented by the nx1 vector 6, (k) and the actual joint angle vector 8(k),
where 6, (k) and (k) are obtained by sampling 6,(¢) and 6(¢) at equally spaced time intervals 7.
The output of the digital controller is the vector u(k), and is passed through a hold circuit to
obtain the continuous-time signal 4 (¢) where u(¢) is constant over the time interval (k—1)T <t <kT.
In order to obtain the equation relating 8(k) and u (k), we must discretize the robot model (2). A
simple method of discretization is by using the approximations

. _ —1_ _ . .. —i. :_1_ _ .
OE T[B(k)—e(k 1)] B0y = 260) T2[6(k)—29(k 1+0k 2)] 3)
Substituting (3) into (2), we obtain
Ak, T)B(k=2) + A (k,T) O(k—=1) + Ao(k ,T) OCk) = u (k) @)
B, (k) Bik) 2B,k) B.(k) B,k)
whercAﬁk,T):% Ak T)= ’T - ;2 andAo(k,T)=Bo(k)——l—T—+%arenxn

matrices, and By(k) B (k) , By(k) are the values of B,(t), B (1), B(t) respectively, evaluated at
time ¢=kT. Note that A,(k,T) is a symmetric positive definite (SPD) matrix since B(t) is always
SPD [13]. Equation (4) is an accurate discrete-time representation of (1) provided that T is
sufficiently small so that (3) can be used.

For exact discretization, we must find the response 6(r) of the continuous model (2) at time
t=kT and equate it with the response 8(k) of the discrete model (4), [14]. This will ensure that the
two models describe the same robot motion at the sampling times t=kT, k=0,1,2,.... Although this
procedure provides structural information about the robot discrete-time model, it is extremely
complex and will not be pursued here.

In the analysis to follow, we assume that the equation of the robot with a sampler in its out-
put and a hold circuit in its input can be described by the discrete-time model (4), where A 4(k,T)
is invertible and the robot matrices are unknown. Since the sampling period is constant , we drop
it for convenience and write (4) as

Ayk)B(k=2)+A (k) O(k—-1)+A k) OCk) =u (k) (5)

3. Adaptive Control Scheme

In this section, we describe a method for the design of discrete-time adaptive controllers for
the robot model (5) such that the robot joint angle vector 6(k) tracks the reference trajectory



vector 6, (k) despite variations in the payload and unknown robot model parameters.
Let the nx1 joint angle error vector be defined as

Substituting (6) into (5), we obtain the equation of the joint angle error as

0, (k)=Ag' [—u (k)-A (k) 6, (k—1)-Ap(k) 0, (k—2)+A (k) 8, (K )+A (k) 8, (k—1)+A (k) 6, (k—2)] M

Equation (7) suggests that in order to completely influence the joint angle error, we require a con-
trol law of the general form

uk)="P k)8, (k—1)3+Py(k) 8, (k-2)+Q o(k) 6, (k Q2 1(k) 8, (k—1)+Q (k) 6, (k-2) @

where P (k),P,(k) are time-varying feedback matrices acting on the joint angle error, and
Qo(k).Q (k),Q (k) are time-varying feedforward matrices acting on the reference trajectory, all to
be determined. Note that the discrete-time control law (8) is analogous to the continuous-time
control law using position-velocity feedback and position-velocity-acceleration feedforward [9].

Substituting (8) into (7), we obtain the joint angle error equation for the closed-loop system

e,(k)+Aa‘[P1<k>+A.(k)] e,(k—1>+A5‘[P2(k}+A2(k)] 0, (k-2) ©)
=45 Ae-0o(0)] 0, () + 46| 4,610, 0) 0, (6=1)+ Ag![ Ax0)-020)] 6, G-2)

Suppose that the desired performance of the manipulator is represented by
eem(k)"'Cleem(k—1)+c2eem(k_2)=0 (10)

where 6,,, (k) is the nx1 joint angle error vector of the reference model and C,,C, are constant
nxn matrices chosen such that joint angle errors are decoupled and decay with time. In the model
reference adaptive control terminology [15], equations (9) and (10) describe the adjustable sys-
tem and the reference model, respectively. For decoupling of the joint errors , we choose
C,=diag(cy;} and C,=diag{c,;}, i=1,2,.,n. In order that the errors decay to zero, the roots
Mi » Ay; of the characteristic polynomial A(z) of the reference model (10) must lie inside the unit
circle in the complex z-plane, where

A(z)=;l,,22+Clz+C2§=1:[8,-(z) (11a)
i=1
and
8"(2)=22+C1"Z +C2“=(Z+)\,“)(Z+;\Q") (llb)

Thus the diagonal elements of the matrices C, and C, are
Cri=hithy ey =Ahy ,i=12,..n (11¢c)
where |A};1<1 , Ay I<1 for the stability of the reference model.
The solution to (10) is
O (k) =D, (k) B, (0) (12)

where ®@,, (k) is the transition matrix of the reference model (10) and 6,,,(0) is the initial value of
the reference model. If 8,,, (0) is chosen to be zero, 6,,, (k) becomes identically equal to zero, i.e.
0, (k) =0 for all k20, due to the stability of the reference model. The objective is now to devise
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an adaptation scheme such that the robot joint angle error dynamics 6,(k) governed by (9)
approaches that of the reference model dynamics (10) in which 6,,, (k)=0. In order to achieve this
objective, we define the deviation between the ideal and the actual errors as

(k) = 0, (k) B, (k) (13)
Combining (9), (10) and (13), we obtain
ek) +C ek—1) + Cy e(k-2) + w (k) =0 (14a)
where
wky=| C1-AG! (A1 rP K] 0, (k=) + [ C2 = 45" Axk)+P 4] 0, (-2 (14b)

+A6'[:Ao(k)—Q0(k)] 9,(k)+A5‘[A1(k)—Q1(k)] er(k—l)‘*'ASI[Az(k)—Qz(k)] 8, (k-2)
=wik) +wak)+ - +wsk)

The adaptation problem is to find the feedback gain matrices P,(k), P,(k) and the feedfor-
ward gain matrices Qo(k), Q,(k), Q,(k) such that the adaptation error dynamic (14) is stable, i.e.
e(k) approaches zero asymptotically. If this is achieved, the joint angle error vector 0, (k)
becomes equal to the reference model error vector 6,,(k)=0, implying that 6, (k)=0, hence
0(k)=0, (k) and trajectory tracking occurs.

The state-space representation of (14) is
ek-1) _| 0 I ’ e(k-2) 0
[ e(k)J ‘{42 -, [euc-l)} -MWW (15)

Now consider the adaptation algorithm

y(k)=D [8(5’21:)1)1 (16)

w(k)=¥1(v,8,)0, (k—1)+'¥3(v,6,)0, (k-2)+'¥3(v 0,8, (k V(v 8,)8, (k—1)+¥s(v 0,)8, (k-2)  (17)

where v(k) is an nxl vector, D is a constant nx2n matrix to be determined, and
¥,(v,8,),..., W5(v.8,) are nxn matrices, also to be determined. In order to ensure that the adap-
tation dynamics described by (15)-(17) is stable so that the adaptation error approaches zero
asymptotically, we utilize the Popov hyperstability theory. This theory requires that the dynamic
equations of the adaptation process be arranged in a feedback configuration. The forward block
must contain only linear time-invariant dynamic equations while the feedback block can contain
nonlinear time-varying dynamic equations. In the robot control problem under consideration, the
forward block has the input w(k), the output v(k) and is described by (15)-(16). The nonlinear
feedback block is described by (17).

Accordinf to the hyperstability theory, the adaptation algorithm (15)-(17) is stable in the
€

(k-1

sense that Lim e(k) )] =0 if the following two conditions are satisfied:

k —300
Condition 1 : The transfer function matrix of the forward block H(z)=z D (z/,, ~C)' B is

0 1
strictly positive real (SPR), where C =[ -c, _C", ] and B = 10 .

1 n



&y
Condition 2 : The input-output of the feedback block satisfies the inequality ¥ v7 (k) w(k)2-7
k=0

for all k,;, where yis an arbitrary finite constant and the superscript T denotes the transposition.

Using proportional plus integral type adaptation for the gain matrices, it is shown in the
appendix that the following algorithm that satisfies conditions 1 and 2

P (k)=P(k=1) +6, (k) 8] (k—DE p + 6, (k—1) 0/ (k—2)E y—E 1p] (18a)

Po(k)=Pok—1)+6,(k) 0 (k—2)Ep + 6, (k1) 0] (k—3)[Eyy—E 2p ] (18b)

Qok) = Qotk—=1) +86, (k) 8] (k)F op + 6, (k—1) 8] (k=1)[F oy—F op ] (18¢)

Q (k)= Q,(k=1) +8, (k) 8] (k—1)F 1p +6, (k=1) 8/ (k=2)[F ;;~F 1p] (18d)

Q(k) = Qo(k—1) +6, (k) 8] (k=2)F 2 +6, (k1) 8] (k=3)[F 5, —F 2p] (18¢)
and

6,(k)=R,0,(k-1)+R30,(k) (18f)
where Egp Eqy, - - -, Fop and Fo; are SPD adaptation gain matrices and the subscripts P and /

denote proportional and integral parts, respectively. R, and Ry are nxn diagonal matrices whose
diagonal elements r,; and r5; are obtained from

roi =0 Ay Ay (A +Ay) (19a)
ra; =Q (1 +l,,- M) i=1,2,....n (19b)

where o, are positive constants and A; , Ay are the eigenvalues of the error reference model
chosen such that I14,; I<1,1}, 1<1, as explained before. Note that the feedback gains depend only
on the joint angle error vector, whereas the feedforward gains depend both on the joint angle vec-
tor and the reference trajectory vector. A block diagram of the adaptive control scheme is shown
in Figure 1.

Equations (8), (18) and (19) constitute the adaptation control algorithm. The SPD matrices
Eor .Eq ..., Fop ,Fy, the positive scalars o; and the eigenvalues 4,; , A,; must be specified by
the designer. A simple structure for the above matrices is the diagonal structure. Furthermore, a
particularly simple expression for 6, (k) is obtained if the eigenvalues of the reference model are
Ay;=Ay;=0 , i=12,..,n. This corresponds to the so called "dead-beat control”, and in this case
(18f) simplies to

6,(k)=R;0,(k) ; Ry=diag{c;)} (20)

Larger values of the elements of the matrices Eqp,....Fy and the scalars o; correspond to higher
adaptation gains and make the errors decay faster. However, if unmodeled dynamics are present,
high adaptation gains can excite unmodeled dynamics, resulting in instability. Thus the design
parameters must be selected based on a compromise between speed of adaptation and stability
considerations.

It is seen that the adaptive control laws given by (8), (18) and (19) are extremely simple and
are suitable for real time control. Furthermore the complex robot dynamics or robot parameters
are not required for the generation of control torques. The adaptation algorithm ensures that the
closed-loop system remains stable and that trajectory tracking occurs provided the rate of adapta-
tion of controller gains is higher than the rate of change of robot matrices. For example, the
matrices of many industrial robots do not change appreciably over time intervals of about ten
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milliseconds, in which case the controller adaptation time can be a few milliseconds.

5. Conclusions

An adaptive control scheme is developed using a general discrete-time model of robot mani-
pulators. The control scheme utilizes only joint position-velocity measurements and the reference
position, and does not require knowledge of the payload or the robot characteristics. The adapta-
tion laws are derived using hyperstability theory which guarantees asymptotic trajectory tracking
despite gross robot parameter variations. The controller gains are independent of the robot param-
eters provided that the gain adaptation is sufficiently fast.

The method offers considerable flexibility in design by providing many free design parame-
ters. These parameters can be adjusted by the designer to improve the response and to increase
the speed of adaptation. The discrete-time adaptive control algorithm is extremely simple and
computationally fast, and is therefore suitable for real time digital control of robot manipulators.
Extensive computer simulation studies using a model of a direct drive manipulator have shown
that the discrete-time adaptive scheme performs satisfactorily despite gross payload variations
and unknown robot parameters.
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Appendix
In this appendix, we derive the gain adaptation algorithm (18). Consider Condition 1 and
write H(z) as
H(z)=z D (zl,, -C)'B =DB +DC (zl,-C)'B (21)

Now, H (z) is SPR if the exists 2nx2n symmetric positive definite (SPD) matrices R and M, nxn
matrix K and 2nxn matrix L such that {15, Lemma B.4-2]

CTRC -R=-LLT-M (22)
BTRC +KTLT =DC (23)
KTk =(DB)+ (DB) —BTRB (24)

The problem is to choose the matrices R, M, K, L and D to satisfy (22)-(24). Let

R, R . ) .
R = [R;, Rj s Ry=diag(ry} , Ry=diag{ry;} , Ry=diag{rs;}
where R, R, and R, are diagonal nxn matrices whose diagonal elements are ry; >0, ry; >0 and
ry; >0; i=12,..,n. This particular structure ensures that R is SPD and simplifies the derivations,
as will be seen. Substituting R and B in (24), we have

KTk = RT =R,
or K =diag {\jr_3,-} and thus the matrix K is found to satisfy (24). Next we choose D =(R; Rj3)
and substitute for D,B,R,C and K in (23) to obtain L =0. Thus L is also found and (23) is
satisfied. Now we consider (22), and in order to obtain explicit relationship between the elements
of R and the given matrices C and M, we select the following structures

M, 0
M=[ 0 Mz] i My=diag{my} , My=diag{my)} imy,my >0

0 I,

C= -, _CIJ ; Co=diag{cy} . Cy=diag{cy;}

Substituting for R ,C and M in (22) and solving, we obtain

m; m; m;
ru=my+—ey(ley) o ory=mcaicy s Ty = —(14ey) (252)
where
n; =(m1,~+m2‘~)>0 v G =(1—C2,‘)[(1+C2")2—C12{| (25b)
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The characteristic polynomial of the reference model (10) is

AZ) = §z21,, +Cyz +c2§=i1i5,~(z) (262)
where
8;(z)=z22+cy;z +Coy = (2+N)(z+Ny) (26b)
Since the reference model is stable,i.e. | Aj; | <1, 1 Ay | <1, we must have
15;(0) 1 <1 5, (1)>0 5, (-1)>0
or
lcgi 1<l, (l4+cy;+02)>0, (1=cy;—c2;)>0 27N
Inequalities (27) imply that ¢; in (25b) is positive. Let a; = —n%m—z‘— ,i=1,2,..,n where o; are
positive numbers, then using (25) and (26b) we have ‘
Fii =m0y (g A 2(14A ) (28a)
roi =0 Ay A (Mg +Ay) (28b)
ry; = o (1+Ay; M) (28¢)

Note that the acquired r,; ,75; and rj; are positive, and thus Ry, R,, R3 and consequently R are all
SPD. We conclude that Condition 1 is satisfied by choosing D in the adaptation algorithm (16)
asD =(R, R;)where the elements of R, and R are given by (28b) and (28c), respectively.

In order to satisfy Condition 2, we select the matrices ¥,(v,6,), ..., ¥s(v.,,) in (17 accord-
ing to the following proportional plus integral (summation) adaptation law
3 k-1
¥, (v,8,)=C, -Ag‘[A JOHP (k)| =Gv (k)BT (k-DE |, +G T v()BIU-DE, (29a)
’ =0
h k-1
¥,(v,0,)=C,-Ag! [A Lk HP k)| =Gv(k)BI(k-2)Ep + G X v(1)OJU-2)E (29b)
’ 1=0
3 k-1
W, (v,0,)=Aq! [A ok )-Qok)| =Gv(k)BT(k)Fgp +G Y v(1)OTUIF y (29c¢)
- ’ 1=0
k-1
Ya(v.6,) =A61[A 1(k)-Q l(k)] =Gv (k)8 (k-1)F 1p +G T v ()8 U-DF y (29d)
1=0
k-1
¥5(v.0,)=Ag" [A 2(k)-Q 5k )] =Gv (k)8 (k-2)Fp +G T v(1)B]U-2)F y (2%)
1=0
where G, Ep ,Ey; ,..., Fop , Fo are SPD matrices, and the subscripts P and / denote propor-

tional and integral terms, respectively.

Consider the first term in the expression for w(k), i.e. w,(k) given in (14b). Using (29a), we
have

ky ky k-1
v kw k)= z[vT(k)Gv (k)T k-DE p0, (k-1) +vI (k)G T v (D8] (1-1)E 1,6, (k-1) (30)
k=0 k=0 =0

It is seen that the proportional term produces two quadratic forms vI(k)Gv (k) and



0, (k-1)TEp0, (k1) which are both positive for all £20. Similarly, it can be shown [15, Appen-
dix D] that the integral term produces quadratic forms and thus ZvT(k w (k) >0. Since

wok),...,wsk) in (14b) and (17) have structures similar to w(k), we have
k

zlvr(k w;k) >0, j=1.2,..5. We conclude that Condition 2 is satisfied due to the particular
k=0
choices in (29).

Let us chose G=Ag!, define the change in the gain matrices due to adaptation at time k as
AP (k)=P 1(k)~P 1(k=1) ... AQ 2k =0k )-Q(k-1), and denote the corresponding changes in the
robot matrices by AA o(k), AA (k) and AA (k). Then after simplifications, we obtain from (29)

AP (k +AA 1(k)-AA o(k)C = [v(k—l) 87 (k—2)-v (k) eI(k—l)] Eip —vk-1)6J(k-2E,; (3la)
AP 5(k +AA 5(k -AA ok )C 2 = (v (k1) 87(k-3)~v (k) eZ(k—z)] Eyp —v(k-1)8J(k-3)E;  (31b)

AQ ok )-AA k) = | v (k=1) 8] (k—1)-v (k) ef(k)] Fop —v(k=1) 8] (k-1)F o (31c)

NN

AQ (k)04 (k)= | v (k=) ef(k—z)—v(k)ef(k—l)] Fip —v(k=1)0T(k-2)F,;,  (31d)

AQ (-84 )= v (k=1) 8763 () 0 (k=2)| Fop —vk-1) 8]Gk=BF s (Ble)

In order to make the controller gain matrices independent of the robot matrices, we assume that
the changes in the robot matrices is much smaller than the corresponding changes in the gain
matrices due to adaptation, i.e.

AP (k) > AA 1(k)-AAo(k)Cy, . . ., AQ (k) > AA (k) (32)

This assumption is valid if the adaptation rate is sufficiently fast or equivalently, if the robot
matrices are slowly time-varying. The vector v(k) in (31) is obtained from (16) as

vk)=R,etk-1)+R;ek) (33)
which in view of (13) with 6,,, (k)=0, is
v(k)=—(R,0,(k-1) +R40,(k)) =—6, (k) (34)

Finally, using (31), (32) and (34), we obtain the gain adaptation laws given by (18).
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_Abstract :

In this paper a decentralized trajectory controller for robotic manipulators is designed aund
tested using a multiprocessor architecture and a PUMA 560 robot arm. The controller is made up
of a nominal model-based component and a correction component based on a variable structure
suction control approach. The second control component is designed using bounds on the difference
between the used and actual values of the model parameters. Since the continuous manipulator
system is digitally controlled along a trajectory, a discretized equivalent model of the manipulator is
used to derive the controller. The motivation for decentralized control is that the derived algorithms
can be executed in parallel using a distributed, relatively inexpensive, architecture where each joint
is assigned a microprocessor. Nonlinear interaction and coupling between joints is treated as a
disturbance torque that is estimated and compensated for.

1. Introduction :

Strategies for designing manipulator controllers can generally be classified according to the
degree of their dependence on the availability of reasonably accurate manipulator models. While
some of these schemes, such as those based on systems with variable structure [1-10], model
referenced [11,12], and self tuning controllers {13,14], are not necessarily model-based, others [15-22]
depend to a varying extent on the availability of such models. Although controllers that belong to the
first class are clearly robust to model inaccuracies, such schemes often disregard useful information
embodied in the dynamic equations. Some of these approaches, however, have recently taken account
of manipulator dynamics [2,4,5,11,12,22] in the form of additional nonlinear feedback. Model-based
robot controllers, on the other hand, such as the computed torque control [15], are susceptible to
deviations of the used model parameters from their actual values. More general nonlinear model-
based control approaches [16,17] rely on using the complicated Lagrange-Euler inverse dynamic
equations in real time. As a result, additional model inaccuracies are introduced if and when
simplified versions of the L-E equations are used. Relatively few studies [17] have investigated the
robustness of these control schemes to model parameter uncertainty.

It is generally agreed to in the literature that compensation for model inaccuracies is necessary to
improve the robustness of model-based controllers. One form of such compensation, among others,
is the use of the theory of systems of variable structure (VS) to compute auxiliary (or substitute)
control signals. Many attempts in designing robotic VS controllers have relied on neglecting major
components of the coupling torques between manipulator joints. Compensation for such torques is
often left to the VS controller to achieve. The controller performance, however, can be significantly
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improved if estimates of these torques are also fed forward to compensate for them. While some
efforts have ignored all components of the coupling torques (gravity as well as inertia and velocity
coupling torques) and treated them as disturbances that can be compensated for by the VS controller
[1,3,6,9,10], others have relied on direct computation of gravity torques [5] or have made use of the
full set of dynamic equations [2,4,7,8]. The latter approach depends on the complexity of the
manipulator dynamics and implementation of the control schemes of {2,4,7,8] for manipulators other
than the used simple two and three link robots is computationally expensive. Most of the developed
VS manipulator controllers have been tested by simulation using very simple (two or three link)
robotic structures [1-3,6-10]. By contrast, few efforts have been tested experimentally using actual
robot arms [5]. The majority of the reported analyses in this area use continuous time models
[1,2,4,6-10] and ignore the effects of friction and damping encountered by the joint motors. Since
the robot system is a continuous one that is digitally controlled along a trajectory (or towards a
desired position), however, a discretized equivalent (or a sampled data) model of the manipulator is
most relevant to this problem.

In this paper, a discretized equivalent model of the continuous robotic system is used at the
joint level, taking into consideration all dynamic nonlinearities and sampling effects, to develop a
decentralized linear time—varying controller. The motivation for decentralized control is that the
developed control algorithms can be executed in parallel using a distributed, relatively inexpensive,
architecture while avoiding the burden of computing a global nonlinear manipulator model in
real time. Time schedules of the feedback gains and feedforward terms are computed off-line by
computing the inverse dynamics along the desired trajectory. Due to uncertainty in some dynamic
parameters, however, such as link inertial parameters, some coefficients of the discrete model are
not exactly known. These coefficients also change as the robot configuration and load change. This
is where the developed controller is modified using a variable structure suction control approach
to compensate for model inaccuracies. The approach of this paper makes use of the knowledge
of the model form and some of its poles and zeros. This results in a reduction of the number of
unknown parameters and more accurate system representation. The developed controller is tested
using a multiprocessor architecture and a six joint PUMA 560 robot arm. Each joint is assigned a
microprocessor board based on an Intel 8086 processor. The parallel operation of the six processors
is synchronized by a common clock. In section 2 of this paper the discrete manipulator model is
presented along with the model-based controller. The VS-based controller is developed in section
3. Finally, section 4 presents the experimental testing of the developed controller.

2. A Discretized Equivalent Model and a Controller for a Manipulator Joint :
2.1. The Discretized Equivalent Model :

The discretized equivalent manipulator model developed in [21] is adopted in this paper since it is
thought to account for nonlinear arm dynamics, joint motor electrical and mechanical characteristics,
damping factors, friction, interference torque between joints, and sampling effects. A block diagram
of this model with possible digital compensation and feedback filters is shown in Figure 1. The
control voltage, V is output by each microprocessor joint controller to a digital-to—analog converter
(DAC) which acts as a zero order hold (Z.0.H.) device. The DAC output voltage, Vp 4¢, is applied
through a linear voltage amplifier to the joint motor input. V, and V,,, are the armature and motor
voltages, R, and L, are the armature resistance and inductance, I, is the armature current, k, is
the motor voltage constant, 7 is the torque applied by the motor shaft, 7, is the disturbance torque
observed at the motor shaft which includes inertia and velocity coupling, gravity, friction, and other
disturbance torques, J is the effective inertia at the motor shaft, B is the effective damping factor,




n is the gear ratio, k' is a conversion constant, 0, and 04 are the actual and desired joint positions,
and 7} is a feedforward compensation for 74. The system inside the dashed line is continuous while
the one outside is described by the digital hardware and software used to control the joint.
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Figure 1. A Discretized Equivalent Joint Model

Assuming that J can be approximated by a constant within each sampling interval, the following
transfer functions are obtained [21]

84 (8) kk' 1 74(8) k
H(s) = R , F'(s) = ) la
(2) Vpac(s) nk,R.J s(s+s;) (s) Vbac(s) k.R, (1.a)
1{(B R B R.,\’ 4
==|{=+-—)- 1 1.b
where 81= 5 <J + La) \/( 7 La) BL.J (1.5)
where the inertia J; and disturbance torque 74, encountered by the rotor of joint i, are
Dy 7, — Dy 9'
Ji = = +J,, and 14, = T + 14, (2)

where D;; and r; are the self inertia and torque of joint i computed using the inverse dynamic
equations {15,22], J,,, 7s,, and n; are the rotor inertia, friction torque, and gear ratio of joint i.
Using an exact mapping of poles and zeros from the s plane into the z plane, (2 = e’T, where T is
the sampling period), the discretized equivalents of the transfer functions (1) are [21]
6. H kyz '(1+ 271
H(z): (Z) :(l_z—l)z( (s))z Hzl( +2z )1
Vpac(2) 8 (1-2z"1)(1-p1271)
FI

Pla)=—__(1_,)z (-—(’—)) r kpiz ! (3.)

VDAc(Z) -

(3.a)

8
_ TEK' (1 - p1) k
h = nT k = —— k = 3
where pr=¢€ ’ H= ok JR,s, F = ¥R, (3.c)

where the gains ky and kp. are computed such that the steady state discrete system response is
equal to the sampled steady state continuous system response.

2.2. The Digital Linear Time—Varying Controller :

Given the transfer functions (3) that represent a manipulator joint, the control task is to design
the digital filters F(z), D(z), G(z), and a dynamics—based feedforward control signal such that 6,
tracks 8, as closely as possible. To perform this task it is necessary here to note the timing of
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the model operation. At sample point n a desired position 8;(n) and an estimated feedforward
term r)(n) that compensates for 74 are input to the system while the actual joint position 6,(n) is
obseerved. It is desired that the actual position at the next sample time (n+1) be equal to the desired
position input to the system at the current sample time i.e. 8,(n + 1) = 84(n). To achieve this it is
necessary to estimate a discrete input, r;(n), that is equivalent to r4 ahead of time to compensate
for 7; between the two sample times. This feedforward compensation signal is computed off-line
using the robot inverse dynamic equations. Hence, it is desired first to have 74(z) = 27 17(2). As a
result, one gets [21]
-1

V() _ = _ 1 (4.0)
i(z)  F'(z) kr

After simple manipulations, the filters D(z) and G(z) that result in the response 6,(z) = z716,4(z)
are found to be [21]

F(z) =

ke l-piz’

G(z)=1 and D(z) = b 1320

(4.0)
The feedback control is then written as
. 1 1-p27t
V() = D()F(2)l0a(2) - bu() + Flo)ri(s)  with  D()F(z) = = (5)
H
In the discrete time domain, the controller is written as
1 1
V(n) = o7=[A8(n) — pi (n)A0(n - 1)] + -[rs*(n) + 73" (n - 1)] - V(n—-1)  (6.a)
kg (n) ke
where Ab(n) = 84(n) — 0,(n) (6.)
and superscript u denotes used (as opposed to actual) values. It remains, however, to compute the
feedback gains kj, (n), pf(n), and r}*(n). Since the only information available to a joint controller
in a decentralized control environment is that generated off-line, estimates of these parameters are
computed off-line, when the desired trajectory is generated, and later used in real time to implement
the controller (6). This scheme is based on a computed torque approach and, as a result, is susceptible
to the potential problems facing a computed torque approach. The most serious problem of these is
the difference between the values of J and r, along the actual path and their nominal (used) values
along the desired path. To address this problem, the controller (6) is modified using the theory of
systems of variable structure {VS) to compensate for parameter uncertainty. The modified controller
is developed in the next section.

3. Development of The Variable Structure Controller :

The purpose of the VS-based controller introduced in this section is to modify the controller
(6) such that deviations of the used model parameters from their actual values are compensated for.
The basic form of the controller (6) is, however, maintained since it is based on the actual model
form which is known. An appropriate sliding surface and a switching variable are selected in terms
of the joint tracking error and a suction control strategy [2,4] is used in the discrete time domain to
design the controller such that the switching variable and tracking error converge to zero. First, the
model (3) is written in the discrete time domain in terms of the actual model parameter values as

a(n) =0 (n — 1) + py(n — 1)[fa(n — 1) — 8 (n — 2)
kH (n — 1)

+kp(n-1)[V(n-1)+V(n-2)| - i [ri(n — 1)+ 75(n - 2)] n
and the switching surface for each joint i is defined as
s(n) = e(n) + Ae(n— 1) , e(n) = 84(n — 1) — 8,(n) (8)



such that the trajectory tracking error decays exponentially when the switching variable is driven to
zero. The switching variable s is "sucked” to zero using a discretized version of the suction control
strategy outlined in the continuous time domain in [2,4]. Namely, the controller is designed so that

s(n—1) [s(n) —s(n—-1)] <0 (9)
such that s(n) > s(n — 1) if s(n — 1) < 0 and s(n) < s(n — 1) if s(n — 1) > 0. Condition (9) is
not sufficient for the convergence of s(n) to zero. If |s(n) — s(n — 1)| can, however, be shown to be
bounded by a small positive number § then s(n) can also be easily shown to be bounded by a small
positive number §' using condition (9). To show this, we write

|8(n) — s(n — 1)| =|e(n) — e(n — 1) + Ale(n — 1) — e(n — 2)]|
—[6a(n — 1) = Ba(n — 2) — [Ba(n) ~ bu(n — 1]
+ A{84(n — 2) = 84(n — 3) — [fa(n — 1) — ba(n - 2)]}|
<|04(n — 1) — 84(n — 2)| + |8a(n) — ba(n - 1)]
+[A|[18a(n — 2) = 8a(n — 3)| + [6a(n — 1) — 8a(n — 2)]]
<8+ 8+ |A|(6:+8) <8
where the magnitude of the upper bound § is determined by the speed of the desired trajectory,
the manipulator mechanical time constants, and the sampling frequency. It is clear that & decreases
with increasing sampling frequency. For example, if the desired and actual joint speeds are bounded
by 10 rad/s and the sampling frequency is 100 Hz, then |s(n) — s(n - 1)| is bounded by 0.25 radians

for A = 0.25. It is clear that as the sampling frequency increases infinitely, condition 10 tends to the
suction control condition ss < 0 of [4]. Although the condition
s(n) [s(n) —s(n—1)] <0 (9)
is more attractive since it ensures that 0 > s(n) > s(n — 1) if s(n — 1) < 0 and 0 < 8(n) < s(n — 1)
if s(n — 1) > 0, the design of a controller that would satisfy condition (9)’ is quite complicated
mathematically (as will be clear from the proof of Lemma 1.). Next, we proceed to design a
controller that satisfies condition (9). First, the following set of upper bounds on model parameter
deviations is deﬁned
k% (n

x> 1 axi, g -nel vz - a20 (1)

The variable structure controller that satisfies condition (9) is given by the following lemma.

Lemma 1: The control

V(n) =

ke ( ) ~ +21/ U (ﬂ) + a (:—;—i;—gltu (n)l + ﬂlaa(n) — 9a(n - l)l) sgn s(n)]

-V(n-1)+ E[T (n) + 75 (n — 1) + 2y sgn s(n)] (11.a)

where  u,(n) = 04(n) — Ba(n) — p¥(n)[fa(n) — 8a(n — 1)) — (1 — A)e(n) - Ae(n—1)  (11.B)
Satisfies the convergence condition (9).
Proof : Using the controller (11), the closed loop system response (7) is rewritten as
8.(n) = ky(n-1) 2
kt(n-1)a+1/a

[8a(n — 1) = (1 = A)e(n — 1) — Ae(n - 2)]

T o ey MBS URV | LX)

~[pta- - - )] a2
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ta :..HE:: 3 (a+i;a|"1("— 1)| + Blba(n - 1) _0a(n_2)|) sgn 8(n — 1)

kH (n 1)

[rin—1) =1 (n - 1)+ 7i(n—2) — 7*(n — 2) — 27 sgn s(n — 1)] (12)
Using equation (12) and defining the following quantities,

) = B A =) =) () = i) - () (13)

the increase in the value of the switching variable s between sample times n-1 and n is
s(n) —s(n—1) =e(n) — (1 — A)e(n — 1) — Xe(n — 2)
=04(n— 1) — 0,(n) — (1 - N)e(n— 1) — Xe(n — 2)

- (1 Z(n - l)) [Ba(n — 1) = (1 = A)e(n — 1) — Ae(n — 2)]

a+1/
-[1- 2;‘:1/" pn-1)- 20t ) aun-1)

+[nta - - EE - )] 0 (-2

at+l/a
—ag¢(n—1) [a+ i;ZIul(n — 1)+ Bl0a(n—1) — 85(n — 2)[] sgn s(n—1)
+ big[ (n— 1)+ 7i(n —2) — 27 sgn s(n — 1)]

F

= (1- B - 1) - o - )0l - 1) - (0 - 2)

a+1/

—a¢(n-1) [Z; 1;Z|u1(n — 1|+ Blbs(n—1) — 8,(n — 2)|] sgn s(n — 1)
4 b (;F‘ D sy(n — 1) +7)(n — 2) — 27 sgn s(n — 1]
- (1 - 2:(: 1"/(11)) wiln— 1) - agln - 1) 2 1§a|u1(n — 1)| sgn s(n — 1)

—pr(n—1)[8a(n — 1) — 85(n — 2)]
—a¢(n—1)Bl0.(n— 1) — 8,(n — 2)| sgn s(n - 1)

ky (ﬂ - l) [,,

e 7i(n — 1)+ 7i(n — 2) — 2y sgn s(n — 1)] (14)

Hence,
x(n) =s(n ~ Dfs(n) - s(n - 1)}

_—_[(1 2:(: 1/1)) sgn [ui(n — 1)s(n — 1)] — ag¢(n — 1)2; ZZ

— [51 (n—1) sgn {s(n — 1)[f.(n — 1) — 8,(n — 2)]} + ag(n - l)ﬂ] X
|8(n — 1)[fa(n — 1) — 8a(n — 2)]|

En (22D (53(n - 1) + 75(n - 2) agn o(n~ 1) - 27}ls(n ~ 1)
=a(ﬂ)|u1(n ~ 1)s{n = 1)] + b(n)ls(n - Dlfaln— 1) — bu(n — 2)]| + c(m)ls(n—1)]  (15)

and x(n), n > 0, will be shown to be negative by showing that a(n), b(n), and c(n), are negative.

|uy(n — 1)s(n — 1)|



1. To show that a(n) is negative, we need to show that
la+ 1/a - 2¢(n - 1)] < |ag(n - 1)(a - 1/a)| (16)
Since the right hand side of inequality (16) is positive, two cases are at hand
a) f a+1/a — 2¢(n — 1) > 0, then we need to show that
a+1/a—2(n-1)<a’¢(n—-1)-¢(n—-1)
or 1/a—¢(n—1) <alag(n —1) - 1]
or 1-a¢(n—1) <c?lag(n—1) - 1]
This inequality is satisfied since o > +1. Hence, a(n) is negative.
b) If a +1/a — 2¢(n — 1) < 0, then we need to show that
2%(n-1)—a-1/a<a’¢(n-1)—¢(n-1)

or oPlag(n—1)+1] >3a¢(n-1) -1
or o? >3ag(n -1)-1
a¢(n—1)+1
3a¢(n—1)—-1 3a%*-1
b <
ut ac(n—-1)+1 a?+1
2 _
and ?g_l 2
a?+1
since o' +a®-3a%+1=(a®*-1)2>0

Hence, a(n) is negative.
2. To show that b(n) is negative, we need to show that
|Pr(n—1)| < ag(n-1)8
This inequality is satisfied since |, (n — 1)| < B and a¢(n — 1) > 1 by definitions (10).
3. ¢(n), n > 0, is negative since |7;(n)| < v by definition (10).
Hence, it is seen that x(n) < 0, n > 0, and condition (9) is satisfied.
Q.E.D.

The next section presents the experimental testing of the developed controller.

4. An Example : A PUMA 560 Manipulator :

To obtain model parameters for a PUMA 560 arm, the motor and armature circuit parameters
k,, J,, and L,, were obtained from the manufacturer. R, was measured for each joint by applying
a DC voltage at the DAC output and measuring the armature current when no motion took place.
To obtain the damping factor and friction torque for each joint a DC voltage was applied at the
DAC output and the armature current and joint speed were measured. The resulting data points
of current versus speed yielded B; and 7;, using regression techniques. The linear voltage amplifier
gain was set to 4. It was also necessary to adopt a set of link dynamic parameters. There are few
reported efforts directed at identifying parameters not supplied by manufacturers such as inertial
parameters and centroid coordinates. While some of these efforts adopt direct geometric approaches
[22], others rely on experimental identification of these parameters [23-25]. Many approximations
are made in [22] about link mass distribution and component shapes. Identification techniques
require acceleration, torque, and force sensors and the results often bear a lot of noise [24]. In this
paper, link masses were obtained from the manufacturer. Most of the centroid coordinates and
inertial parameters reported in [22] were thought to be reasonably accurate and were used. All of
the used model parameters for the used PUMA 560 arm are listed in [21]. a, 8, and A were set to
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2, 0.2, and 0.25 respectively for all joints.  was set to 0.5 N.m for the first three joints and 0.05
N.m for the last three joints. :

The desired trajectory for the arm was specified by a cartesian path and a desired velocity
profile for the end—effector. The path, sampled every 30 ms, consisted of three curves defined in the
arm base frame. The first curve was a semicircle that started at (x,y,z2)=(15,75,10)cm and ended
at (5,65,-10)cm. The point (x,y,2)=(10,50,0)cm was in the motion plane and the semicircle followed
was the one closer to this point. The end-effector accelerated from rest to a velocity of 0.35 m/s
in the first 3 segments (90 ms), cruised at this speed for 34 segments, and decelerated to rest in
the last 3 segments. The hand approach vector, a, was required to change from (0,0.9798,-0.2) to
(0,0.9798,0.2) by requiring the angle
al

Vv1-—a?

to change from —11.5° to 11.5° by accelerating in the first 3 segments, cruising at a constant speed
in the middle 34 segments, and decelerating to rest in the last 3 segments. The second curve was a
straight line that ended at (x,y,z)=(-5,85,-15)cm. The approach vector, a, changed to (0,0.9539,0.3).
All velocity profiles were similar to those of the first curve except for the numbers of acceleration,
constant speed, and deceleration segments which were 9, 7, and 9 respectively, and the end-effector
constant speed which was 0.48 m/s. The third curve was a semicircle that ended at the initial arm
configuration of the first curve. The point (x,y,z)=(5,60,-2.5)cm was in the motion plane and the
semicircle followed was the one closer to this point. All velocity profiles were similar to those of the
first curve except for the numbers of acceleration, constant speed, and deceleration segments which
were 5, 45, and 5 respectively. The arm stayed at rest for 5 segments between each two curves. The
corresponding desired joint trajectories are shown in Figure 2. The used PUMA arm was driven
very close to its maximum speed.
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Figure 2. Desired Joint Trajectories

The arm was sampled every 10 ms and desired joint positions were generated every 10 ms by
linear interpolation between their values stored for use every 30 ms. The feedback gains computed
off-line were used three times within the 30 ms intervals each 10 ms (i.e. T=0.01 sec). The
computation delay at each sampling interval was 1.00 ms. The joint trajectory tracking errors
resulting from this experiment are shown in Figure 3. The tracking error is bounded by 2 degrees
for joints 1 and 2, 4 degrees for joint 3, 0.5 degrees for joint 4, 1.5 degrees for joint 5, and 0.25 degrees
for joint 6. This performance is slightly worse than that of the controller of [21] which is similar to the
controller of this paper except for the absence of the VS-based compensation for model inaccuracy.
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One probable cause for the increase in the tracking error, compared to the results of [21], is the
chattering problem associated with the VS-based control. This chattering effect is clear in the high
frequency behavior of the tracking error of Figure 3 and was felt clearly when the used manipulator
exhibited noisy gittery motions during the performed experiments. Another probable cause for the
increase in the tracking error is the increase in the computation delay (which is 0.55 ms for the
controller of [21]). It does not appear that using a VS-based control, in the experimental context
and setup described in this paper, to compensate for model parameter uncertainty has offered an
advantage over using parameter estimates computed off-line.
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5. Conclusion :

A decentralized digital linear time-varying variable structure trajectory controller for manipu-
lator arms was developed and tested. A discretized equivalent model of the continuous manipulator
system was used to design a nominal digital linear time-varying feedback. Time schedules of the
estimated values of the feedback gains and feedforward terms were generated off-line. The feedback
was modified using the theory of systems with variable structure to compensate for the difference
between the used and actual values of the model parameters. The controller performs reasonably
well considering that the used PUMA arm was driven along the trajectory at its maximum speed.
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Abstract

Confrontation with difficult manipulation tasks in hostile environments such as space, has
led to the development of means to transport the human's senses, skills and cognition to the remote
site. We examined the use of advanced Telerobotics to achieve this goal. A novel and universal
hand controller based on a fully parallel mechanical architecture is discussed. The design and
implementation of this 6 DOF force reflecting joystick is shown in relationship to the general
philosophy of achieving telepresence in a man-machine system.

1. Introduction

This paper describes the work undertaken at the University of Texas at Austin to construct
and implement a force reflecting universal hand controller in a microprocessor driven testbed with
an industrial robot as discussed in [1]. The Texas 9-string kinesthetic joystick has been interfaced
to a robotic manipulator and a microprocessor to realize a prototype telerobotic system. The system
is a generalization of the industrial bilateral master-slave teleoperator. The man-machine interface is
universal and therefore capable of positioning and orienting any 6 DOF manipulator once the
suitable transformation changes are made in the controlling software. The 9 string kinesthetic
joystick represents the extension of force reflection to the original 9 string unilateral joystick
developed by Tesar and Lipkin as discussed in [2]. The design of the joystick has been based on
maximizing its capability to convey telepresence through a novel parallel architecture which is
actuated in antagonism. The Texas telerobotics system represents an experimental test facility for
research into the engineering and human factors issues of man-machine interface. In the table
below the design goals of the project are given.

System Functional Attributes
1) decoupled interface:  no geometric similarity required between master and slave

2) motion projection: projection of commanded motion

3) variable control point: electronic control point selection

4) accommodation: manipulator motion is altered by the end-effector

5) coordinated control:  operator directly controls end-effector motion

6) motion filtering: jitters and jerks in input motion removed

7) positional scaling: variable positional gain between interface and manipulator
8) indexing: controller repositioning

9) reorientation: compensation for operator perspective
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2. Man-machine interface

Because of man's need to have control or an effective presence to do manipulation in
remote or hostile environments the teleoperator system (TOS) has been developed. These TOS
have given man the ability to extend his strength and dexterity along with his intelligence into the
remote site. Historically, the TOS consisted of two manipulator arms which were geometrically
identical. One arm, called the master served as the control input device positioned by the operator.
The other arm, called the slave, could if servoed sense and feedback its load state to the master
arm.

The importance of TOS is in its capacity to extend to a human operator the remote control
of the full 6 degrees-of-freedom (DOF) of rigid body motion through the positioning of one hand.
In an advanced TOS the man is only one component along with the computational base, remote
manipulator, display facility, sensory hardware, communication system, and the control input
device. In figure 1 below, a schematic of such a generic system is shown with the arrows
indicating the flow of communication signals.
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Figure 1: Advanced Generic Teleoperator System

An important characteristic of a TOS is the degree to which the operator is made to feel he
is at the remote site actually performing the manipulation task. This illusive design feature is termed
'telepresence’. Studies conducted on advanced TOS indicate the need for force feedback to the
operator from the remote manipulator. Thus, the TOS must condense the vast quantity of data that
is echoed back from the environment of the manipulator into a form favorable to human perception
and interpretation. Simultaneously, the human's limited output must contain sufficient information
for unambiguous interpretation by the computational base. The result is a very comprehensive
control input device. To achieve the most effective relationship between the operator and the
manipulator, the control input device or man-machine interface should be effectively transparent to
the information flowing through it.

In order to function efficiently, the TOS used in general, unstructured tasks will require
specific slave manipulator geometries which may vary greatly in size. The man-machine interface
must be constructed with respect to its utility as a control input and kinesthetic feedback device.
The intersection of these two demands dictates the need for a universal manual controller. The
universal controller is one which is fully software driven and requires a computational base or
machine intelligence to drive two geometrically dissimilar manipulator arms. The inclusion of a
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machine intelligence into the TOS, frees the man-machine interface designer from the restrictions of
kinematic replication and limited control in the development of a generalized master-slave TOS.

As indicated earlier, the state-of-the-art in TOS are replica (geometrically identical)
master/slave systems, essentially a 30 year old technology that will not be adequate in difficult task
environments such as orbital and interplanetary space. These systems lack transparency in the
bilateral flow of communication that causes the operator to be between 2 and 20 times as slow as his
functioning without a TOS, and generally precludes altogether complex tasks.

Our belief is that the most effective TOS will incorporate a universal man-machine interface
optimized in its design to the relevant human factors involved in order to achieve telepresence. As a
result the man-machine interface will have a geometry distinct and decoupled from that of the
manipulator being controlled. The interface will then require a computer to augment the human
intelligence as a computational base performing the needed geometric transformations between the
man-machine interface and the manipulator. The form of this idealized controller is a universal
bilateral position controller.

Advances in the last 25 years have also led to the development of programmable and
autonomous manipulator arms called robots. A recent result has been their combination with TOS
into a hybrid form of system called 'telerobotics’. The resulting system can be defined as a robotic
system which in addition to its usual autonomous modes of operation can take control information
directly from a human operator through a man-machine interface thus becoming teleoperated; or
from a higher, supervisory level of executive control, thereby acting in a semi-autonomous
manner. By making the universal master controller bilateral, the resulting system becomes
conceptually two dissimilar cooperating robots, software coupled and running in real time.

3. Design and Analysis

In the past, problems with man-machine interfaces have included their inertia, backlash in
their drive trains, friction, and limited or non-ergonomic motion capability. Transparency in the
flow of communication signals requires that the inertial dynamics and friction effects of the man-
machine interface be well below the intended feedback level in order to avoid operator confusion
between signal and noise. In this project an isotropic controller has been sought with a constant
(but programmable) joystick-to-end-effector position mapping and end-effector-to-joystick load
state mapping.

Usually in a TOS or telerobotic system the hand controller is designed around the robot or
remote manipulator arm which is designed around the tasks it is meant to perform. In contrast, our
goal has been to design a universal man-machine interface around the human operator and use the
necessary geometric software transformations in a computer. The forerunner of this project is the
work of Lipkin (1983) in the design and construction of a unilateral 9-string joystick [3]. This
work had then been followed by the initial configuration study for a 9-string bilateral joystick
finished in 1986 by Agronin [4].

Therefore, we designed the joystick to minimize the interface dynamics and maximize the
force feedback capability. In order to reduce the inertia associated with each of the air cylinders, an
optimization has been performed and the point near the air cylinders closest to its moving centroid
has been chosen as the pivot point in order to minimize the inertia. The air cylinder is connected to
a universal joint by brackets. An additional benefit to this choice is that the air cylinder is supported
near its center of gravity and most of the weight of the air cylinders is off loaded.

In order to maximize the force feedback a geometric optimization of the geometry of the 9-
string joystick has been performed. The optimization has been used to design for the largest fixed

minimum of maximum force feedback for use in the open loop control of the feedback signal. In
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order to assure an isotropic nature to the force feedback, the smallest maximum force that can be
generated anywhere in the joystick workspace in any direction is the limiting factor. In order to
maximize that quantity an analysis has been completed which relates the minimum force maximas
to the geometry of the base triangles (where the cables emanate from the supporting structure of the
joystick frame), the distance from the base triangle to the center point of the joystick workspace,
and the air cylinder constant force.

The analysis approach (detailed in [1]) finds the algebraic rule that expresses the minimum
of maximum force in a plane and then rotates the plane about the workspace center point and the
line of action of air cylinder constant force. The calculus of minimization in one variable has then
been used to find the minimum of force maximums. The technique has then been developed into a
computer program which uses a global search technique to scan the joystick workspace. The
program is interactive and the user inputed design factors in an adaptive fashion. The force
feedback has been found to degrade as the volume of workspace increases. The final design
chose an equal angle of 34.5 degrees between the strings and air cylinder shafts at the workspace
center point, a pivotal offset of 0.0 inches, and an equilateral base triangle dimension of 20.83
inches.

As indicated earlier, the inertial dynamics of a kinesthetic controller is an important
description of its quality of transparency or fidelity (signal-to-noise ratio). Therefore, a method of
dynamic simulation has been performed based on the method of Tesar and Freeman [5]. The
method uses dynamic equations based on influence coefficients which separate the purely position
dependent functions from those which are time dependent (velocity, acceleration, etc.). An
interactive program has been written and run simulating the Texas 9-string joystick undergoing a
variety of path motions under representative velocities and accelerations.

The results of the simulation can only be summarized here (see [1]); but showed the inertial
forces to remain at below 3% of the intended force feedback level even when the velocities and
accelerations of the handgrip were at their peak representative values. The relatively small level of
inertial force disturbance is to be expected as this along with high stiffness are representative
properties of parallel mechanisms.

The choice of joystick working volume or that workspace the T-shaped handgrip can be
moved within has been based on information found in the literature on other manual controllers
which showed no debilitation using workspaces in the vicinity of a 12 inch cube [2]. Since an
initial decision to use 18 inch stroke air cylinders as the compressive actuators had been made, the
resulting approximate workspace of an 18 inch sphere has been deemed acceptable.

JOYSTICK DESIGN OBJIECTIVES
joystick workspace 18 inch diameter sphere
dexterous workspace 10 inch diameter sphere
incremental translation .13 inch
orientational range 180 degrees (3 axis)
incremental orientation 1.1 degrees
force feedback range 0to 10 Ibf
torque feedback range 0 to 24 inch-pound

In figure 2 below, we see the annotated schematic of the Texas 9-string kinesthetic
joystick. The two upper (vertical) planes of the joystick frame are constructed of clear acrylic in
order to not obscure the operators' vision as the robot work area is in front of the joystick and
slightly to the right.
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Figure 2: Texas 9-String Kinesthetic Joystick

4. Implementation

The handgrip position and orientation of the joystick is calculated in the dedicated
microprocessor from the lengths of the 9 steel strings. The string lengths are measured by custom
made rotary potentiometers. The microprocessor then maps the handgrip position and orientation to
the end-effector of the robot. This mapping exists in software and can be scaled by the operator.
Simultaneously, the robot end-effector load state is measured and mapped to the handgrip of the 9
string joystick.

A general transformation is used to map from the 6-dimensional force space of the robot
end-effector to the 9-dimensional force space of the joystick. The 9-dimensional force space of the
joystick is represented by the 9 independent servoed cable tensions, which can only act in tension,
thus requiring the 3 constant forces of the compressive actuators in order to generate an arbitrary
force at each connection of the 'T' shaped hand-grip. Force Feedback is accomplished by holding
the three air-cylinders at constant pressure and then controlling the tensions in the strings via
current controlled servo-motors. As the problem of determining the cable tensions is
underconstrained, an optimization has been performed to minimize the sum of the squares of the
cable tensions. In mathematical form this is known as the pseudo-inverse of a non-square matrix.

The dedicated microprocessor is a DEC Microvax II. The Microvax II computer represents
the computational base for the application of the transformations, filtering, communications, and
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control activities present in this system. With a sufficiently fast protocol for communications to and
from the robot controller, the Microvax II would represent real-time computing power for this level
of task.

Each DC motor-transducer unit consists of a high-resolution .1% linearity rotary
potentiometer attached to a spool wound with a steel cable. As the cable or 'string' is unwound
from the spool, its length is proportional to the potentiometer resistance. Analog voltage
measurement across the potentiometer can then be calibrated to the string length. The voltage
readings from the transducers are continuous values which are converted via the DEC ADV11-C
analog-to-digital converter board to digital information for the computer. Each transducer is driven
by a brushless DC servo-motor to control the tension in the string. The Harowe motors are DC
permanent magnet and brushless servo-motors with a stall torque rating of 35 pound-in.

The force feedback control signals from the Microvax are converted by the DEC AAV11-C
digital-to-analog converter to the continuous voltage signals needed for the Benton SC-10 servo
controllers. The servo-controllers operate in a current regulating manner to drive the DC motors.
The use of a current control scheme over that of a voltage controlled one is critical to the
performance of the 9 string joystick. The motor torque is proportional to the applied current. If the
motors are powered in a voltage controlled mode then a back EMF forms which reduces the motor
armature current. This results in the reduction of motor torque due to the circuit dynamics. This
effect is equivalent to a mechanical damping. The magnitude of system dynamics is large enough to
interfere with the operator's sensing of force feedback. In figure 3 below, the complete U.T.
telerobotic testbed is shown.
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Figure 3: U.T. Telerobotic Test Facility

The three air cylinders represent the prismatic joints in the legs of the Stewart-platform
parallel mechanism. The compressive actuators are Benton B-120 single ended, 18 inch stroke air
cylinders. Each air cylinder is supported by an adjustable bracket to the center of a 2 DOF gimbal
or hook's joint. The end of each air cylinder shaft is connected to a 3 DOF spherical joint,



composed of a steel universal joint with a ball bearing at each end. One spherical joint is connected
to the end of each one of the three arms of the "T' shaped aluminum handgrip. At the connection of
each spherical joint to an air cylinder shaft, three steel cables are attached. The intersection of the
three strings with the air cylinder axis represents the point where the force at that arm of the
handgrip is generated.

Consequently, an arbitrary force vector (magnitude bounded) can be applied to each arm of
the 'T" shaped handgrip. Each force vector is limited by the applied maximum string tension. The
three triad force vectors sum to produce the desired force and torque state at the center of the

joystick grip.

Software has been provided by the manufacturer to interface the Microvax II to the
controller of the Cincinnati-Milacron T3-726. The Cincinnati-Milacron Inc. (CMI) host software is
responsible for a time lag in the communications rate. The CMI software uses a non-real time
protocol system known as DDCMP.

The load state at the robot end-effector is sensed by a commercially available force/torque
sensor. The sensor is a Lord corporation model 15/50 load cell. The model 15/50 is mounted to the
wrist of the robot, and a connection is provided to affix a Telerobotics International EP 100/30
robot gripper. The force sensor and the robot gripper are both driven by software implemented on
the Microvax II. The robot end-effector is utilized by the telerobotic system operator via an on-off
control button box. The button box is small and designed to be held in one hand by the operator to
control the robot end-effector, while the other hand is in bilateral control with the robot arm.

The fully integrated telerobotic system is represented in figure 4 by a signal flow chart.
After the system undergoes the startup procedures the T3-726 is placed in a remote mode in which
the Microvax computer becomes a peripheral to the robot's controller. The operator then controls
the system at two levels. In the first level, he must enter instructions into a menu-driven interactive
routine on the computer terminal. At this stage, the operator can determine which control mode is
desired. The different options available include; position-only control, resolved motion rate
control, and kinesthetic control. In addition, the operator has the ability via the menu-driven
terminal display to modify the spatial correspondence between the robot and the 9-string joystick.
The operator can rereference the fixed joystick workspace to a new region of the robots
workspace, he can scale the position and force mappings between the robot and the joystick either
up or down from unity, and he can perform a smoothing operation on the position data to remove
jitter from the robot's motion.

In the second level, the operator has placed the system software into control mode. The
telerobotic system is then active. The operator by moving the handgrip within the limitations of the
joystick workspace performs either a proportional move or sets a proportional velocity into effect
for the robot end-effector. If the kinesthetic control loop is active, when the wrist of the robot is
loaded by forces and torques, a scaled equivalent force and torque state at the operator's hand is

generated.

Testing of the DC motors has shown that a stall force greater than 12 pounds for several
minutes yields high motor temperatures and declining performance. Therefore, the system is
operated in the kinesthetic mode with a maximum string force of 12 pounds. From our design
optimization procedure we calculated the pnuematic system set point and the maximum available
force reflection for each triad of the joystick. The air cylinder constant force has then been set to
IFI=14.83 pounds or 12.06 psig. The result is a maximum force feedback signal of 3.25 pounds at
each arm of the "T" shaped handgrip without affecting the isotropic nature of the force reflection.
This corresponds to a range of force/torque feedback for the handgrip from a pure maximum force
capability of 9.75 pounds in any direction, to a pure maximum torque capability of 43 in-pounds
about any axis.
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Figure 4: Testbed System Communications
5. Conclusions

Current methods of control use limited, corrupted, or inappropriately coded information to
the human operator as well as hardware and software of insufficient power, generality, and
dexterity to exploit the full capacity of telepresence.

The uniqueness of the 9 string joystick's geometry, the portability of its software, and the
kinesthetic attractiveness of its operation make this man-machine interface a break with past
engineering work in hand controllers and an excellent analysis tool for R&D.

The Texas telerobotics testbed after completion has been evaluated and found to be
functional, yet showing significant detractions. Indicating the importance and difficulty of
achieving real-time
telepresence in telemanipulation. The most crucial detraction to performance is the existence of a
high level of coulomb friction in the joystick mechanism. The effect is concentrated in the sliding
joint of the air cylinders. The implemention of a pnuematic system resulted in a masked force
feedback, which blocks the joystick's transparency to bilateral communication flow. The friction
force also had the effect of making small precise motions difficult.

The high level of friction force in the pnuematic system also had the effect of obscuring the
importance of friction from the motor-transducer units, and the inertial forces incurred in moving
the joystick. A number of alternatives to a passive pnuematic system were considered such as
motorized capstan, linear induction motor, and a linear mechanism employing a constant force
spring. Another significant limitation to system performance is the slow update rate, or system
cycle time. The protocol that allows information from the T3-726 controller to be sent to, or
received from the Microvax II computer is not sufficiently fast to fulfill our design goal of
achieving a 30 Hz run-time bilateral mapping.
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The resulting update rate of 9-10 Hz represents a significant reduction in performance. The
operator becomes cognitive of this time delay during precise positioning. Also, the time delay
produces increasingly jerky motion in the manipulator as the distance between subsequent
sampling points grows.

In its present form the Texas 9-string kinesthetic joystick represents a proof-of-concept for
a universal, parallel 6 DOF force reflecting manual controller for telerobotics. It does not yet
achieve the demanding characteristics of transparency to information flow, and the system does not
yet achieve the goal of telepresence. Currently, it is not expected to pursue improvement in the
Texas 9-string joystick; but rather to use it for research into the issues necessary to design the next
generation of man-machine interfaces. Current thinking for next generation interfaces include
advanced hand-controllers based on redundant and hybrid (parallel and serial mechanical
architecture) design as discussed by Sklar in [6].

Primarily, the research use for the Texas 9-string joystick is in such areas as human factors
engineering. Results from that work would then push the design of man-machine interfaces based
on a quantified understanding of issues such as joystick inertia, friction, cycle time, work volume,
etc.
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Abstract

Reflected-force feedback is an important aspect of teleoperations. Our objective is to determine
the ability of the human operator to respond to that force. The present study simulates telerobotics
operation by computer control of a motor-driven device with capabilities for programmable force
feedback and force measurement. We have developed a computer-controlled motor drive that
provides forces against the fingers as well as (angular) position control. A load cell moves in a
circular arc as it is pushed by a finger and measures reaction forces on the finger. The force
exerted by the finger on the load cell and the angular position are digitized and recorded as a
function of time by the computer. We investigated flexure forces of the index, long and ring
fingers of the human hand in opposition to the motor driven load cell. We present results of the
following experiments: 1) Exertion of maximum finger force as a function of angle; 2) Exertion of
target finger force against a computer controlled force; 3) Test of the ability to move to a target
force against a force that is a function of position.

Averaged over ten individuals, the maximum force that could be exerted by the index or long
finger is about 50 Newtons, while that of the ring finger is about 40 Newtons. From our tests of
the ability of a subject to exert a target force, we conclude that reflected-force feedback can be
achieved with the direct kinesthetic perception of force without the use of tactile or visual clues.

1. Introduction

Space telerobotic systems!:2 have many aspects, ranging from quite direct control by an
operator in a master-slave configuration to much more autonomous control, which may be
particularly useful when signal transmission times are large. We are concerned with the former,
particularly the response of the human operator. Such a system might be used for work on a
space station. An operator of a telerobotic system must be supplied with information on the status
of the controlled device, perhaps an arm or manipulator. This information can be in the form of
visual displays, audible or tactile signals, or reflected force feedback. Since knowledge of the
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forces experienced by the driven telerobotic system, as well as the position information, are of
fundamental importance to the operator, it is useful to develop systems that feed that information
back to the operator in as natural a way as possible. Our study is on the ability of a subject to
respond to simple force signals to the fingers.

Each finger3 has a metacarpal bone, which is inside the hand , and proximal, middle and distal
phalanges. In our experiments, the metacarpalphalangeal (MCP) joint rotated in flexure. At high
angles of rotation of the finger with respect to the straight ahead direction, the proximal
interphalangeal (PIP) joint also rotated. The flexure forces are transmitted by tendons from muscles
in the anterior forearm. The physiological basis for the perception of position and muscular force
is discussed in review articles®3 on proprioception and kinesthetic sensations.

Reflected-force feedback to the fingers of an operator will be effective, if the operator can
sense force levels in a normal way. This not only provides a more natural mode of perception by
the operator but also frees up the other senses, for example vision, for other information gathering.
In our experiments on the ability of a subject to sense forces, the computer provides a functional
dependence of force on position that simulates the forces that might be felt by the slave unit in
teleoperations in space.

2. Instrument Design

This study simulated telerobotics operation with a computer (IBM AT) which controls a dc
motor (Galil control board ) to provide angular position and torque control. Metrabyte DAS8 and
Tecmar LabMaster boards were used for data acquisition. A semiconductor load cell was used to
measure the force exerted by a finger on a computer controlled motor drive system that carried the
load cell along a circular arc in a horizontal plane. Angular position was measured with an optical
encoder and a potentiometer. The digitized force and position information was recorded in the
computer as a function of time. Flexure forces exerted individually by the index, ring and long
fingers of the human hand were measured as the finger pushed against the motor driven load cell,
with the subject's arm and wrist stationary. The lower arm was horizontal, with the wrist and hand
extended straight ahead. The upper arm was vertical. The apparatus is shown in Figure 1.

A one inch diameter brass "pad"” was placed on the distal (terminal) phalanx of the finger
being tested. It was soft on the side facing the finger and had a semicircular cross-section groove
on the side that mated with the load cell holder. The straight groove in the pad bore against a steel
rod on the outside of the load cell holder. Thus a force could be applied to the load cell with some
freedom of motion of the finger with respect to the load cell. The steel rod was attached to a
pivoted plate (see Figure 1) that held a block of teflon that actually pushed on the semiconductor
load cell and assured that the forces exerted on the cell surface were perpendicular and uniform.
The voltage output of the load cell was a linear function of the force. The voltage was digitized and



converted to the force in Newtons by use of a gravity calibration method. In some experiments, a
two inch long brass "splint" was used to restrict rotation to the MCP joint only. This mated with
the load cell in the same way as the circular "pad”.

Figure 1: APPARATUS
ORIGINAL #AGE
BLACK AND WHITE O TCGRAPH

3. Experimental Results

3.1 Maximum finger flexion force:

We measured the maximum flexure force of the long, index and ring fingers of ten subjects.
In one procedure, the motor drive swept the arm at a constant rate of 6.75 degrees per second for a
time of 20.4 seconds. Data was obtained and recorded every 10 milliseconds. The subject exerted
maximum force against the load cell with the pad on the terminal phalanx. This force deflected the
arm slightly until the motor drive feedback torque became large enough so that the position was
determined by the angle-sweep commands from the computer. The motor drive system was
adequate to oppose the finger force and the angle increased as a linear function of time. Data from
a single run is graphed in Figure 6 in the appendix. That data yields force and angle as a function
of time after reduction based on the calibration of the apparatus. Figure 2 shows the maximum
flexure force exerted by a finger as a function of angle for one individual. The three lines are for
the index, long and ring fingers of this subject.
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The finger angle is 0° when the finger is extended straight along a line through the forearm and
hand. The subject's wrist was straight throughout the experiments . At first, only the
metacarpophalangeal (MCP) joint rotates, but after about 70° the proximal interphalangeal (PIP)
joint also rotates. Averaging over many runs and individuals yields a curve that is rather flat out to
about 90° and then declines with increasing angle as shown in Figure 3.

FIGURE 2: MAXIMUM FINGER FORCE VS ANGLE
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The distribution over individuals is shown in Figure 4 in which the cross hatched segments of the
bars represent a standard deviation above and below the mean, which is at the intersection of the



cross hatched regions. For most individuals the index and ring fingers can exert approximately the
same maximum force while the ring finger is weaker.

FIGURE 4: DISTRIBUTION OF MAXIMUM FORCE
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3.2 Pulsed maximum force:

A second mode of testing was to have the computer sweep the angle range over a time interval
of 40.8 seconds with the subject intermittently applying a maximum force. Data was obtained and
recorded every 20 milliseconds. Typically, a signal tone was on for 3 seconds and then off for 3
seconds, etc.; and the subject exerted a maximum force when the tone was on and relaxed when it
was off. This reduced the effect of muscle fatigue. The force versus angle was similar to the
above graphs, with somewhat less decline at high angles. The higher angles occur at longer times
so that part (but not all) of the decline at high angles in Section 3.1 may be due to fatigue.

In order to prevent rotation of the PIP joint, we also used a splint on the fingers of some
subjects. The metal splint replaced the circular pad in bearing against the load cell device. The
results were similar to those discussed above except that the finger rotation was limited to about
80°.

3.3 Target finger force:

A series of experiments were designed to determine how well a subject could sense target
force levels. In one set of experiments, the computer simulated a spring-like force. That is the
restoring force was proportional to the distance from an origin. In this series, a subject heard a
three second tone about once every six seconds and was told to push with the target force while the
tone was on. The target force was half-maximum, quarter-maximum or eighth-maximum. A
typical run consisted of the subject pushing at full maximum during the first tone and then, on the
remaining tones, pushing at half maximum force. The repeatability of the force pulses was of
primary concern, while the relationship to the maximum force was secondary. In the simple
spring simulation, the computer selects a spring force constant and uses an origin near an angle of
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0°. As the subject pushes against the load cell, the load cell moves through an angle while
providing a restoring force that is proportional to the angular displacement from the origin. The
finger might swing through an angle of forty degrees, for example, before the subject sensed the
target force and held that force. The spring force constant and origin remain fixed during a single
run. In each such run, the subject attempted to return to a target force 6 times. In a typical set of
eight such runs, the ratio of the actual force to the maximum force was 0.46 + .04 while the target
was 0.50. The scatter of the 6 force pulses within a run was 7% * 3%., which is .032+ .014
with respect to the maximum force. For this simple spring simulation, the repeated return to the
target force occurs at the same angular position during a run. Although the subject did not use
vision to return to this repeated position, a proprioceptive sense could have been used rather than a
perception of the force exerted by the finger.

3.4 Target finger force with separation of position and force sensing:

In order to separate the proprioception from the kinesthetic sense of force, we also simulated
springs in which the spring constant or origin were randomized within a run. In these runs, the
target force occurs at random angular positions during a run. Hence, the subject could not use
position clues as a means of returning to the target force. Raw data for a run of this type is
graphed in Figure 7 in the appendix. Since the vertical voltage scale is linearly related to the force,
this data shows that the subject was able to closely return to the target force in successive attempts.
The bar chart in Figure 5 shows the results of a series of runs with the index finger of a subject.
Within each run, the computer simulated either a simple spring, a spring with random force
constant or a spring with random origin. The long dark bar indicates the average ratio of the
exerted force to the maximum force, with the target value being 0.50. The lighter bars show the
average standard deviation of the scatter within a run, expressed as a fraction of the maximum
force. We conclude that the subject is not relying on a position clue, but rather is correctly judging
the force exerted by the finger.

FIGURE 5: HALF-MAX TARGET WITH SIMULATED SPRING

SIMPLE SPRING

Bl FORCE/MAX
[0 STANDDEV

RANDOM K

RANDOM ORIGIN

1 ) o I v 1 v ¥ M 1 M T

0.2 0.3 6.4 0.5 0.6
FORCE/(MAXIMUM FORCE)

"RANDOM K" means random force constant or stiffness during a run.
"STAND DEV" means the standard deviation of the scatter within a run.

0.0 0.1

70



In order to study this force judgement at lower fractions of the maximum finger force,
subjects attempted to repeat similar runs with a) a maximum force pulse followed by six attempts at
a force of half-maximum; b) a first half-maximum force pulse followed by six quarter-maximum
pulses; c) a first quarter-maximum pulse followed by eighth-maximum pulses. Table 1 shows the
results of a series of these runs:

Table 1: Pulsed Target Forces Against Spring Simulations
Mean successive/first

First force 6 successive forces  Target Observed Scatter
Maximum Half-maximum 0.50 0.48 + .05
Half-Max Quarter-Max 0.50 0.44 + .05
Quarter-Max Eighth-Max 0.50 0.34 + .05

The last column of Table 1 is the average scatter (standard deviation) within a run. This is
expressed as a ratio to the force in the first pulse. The individual runs within a set included simple
spring, random spring constant and random origin with results similar to those given above. The
perception of the finger-force appears to be successful even at relatively low force levels.

3.5 Tactile clues:

The possibility that the force perception is simply due to tactile clues should be considered.
For this purpose we repeated the runs with the use of the metal splint, which should reduce the
pressure on the terminal phalanx and isolate the rotation to the PIP joint. The results were similar
as long as the splint did not impede the motion with the least stiff spring simulations. These results
are shown in Table 2:

Table 2. Pulsed Target Forces with Splint

Mean successive/first

irst f ive for T IV tter
Maximum Half-maximum 0.50 0.42 + .05
Half-Max Quarter-Max 0.50 0.46 + .05
Quarter-Max Eighth-Max 0.50 0.45 + .04

As another way to reduce the tactile sensation of force, we immersed the terminal phalanx of
the finger in ice for about ten minutes before repeating the runs. The finger was re-inserted in the
ice for several minutes between runs, each of which took about 40 seconds. The results are given
in Table 3:
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Table 3: Pulsed Target Force with Numbed Finger
First pulse was maximum, successive six pulses were half-maximum.

Mean of successive forces/first force

Spring simulation No Ice Scatter I With Ice  Scatter
Fixed force constant 0.46 + .05 0.42 + .04
Random force constant 0.34 + .05 0.35 + .05

The results indicate that numbing the terminal phalanx of the finger, which is in the pad that
pushes on the load cell, does not prevent the perception of force. We conclude that this force
perception is not an artifact of tactile clues at the finger tips.

4. Conclusions

Based on the results in Section 3.1 and 3.2, it appears that a good design value for the
maximum finger force to be exerted by an operator in a telerobotics system is about 40 Newtons
for the index and long fingers and about 30 Newtons for the ring finger. These forces can be
maintained out to angular excursions beyond 90 degrees. Averaging over runs and individuals,
the maximum finger flexure force is nearly independent of angle in this range.

From the results in Section 3.3 and 3.4, we conclude that a subject can successfully exert a
target force against a restoring force which is a function of position. The ability to repeatedly sense
the target force level did not require visual or position information and did not require
training.Furthermore, the perception of force was effective down to one-eighth of the maximum
force. From the experiments described in Section 3.5, we conclude that the perception of the
force exerted by a finger is not dependent on tactile clues.

This study is encouraging with respect to the use of direct operator perception of force in
reflected-force feedback telerobotic devices. This can be useful in developing space telerobotics
because it provides natural perception of force by the operator rather that a reliance on visual
displays, for example, which might then be used for other information.
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FIGURE 6 Raw Data for Force and Position versus Time.

The load cell voltage is plotted vertically with a scale of one volt per dot.
6 volts corresponds to a force of 42 Newtons. The dots are 1.5 seconds apart
horizontally. The dotted line is position versus time with the motor drive
providing a constant sweep rate under computer control at about 109 per dot.
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FIGURE 7 Raw Data for Target Finger Force Against a Simulated Spring.

This simulation is for a spring with a random spring constant so that the
stiffness of the spring changes randomly at each attempt. The dots are three
seconds apart horizontally. The subject pushes for about three seconds and
then relaxes for about three seconds, The first pulse target was maximum
force and the load cell voltagé reached about 6 volts which corresponds to
42 Newtons. The lower plateau at that time is the position data. On the
following attempts the target force was half-maximum. Notice that the force
levels are similar but that the lower plateau for position is variable. This
is because the system behaved like a spring with a random stiffness. The
subject pushes out to the same force level even though it occurs at different

positions.
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THE JAU-JPL ANTHROPOMORPHIC TELEROBOT
Bruno M. Jau

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA 91109

ABSTRACT

This paper describes work in progress on the new anthropomorphic telerobot that is currently
being built at JPL. The initial robot configuration consists of a seven d.o.f. arm and a sixteen
d.o.f. hand, having three fingers and a thumb. The robot has active compliance, enabling
subsequent dual arm manipulations. To control the rather complex configuration of this robot,
an exoskeleton master arm harness and a glove controller have been built. The controller will
be used for teleoperational tasks and as a research tool to efficiently teach the computer
controller advanced manipulation techniques.

INTRODUCTION

Current-day robots lack the manipulation capabilities and sensing skills of the human
arm-hand system. The development of this telerobot has as its goal to provide limited
man-equivalent dual arm manipulation capabilities for remote material handling, servicing and
other manipulative tasks that require mechanical dexterity together with real time evaluations
of a variety of sensory information.

The initial thrust of this research is to demonstrate advanced manipulation skills at never
before achieved levels through teleoperation. The teleoperation mode is used for unstructured
tasks in changing environments where preprogramming is almost impossible. It will be very
useful for the early space station construction, assembly and contingency tasks: The dual arm
robot will serve as dexterous front end to an RMS arm that is located on the space station or at
the space shuttle and will perform tasks that previously required EVA astronauts. The robot
will be controlled from a remotely located IVA crew station such as the Shuttle's aft flight deck
where the operator controls the robot through the exoskeleton controller in a natural and user
friendly way by just simply performing the desired manipulations.

Once the initial space station construction phase is accomplished by the late nineties, the
station's tasks may become more routine while robot controllers will have become more
sophisticated so that limited autonomy of the robot system can be considered. The system can
then be upgraded to a telerobot with shared man-machine control due to the active compliance
and a variety of sensors that are already built into this robot. This paper, however, focuses
primarily on the soon to be completed first master and slave units in teleoperational control
mode.
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Fig.1 The Anthropomorphic Telerobot—Overall System

OVERALL SYSTEM

The initial system configuration is shown in Fig.1. It will consist of

o An anthropomorphic arm-hand robot

o An exoskeleton master arm harness and glove controller

o The computer control electronics

The second phase will be the addition of symmetrical master and slave arms and automation aids.
Subsequent developments will incorporate auxiliary equipment and tools, emphasizing tool
manipulation skills. Local and global mono and stereo vision and other sensory systems will
also be installed. Graphics and predictive displays will be used to aid time delayed operations
for robot control from a ground station.

THE ROBOT ARM-HAND

The Robot arm-hand is sketched in Fig. 2 without its auxiliary devices such as cameras. The
first arm is currently being constructed. It features the following items:

o A mid-body section that has the two arm attachments on either side and an external
attachment fixture at its back. The robot can be picked up by a carrying device such as the
space shuttle's RMS arm.

o Seven d.o.f. arms in the exact kinematic configuration as the master arm. An exact
one-to-one kinematic correspondence between master and slave arm joints exists.
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The hands have three fingers and a thumb, a palm, the three d.o.f. wrist and extend further
through the forearm to the elbow. The finger drive mechanisms are located in the forearm
and the wrist drives are located behind the elbow to counterbalance the arm.

Most joints feature limber joint active compliance control which imitates the human
muscle capability to loosen or stiffen the joint. Active compliance is activated through
electromechanical devices that are built into the joint mechanisms. Active compliance
enables dual arm manipulations, soft grappling where the hand can conform to the object's
shape, and it opens the way for sensor-driven control.

The mechanical hand also has the equivalent kinematic configuration as a glove controller so
that the sensed human hand can provide direct teleoperational control, enabling the human
hand to convey skilled hand manipulation techniques.

Position, force and compliance sensors are built into the prototype. Other sensors will be
added at later phases.

THE EXOSKELETON ARM-GLOVE CONTROLLER

The device is shown in Fig. 2. It consists of seven d.o.f. arm harnesses and sixteen d.o.f. glove
controllers. All joints have force input sensors, position sensors, and are electromechanically
backdrivable. One master arm has been built thus far. The arms are suspended on an overhead
translation stage to relieve the operator from the weight of the structure. The operator can
work in a standing or seated position and is free to move or walk around as far as the weight
suspension system allows him to do so.

Arm Harness

o]

The base of the controller is a backframe that is being strapped to the operator's back. The
backframe serves as reference position for subsequent arm joints. Any active or reaction
forces are countered at the frame-human body interaction so that there are no external
forces acting on the operator or on the controller. A recoil-free master controller is very
important in the weightlessness of space.

Each side of the frame has an attachment for one of the symmetrical arms. Both arms work
completely independently. Linear slides are built in between frame and arm support,
allowing passive shoulder motions in all three principal directions. They provide freedom
for movements for the operator, enabling him, for instance, to raise his shoulder.
Further, they provide size adjustments to accommodate different-size operators.

The shoulder joint consists of three individually backdriven joints whose rotational axes
intersect at the location which is concentric with the human shoulder ball joint.

A two d.o.f. counterbalancing mechanism, mounted on the arm support structure and acting
on two of the shoulder joints, effectively counteracts the mass-moment of the arm
assembly at any arm position. The operator is thus not burdened by having to support the
mechanical arm at extended arm positions and will not fatigue while working with extended
arms for lengthy time periods.
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o Two of the shoulder joint drives have mechanical overload release mechanisms built into
their gear trains. This feature, which automatically separates the motor drive from the
joint in overload situations, may prevent operator injuries and protects the mechanical
arm in case of unforeseen circumstances.

o Telescopic arm sections are provided for both the upper and lower arms, providing
adjustment capabilities for different human arm lengths. The arm sections partially encase
the operator's arm without significantly limiting his arm motion capabilities.

o Special strap-on features are provided at two locations each on the upper and the lower arm
to provide good motion compliance between the mechanical and the human arm.

o The wrist also consists of three individually backdriven joints with their motor drives
located near the wrist.

lov ntroller

The hand controller is a slip-into device that the operator can wear on his hand, thus the name
glove controller. Three fingers and the thumb are instrumented, each finger unit has four d.o.f.
The little finger is not being used at present since the slave hand will be four fingered as well.

Metal plates ride on the backside of each finger section. They are connected by linkages which
have common pivot points above the finger joints. Each pivot point is the center for a pulley
that rotates at equal angles as the finger joint. The pulleys are backdriven according to the
slave's actual displacements to provide identical hand configurations for master and slave hands.
The finger actuators are located in compact finger-drive packages at and above the elbow, also
serving as counterweight for the forearm. The finger actuators are linked to the finger by
means of flex cables.

CONTROL

Due to its exoskeleton, anthropomorphic shape, the operator is able to wear the dual arm
control harness. He then just simply performs the desired operation manually while
monitoring the events at TV screens or by looking through the control station's windows.
Position and force feedback are reflected at each joint in the arm and hand, thus providing a
sense of actually operating out there. The master and slave arms are linked by high-speed
optical data transmission lines with communication rates of over 1000 Hz. Due to the maiching
kinematic configuration between master and slave arms, no time-delaying coordinate
transformations have to be performed, which results in excellent feedback and response rates.

Compliance control is automatic: If the operator exerts a slight force to move a joint, the slave
will respond and feeds the actual motion back to the master controller. |f the slave joint is
prevented from moving, the master controller will not respond either. Should the operator
continue to exert a force to the controller, the controller still senses the operator's force input
and produces a proportional force at the corresponding slave joints while at the same time
stiffening its internal joint stiffness mechanisms. Position and force control are thus
automatically regulated in a human like fashion without the operator having to switch from one
mode to another.
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SPACE OPERATIONS

The system has been designed with space applications in mind and could be readied for an early
space experiment prior to the space station's construction. Fig. 2 shows the artist's concept of
the space robot configuration. Employing this anthropomorphic system in space has
considerable advantages. Some of them are listed below:

o ltis designed as dexterous front end to the standard RMS arm.

o The System Hardware can be stowed in the shuttle's cargo bay. The slave will be picked up
by the RMS arm. The master could be brought through the tunnel to the flight deck.

o The dexterous hand can plug in tethering devices and electronic connectors, including its
own electrical connections to the RMS arm.

o The master requires no independent fixed space or attachments in the aft flight deck.
o The operator wears the master on his back, eliminating disturbing recoiling effects.

o0 The operator retains his mobility and by freezing the slave is free to manipulate the RMS
controls.

o One operator can perform a variety of EVA manipulation tasks that previously required two
EVA astronauts and one RMS operator.

o No EVA life support system is needed. No decompression time is required for the
astronauts. No mandatory three-day waiting period for EVA operations is required at the
beginning of a mission.

o The system can quickly be deployed in contingency and emergency situations.

SUMMARY

The new anthropomorphic telerobot system was discussed. It will consist of dual robot
arm-hands and an exoskeleton dual arm-glove controller. The hands have a thumb and three
fingers. The robot arm-hand has active compliance which is essential for advanced dexterous
robot manipulations. The control harness allows the operator to command the task by simply

performing the desired manipulations. Advantages of this system for space applications were
mentioned.

GLOSSARY
EVA: Extra Vehicular Activities:  Space Walking Astronauts

IVA: Intra Vehicular Activities:  Astronauts commanding the events from an environmentally
controlled command post

RMS: Remote Manipulator System: The space shuttle’s arm
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A PROCEDURE OONCEPT FOR IOCAL REFIEX CONTROL OF GRASPING

Paolo Fiorini & Jeffrey Chang
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California 91109

Abstract

This paper proposes an architecture for the comtrol of robotic devices, and in
particular of anthropamorphic hands, characterized by a hierarchical structure
in which every level of the architecture contains data and control function
with varying degree of abstraction. Bottom levels of the hierarchy interface
directly with sensors and actuators, and process raw data and motor commands.
Higher levels perform more symbolic types of tasks, such as application of
boolean rules and general planning operations. Layers implementation has to
be consistent with the type of operation and its requirements for real time
control. In the paper we propose to implement the rule level with a Boolean
Artificial Neural Network characterized by a response time sufficient for
producing reflex corrective action at the actuator level.

1. Introduction

The set of tools available to robotics researchers to build grasping strategies
includes path planners, many types of control algorithms, and sensor data
fusion techniques. Many authors have proposed different architectures for the
integration of these tools to assure a smooth flow of information from sensing
to central computing and back to actuation. A proposed system is based on
Logical Sensor Specification [6] and consists of software layers between
physical sensors, actuators and the central processor, each one of them able
to perform some local processing on sensor data and to directly modify commands
from the top level to the actuators. A proposal also aimed at reducing the
computational load of a controller is that of Reflex Control [1] in which a
limited mumber of actions are carried on by the mechanical hardware to react
to specified external situations. Other authors have proposed Expert Systems
at various levels of a layered architecture for hand control. 1In {15] an
expert system for configuring grasp postures is proposed, and this is
integrated in [9] with an Artificial Neural Network for learning the relations
between postures and object shapes. In [7] a Learning Expert System is
presented for the discovery and refinement of control skills for fine
manipulation tasks. These proposals represent efforts to improve performance
and applicability of Control Theory and can be associated with the research in
Intelligent Control [10],(13],([14], whose main effort is the integration of
Control Theory, Artificial Intelligence and Operation Research in a homogeneous
structure capable of autonomous reasoning and control.

From this brief overview, it is clear that architectures based on hierarchies
of processing stages are undergoing extensive study, but present results do
not take full advantage of the possibilities offered by this approach. For
exanple, reflex control alone is not sufficient to handle a large number of
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operating conditions, and expert systems are too slow for a direct interface
with a real time process. An efficient Intelligent Controller, must assure
immediate reactions to unexpected external conditions and thus bypass the long
processing time of the higher levels. A fast reaction would carpensate for the
different execution times of planning and control, amd fill in possible voids
in the command stream. 'Ihlscanbeofgreatusefulnessmthecaseofspace
servicing with time delay, when the remote operator cannot provide immediate
feedback, and also to free same of astronauts time.

2. Hierarchical Controller

The needs described in the above paragraphs can be satisfied with
hierarchical architectures and with circuital implementations of the variocus
layers, that can assure better flexibility and performance than current
systems. This proposed control architecture consists of three levels: a
planner, a rule base and the actuator controller. Each level can be composed
of different layers depending on the particular application, and on the
requirement of data fusion. In the implementation that we propose, each level
consists of a single layer, and the rule base is included between planner and
actuator controller, to have response time and amount of knowledge intermediate
between those of the other two. The purpose of this stage is to store expected
relations among single feedback signals or subsets of them, and to use the
results to understand the evolution of a grasping task. In particular this
design allows for a flexible reflex control in various grasping tasks and
permits the actuator controller to determine autonamously the best reaction to
a given pattern of feedback signals. Both planner and actuator controllers
use feedback signals and rules output to start the generation of a new plan and
to modify  actuator trajectory. When a new strategy is generated by the
planner, the associated rules are blended with the current rule base, to assure
a smooth transition between plans.

This architecture requires several additions to the standard implementations of
planner and actuator controllers. The first one, in fact, has to generate the
set of conditions that qualify the task evolution, while the second has to
store a set of alternate trajectories. The rule base processes the feedback
signals and generates a set of boolean variables, applies the rules supplied by
the planner to these variables and determines the current evolution of the
task. When a replanning occurs, it assures consistency in its rule base. 1In
this implementation, two basic assumptions have been made: that a small set of
actuator trajectories can cover most of grasping situations, and that the
evolution of a grasping task can be represented by logical conditions. In this
case, the rule base is an adaptive boolean network in which sensor conditions
are stored as if-then rules expressed as boolean conjunctions. A range
detector converts data from the sensors into logical 1levels, and the
adaptation mechanism supervises the loading of a new plan.

The complete system will include two boolean networks, managed by an adaptation
unit, to ensure that adaptation does not interfere with the correct processing
of the feedback signals. When the backup network is successfully updated, the
adaptation controller will switch it on line and will start updating the other
one. Figure 1 is a block diagram of the proposed architecture of the complete
system. In the following paragraphs, the justification for such an approach
will be presented, together with the description of functions and
implementation of the rule base.
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Fig. 1: Hierarchical architecture for robotic control
3. Design Approach to a Control Architecture

In defining a structure for a hand system, two main steps have to be taken:
first the analysis of function allocation in the hierarchy, and second their
match with candidate implementations to satisfy the needs of real time control.
After the initial achievements in designing good mechanisms and control
algorithms [3] [4], much effort is now directed towards the definition of an
architecture that can include and organize all camponents of a multifingered
hand system. In this situation, it comes quite natural to turn to the
analysis of human behavior as a possible model for a control architecture.

In the functional analysis of [8],[11],[12] a causal hierarchy is defined,
describing the different types of control actions of human operators
supervising industrial plants. The layers of the hierarchy are based on
increased level of symbolic representation of the information, from raw sensor
readings to descriptions of plant states. At each level, the degree of
complexity of the system representation is approximately kept constant. The
plant operator is the processing power acting at each level of the hierarchy on
different data abstractions. Depending on the case complexity, he/she can
initiate a control action at every layer and, in particular, at the one whose
data representation best describes the current situation. Such a system then



has a capability for a particular reflex action, in the sense that commands to
the plant can be generated at all levels of the hierarchy, without the need of
reaching the top level of abstraction for deciding the next action. ILearning
of new skills is also necessary to fine tune the response of the system. A
hierarchical structure has the potential for implementing a distributed
supervised scheme, in which every layer can receive updates fram the next
higher level, and can modify the logic of the next lower level in the dual role
of supervisor and learner.

The second step in designing a control architecture is the match of the
functions assigned to a layer of the hierarchy with a specific implementation.
In particular, the interaction between the actuator control and the strategy
generated by the grasp planner is not well defined. During task execution , no
provision is made for using sensor feedback to update in real time the initial
plan, or for switching to alternate ones. The normal approach is to halt the
operation when an error condition is recognized, and generate a new plan based
on current sensor data. To answer the need for a fast activation of an
alternate plan, qualitative conditions are mixed to the robot programs,
defining the expected logical conditions of the task. To be more general, these
qualitative or logical conditions should be generated by the task planner
together with the quantitative information pertinent to the trajectory
definition. In the same way that analog information is stored in the actuator
controllers, logical conditions should be stored in qualitative controllers
that would supervise the task evolution and would manage strategy changes. In
this paper we present an example of this by assigning to one of the layers of
the control hierarchy a particular class of artificial neural networks called
Dynamically Programmable Iogical Arrays (2], ([16], and by implementing it in
VLSI technology.

SYMBOLS _ |\peNTIFICATION | | DECISION |, PLanning [ KNOWLEDGE
v
' STATE
SIGNS STORED
»| RECOGNITION fy A RULE LEVEL
TASK
v
PERCEPTION SIGNALS o ACTUATION | SKILLLEVEL

Fig. 2: The Rasmussen-Lind model



4. Functional Hierarchy

The model developed by Rasmussen and Lind and presented in [11] describes the
operator's decision making process during the control of complex plants, such
as nuclear or power facilities. The proposed data organization closely follows
the needs of the human mind in terms of quantity and quality of information
presented. Three parameters have been determined to play a major role in the
modeling of a control action: causal relations, camplexity of representation,
and expectation on feedback data. Operators organize their mental model based
upon the causal relations existing between elements of the plant, and generate
several plant descriptions, each one with a different level of abstraction. In
this way, the mmber of elements in each level, i.e. the level's camplexity,
can be kept approximately constant. Particular situations direct the
operator's attention, and the corresponding control actions are determined by
the presence or by the absence of specific feedback signals. Each hierarchical
level corresponds to a different kind of mental process. At the bottom layers
actions are immediately activated by important feedback signals, middle layers
reasoning can recognize typical patterns in the feedback signals and command
more camplex reactions, and top layers mental process is dedicated to a
symbolic type of reasoning in which sequences of patterns can be analyzed.

A schematic representation of this model is in Fig. 2, where three levels of
this hierarchical structure are visualized. The bottom level is defined as the
skill level,where no conscious action takes place, and feedback/reaction are
governed by fixed and autamatic relation, e.g. maintaining a level within
ranges, or reacting to a particular alarm signal. At this level there is no
abstraction on the feedback data, but each signal is considered alone for its
particular meaning. In the middle level, some processing of the feedback
information is necessary before a control action can take place. This data
processing can be quite elementary, and can be visualized as a set of rules
combining subsets of feedback signals. At this level, actions are decided on
the basis of abstract entities derived fram the rules stored at this level. The
next higher level represents the knowledge level, where complex inferences have
to be made. The type of processing at this level is not characterized by sets
of rules, but by general planning functions. If we consider the above
description as a possible model for a hierarchical control structure for a
robotic system, we see that the decision process performed by the plant's
operator can be used as a guide to identify both the degree of data aggregation
needed at a certain level of the architecture and the type of processing most
suitable for that level. This model can also be used to describe a typical
sequence of actions in human manipulation.

The model can be mapped directly into a possible architecture of a control
system for an anthropamorphic hand. In a simple three-level structure, the
skill level corresponds to the actuator controllers, the rule level corresponds
to an intermediate processing of feedback data and actuator commands, and the
knowledge level corresponds tothe grasp planner, such as the one presented in

Figure 1.
5. Adaptive Boolean Networks
This type of network is built with node modules capable of manipulating small

sets of input variables with logical operators that can be dynamically
programmed to change the boolean function implemented in the node. The overall
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network is then a combinatorial circuit and its outputs are boolean functions
of the inputs. These logical operations can be considered equivalent to
propositional logic calculation, compiled into the network as logical rules
relating symbolic inputs to synbollc outputs. Due to the nature of its boolean
constituents, this processing is ccnpletely canbinatorial, non-mumeric and
asynchronous. The architecture is regular with lmuted connectivity and
modules can be easily structured by aggregating groups of functions.
Adaptation is an additional feature of these networks that allows them to take
an active role in configuring the connections of the logic gates, with the
purpose of optimizing same performance index, sm:hasmmmralltyand
consistency of the rule base. Dynamic progranmablllty distinguishes these
networks from cornventional Progxalllable Iogic Arrays which realize fixed
functions after the initial programming step. They are also different from
User Programmable Gate Arrays (5], in which the logic function embedded in the
circuit can be altered by storing in the array a different set of connections
for the logic gates. These arrays play no active role during reconfiquration,
but they are reprogrammed on line by an external source.

The urderlying concept for this class of cambinatorial dataflow architectures
is the same than that of Artificial Neural Networks (ANN); it is useful to make
a brief ccmparlson of the two structures. The prototype structure of an ANN
element is a weighted sum of inputs modified by a nonlinear threshold function,
while these type of networks have fully input, output and processing boolean.
The main consequence of this is the simpler design of both the computing device
and its control circuits. In an ANN, learning is achieved by a process of
convergence following a gradient path in a multidimensional state space. 1In
adaptive boolean networks the learning process is accamplished by adapting the
current rule base to new rules presented to the network by an ocutside source.
This can be viewed as a type of supervised learning in which the network takes
the active role of blending the new rule with the old ones to assure

consistency and minimality (Fig.3). OUTPUTS
PA T
STATUS PATH OUTPUT BINDER
4
A
ADAPTATION LOGIC
UNIT BROAD. ] METWORK
CAST
BUS
4
INPUT BINDER
PRESENTATION
PATH T
INSTANCES INPUTS

Fig. 3: Adaptive Boolean Network



Problem specification is done by incrementally entering into the system if-then
rules expressed as boolean conjunctions. During processing, the network acts
as a Programmable Iogic Array. The network inputs are discrete variables
supplied by the enviromment. The output of the processing is the truth values
for the logic predicates which have been previously stored in the network as
logic rules. During adaptation, the network structure changes to update the
overall network functions. As new rules are added, the network automatically
reconfiqures to a logic circuit that seeks to maintain a minimal and consistent
rule base. There is no explicit programming of the network, and the internal
configuration of the network is not unique and depends on the initial state and
on the history of the previous adaptations. The system accepts new rules that
are sequentially presented to it by an externmal controller. This process
allows each node in the network to determine its relation with the new rule and
determine whether it should be involved in the adaptation process. The
adaptation may involve addition or deletion of nodes, or compaction of
subnetworks. A central controller is used for coordination, but the adaptive
process itself is campletely distributed in the network, and modifications to
network are performed with considerable concurrency.

Rules consist of a conjunction of boolean variables as antecedent and of a
single boolean variable as consequent, e.g.:

ABC -> Z
which means that if the antecedent is true then the consequent must be set to
true. These rules differ from ordinary boolean functions, because of the
characteristic of propositional logic of not specifying anything besides what
the rule states. This means that no condition is set for the truth value of
(not 2) and that Z can also be true in the absence of the given antecedent.
Thus whenever the antecedent of a rule is not matched by the input envirorment,
the instance provides no information about what the output of the system should
be. Rule consistency is achieved by resolving all conflicts between two
instances that contradict each other, i.e. if they are both eligible to fire
for some state of the enviromment, and they have discordant output.
Minimization occurs between concordant instances and only guarantees relative
minimality. Minimal representation is achieved by heuristics methods, and not
through procedures to derive a theoretical optimm. Minimality is said to have
been achieved when no two concordant rules can be equivalently represented by
one rule only, or by two rules with fewer variables.

This type of digital neural network can be implemented in several architectures
[16], depending on the degree of connectivity among the nodes and the type of
communication allowed between nodes and the external controller. A totally
connected architecture has been extensively studied [2], and it consists of
two function arrays, separated by a controller column, as in Figure 4. The
first array is an AND plane, in which all nodes implement a logical AND
function. The second array consists of nodes implementing the logical OR
functions necessary to build the camplete rule out of the minterms built in the
AND plane. The central column consists of an array of nodes called D-nodes,
which collect the output of a row of the AND plane, thus generating an ocutput
corresponding to a minterm of a rule. Variables are associated to nodes in the
AND plane by setting a status bit in the node located at the intersection of
the column, representing the variable and the row corresponding to the minterm.
In a similar way, the OR plane collects the minterms forming a rule by using a
chained OR to represent a logical function as a sum of products.
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Fig. 4: System Diagram of the Prototype

The adaptation process in this architecture is a two step process. First the
new rule is presented to the network by the Adaptation Unit, where each node
performs a self classification to determine how it should be operated on, to
bring about the correct adaptation of the network. Second, the Adaptation Unit
guides the adaptation of the node pool so that a prioritized sequence of
operations can perform the network adaptation. Rules are presented to the
circuit as a sequence of camponent minterms, and they are assigned to a
specific output, by enabling one of the colums of the OR plane. Complex
operations, such as fusion of two rules, are done by the Adaptation Unit to
which the network schedules the offending minterm for external minimization.

To experiment with integration of the rule base with an real actuator
controller, the network has been implemented in VISI technology so that it can
be located with the controller and will not affect the cammunication bandwidth
of the system. During processing, the network receives the output of range
selectors that transform the analog output of the sensors into boolean
variables, and then it processes them according to the memorized rules. During
adaptation, the network structure changes to update the overall network
function. In the present model, we use a recency law for resolving rule
conflicts during the transition from a grasping strategy to the following one.
The implemented prototype is a four input, four output, eight minterm network,
calling for a 4 by 8 AND plane, an 8 node control column and an 8 by 8 node OR
plane. The whole chip measures 7900 by 9200 microns and was designed in a
3 micron p-well QS technology. The chip is mounted in a 64 pin package, and
is currently interfaced to a personal camputer for functional testing. All
input output lines are buffered to avoid racing conditions among the feedback
signals. Figure 5 is a microphotograph of the chip.
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Fig. 5: Microphotograph of the Boolean Neural Network
6. Conclusion

In this paper we have presented the first steps of the design and
implementation of a hierarchical architecture for the control of robotic
devices such as mechanical hands. The justification for this approach is found
in the analysis of human behavior during control functions, and it is an
improvement over similar design proposed for intelligent controllers. The
three fundamental criteria that this structure satisfies are: causal
connections between layers, constant complexity of each layer, and directed
focus of attention. The implementation of each layer must obey the same
design criteria, and therefore it must change from one layer to the other, to
fulfill the requirements of processing type and execution speed of that level.
An implementation of a layer has been described, which will act as a rule base,
or logical controller, in a three layer architecture, and the characteristics
of this implementation as a boolean artificial neural network have been
presented.
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Performance Limitations of Bilateral Force Reflection
Imposed by Operator Dynamic Characteristics

Jim D. Chapel
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Abstract

This paper presents a linearized, single-axis model for bilateral force reflection which facilitates
investigation into the effects of manipulator, operator, and task dynamics, as well as time delay and
gain scaling. Structural similarities are noted between this model and impedance control. Stability
results based upon this model impose requirements upon operator dynamic characteristics as
functions of system time delay and environmental stiffness. An experimental characterization reveals
the limited capabilities of the human operator to meet these requirements. A procedure is presented
for determining the force reflection gain scaling required to provide stability and acceptable operator
workload. This procedure is applied to a system with dynamics typical of a space manipulator, and
the required gain scaling is presented as a function of environmental stiffness.

1. Introduction

The development of NASA's Flight Telerobotic Servicer (FTS) provides the robotics research
community many engineering challenges which must be addressed to provide a safe and effective
space-based teleoperation system. One of the problems confronting this new initiative is the
adaptation of control techniques widely used in nuclear and undersea teleoperation systems to a
space-based system. The control techniques utilized in these existing systems have evolved over the
past three decades to provide the operator with an interface that is comfortable and nearly
transparent. However, the teleoperation technology base developed during this time period is not
broad enough to facilitate engineering design and performance prediction for a system with
significantly different characteristics. Digital sampling and communication delay inherent in a space
teleoperation system have been shown to degrade the performance and stability of force-reflecting
teleoperation systems [1,2]. Additionally, the dynamics of manipulators designed for use in space,
as shown in Figure 1, are likely to be significantly different from those of manipulators designed for
terrestrial applications. To facilitate a rational design process, a model-based analysis is needed that
can predict performance of teleoperation control schemes when implemented in any specific system.

Figure 1 Early Flight Telerobotic Servicer Concept
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This paper examines the dynamic characteristics of force-reflecting teleoperation systems, and
investigates the effects of communication time delay, digital sampling, task dynamics, and operator
dynamics on stability and performance. The technical approach presented here examines the
dynamic characteristics of bilateral force reflection by exploiting similarities between bilateral force
reflection and position-based impedance control. In both cases, a dynamic relationship is established
between the measured environmental force and commanded manipulator position. In the case of
impedance control, this relationship is realized by specifying parameters in a digital "impedance”
filter, whereas in the case of bilateral force reflection, this relationship is determined by the dynamic
characteristics of the human operator/hand controller combination. Unlike the impedance filter
parameters, the human operator dynamic characteristics are nonlinear and time varying. Analysis of
the linear time invariant problem generates stability boundaries for impedance filter design as
functions of communication time delay, digital sampling and task dynamics [1,3,4). Comparison of
the impedance filter parameters to the physical parameters of the human operator/hand controller
model reveals that this stability analysis imposes requirements on human operator stiffness and
damping.

An experimental frequency response characterization of five test subjects is presented that quantifies
the limited capabilities of human operators to provide the dynamic parameters needed to stabilize the
system. The dominant features in the frequency range of interest are found to be captured using a
second order model parameterized by stiffness, damping, and inertia. Test results are presented for
minimum, moderate, and maximum exertion levels. Operator dynamic parameters are demonstrated
to be closely coupled over the range of capability, i.e., operator stiffness cannot be generated
independent of operator damping. The results of this characterization provide a basis for determining
operational capabilities and limitations of force-reflecting teleoperation systems controlled by human
operators.

The impedance control stability analysis imposes requirements on dynamic compensation in the force
reflection loop, and the operator dynamic characterization provides the limits of human capabilities to
provide this compensation. Comparison of human operator capabilities to the dynamic feedback
requirements can be used to determine the stability and operator workload of bilateral force
reflection. If the system is not stable, or the resulting workload is considered excessive, the analysis
presented also shows how gains within the system, namely the force reflection and position gains,
can be adjusted to provide acceptable performance.

2. Teleoperator Force Reflection Analysis

The free-space position response of the teleoperation system's manipulator is assumed to be
accurately modeled by a second order transfer function. This assumption is valid for position
controlled manipulators that do not exhibit flexible modes in the frequency range of interest, which is
generally less than 10 Hz. Although the coefficients of this transfer function vary depending upon
the manipulator's pose, the following analysis considers operation about a point in space so that the
transfer function coefficients can be assumed constant. Stiffness is often the dominant effect of the
environment, especially for assembly and maintenance tasks using metal parts. The environment can
then be modeled by a single stiffness term, Ke. The transfer function relating position response to
position command for the manipulator in contact with the environment is then given by

K
= e (1

Js2+B s+K +K
m m m €

|

where Ky, Bm, Jm are the controlled manipulator stiffness, damping, and inertia, respectively. The
forces seen at the manipulator are assumed reflected back to the hand controller through a
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communication link with time delay Tg/2. A feedback gain, Ky, is provided to scale the sensed
environmental forces to a comfortable level for the operator. The human operator/hand controller
system can be modeled as a second order dynamic system as well, but the transfer function
coefficients are not constant because of varying levels of operator exertion. For this analysis, the
operator dynamic parameters are assumed constant during the environmental interaction being
studied. The resulting transfer function relating reflected force to hand controller position is given
by
X 1

he - - 2)
F Js"+Bs+K

where K, B, and J are the stiffness, damping, and inertia of the human operator/hand controller
combination, respectively. A feedforward gain, Kp, is also provided to scale the hand controller
motion to commanded manipulator motion. Finally, the commanded manipulator position is issued
to the manipulator through a communication link with time delay Tq/2. The open loop transfer
function of the system is given by
=T,
K K. K K e
p_f e m 3)

T(s) =
(1 sS+B s+K +K)(Js2+Bs+K)
m m m (4

Figure 2 presents the system structure in block diagram form. A reference input is introduced as
representative of the operator inputs to the hand controller. Examining the block diagram of this
system, we can see that bilateral force reflection forms a feedback control scheme with a dynamic
compensator. The dynamics of the manipulator, the environment, and the operator/hand controller
combination, as well as communication/computation time delay and control law gains, are all
important in determining the stability of bilateral force reflection. Studying the magnitude and phase
characteristics of the open loop transfer function given in Eq. (3) provides insight into the stability
and performance of force-reflecting teleoperation systems that can be modeled as shown in Figure 2.

Position Controlied

Manipulator
K Environment
Xc m X K F
. 2 - e
Jms + Bms + Km + Ke
1
T2 gl K laq— K |ad T? g |
:’;o 5 Js"+Bs+K ++ - g
mm osition orce omm
. Human Operator/ .
Delay Gain Hand Costroller Gain Delay
Operator
input

Figure 2 Force-Reflecting Teleoperation Block Diagram
When the structure of this form of force reflection is compared to those of other forms of active force

control, it is seen that the structure presented here is identical to the "impedance control” structure
described in the robotic systems literature [5,6]. In both cases, the position command issued to the
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manipulator is modified by sensed environmental forces passed through a dynamic filter, thereby
establishing a dynamic relationship between manipulator force and position. This relationship can be
interpreted as a mechanical "impedance.” Unlike the impedance control case where impedance filter
parameters can be programmed arbitrarily, bilateral force reflection has a limited capability of
providing filter parameters because of the human operator's physical limitations. Even so, the
requirements on the physical dynamics of the human operator/hand controller are identical to those
imposed on the impedance filter dynamics to ensure stability. This allows stability analysis results
derived for impedance control to be applied to this problem. Details of the analysis have been
previously published [3,4], and will not be repeated here. A summary of the approach and the
results of this analysis are presented in the following discussion.

To find the stability boundaries of an impedance control system with a second order impedance filter
described by Eq. (2), the parameters must be found for the open-loop transfer function in Eq. (3)
that result in a marginally stable system. Because we are interested in impedance filter design
requirements, we wish to find the parameters J, B, and K that produce a marginally stable system
while the other parameters in the system remain fixed. If the characteristic equations of both the
manipulator and impedance filter transfer functions in Egs. (1) and (2) have damping ratios of at
least 0.707, the magnitude response is a monotone decreasing function of frequency. This
requirement implies that no resonant peaks be present in the magnitude response for either of these
parts of the system. If the impedance filter represents the human operator/hand controller dynamics,
this would normally be the case to provide acceptable performance and feel. The manipulator control
system would typically be designed to exhibit this characteristic when not in contact with the
environment, but the damping ratio of the characteristic equation of Eq. (2) decreases as the
environmental stiffness, Ke, increases. For some range of environmental stiffnesses, the damping
ratio of the manipulator's position response would still be greater than 0.707. The case where this
assumption is not valid is discussed later in this paper. If the damping assumption holds, the
simultaneous solution of the magnitude equation for a magnitude of unity and the phase equation for
a phase angle of -180 degrees provides a unique solution for the impedance filter parameter K given
Jand B. Introduction of time delay into the system decreases the phase linearly with frequency and
therefore does not affect the uniqueness of solution.

Numerically solving this nonlinear system of equations with various communication/computation
time delays, we find stability boundaries on the K-B plane of the form shown in Figure 3. For the
solution shown, the impedance filter parameter corresponding to the hand controller inertia, J, was
set to zero. This assumption is equivalent to the inertia of the operator/hand controller combination
being small compared with its stiffness and damping characteristics. Manipulator parameters used
for the stability boundaries presented in Figure 3 are representative of dextrous space manipulators,
corresponding to a manipulator weighing 150 1bs being controlled by a moderate performance
position controller with a bandwidth of 1.5 Hz. Experimental studies using an impedance-controlled
industrial manipulator have verified the general characteristics of these stability boundaries, and have
also shown close agreement between analytical predictions and experimental measurements [3].

Interpreting the results shown in Figure 3 for the case of force-reflecting teleoperation, we see that
the stiffness and damping that must be provided by the operator are quantified for the system with
the given parameters. It is important to note that even with no time delay in the system, some
operator stiffness and damping is required to stabilize the system. This phenomenon is caused by
the phase lag or transport delay of the position-controlled manipulator. Not surprisingly, increasing
the time delay within the system while keeping the control gains the same increases the requirements
for operator stiffness and/or damping to retain stability. Because the operator provides stiffness and
damping to the system by tightening his arm muscles, increased time delay sharply increases the
physical workload of the operator. Additionally, the increased requirements may exceed the
operator's capability to stabilize the system. Because the stiffness and damping parameters required
are the ratios of operator stiffness and damping to the product of the control gains, decreasing the
position gain, Kp, the force reflection gain, K¢, or both reduces the stiffness and damping



requirements of the operator. In this way, a system with arbitrarily large time delay can be
stabilized. Although it is certainly possible to decrease the force reflection gain to have a stable
system with several seconds of time delay, the gain would be so small that force reflection would be
effectively disabled. Smaller reductions in the control gains also degrade the performance of force
reflection by reducing the "crispness” or "feel” of the system.
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Figure 3 Stability Boundaries as a Function of Time Delay

Families of solutions can also be generated on the K-B plane for different values of the
environmental stiffness. For systems with no time delays, the Routh-Hurwitz criterion can be used
to determine stability conditions on K, B, and J [3]. If K and B are restricted to being positive real
numbers and J is again set to zero, the constraint equation for K and B to retain stability is given by

B_ , B. K +K, KKKK.
K>-B—/7"+ B - +p2 L7 @)
2, 47 J B
m m m

If the controlled manipulator dynamic characteristics, Jm, Bm and Kp, are held constant and Ke is
allowed to vary, the relationship in Eq. (4) produces a family of stability boundaries parameterized
by B, K, and K. Using the same manipulator dynamics that were used to generate the plot in
Figure 3, we can find these stability boundaries in the K-B plane as shown in Figure 4. For a given
set of control gains, larger environmental stiffnesses require higher values of stiffness and damping
from the operator. Higher environmental stiffnesses therefore require higher operator workload and
will generally produce a less stable system. As discussed before, the control gains Kp and K¢ can be
adjusted to guarantee that the system is stable, but at the cost of making the environment feel more
spongy to the operator.
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Figure 4 Stability Boundaries as a Function of Environmental Stiffness

If time delay is introduced in to the system, an analytical solution can no longer be obtained. As
long as the environmental stiffness, Ke, is not large enough to produce a resonant peak in the
magnitude response of Eq. (1), the same method of solution can be used to find stability boundaries
for various environmental stiffnesses as was used to find the stability boundaries for various time
delays. When a resonant peak is present in the magnitude response of the manipulator transfer
function, the simultaneous solution of the magnitude and phase equations for a magnitude of unity
and phase of -180 degrees no longer guarantees a marginally stable system. To find the values of
K, B and J that produce a marginally stable system in this case, the Nyquist plot needs to be found
that crosses the real axis at the -1 point and does not encircle the -1 point. Because the resonant
mode produces a nearly circular contour in the Nyquist plane [7] and the phase changes rapidly near
the resonant frequency, the real-axis intersection is approximately given by the real part of the open-
loop transfer function, T(s), evaluated at the resonant frequency. Use of this approximation results
in the following stability constraint:

Re(T(jw)) > -1 (&)

where o is the resonant frequency of Eq. 1. This approximation is most accurate when the damping
of the manipulator dynamics is small, or alternatively, when the environmental stiffness is large.
The dynamics of the manipulator in contact with the environment are already known, so this
constraint imposes limits on the impedance filter to maintain stability. The constraint given in Eq.
(5) can then be used to determine the constraints upon impedance filter design to stabilize systems
with time delay.



3. Human Operator Dynamic Characterization

The stability analysis presented above provides requirements for any dynamic force compensation
implemented in the structure of Figure 1. Force-reflecting teleoperation is of this form and therefore
requires specific human operator dynamic characteristics to retain stability. An experiment is
presented here that determines operator dynamic characteristics over a range of test subjects from
minimum to maximum exertion levels. Comparison of the experimentally demonstrated capabilities
to the requirements derived from the stability analysis provides information about system stability
and operator workload.

To investigate the operator dynamic characteristics, a one-DOF hand controller was set up as shown
in Figure 5. The test setup consisted of an Inland brush motor attached to the input shaft of a
harmonic drive with a 100:1 gear ratio. To obtain primarily translation motion, a hand grip with a 12
inch link was attached to the output shaft of the harmonic drive. The effects of drive friction and
reflected inertia were minimized by implementing a moderate bandwidth analog torque loop on the
harmonic drive. A conductive plastic potentiometer, mounted on the motor shaft, was used as the
angular position sensor. The resulting one-DOF hand controller had the desirable characteristic of
high torque levels yet was still responsive to extremely small operator force inputs.

Hand
Controller
U |x
J 2 +B >
h/cs h/c:s
Function Js> +Bs + K
Generator

Human Operator
Figure 5 One-DOF Hand Controller Testbed

A set of five operators was tested using this experimental hand controller configuration. Motion in
the direction forward from the body was chosen as representative of many teleoperation assembly
and insertion tasks. Frequency response data was taken from 1.0 Hz to 6.0 Hz to obtain the transfer
function between hand controller force and position. Each operator made three runs consisting of
minimum operator exertion, moderate operator exertion, and maximum operator exertion. The
torque input was set such that the operators could not stop hand controller motion even when
exerting maximum force. Stiffness, damping, and inertia parameters were extracted from the
frequency response data by first fitting a second order response to the frequency response data. The
dc level was used to extract the operator stiffness, K. The second order curve fit and the parameter K
were then used to determine the operator damping and inertia, B and J, respectively. These
parameters represent the dynamics of the human operator/hand controller combination in Eq. (2).
By subtracting off the hand controller damping and inertia terms, B/ and Jp/c, determined from a
separate open-loop frequency response on the hand controller alone, the human operator dynamic
parameters can be determined.

The stiffness and damping characteristics of the human operators, determined by the method
described above, are shown in Figure 6. For each operator, effective inertia displayed only a small
variation between runs compared with the variation in the stiffness and damping parameters. The
maximum inertia values were observed for the maximum exertion case where the operators attempted
to resist hand controller motion by tensing the upper body muscles. Because more body mass is
active during hand controller motion in this case, an increase in effective operator inertia of



approximately a factor of two was observed for each operator. Measured operator inertias displayed
negligible variation between minimum and moderate exertion runs.
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Figure 6 Operator Characterization Results

Two key results are observed from this testing. First, human operators clearly have limited
capabilities for providing stiffness and damping to stabilize force-reflecting teleoperation systems.
In the direction forward from the body, system designs requiring more than 10 Ib/in stiffness or
more than 0.7 1b-s/in damping would be unacceptable for prolonged operation. Systems requiring
more than 15 1b/in stiffness or more than 1.1 lb-s/in damping could not be stabilized by human
operators in this direction. Second, stiffness and damping apparently cannot be provided
independently by human operators. In fact, the two parameters appear to be linearly related. This
simplifies the required stability analysis because only a small range of the stability boundaries need
to be examined to determine stability of the overall system and operator workload.

4. Teleoperation Performance and Stability Implications

The results of the stability analysis can be combined with the human operator characterization data to
predict whether or not a force-reflecting teleoperation system can be stabilized by a human operator.
If the operator is able to provide the required stiffness and damping characteristics, the operator
workload can be predicted by examining the location of the required dynamic characteristics within
the range of operator capabilities. Finally, if the system cannot be stabilized by the operator, or the
workload is considered unacceptable, the required force reflection gain, Ky, and position gain, Kp,
can be computed to ensure system stability and appropriate workload level. Examining the same
system presented in the stability analysis above and considering the case where there is no time delay
in the system, we can determine system stability, operator workload, and required gain scaling for
the ideal situation. As shown in Figure 3, the addition of time delay into the system will increase
operator dynamic requirements or, alternatively, will increase gain scaling requirements.

To compare the requirements of the force reflection compensator with the capabilities of the human
operator for this ideal case, a linear curvefit is first made to the data shown in Figure 6. This linear
equation is then scaled by Kp and Kt to account for non-unity control gains, and the resulting
equation modeling the human operator can be written as
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Overplotting Eq. (6) on Figure 4 provides a comparison between the human operator dynamic
characteristics and the stability behavior of the force-reflecting system given in Figure 2 as the
environmental stiffness is allowed to vary. By searching along the line given by Eq. (6), we can
find environmental stiffness values that produce a marginally stable system for particular values of
K/KpK¢ and B/KpKf. However, the human operator has clear limitations on providing stiffness, K,
and damping, B. If the operational limitations of the operator are used for K and B in Eq. (6), the
gain scaling required to provide a marginally stable system can be found as a function of the
environmental stiffness. Examination of the data from Figure 6 shows that an operator stiffness of
less than 8 1b/in was easily provided by the operators. Stiffness values above 10 1b/in required an
excessive amount of effort and would not normally be considered as within the operators' capability
range. Stiffness values between 8 Ib/in and 10 Ib/in required substantial effort but could be provided
comfortably for short periods of time. Operator stiffness values of 8 1b/in and 10 Ib/in, along with
the corresponding operator damping values from Eq. (6), were used to find the required control
gain, KpKf, to provide a marginally stable system as a function of the environmental stiffness, K.
The resulting plot of KpKf as a function of Ke is shown in Figure 7.
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Figure 7 Gain Scaling Required to Stabilize Force Reflection

Examining the curves shown in Figure 7, we see that the product of the control gains, KpKy, can be
greater than unity for small environmental stiffnesses. The allowable control gains decrease with
increasing environmental stiffness. Even with no time delay, this system cannot be stabilized by the
operator when the product of the control gains, KpKf, is unity and Ke is greater than 500 Ib/in.
Either the position gain, Kp, or the force reflection gain, K¢, or both must be reduced to operate this
system in contact with stiff environments. The KpKf curve becomes flat as Ke increases above 1000
Ib/in. Because of this, a single value of KK can be used for a large range of stiff environments.



5. Summary

The existing teleoperation technology base needs to be expanded to allow efficient design,
development and deployment of the first generation of dexterous space robots. The initial work
presented here has examined the stability and performance of the bilateral force reflection control
scheme, commonly used in current teleoperation systems, when incorporated into a system with
characteristics typical of space manipulators. Because of the similarities between this control scheme
and the active force control scheme known as "impedance control," recent stability results from the
analysis of impedance control can be applied to this system. These analyses show that time delays
as small as 10 ms, such as those caused by communication delay or computation time, can
significantly increase the stiffness and damping required from the operator to stabilize the system.
The stiffness of the environment is also important in determining the stability of the system.
Interaction with stiff work pieces requires large operator stiffness and damping parameters to retain
stability. Experimental data has shown the operator stiffness and damping characteristics to be
tightly coupled, and has shown the maximum operational values for operator stiffness and damping
to be 10 Ib/in and 0.7 1b-s/in, respectively, for the translational direction forward from the body.
Scaling of the position and/or force control gains will allow any system to be stabilized, but at the
cost of reducing the feel to the operator. A procedure was introduced that uses the operator model to
find the required gain scaling as a function of the environmental stiffness. Even with no time delay,
the example system representative of a space manipulator would require gain scaling when
interacting with environmental stiffnesses larger than 500 1b/in. However, a large range of high
stiffness values can be accommodated with little or no change in the gain scaling. Analysis of time
delay effects indicates that more gain scaling would be required for a model including time delay.
The further development of the understanding of how these critical system parameters affect overall
stability and performance will allow standard engineering design techniques to be used to develop an
effective control strategy for any specific telerobot system.

6. References

1. Chapel, J. D, and Lawrence, D. A., "Stability Analysis for Alternative Force Control Schemes
as Applied to Remote Space Teleoperation,” Proceedings of the 10th Annual AAS Guidance and
Control Conference, February 1987.

2. Hannaford, B., and Anderson, A., "Experimental and Simulation Studies of Hard Contact in

Force Reflecting Teleoperation,” Proceedings of the 1988 IEEE International Conference on
Robotics and Automation, April 1988.

3. Lawrence, D. A., and Stoughton, R. M., "Position-Based Impedance Control: Achieving

Stability in Practice,"” Proceedings of the 1987 AIAA Guidance, Navigation, and Control
Conference, August 1987.

4. Lawrence, D. A., "Impedance Control Stability Properties in Common Implementations,"

Proceedings of the 1988 IEEE International Conference on Robotics and Automation, April
1988.

5. Whitney, D. E., "Force Feedback Control of Manipulator Fine Motions,” ASME Journal of
Dynamic Systems, Measurement, and Control," June 1977, pp. 91-97.

6. Hogan, N., "Impedance Control: An Approach to Manipulation,” ASME Journal of Dynamic
Systems, Measurement, and Control," March 1985, pp. 1-24.

7. Ewins, D. J., Modal Testing: Theory and Practice, Research Studies Press Ltd, Letchworth
England, 1984, pp. 158-168.

100



N9Q-2¢2 241

Sensor-based Fine Telemanipulation
for Space Robotics

M. Andrenucci®, M. Bergamasco*°, P. Dario*°

A Dipartimento di Ingegneria Aerospaziale, University of Pisa
* Scuola Superiore S. Anna, Pisa
° Centro "E. Piaggio", University of Pisa, Italy

Abstract

The control of a multifingered hand slave in order to accurately exert arbitrary forces and
impart small movements to a grasped object is, at present, a knotty problem in teleoperation.

Although a number of articulated robotic hands have been proposed in the recent past for
dexterous manipulation in autonomous robots, the possible use of such hands as slaves in
teleoperated manipulation is hindered by the present lack of sensors in those hands, and (even if
those sensors were available) by the inherent difficulty of transmitting to the master operator the
complex sensations elicited by such sensors at the slave level.

In this paper an analysis of different problems related to sensor-based telemanipulation is
presented. The general sensory systems requirements for dexterous slave manipulators are pointed
out and the description of a practical sensory system set-up for the robotic system we have
developed is presented.

The problem of feeding-back to the human master operator stimuli that can be interpreted by
his central nervous system as originated during real dexterous manipulation is then considered.
Finally, some preliminary work aimed at developing an instrumented glove designed purposely for
commanding the master operation and incorporating Kevlar tendons and tension sensors, is
discussed.

1. Introduction

A number of robotic tasks in space will involve operations inside narrow places such as
small cells, tanks, platforms, or on special extravehicular structures. Some of those tasks will
require high dexterity and complex sensorymotor control procedures. Environment conditions (e.g.
zero g) will strongly affect the execution and the performance of the specific task accomplished by
the robot. Nevertheless, all the other conditions of the particular task could vary according to the
different procedure used and, in general, the same task will not be repeated in the same conditions.
For the above reasons, a typical robot for space applications, even if it may possess almost the
same hardware of a common industrial robot, most often requires remote human control (1).

We have elected to investigate in this paper a particular, though fundamental, function in
which teleoperated robots are involved, that is telemanipulation. It is worth observing that
telemanipulation, which is ultimately aimed at extending the sensing and manipulation capabilities of
the human operator to the slave robotic system, requires not only a dexterous slave end-effector, but
also a sensory system able to sense and transmit complex tactile and kinestetic sensations.
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A number of articulated robotic hands have been proposed in the recent past in the field of
autonomous robotics for dexterous manipulation (2) (3). The use of such hands as "slaves" in
teleoperated manipulation is hindered primarily by the present lack of sensors in those hands.
Furthermore, even if those sensors were available, it would be inherently difficult to convey to the
operator the complex sensations elicited by such sensors at the slave level. This is a fundamental
problem in telepresence: the telemanipulation system should allow the human operator not only to
observe the manipulated objects, but even to feel the physical contact with them.

Current state of the art in telemanipulated end-effectors includes joysticks and handles, or
grippers, incorporating some simple sensors. At the master device level, some additional
sophistication has been achieved with the DataGlove (4), which incorporates fiberoptic position
sensors located at the finger joints, and a 6-degree-of-freedom tracking device mounted at the wrist
which provides information about position, orientation and whole configuration of the human
operator hand in 3D space.

It is the objective of the research reported here to investigate the design principles and to
identify the main problems involved in the development of a master-slave system which could be
used for sensor-based telemicromanipulation experiments. In particular our ultimate goal is to
render a human operator able to control a multifingered hand slave in a truly dexterous way, that is
to accurately exert arbitrary forces and impart small movements to a grasped object belonging to a
remote operational space.

In the following some basic considerations on the design of a telemanipulation system are
discussed first. These considerations are related to the general system architecture and to the
requirements for slave and master devices, as well as to the sensory systems which have to be
integrated in their structures in order to achieve an active bilateral control of the manipulative
operation. The following paragraphs deal with the description of the simple robotic system we are
currently developing in order to investigate some basic issues in telemicromanipulation. The robotic
system consists of a tendon actuated robotic slave finger with joint rotation and torque sensors and
tactile sensors at the fingertip, and of an anthropomorphic glove-like exoskeleton incorporating
actively controlled joints for reproducing kinesthetic sensations on the master human operator.

2. General design considerations for a telemanipulation robotic system

As a first step towards the development of a telemanipulation robotic system, we have
attempted to define some general specifications both on the principles of operation (for example, the
way in which the whole process could be performed) and on the specific hardware characteristics
that a master-slave system should possess for carrying out telemicromanipulation procedures.

As far as the human control of the remote manipulative task is concerned, we assume that
the operator (either the astronaut or a ground operator) will usually not supervise the operation just
by giving commands to a computer and leaving the execution of semi-automated manipulation
procedures to the robotic system. Rather, we assume a direct and continuous human control on the
operation. In fact we have even conceived a strict isomorphic relation (isomorphism ) between
the robotic hand and the human master hand.

The isomorphic assumption leads to a clear emphasis in our approach for the concept of
telepresence (or tele-existence) of which the telemanipulation task represents only one (although
fundamental, because it is "active") aspect. For this reason, we have imagined a scenario
conceptually rather similar to that already introduced in the virtual display-control interface for the
DataGlove (4), where the human operator, wearing a video display in which the video image of the
operational space is represented, feels himself as present in the remote working place. A pictorial
representation of the possible scenario is given in Figure 1.
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Figure 1. A scenario for telemicromanipulation.

In analogy with the expected performance of the visual feedback in the case of ideal
telepresence, we assume that also the systems designed for feeding-back the contact information
detected by the slave robotic hand during manipulation procedures will generate adequate stimuli
(5) in the human operator hand. The term "adequate stimuli" means that the sensations evoked to the
human brain cortex when the manipulation procedure is performed directly by the human hand
should be similar to those evoked in the "artificial” situation in which the manipulaton procedure is
actually performed by the artificial slave hand. This fact implies, that the contact information (i.e.
that related to exteroceptors) should be conveied physically to the hand of the master operator,
without any display interface, such as a computer-graphic display or other equivalent devices.

Another important consideration for the definition of a robotic system for telemanipulation
refers to the availability of a dexterous robotic hand equipped with sensory systems of various
kinds. This requirement originates from the very concept of dexterous manipulation, which
requires an articulated effector equipped with proprio- and exteroceptive sensors, commanded
through a _hierarchy of sensory-motor control procedures. Only the availability of an appropriate set
of sensors mounted on an artificial dexterous hand will allow the slave to perform "blind" (e.g.
without direct visual feedback) tele-commanded explorations.

From a design point of view, it is important to note that the kinematics of the slave device
could even be different from the master's one. The control of the slave in this case would be
performed by introducing coordinate transformations. In the particular case the human control is
obtained by using an instrumented glove, also the actuation system could be somewhat different
from the slave actuation system: in this case a transformation between the master actuator space and
the slave actuator space is needed.
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3. Sensory requirements for a dexterous slave system

As discussed above, a primary need for a telemanipulation system is the presence of sensory
systems located at the slave hand, and capable of extracting information about the contact conditions
with the surrounding environment. These sensory systems, which allow the slave to be controlled
during the execution of complex manipulation procedures, can be classified, according to the
functional content of the information they extract, as:

a) teleceptors, which provide information about the remote place as a whole (artificial eyes and
ears for long range action; proximity sensors for short range action, etc.);

b) exteroceptors, which detect information on the contact between the robot effector and the
external environment ( this category includes all the "skin" sensors);

c) proprioceptors, which sense position, orientation and relative movements of the various
links of the robot effectors (angular joint rotation and internal force sensors);

d) enteroceptors, which monitor the functional conditions of the various mechanical and
electronic components of the slave system.

That all these sensors are essential for the actual control of the whole telemanipulation
procedure is easy to perceive by considering, for example, how fundamental is the skilled
integration of visual and tactile/force sensing modalities for executing even simple manipulation
procedures.

We intend to focus here our attention on categories b) and c¢) because these receptors are
directly related to the hardware of the slave end-effector .

In general, although external and internal sensors (as exteroceptors and proprioceptors are
commonly named in robotics) for space robotic end-effectors are based on the same principles of
operation and on the same technologies as industrial robots, it must be taken into account that in the
space environment some requirements on weight and size are critical.

Contact sensors (external force sensors and tactile sensors) play a very important role,
among exteroceptors, on the slave hand. The ability to resolve the six components of the resultant
forces and torques acting on the contact regions of the slave hand leads to a more accurate control of
manipulative procedures (6). Force/torque resultant sensors can be positioned either at the wrist of
the robotic hand or/and inside the distal phalanxes of each finger, being resolution improved while
the sensor moves towards the fingertip. Besides determining contact force and torque, external
force/torque resultant sensors provide also extremely useful information about the possible slippage
of the manipulated object.

Tactile sensing can be considered as complementary to force sensing for the control of
manipulation procedures. Although tactile sensing has been regarded so far in the field of robotics
mostly as the artificial sensing modality devoted to determine pressure distribution over the contact
regions of the end-effector, "tactile” sensing can actually provide a much wider and larger amount of
information. Several technologies have been used to implement the former approach (6). At present,
however, not only mechanical but also physical and chemical properties of the contact regions are
considered as important and useful for perceptual purposes and for fine manipulation. Moreover, a
"dynamic" approach to the analysis of tactile data is now being stressed, with particular emphasis to
the control of exploratory and "blind" recognition procedures (7). Real dexterous behavior can result
from a synthesis of force and tactile sensing. In fact external force measurements can be effectively
combined with the detection of texture, local shape, roughness and "thermal properties” of the
manipulated object in order to derive a more detailed description of the object and to more accurately
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control fine motion and force at the articulated slave hand.

Proprioceptive sensors have the function of indicating to the controller the relative position
between the links of the slave hand. The knowledge, at any time, of the "joint vector” allows not
only to implement pure position control procedure but also, in combination with internal
force/torque information, the hybrid control of manipulation procedures.

In order to demonstrate the importance of providing a slave hand with an appropriate set of
exteroceptive and proprioceptive sensory systems, we have implemented a set of simple exploratory
procedures by utilizing a tendon actuated, anthropomorphic 4 degree-of-freedom finger equipped
with joint rotation and torque internal sensors (8). External stimuli deriving from the operational
space during contact between the finger and the environment are detected by an "epidermal” tactile
sensor positioned at the fingertip. The same epidermal sensor, fabricated with a ferroelectric
polymer film, could be also useful for detecting dynamic thermal properties of the contact regions.

4. Considerations on exteroceptive and proprioceptive feedback for the master
hand.

Based on the assumption discussed in paragraph 2. of the isomorphic relation between the
dexterous robotic slave hand and the human master hand, the problem of specifying the
characteristics of the interfacing system has to be addressed. The functional operations required to
this interface system are : a) to collect proprioceptive data from the master hand in order to command
the slave operation , and b) to receive the exteroceptive information deriving from the slave and
translating them into adequate feedback stimuli to the human hand.

Functions a) and b) must be performed by sensory and actuating systems positioned in
contact with the human hand or with a deformable or rigid support wrapping the hand up. A clear
example of such a structure is the already mentioned DataGlove (4), which incorporates joint
angular rotation sensors but allows the hand to reach all possible kinematics confi gurations.

Manoeuvrability and ergonomic considerations are critical aspects in the design of the master
telemanipulation system: these requirements are considerably emphasized in the case of
telemicromanipulation, where the range of fine motion is very critical. For these reasons it is
unlikely that the whole human master system could significantly differ morphologically and
functionally from the human hand.

The system we have devised for the master hand consists of an instrumented glove
possessing not only position sensors but also an actuating slave-commanded system for finger
joints. The instrumented glove is depicted in Figure 2.

Kevlar tendons are routed along the back and the palm of the glove in order to actuate
directly each phalanx according to a push-pull configuration. Tendon tension sensors, located at the
wrist level, control the force-reflecting master-slave and slave-back-to-master procedures. Motors
are also located remotely, in a structure beyond the wrist, in order to allow better hand
manoeuvrability. An external glove protects the instrumented one and all Kevlar transmission
tendons. Work is in progress for the realization of a prototype of the tendon-commanded glove. We
must point out that, although the force-reflecting problem seems theoretically feasible, in practice
several problems, derived from friction and real time coordination, could arise during the control

phase.
An open problem for the realisation of a compact and compliant glove-like master device is

the definition of the "actuating” or "stimulating” systems aimed at re-creating appropriate
exteroceptive stimuli on the virtual contact regions of the human hand. A reasonable solution to this
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problem could be the use of local micro-actuators arrays capable of stimulating the human master's
hand skin, according to a coherent spatio-temporal pattern. Other micro-actuators technologies (e.g.
solenoid arrays, piezoelectric arrays or micromachined silicon active structures) have not been
applied yet, owing probably to either volume or compliance constraints. Even feedback-to-master
procedures for replicating "thermal” sensations could be implemented by available technology,
should the dimensional vs. manoeuvrability problem find a practical solution.

ANGULAR
POSITION
SENSOR

TOTHE ACTUATORS

KEVLAR
TENDON

QUTER GLOVE
TENDON

5 )
HEATH INNER GLOVE

SEMIRIGID
FINGER
FRAME

Figure 2. Scheme of the instrumented glove for fine telemanipulation

5. Conclusion

In this paper we have outlined the general problems of telemanipulation with emphasis on the
particular case of fine manipulation tasks. In fact, we believe that this domain of applications,
although extremely challenging, is going to be crucial to any wide diffusion of robotics teleoperation
technology in space, and even elsewhere.

The problem of controlling very fine manipulation has to be addressed if, for instance,
delicate assembly operations or remote handling of delicate samples have to be performed. In this
class of operations, that will be increasingly important in space missions, a simple gripper will
certainly not be sufficient, but even a multifingered hand will not be entirely useful if not equipped
with adequate sensors.

An important aspect that we pointed out is that, although the use of joint rotation and torque
sensors and of some contact sensors is an essential requirement for dexterous behavior, very fine
manipulation requires, in addition, the use of true tactile sensors capable of discriminating very
small surface indentation at the finger surface. For these operations the control of slippage will also
be crucial; to this aim, perhaps even a sensitive force/torque fingertip sensor will not suffice, and
skin-like distributed tactile sensors capable of sensing locally shear stress will be necessary.

Another important aspect of teleoperation, which to some extent comprises the same
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functional aspects of the problem, is tele-existence. In this field, sensing the tiny features of contact
becomes a key part of the process of perceiving fully a remote reality. Measuring local indentation,
and perceiving texture, thermal properties, compliance and other parameters of the touched object by
dynamic exploration is a fundamental component of the process by which a human master operator
can remotely "construct"” a mental image of the environment which closely resembles the real one.

Based on the above considerations, we intend to address in depth in the near future the
problem of "enriching" telesensations with information other than just vision. Teletactile sensing is a
fundamental (even if not the only) part of the sensory information necessary to the master in order
to "generate” a replica of the remote environment as faithful as possible. In this context, particular
attention will be devoted to investigate issues of psychophysics, inherently associated with
telesensation. Our approach to the problem of transmitting fine tactile sensations from the slave to
the master has been outlined here. Further research, now in progress, will address this aspect more
thoroughly, along with the key problem of using appropriate sensory-motor control techniques to
extract dynamically tactile data by teleoperated exploratory procedures.

It may be worth pointing out, in conclusion, that telemicromanipulation can be very useful
for a number of applications other than space. One of the applications we are investigating is, for
instance, telemicrosurgery.
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ABSTRACT

The paper outlines the concepts and main elements of a RObot Technology EXperi-
ment (ROTEX) proposed by DLR to fly with the next German spacelab mission, D2, in
December 1991. It provides a 1-meter size, six-axis robot inside a spacelab rack, equipped
with a multisensory gripper (force-torque sensors, an array of range finders, and mini stereo
cameras). The robot will perform “assembly” and “servicing” tasks in a generic way, and
will grasp a floating object. The paper focusses on the man-machine and supervisory control
concepts for teleoperation from the spacelab and from ground, and explains the predictive
estimation schemes for an extensive use of time-delay compensating 3D computer graphics.

A JPL-NASA proposal is underway to join ROTEX with a TeleRobotic Intelligent In-
terface Flight EXperiment (TRIIFEX), utilizing the functional and operational capabilities
of ROTEX. The main objective of TRIIFEX is to extend performance and operation experi-
ence with hybrid position and force-reflecting control of telemanipulators to space telerobot
missions, and to evaluate its human factors implications. JPL is planning to build a general-
purpose computerized force-reflecting position control device backdriveable from robot hand
sensors and a complementary graphics display of robot hand sensor data. The paper will
include a brief description of the main elements of TRIIFEX, their interfaces to ROTEX,
and the specific TRIIFEX objectives. TRIIFEX operation is planned from onboard the
spacelab and from ground.

INTRODUCTION

Among the many areas important in space technology, automation and robotics (A&R)
will become one of the most attractive ones for smaller countries like the Federal Republic
of Germany, as well as for the big space nations. It will allow experiment-handling, material
processing, assembly and servicing with a limited amount of manned missions, and it will
provide an extensive technology transfer from space to earth applications. This is one of
the main reasons why several activities towards space robotics have started in Germany
with the long-term goal to make a major contribution to the space station, e.g., to the Man
Tended Free Flyer (MTFF) subsystem.
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In addition to study activities, DLR (the German Aerospace Research Establishment)
made a proposal at the end of 1985 to fly a robot technology experiment ROTEX with the
next “German” spacelab mission, D2, scheduled now for December 1991. Phase C /D is run-
ning now, with participation of two major German space technology companies, DORNIER
and MBB, and including several of the leading German robotic research institutes. Thus
ROTEX is a starting shot for a German participation in space automation and robotics,
with a broad national basis.

A JPL-NASA proposal is underway to join ROTEX with TRIIFEX, utilizing the func-
tional and operational capabilities of ROTEX. TRIIFEX employs hybrid position and force-
reflecting master-slave control for telemanipulation. This control technique is the most ef-
ficient one for versatile telemanipulation in terrestrial applications; this control is standard
in the nuclear industry. The reason for the efficiency of this control is twofold: (i) direct
position control is inherent to these systems, and (ii) the operator’s hand receives a genuine
impression of acting forces and thereby is dynamically connected to the remote control task.
However, system performance in this mode of control is closely coupled to the operator’s
body (manual) and mental (model reference) performance capabilities. The basic question
TRIIFEX is asking is: how can this control technique be extended to space efficiently and
safely? In particular: (i) How does microgravity affect on-board operator’s performance?
(i) How will ground operator relate to control actions in micro-g from control inputs in
normal-g, in particular, in the presence of a several-second R/T communication time delay?
The first specific question is related to the operator’s neuromotor response characteristics in
micro-g. The second question is related to the operator’s psychomotor response character-
istics when control actions are across basically different dynamic environments and across
time delay.

The first part of the paper is devoted to the description of ROTEX, and the second
part briefly summarizes the main elements of TRIIFEX and interfaces to ROTEX.

THE ROTEX PROJECT
The ROTEX system contains several items:

e A small, six-axis robot (work space 1m) inside a space-lab rack (Fig. 1). The robot
arm will be built by DORNIER company. Its gripper, built by DLR, will be provided
with a number of sensors (Fig. 2): two six-axis force-torque wrist sensors, a tactile
array in each finger for grasping force control, an array of nine laser-range finders, and
a tiny stereo camera (smaller than a match-box) to provide a stereo image out of the
gripper. In addition, a fixed pair of cameras will provide a stereo image of the robot’s
working area.

e The robot is able to perform automatic, preprogrammed motions as well as teleoperated
motions via an astronaut on board or an operator on ground (Fig. 2).

e Two types of operational modes will be performed by the robot:

a) Experiment handling. This is a slow or “micro-gravity (ug) mode” based on the
execution of preprogrammed paths that may be reprogrammed from ground.
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b) Servicing. This is a fast mode based on teleoperation on board and from ground,
and on sensor-based learning of tasks on ground which are executed automatically
on board.

e The main goals of the experiment are

a) To verify joint control (including friction models) under zero gravity, as well as ug
motion planning concepts, based on the requirement that the robot’s accelerations
while moving must not disturb any ug experiments nearby.

b) To demonstrate and verify the use of advanced six dof hand controllers under zero
gravity.

¢) To demonstrate the combination of a complex, multisensory robot system with
powerful man-machine interfaces (such as 3D computer graphics, control balls,
force-reflecting hand-controllers, stereo imaging, voice input-output) that also al-
low for teleoperation from ground.

In order to demonstrate servicing capabilities by teleoperation, three basic tasks are
envisioned:

a) Assembling a mechanical grid structure (Fig. 3).
b) Connecting/disconnecting an electrical plug (which stands for replacement of an ORU).
c) Grasping a floating object.

For all these tasks, continuous or on-line sensory feedback is involved.

Multisensory Robot Gripper

Multiple sensing in the robot gripper and sensory feedforward in the man-machine
interface are the key for the telepresence concepts envisioned. The gripper sensors involved
belong to the new generation of DLR robot sensors with all analog preprocessing and digital
computations performed inside the sensors or at least in the robot’s wrist (Fig. 4). Using
a high-speed serial bus, only two signal wires come out of the gripper (carrying signals of
forces-torques and distances), augmented by two 20 kHz power supply wires from which
the sensors themselves derive their DC power supply voltages via tiny transformers. The
following sensor modules are provided:

a) An array of nine laser range finders based on triangulation: one “big” sensor (half the
size of a match box) switchable into a scanning mode for a longer range of ~ 3-50 cm,
and four smaller ones in each finger for shorter ranges of 0-3 cm. The range finders are
the result of more than five years’ development aiming at a precise performance over a
remarkable range and independent of the slant angle and surface of the measured object.
One of the main problems to be solved in this development was the design of a nonlinear
digital control system that adapts the light transmitter’s intensity depending on the
reflected light intensity. The signal control system now used varies the emitted power
in a range of 1 to 10,000 within 10 usec. This indeed enables the sensors to measure
distances with respect to surfaces that show up strongly with quickly changing reflection
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characteristics.

b) A “stiff” six-axis force-torque sensor based on strain-gauge measurements and a “com-
pliant” optical sensor (Fig. 5). Originally, it seemed necessary to make a selection
between these two sensing principles. A solution was found that combines both princi-
ples in one compact sensor with the option to switch between them during operation.
The “compliant” optical force-torque sensor consists of an inner and an outer part (Fig.
5). The basic measuring arrangement in the inner ring is composed of an LED, a slit
and, perpendicular to it, a linear position sensitive detector (PSD) which is mobile
against the remaining system. Six such arrangements (rotated by 60 degrees each)
are mounted in a plane, whereby the slits alternately are vertical and parallel to the
plane. The ring with PSDs is fixed inside the outer part and connected by springs to
the LED slit basis. The springs bring the outer part back to neutral position when no
forces/torques are exerted.

c¢) A tactile array of four by eight sensing dots in each finger using elastomeric rubber as
transducer.

d) A pair of tiny stereo cameras, augmented with an additional pair of stereo cameras
which is fixed in the rack, yielding a global view of the work space.

e) The sensor or control ball as a six dof hand controller. For a very natural six degree-of-
freedom control of robots and of 3D computer graphic objects by using only one human
hand, DLR developed different types of plastic hollow balls with six-axis force-torque
sensors inside [3,4]. The latest and preferred version uses the compliant sensor (Fig.
5) inside the ball. The only difference between the wrist sensor and the control ball is
that the outer ring in Fig. 5 is replaced by a plastic hollow ball.

Sensory Feedback Structures

The use of sensors in the feedback control is based on a sensor-based fine motion plan-
ning concept that has been outlined in different papers (e.g. [7]). Its main features are briefly
as follows (see also Fig. 6). “Rudimentary” commands are derived either on-line from a hu-
man teacher operating the control ball or from a path-generator connecting preprogrammed
points. They are interpreted in a dual way as force/torque or positional/orientational com-
mands. When the robot moves in free space, the ball forces are transformed into trans-
lational commands; when the robot senses contact with the environment, it takes the ball
inputs as nominal force values and, by closing the sensory loop at the robot’s site (see Fig.
2), it always exerts only those forces which are given by the human operator [8]. Of course,
any kind of shared control between robot and operator is feasible. Though the forces are
not fed back to the human arm (as in “bilateral” force control), the operator is sure that
the robot is fully under his control and he easily may lock up doors, assemble parts or plug
in connectors. In other words, the human operator (via stereovision and 3D graphics) is
enclosed in the feedback loop on a high level but with low bandwidth, while the low-level
sensory loops are closed on-board at the robot directly with high bandwidth. Thus a su-
pervisory control technique is envisioned that permits shifting more and more autonomy to
the robot while always offering real-time human interference (Fig. 7).
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Visual Feedback and Predictive Control

In teleoperation on-board the spacelab, the visual display is restricted to the use of a
small colour TV monitor. In the present state of planning, the B/W stereo images produced
by the gripper or the global cameras are displayed alternately to the operator, who will use
shutter glasses (developed in German nuclear power facilities with only 15V power supply
and switching frequencies up to 1 kHz) to obtain stereo perception of images. The sensory
information will be added in simple bar-like form at the monitor’s edges.

For teleoperation from ground the situation is different: much more powerful equipment
is available there for visual feedback, but the communication link restrictions are obvious.
Indeed, it turned out that the “normal” spacelab up-links as used until now are not at
all adequate for telepresence ideas. They would create up-link delays of up to 15 seconds,
partly caused by data checks in Houston. This seemed to destroy the ground teleoperation
concept completely. The present base-line uses the Text And Graphics channel (TAG) for
the up-link, eliminating these difficulties. This channel uses the TDRS satellite, and could
not be tested until now. Using the TAG channel, the up-link command rates are in the
range of 2 kbit/sec, assuming a sampling rate of 20 Hz. Nevertheless, we have to take into
account an overall delay of four seconds in the loop closed at the ground station. In order
to get exact knowledge about this delay, we will provide the ball commands with a code
which, when arriving at the robot, are packed into the down-link information.

The down-link information comprises a sequential RGB video signal. The left and
right black-and-white stereo images are packed into the red and green channel. They are
superimposed and displayed on a polarized screen on ground. The down-link data channel
also contains all internal (position encoders) and external sensory signals so that on a 3D
graphics monitor the robot’s position is displayed as well as all sensor data. Preferably, a
stereo graphics system is used with real-time volume-shaded representation of the workcell.

The big problem for teleoperation from ground is the communication time delay. The
only way to compensate for it is by using predictive computer graphics. Extensive use of
them will be made in ROTEX. Fig. 8 shows that the human operator at the remote work-
station handles the six dof hand controller by looking at a “predicted” graphics (e.g., wire
frame) model of the robot. The control commands issued to this instantaneously reacting
robot simulator are sent to the remote robot as well, using the time-delayed transmission
links. Now the ground-station computer and simulation system contains a model of the
up-link and down-link delay lines as well as a model of the actual states of the real robot
and its environment. Note that we have several alternatives to superimpose the predicted
robot model (augmented by predictions of any other moving parts) with other information
representations:

a) The presently received (of course, delayed) TV stereo or mono image in case the globally
fixed camera pair is active.

b) The “delayed” graphics image derived from this delayed TV image (including the case
of hand-mounted cameras) and other sensory data.
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¢) The actual graphics image as derived from the state space model of robot and environ-
ment.

There is not yet a final conclusion on what the most efficient method of superposition
would be. There is, of course, evidence that the most crucial problems lie in the derivation of
“output data” (e.g., positions/orientations of moving objects) from stereo images and range
finders. As real-time is required, this is an extremely challenging preprocessing problem
solved by a parallel transputer system but not discussed in more detail here.

For the robot, we assume a linearized Cartesian state space model Zp41 = Azy + bu,.
In the case of grasping a floating object, this model in standard form of digital control theory
not only describes the Cartesian robot dynamics, but also the dynamics of the free-flying
part.

Thus the left part of Fig. 8 is just a prediction of the robot’s present estimated state
Z) to the future state Z,,, ; n, is the up-link delay time expressed as a multiple of the
sampling period, that makes up one delay d. This predicted state is the state to which the
presently issued hand controller command has to refer. But the more interesting part is
the estimator on the right half of Fig. 8. It compares the measured, but down-link-delayed
output data Yen, (the robot’s positions and orientations) to the output data Qk_nd from

the robot model running through the down-link-delay computer model (ng is the number
of sampling periods in the down-link delay). The estimator’s detailed structure has been
derived in [9]. For telemanipulation from ground in case of an assembly operation and for
sensor-based task learning on ground, a realistic graphic simulation of the workcell and the
robot’s sensory perception is the crucial item. Fig. 9 shows the envisioned structure for
telemanipulation from ground with simulated sensory path refinement.

TRIIFEX PROJECT

The key element in the TRIIFEX project is the use of a Force Reflecting Hand Controller
(FRHC) to control the robot both from an on-board control stand and from a ground
control station. The planned FRHC is not a geometric replica of the robot arm; it is a
generalized position input and force feedback device, tailored to the operator and to the
control station, and applicable to different manipulators. The generalized FRHC technique
has been described in detail elsewhere [11]. The device planned for TRIIFEX is somewhat
different from the one described in [11] for packaging reasons; it will have an elbow instead
of a telescoping linear link.

The use of a generalized (non-replica) FRHC device also represents a new control
configuration: (i) force feedback is referenced to wrist force-torque sensor information, and
(ii) the control requires a computer for coordinate transformations and sensor data handling.
The sensor data will be displayed on a dedicated graphics display. The planned on-board
TRIIFEX system is shown schematically in Fig. 10. This figure emphasizes the on-board
TRIIFEX electronics architecture and its interface to the ROTEX electronics.

The performance capabilities and characteristics of a generalized FRHC laboratory
system at JPL are described elsewhere in this conference proceedings [12-13]. The on-board

116



experiments are planned to be identical to the ROTEX experiments.

The TRIIFEX ground station system is schematically shown in Fig. 11. A key compo-
nent in the TRIIFEX ground system is the use of a “Phantom Robot,” which is a high-fidelity
3D graphics image of the real robot, superimposed on the 3D TV image of the real robot
in the workcell. The operator interacts with the Phantom Robot in real time. Thus, the
motion of the Phantom Robot on the TV monitor screen acts as a predictive display in a
real work environment shown on the TV screen. The motion of the real robot image will
follow the motion of the Phantom Robot image after some time delay. The contact closure
actions will be referenced to local F /T sensor data and will be controlled locally through the
F/T sensor data upon the operator’s initialization commands. The operator’s responsibility
here is the verification of the status of the real robot versus the Phantom Robot before the
closure action is initiated so that there is a certainty that the local control algorithm can
complete the task. Again, the TRIIFEX ground experiments are planned to be identical to
the ROTEX experiments.

The general objective of the TRIIFEX project is to validate and quantify force-reflecting
position control technology for Earth-orbital space missions. The planned performance mea-
surements are focussed on human operator’s performance capabilities. They are aimed to
evaluate (i) on-board operator’s ability to use force-reflecting position control of a tele-
manipulator in microgravity, and (ii) ground operator’s ability to use this technique for
telemanipulation in microgravity from a normal gravity base under several-second R/T
communication time delay.

An expected major benefit of the TRIIFEX project is the evaluation of the validity of
ground simulation data of microgravity telemanipulation by comparing flight experiment
data to data obtained through ground simulation of the same experiments.

CONCLUSION

The ROTEX proposal is a first step of Germany’s engagement in space robotics aimed
at the demonstration of a fairly complex system with a multisensory robot on board and
human telerobotic interference that makes use of sensor-based six dof hand controllers, new
concepts for predictive 3D computer graphic and stereo display. Teleoperation from ground
is a very challenging technique that forces us to move even more strongly toward on-board
autonomy. The planned control strategy is to move the human operator increasingly towards
supervisory control without changing the control loop structures.

The TRIIFEX proposal complements the ROTEX proposal by providing alternative
man-machine interface devices and techniques in order to broaden the knowledge base for
human-control performance capabilities for space telemanipulation.
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Fig. 8 Block structure of predictive estimation scheme
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TEST AND TRAINING SIMULATOR
FOR GROUND-BASED TELEOPERATED IN-ORBIT SERVICING

Bernd E. Schéfer

German Aerospace Research Establishment (DFVLR)
D-8031 Oberpfaffenhofen, Federal Republic of Germany

Abstract

For the Post-10C-Phase of COLUMBUS it is intended to use robotic devices for the routine
operations of ground-based teleoperated In-Orbit Servicing. A hardware simulator for verifi-
cation of the relevant in-orbit operations technologies, the Servicing Test Facility, is necessary
which mainly will support the Flight Control Center for the Manned Space-Laboratories for
operational specific tasks like system simulation, training of teleoperators, parallel operation
simultaneously to actual in-orbit activities and for the verification of the ground operations
segment for telerobotics. This paper describes the present status of definition for the facility
functional and operational concept.

1. Introduction

In-Orbit Servicing has emerged as one of the paramount features of the COLUMBUS program,
which is the European contribution to the International Space Station, to establish an open-end
orbital infrastructure. It comprises maintenance, repair, supply, configuration change and
experiment handling of the COLUMBUS elements and payloads. The Man-Tended Free Flyer
(MTFF) is the basic element for the need of servicing inside and outside the module by tele-
manipulation and autonomously operated robotic devices. Simulation of servicing procedures
is therefore a vital step in the direction of actual orbital operation to assure feasibility and
reliability of procedures and to establish strategies involving a wide spectrum of eventualities.

In the current planning of ESA (European Space Agency) for the initial operational phase of the
COLUMBUS elements APM (Attached Pressurized Module) and MTFF, the so-called I0C-Phase
(Initial Operational Capability), it is not foreseen to perform In-Orbit Servicing by ground-based
telemanipulations. In this phase, servicing tasks will be performed by astronauts in situ, either
by extra-vehicular activities or with the aid of HERA, the Hermes manipulator arm, which will
be operated by the crew on-board Hermes, the European orbiter. This servicing scenario will
take place twice a year, each servicing mission requiring about 7 to 10 days of duration.

MTFF-internal maniputators will not be foreseen within the 10C-Phase. Correspondingly,
within this phase the present MTFF operational concept does not consider ground-based
teleoperated in-orbit servicing with the aid of robotic devices. On the other hand, since the last
two or three years, ESA has established different studies and projects for technology devel-
opment and demonstration for the use of Automation and Robotics (A&R) inside and outside
the MTFF and the APM:

e EMATS (Equipment Manipulation and Transportation System) and EMS (Experiment
Manipulator System) for internal robotic servicing [1,2],

e SMS (Service Manipulator System) technology like HERA for external servicing [3.4].

e  BIAS (Bi-Arm Servicer) for internal and external servicing with two co-operative manipu-
lators [5],
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® ROSSA (Robotics Spacecraft Servicing and Assembly), analyzing a mission scenario of
mostly automated payload operations by means of A&R within MTFF and APM, starting a
few years after the begin of the COLUMBUS |0C-Phase [6].

Figure 1 illustrates different design approaches for MTFF-internal manipulators, being pres-
ently investigated in more detail by different ESA studies [1,6]: a) rack-external devices like
the single- or the multi-rack robot, which are decentralized handling devices to serve one or
several experiments, b) the central transport robot, which is a decentralized and general pur-
pose handling device to serve all experiments, e.g. EMATS. In Figure 2 two different
approaches for external manipulator design, partly still based on SMS technology [7], are
sketched (both of having seven degrees of freedom): The first one shows one of the latest
version of Fokker’s relocatable HERA design [3], largely a symmetrical manipulator of about
11.5 m length with identical end effectors at both ends thus being able to walk over from
Hermes to MTFF or even relocate on the MTFF and henceforth being permanently
MTFF-based. The other one shows a manipulator concept studied by MBB/ERNO [4], the total
tength being 10.6 m. For comparison, ESA’s former manipulator approach for external servic-
ing, the SMS [7], had a total length of roughly 7.6 m. More recently, investigations about the
operational working volume of an MTFF-based manipulator favourize travelling concepts
guided either by a linear or a circular rail mounted on the exterior of the MTFF thus providing
an additional degree of freedom for servicing operations [8].

Rather than in the 10C-Phase, in the so-called Post-IOC-Phase of COLUMBUS (formerly AOC,
Autonomous Operational Capability) which will start about 2 to 4 years after IOC begins, it is
intended to make use of the A&R technology to be developed. ESA’s robotic technology pro-
gramme, briefly described above, aims at this goal, also the German Robotics Technology
Experiment, ROTEX, [9] which will be flown by the Space Shuttle on the next D2-mission,
presently scheduled for late 1991. A basic objective of all these technological initiatives is to
perform in-orbit robotic servicing during un-manned phases by telemanipulation from ground
(cf. also [10,11]). The main reasons to do so are to reduce costs and risks for both the trans-
portation and the operations and control as well as for the astronauts.

2. The Servicing Test Facility within the MSCC

Based on the ESA council meeting on ministerial level (Nov 10-11, 1987, The Hague), ESA
entrusted DFVLR with the conductance for operating the COLUMBUS manned space labora-
tories: in case of APM, under NASA leadership, the German Space Operations Center (GSOC
at the DFVLR site at Oberpfaffenhofen) will be responsible for the payload operations, in case
of MTFF the responsibility for the operations of the complete system and the payloads
(excluding Hermes visits) lies within GSOC management [12], execpt in those cases where
the MTFF is within the operational command and control zone (CCZ) of the International Space
Station FREEDOM. The planning and set-up of the Manned Space Laboratories Control Center,
MSCC, has already started; its operational readiness is scheduled for 1991 since the German
D2-mission should already be operated by the new complex.

For in-orbit operations technology the APM and the MTFF flight control center will be sup-
ported by three test facilities, the In-Orbit Operations Simulation Facilities, IOSF, which will be
installed within the MSCC [13]:

® An European Proximity Operations Simulation (EPOS) Facility,
® A Servicing Test Facility (STF),
* A Test Facility for Large Flexible Spacecraft Control.

This ground infrastructure will be developed by the DFVLR at Oberpfaffenhofen with national
and European fundings. The facilities will be used for technology development and space
system operation of the future European space programs.
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Figure 1.  Functional drawing of different A&R concepts for MTFF internal servicing [6].
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The high costs of actual orbital operations imply a high degree of realism with regard to the
simulation facilities on the ground to assure mission success even at a multitude of potential
adverse events. Viewing this from a negative point of view, any programming or operator
mistake would result in a tremendous amount of expenses in the case of an actual space
mission as compared with costs incurring in an adequate simulation facility. Therefore all
activities referring to teleoperated robotic routine operations must be planned and observed
on ground. As a consequence, very early it proved to be extremely necessary to set up an
adequate ground-based hardware simulator, the Servicing Test Facility, for in-orbit operations
technology verification.

The STF is intended to be a Test and Training Simulator for Ground-Based Teleoperated In-
Orbit Robotic Servicing during un-manned phases. With this intention, the STF is projected
being a facility for the support of the MTFF routine operations during the Post-lIOC-Phase.
Because of the peculiar and complex pretensions, specifically to real-time flight operational
support, the facility has to be in direct vicinity of the flight control center. The mean lifetime
of the MTFF is projected for at least 30 years, and since the MSCC is in duty for all operational
tasks, adequate provisions for a long-term operational concept have to be considered already
in the current planning for later use in the Post-I0C-Phase.

3. High Fidelity Simulation Facllity

Based on the future technological challenges described above it is essential to provide as far
as possible a true-scale hardware simulator for the verification of the robotic servicing pro-
cedures under realistic conditions. The facility has to allow the implementation of important
hardware components, possibly even flight specific hardware as e.g. end effectors or sensors,
in a real-time and real-size simulation to increase the confidence in the ground operating
system. Pure computer simulations will not be sufficient for the qualification of the ground
operating system for robotic servicing tasks to guarantee mission success.

The STF therefore will provide the capability to perform the following spectrum of four main
tasks [14-16]:

System simulation for the development and verification of mission procedures;
Teleoperator training with specific regards to signal delay times;

Verification of ground operations segment for in-orbit robotic tasks:

Simultaneous parallel simulation of on-going in-orbit routine operations during the Post-
IOC-Phase.

Ao~

While the first three tasks will support mainly all ground-based robotic activities in the ground
operations preparatory phase, the parallel simulation will be a necessary task to be performed
during the actual mission specifically for reasons of trouble shooting. Moreover, due to the
signal delay times of several seconds (even up to about 10 sec during the Spacelab D1-mis-
sion) between ground and on-board system, actual status knowledge of the flight systems on
ground is essential. In this case all telecommands may be transmitted to both systems in
parallel, thus the ground-based operator will be able to observe the effects of manipulation in
the ground facility in advance without time delay. Delayed on-board system information then
will be played back to the STF via telemetry links and will be displayed additionally to the
ground-based manipulator. Hence, it is possible to observe deviations between both systems
and increase safety of the ground operating system.

Regarding specifically the inherent difficulties in the signal delay times the training philosophy
and corresponding concepts for ground-based teleoperators must be based on high-fidelity
equipment. Both the ground manipulator and animations of its computer simulated counterpart
have to be provided to the operator by adequate monitoring devices having capabilities for
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3D-stereoscopic imaging. According to the training philosophy three different steps shall be
envisaged, each step gradually increasing in complexity:

1. Training with ground manipulator (with time delays):

a. by direct view into the facility jab,

b. by indirect view via video monitoring.

2. Training by computer simulated animation using computer graphics system (with time
delays):

a. for a dynamic model of the ground manipulator,

b. for a dynamic model of the flight manipulator.

3. Hybrid training:

a. by video monitoring of both the ground manipulator (without time delay) and the
equivalent computer generated animation of the ground model (regarding time
delay),

b. by video monitoring of both the ground manipulator (without time delay) and the
equivalent computer generated animation of the flight model! (regarding time delay).

This last training step is regarded to be of highest complexity. Monitoring of both images

on two different screens would be a first approach, but the final aim should be an overlay

of both images on one singie screen.

For the purposes of teleoperator training and parallel operation to the onboard activities, it is
essential to have the representative and detailed behaviour of the real manipulator and envi-
ronment (internal and external) available on ground, as well. To assure conflict-free oper-
ations, the real manipulator geometry and kinematics must be available, including the geom-
etry of the MTFF interieur and exterieur. Only for such a configuration of true-scale models it
will be guaranteed that the teleoperator performs the manipulator activities within the bounds
of the MTFF working area successfully.

The studies performed on the feasibility and the needs of the STF [14-16] have identified the
following basic requirements:

e Representative behaviour of the manipulators and end effectors.

e Representative behaviour of the MTFF subsystem/payload mechanisms and functions as
far as being relevant for automation and robotics.

e Representative video picture processing.

e Representative teleoperator station.

Regarding these functional and operational requirements the main STF components were
identified giving:

e Replica of external and internal manipulator as far as possible in true scale with real
onboard geometry and kinematics including control electronics. For the 1g-environment,
the large length of about 11 m for the external manipulator requires a sufficiently stiff
laboratory system in order to perform manipulations in all three dimensions. The real
onboard dynamics will therefore be simulated by software.

e Replica or, if required, the real flight hardware of all flight end effectors to be connected
to the manipulator.

e Software simulation of the onboard manipulator kinematics and dynamics, and of the
onboard end effector kinematics and functions.

e Standardized software simulation system to allow for easy adaptation of different manip-
ulator and end effector kinematic simulations.

e Teleoperator work station to allow for complete remote control of manipulator / end
effector from ground, including 3D-display, status display, joystick / sensor ball control
and signal delay simulation.

e  Mockup of MTFF exterieur and interieur, as far as automation and robotics are concerned,
in true scale as well as single standard ORU mockups and single racks.
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® Lighting system, especially for sun simulation, shadowing effects.

¢ Telemetry / telecommand- and video-connection to the onboard manipulator system in
real time to allow for remote control and simultaneous simulation (link via MSCC).

¢ Computing facilities for software simulation in real time, manipulator/equipment control,
remote control station support, data recording and procedure development.

¢ Real-time 3D-stereoscopic graphic simulation system connected to the computer facilities
for training purposes and rapid prototyping of In-Orbit Servicing procedures.

* |If required in case of flight hardware implementation, clean room conditions are foreseen
for operating the STF.

Moreover, for realistic teleoperator training of very detailed and sophisticated manipulations,
where basically the end effector is used at the location of the object to be manipulated, the
overall motion of the manipulator is not of main interest. In all these cases of servicing training
tasks in the proximity of the object, it is very necessary to incorporate the manipulator
dynamics as well as the forces and torques applied by the mechanisms of the MTFF specific
objects. Here, the special simulation capabilities of EPOS will be favourably used. A close
connection of both facilities, STF and EPOS, together with the MSCC is therefore required in
order to guarantee for realistic simulations of In-Orbit Servicing teleoperations.

Figure 3 presents a functional overview of the Servicing Test Facility (a computer generated
scene of the laboratory: the MTFF Mockup, the large 1g-lab manipulator, an internal manipu-
lator, and the teleoperator workstation). Figure 3 also gives an overview of the complete
ground-to-orbit scenario with interfaces to the other relevant ground-based facilities and the
in-orbit COLUMBUS element MTFF.

4. Definition of the STF Basic Components

Presently, the Phase B Study for definition of the different basic hardware and software com-
ponents has been finished. This refers to the electro-mechanical system of the laboratory
manipulators for both the MTFF-internal and the -external robotics, and to the software and
computer concept for operating the facility.

4.1 The Electro-Mechanical System

The manipulators and end effectors to be used inside and outside of the MTFF are still in the
definition phase, and the final flight version may change according to the current specification.
This important fact requires a flexible simulator design which can be easily adapted to differ-
ent design modifications which especially applies for changes in manipulator geometry or in
the kinematic behaviour. Therefore, the concept of a modular build-up of the STF is foreseen
that allows gradual adaptation to the respective state of actual hardware equipment. This
modular concept is used for both the hardware and the software simulation part of the STF.
In case of the large external manipulator, the approach in Figure 2, lower one, was identified
being the more complex one to be realized in the 1g-environment of the laboratory. Hence,
once having qualified the more complex manipulator for operational readiness, less complex
versions are regarded to apply as well.

Both the smaller internal robot and the large external manipulator must be operated in the lab
in all three spatial dimensions and hence are strongly affected by gravity. Since no greater
difficulties are expected to arise from the technical realization of a duplication of the internal
robots, the most effort in the facility design therefore will originate from the hardware copy of
the large manipulator. This replica of the flight version has been designed such as to phys-
ically simulate the flight-equivalent geometric and kinematic behaviour in all 3 dimensions.
Obviously the dynamic behaviour will be much different since an almost very stiff construction
is required. The major loads on the manipulator are given by the relatively high weights of the
joint actuators rather than by the influence of the limb structure which will be made of light-
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weight material, CFRP. Moreover, the limb structure is designed in order to sustain elastic
deflections within a dedicated margin (less than 10 cm end effector displacement for a worst
case assumption of a horizontally cantilevered manipulator arm), and the necessary compen-
sation of positioning inaccuracies due to the deformations will be performed by respective
joint actuator commands. (Of course, closed loop control by telemanipulations via video sen-
sor feedback will increase positioning accuracy without doubt.) Figure 3 gives an impression
of the MTFF mockup and external lab manipulator arrangement: in case of linear or rotating
manipulator travelling concepts, the MTFF mockup will be moved correspondingly with
respect to the laboratory fixed manipulator base; appropriate provisions like rail guides are
foreseen.

The torques exerted at the joints will be tremendously high as compared with those in the
Og-environment. Especially the bending moments at the shoulder joint actuator at the manip-
ulator base are excessively high due to the exponential accumulation of the torques arising
from the other actuator weights along the manipulator arm structure. For this reason proper
actuator design was accomplished and moreover, the selection of specific actuator types
influenced again the limb structural behaviour: A careful trade-off between both the joint
actuator and the structural design was necessary. The final selection was to use HERA/SMS
similar design with integrated electrical drive for the end effector joints and electrical drives
with cyclo gearboxes or harmonic drives for the other joints. Optionally, the use of hydraulic
torquers for the stronger actuators will be presently analyzed.

4.2 The Software and Computer Concept

The STF intelligent system is structured to fulfil the requirements of the different applications.
A global design structure has been derived to allow the reuse of the same facility with only
simple reconfigurations. The software simulation system is designed such that basically al!
configuration and construction dependent parameters of the manipulators, the end effectors
and the MTFF can be stored in software tables which easily can be replaced. The control and
table interpretation software ist therefore unchanged in case of manioulator changes. For
MTFF external servicing the STF design concept is presented in Figure #; the equivalent con-
cept applies for internal servicing.

As far as possible, off-the-shelf computer systems are used with commercial software systems
and networks. Moreover, use shall be made of the software capabilities of European systems
supporting flight segment development like EUROSIM (European Robotic Operations
Simulator) at ESTEC or CSF (Columbus Simulation Facility). All fast data processing in direct
communication with the electronic or electric systems is performed around an IEEE 488 data
bus and on dedicated micro-processors. The coordination of the different joint control pro-
cessors (a decentralized joint control strategy for the large manipulator ist favoured), together
with the associated transformation, will be performed on a dedicated minicomputer.

On the other hand, system supervision and activity coordination will be performed by one
single authority, which is the STF simulation system, Figureg. The corresponding simulation
software acts as the central control system for the complete system set-up. All simulations,
device coordinations, system supervision and programming tools operate here. For the
graphic simulation a special hardware system Is necessary that allows 3D real-time animation
of robot manipulations, preferably for surface shaded volume models, by manual control via
sensor ball or joysticks. The corresponding dynamic simulation requires a very powerful
computing system together with a dedicated software package possibly tailored to the flight
design (e.g. HERA simulation capabilities within EUROSIM). Man-machine interface is stand-
ardized by using off-the-shelf work station tools. State-of-the-art communication is by window
mechanisms and pop-up menues/icons commanded by mouse.
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Figure 3. Functional overview of the Servicing Test Facility.
Complete ground-to-orbit scenario.

5. Concluding Remarks

Rather than for technology development (cf. HERA 1g-Demonstrator facility, or MARS = MTFF
A&R System Testbed) the Servicing Test Facility will be used dominantly for the support of the
ground operating system within the MSCC for all ground-based teleoperated robotic routine
operations. According to this objective, hardware and software components being typical for
robotic servicing needs (e.g. teleoperator control station tailored to ground-based remote
operations) shall largely be provided and incorporated within the facility by the specific
developers. These can be ESA, industrial companies or non-profit institutions like universities
or even DFVLR. The basic facility equipment is provided by DFVLR. The on-going activities for
the facility set-up are presently faced with the detailed design of the basic components and
studies on alternatives to real-sized hardware simulations such as scaled-down versions or
cable-suspended manipulator designs.
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CONCEPT SYNTHESIS OF AN EQUIPMENT MANIPULATION
AND TRANSPORTATION SYSTEM
EMATS

W. De Peuter, ESTEC, The Netherlands
E. Waffenschmidt, Dornier Federal Rep. Germany

Abstract

The European Columbus Scenario is established. One of the Columbus Elements,

the Man Tended Free Flyer will be designed for fully autonomous operation in

order to provide the environment for micro gravity facilities. We discuss the
Concept of an autonomous automation system which perform servicing of facili-
ties and deals with related logistic tasks.

l. Introduction

The importance of Automation and Robotics (A&R) has grown rapidly in re-
cent years due to challenging demands for autonomous serivicing in space.

Many of the techniques and experience gained from industrial development will
be used in space application, as indicated by various robotics activities at
the US., Europe and Japan.

The extensive use of robots in future space production, research and ex-
ploration and their importance for servicing and maintenance of autonomously
operating facilities is obvious.

Running such space facilities with minimal human involvement is a unique
challenge and opportunity to apply intelligent robotic techniques in experiment
and processing systems.

At present, the use of robotics in the European space scenanrio concentra-
tes on the Columbus Man-Tended Free Flyer (MTFF). The MTFF is a free flying
"quiet laboratory" in orbit which provides the environment for microgravity ex-
periments with only very low disturbances (10-% g). The MTFF is planned to be

unmanned for a time period of 6 months and man-tended during the servicing
events (when it is attached to the ISS or docked to HERMES).

During the absence of men, the MTFF must be operated autonomously by an
automation system installed inside the Module, which performs all required
manipulation and transportation tasks. This paper deals with a first concept
synthesis for this Equipment Manipulation and Transportation System (EMATS) for
the internal servicing of the MTFF Laboratory.
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2., MTPF Servicing Scenario and Model Mission

The first stages in European manned space flight where extensive A&R sys-
tems are needed will be (see Figure 2-1)

® MTFF in nominal unmanned period
® MTFF/HERMES during manned Servicing

UNMANNED PHASE MAN-TENDED PHASE

4100

b+
H

m=
-

— -. '.1
(el A ¢

Figure 2-1: EMATS Application Scenarii

They represent the basic MTFF scenarii and hence they are the most rele-
vant scenarii for the applications of EMATS.

It is assumed that the reference payload for the first mission of the MTFF
will be a mixture of Materials Science facilities and Life Science facilities
called M/C 400. The principle accommodation of these experiment facilities in-
side the Pressurized Module of the MTFF is shown in Figure 2-2.

© MATERIAL SCIENCE

¢ Gradient Furnace {GFQ}
¢ Contalneriess Processing (CLF)
¢ Thermophysical Proparties {TPP)
| | T * Vapour Growth (VGF}
4 * Solution Growth {SGF)
L) * Liquid Phase Epitaxy (LPE)
[ o] * Flux Growth {FGF}
m * Traveling Solvent (TSF}
'n.l * Critical Point {CPF)
¢ Transport Properties {TPF)

:.‘1 o LIFE SCIENCE
2 * Aquarack (AQR)
s Biochamber (GBL 1}
* Plant Facility (GBL 2)

» CELSS

® Cell Fusion {BPF 1)

® Electrophoresis (CFF}

‘ * Phase Partitinning {BPF 2}
N \ * Downstream Process {BPF 3}
A\ 4 * Cell Cultivation {BPF 5}

Figure 2-2: Accommodation of MIC 400 Payload
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3. EMATS Tasks and Functional Requirements

Based on the analysis of the application of A&R for the MTFF Model payload
and the MTFF servicing scenarii the tasks for robotics can be identified by
answering the both questions:

e What shall be done?
e How and where shall it be done?

Analysing "what" the manipulators shall do, leads to the classification of
the tasks in the following four groups:

PAYLOAD
REQUIREMENTS

[
EXPERIMENT MAINTENANCE
EXPERIMENT LOGISTIC MODIFICATION AND
MANIPULATION OPERATIONS AND CONTINGENCY
RECONFIGURATION OPERATIONS

Based on the major Payload Requirements the Generic Functions of the
Equipment Manipulation and Transportation System like

e MOVE MANIPULATOR TO PAYLOAD e FACILITY CLEANING WITH SPECIAL
POSITION TOOL

® REMOVE PAYLOAD (e g Sample) o TELEMANIPULATION

® INSTALL PAYLOAD «  SINGLE JOINT CONTROL

s TRANSPORT PAYLOAD . CARTESIAN CONTROL

& PAYLOAD INSPECTION . END EFFECTOR CONTROL

e OPEN DOOR « CAMERA CONTROL

& CLOSE DOOR o CONTINGENCY HOLD

e FACILITY INSPECTION WITH EE CAM-
ERA

were generated.
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These "Generic Functions” leads to the EMATS Operations namely

EMATS
OPERATIONS
UNMANNED MANNED
PHASE SERVICING
SUPPORT
|- AUTOMATIC OPERATIONS AUTOMATIC OPERATIONS
PAYLOAD MANIPULATION RACK EXCHANGE
SUPPORT
FACILITY MANIPULATION SUBUNIT EXCHANGE
SUPPORT
MAINTENANCE
SUPPORT
- TELEOPERATIONS FROM GROUND I TELEOPERATIONS
FROM MTFF
FROM HERMES
FROM GROIINO
L REPROGRAMMING L REPROGRAMMING

Analysing "how" and "where" the tasks shall be done leads to the identifi-
cation of robotic requirements

® workspace needed
® orientation performance

Min. required workspace with FE oriented along (-y.)
I —f
- 4
=
1500
- x Y
| |
T -t
- 1
L T )
—— BO0 —f
-— 10000 =
1300
SIDE VIEW FRONT VIEW
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4. EMATS Concepts and Trades

The Results of the Analysis of EMATS Tasks and functional Requirements
form the basis of the Concept development.

In order to illustrate the systematic and evolutionary synthesis of an
EMATS concept, the following classification of A&R Systems was applied.

D: Dedicated Mechanism

F: (Permanently) Fixed Manipulators

R: Rail-based Manipulators

T: Manipulators with Transplantable Base

C: Climbing Manipulators

E: Exotic Concepts (e.g. free flying robots...)

The evolution starts from class "D" which can be seen as the ultimate of a
wconvential” non-robotic approach. The next classes add more and more sophisti-
cation, intelligence and flexibility while in general reduces the "volume" of
apparatus or devices needed.

The upper end is represented by fictitious "exotic" concepts with ultimate
flexibility, but for the time being also imense development risk. They are sup-
posed to indicate a "ceiling" for technology and show that the class "R" and

"C" concepts are indeed the current peak of the evolution.

Figure 4-1 gives an overview of the different concepts.

1 LONG MANIPULATOR 2 LONG MANIPULATORS | 2 SMALL MANIPULATORS
,,2“_”,!_3“#,{'_’_‘,‘,'{_ 77 SLJE'NG ON RAILS ON 2.00f GANTRIES

o]

3 FIXED MANIPULATORS 2 LONG TRANS-
WITH TRAIN PLANTABLE ROBOTS

RT4 q

1 TRANSPLANTABLE AND 4 SHORT SYMMETRIC MEDIUM LE‘NGVN MANI- SHORT MANIPULATOR l
ngﬁ”l’RﬁVﬁB_iS(D}}fAﬂ!PEEATOR MANIPU&ATORS L PULATOR ON CLIMBING BASE ON CLIMBING BASE

Figure 4-1: EMATS Manipulator Concepts
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A trade off, based on some typical MTFF relevant criteria like:

CONCEPTS
CRITERIA D DF1 71 |R1|R2{R3|RTYC1|C2|c3l E
P S NP S il St S
MINIMUM PM IMPACT == 00 [0 - fF+hOof+]+|+e]es
- gt pp—g b R S S
FULFILLMENT OF USER + ] - 0 | + 1+ |++] + 7 + |++] + J++
REQUIREMENTS
RELIABILITY + 0 ] - 1] ] + - - - -
FLEXIBILITY -=|-=10 0 1] + + + + + [+ 4+
FEW IN-ORBIT OPERATIONS |-t =-|+jlo6]l+]-1-Jo|+]o
o e — o f L]
OEVELOPMENT COST/RISK t I+ 0|+ + 4]0 -cfo]-]ac
SSUSENY (U AN SR
OPERATIONAL COSY -1 - 0 [ [} + [ o +1++]l 0
f S S
APPLICATION/DESIGN E AR R R BT (RN (R PSR D Y
GROWTH
SENSPUY (S R - —_—

in the selection of Concept R3 and C3 for final comparison.
4-3 show the preselected concepts

17 MANIPULATOR CHARACTERISTICS

® TWO IDENTICAL SYSTEMS EACH
CONSISTING OF
* GANTRY WITH TWO ORTHOGONAL RAILS

* & DOF MANIPULATOR
(LENGTH tN STRETCHED POSITION t 4 m)

® FULL ACCESS TO
PM INTERIOR

Figure 4-2: Gantry Based Concept R3
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e

MANIPULATOR CHARACTERISTICS
e TWO IDENTICAL SYSTEMS EACH

CONSISTING OF

® 6 DOF MANIPULATOR

(LENGTH IN STRETCHED POSITION. 1 4 m)
+ 5 DOF CLIMBING BASE

(LENGTH IN STRETCHED POSITION 14 m)

e MANIPULATOR ARM AND CLIMBING
BASE FUNCTIONS SEPERATE

o CLIMBING INTERFACES EQUALLY
DISTRIBUTED IN PM

* WORKSPACE OPTIMALLY ADAPTED

® HIGH FLEXIBLE SYSTEM

Figure 4-3: Climbing Concept C3

The criteria and weighing factor for the final trade are given together

with the evaluation in Figure 4-4.
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5. Conclusions and Outlook on Future Work
Concept R3 comes out as prefered system. Its major advantages are:;

® No safety concerns

Low technological risk and development cost

Very low impact on experiment/payload design and development (including
good 1 g compatibility)

Very good ug compatibility

No serious impact on user/ground segment operations

Very high improvement or payload and astronaut operations

Uncritical stowage and implementation

Completely satisfactory flexibility and manipulation/transportation capab-
ility at low complexity and low operational cost

Points of relative weakness are:

® Reliability/availability strongly determined by reliability of the rail
and gantry subsystems

® Possible maintenance problems in case of rail failure

® The need for PM interfaces at the bottom standoffs for rail attachment (at
the moment, no MTFF document seem to prohibit this, though)

The major disadvantage of R3 is

¢ Transport capability into servicing vehicles can only be performed with
the help of dedicated devices inside those vehicles. This, however, seems
an acceptable penalty.

On the other hand, concept C3 offers as advantages:

Very high flexibility

No problem with implementation or maintainability

Good improvement of payload and astronaut operations
Excellent acceptance of extended vehicles tasks

No logistic problems

Very good serviceability, upgradeability, reuseability,.

These, however, are overshadowed by serious drawbacks:

® Very high technological risk and development cost, mainly due to the com-
plex control of the redundant d.o.f. for climbing coordination

® For the same reason, doubts on reliability/availability and possibly high
ground control operations impact

® Need for rack center I/Fs that may restrict experiment design (or, res-
tricting center I/Fs, significantly reduced flexibility)

¢ Not completely negligible safety hazard.

This results in a final score for R that is 13 % higher than C. This lead
is very robust against perturbations in the criteria weighing. R3 dominates C3
by 17 % in the "technological" criteria and by 8 % in the "programmatic" cri-
teria. Finally, there does not seem to be any serious and unrepairable deficit
in R3, this being a very straightforward and conservative approach for which
good confidence is derived.

142



Therefore, we recommend as the preferable EMATS concept:

R3 (Double Manipulator on longitudinal rails)

with its main characteristics:

FIRST TECHNICAL DESIGN DATA ]
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future planned activities are?

definition of the EMATS hierarchical control structure
definition of the Central Control Subsystem configuration
definition of Arm Controller and Mobile Base Controller
preliminary mechanical design

preliminary specifications
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FORCE-REFLECTIVE TELEOPERATED SYSTEM WITH SHARED
AND COMPLIANT CONTROL CAPABILITIES

2. Szakaly, W. S. Kim, A. K. Bejczy

Jet Propulsion Laboratory, California Institute of Technology,
Pasadena, California

ABSTRACT

The force-reflecting teleoperator breadboard described in this paper is
the first system among available R&D systems with the following combined
capabilities: (a) The master input device is not a replica of the slave arm.
It is a general purpose device which can be applied to the control of
different robot arms through proper mathematical transformations. (b) Force
reflection generated in the master hand controller is referenced to forces and
moments measured by a six-d.o.f. force-moment sensor at the base of the robot
hand. (c) The system permits a smooth spectrum of operations between full
manual, shared manual and automatic, and full automatic (called traded)
control. (d) The system can be operated with variable compliance or stiffness
in force-reflecting control. Some of the key points of the system are the
data handling and computing architecture, the communication method and the
handling of mathematical transformations. The architecture is a fully
synchronized pipeline. The communication method achieves optimal use of a
parallel communication channel between the "local' and "remote' computing
nodes. A time delay box is also implemented in this communication channel
permitting experiments with up to 8 sec. time delay. The mathematical
transformations are computed faster than 1 msec so that control at each node
can be operated at 1 kHz servo rate without interpolation. This results in an
overall force-reflecting loop rate of 200 Hz.

I. INTRODUCTION

Force-reflecting master-slave manipulator systems are widely used in the
industry in high radiation or in other dangerous environments. The major
advantage of these systems is threefold. (i) The comparatively direct type of
control of a six-degree-of-freedom device since control coordination of six
joints in position control mode is inherent to these systems. The master arm
movements provided by the operator through the hand grip and the movements of
the slave arm fully agree in position, direction and velocity, and are
synchronized. (ii) The genuine impression of forces and torques transmitted
to the operator's hand with respect to the forces exercised or received. That
is, force reflection which kinesthetically connects the operator to the
working slave unit. (iii) The relatively high working speed resulting from
the direct type of motion control.

The industrial master—slave force-reflecting (or bilateral) manipulator
systems have two important characteristics. (i) The master arm is a duplicate
(possibly a scaled-down duplicate) of the slave arm. (ii) Force-reflection in
the servo-type master—-slave systems is implemented through a bilateral-type
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position control, possibly with some current and differential velocity loops
added to it. This means that the basic source of force feedback at the master
arm is the position error between master and slave joints and not a genuinely
sensed force at the slave.

Evolving capabilities in the technology of advanced robot control and
intelligent interaction with remote robots are based on sensing and computing
intelligence leading to flexible automation and flexible man-robot interaction.
Following the principles of this modern technical approach, a laboratory
research system has been developed at the Jet Propulsion Laboratory (JPL) for
advanced force-reflecting teleoperation. Force reflection in this system is
referenced to forces and torques sensed by a six-d.o.f. force-moment sensor at
the base of the robot hand. The master device is a general purpose Force-
Reflecting Hand Controller (FRHC), not a replica of any slave arm. It can be
applied to the control of different robot arms through the proper kinematic
transformations. The mechanism of FRHC is described in [1].

The JPL advanced force-reflective teleoperation system permits a spectrum
of operations between full manual, shared manual and automatic, and full auto-
matic (called traded) control, and can be operated with variable active com-
pliance referenced to force-torque sensor in force-reflecting manual control.
Shared manual and automatic control is implemented by freezing the data output
of the master controller in some task space coordinates which are selectable
by the operator from a menu. Motion in the frozen task space coordinates can
then be controlled by a computer algorithm which can be referenced to force-
moment or proximity sensor information. Variable compliance control is imple-
mented through a low pass software filter in the hybrid position-force control
loop. This permits the operator to control a "springy" or less stiff robot.
Active compliance with damping can be varied by changing the filter parameters
in the software menu. Setting the spring parameter to zero in the low pass
filter will reduce it to a pure damper which results in a high stiffness in the
hybrid position-force control loop.

First we briefly describe the overall system, its electronics architecture
with related software development, and present capabilities. In the second
part of the paper we discuss active compliance, communication time delay,
experimental results and future development plans.

2. OVERALL SYSTEM

The advanced force-reflecting teleoperation system currently consists of
(i) a six degree-of-freedom (d.o.f.) PUMA 560 robot arm, (ii) a smart robot
hand on the robot arm equipped with a six-d.o.f. force-moment sensor, grasp
force sensors and local processing and control electronics, (iii) a six-d.o.f.
generalized Force-Reflecting Hand Controller (FRHC), (iv) two computing nodes
for control and information display, one at the robot side and one at the FRHC
(control station) site, and (v) computer graphics terminal at the control
station site. Each computing and control node is built on a MULTIBUS using
N§32016 microprocessors. The communication between the two nodes is on a
parallel line. Integrated with each computing node is a compact, computerized
Universal Motion Control (UMC) system developed at JPL providing rich motor
and state sensing, control, safety and self-test capabilities. The computer
graphics terminal utilizes (i) a PARALLAX graphics board to generate a real-time
graphics display of force-moment and grasp force information and (ii) an IRIS
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graphics workstation to generate a real-time perspective graphics image of
robot arm motion. Figure 1 shows the schematics of the overall system.

The UMC architecture and capabilities, developed at JPL, have been des-
cribed in several earlier publications ([2] and [3]), where they can be found in
more detail. In short, the UMC electronics consists of PWM power amplifiers
for up to 1 kW motors and provides sensing of motion parameters at servo rates
1000 Hz. The communication from the motor control elements to the joint pro-
cessor is a private bus called the BLX bus that makes the joint motion param-
eters memory mapped. It is notable that with the UMC up to 16 joints can be
controlled by a single joint servo processor. The processor currently used is
the NS 32016. There is a large number of processors from which we could
choose. The NS 32000 family has proven to be a very good candidate for our
task. The family has a number of processors with a wide performance range and
object level compatibility between the members. Its assembly language has
proven to be powerful as well as easy to use. The UMC electronics, thanks to
the NASA Technology Utilization program, is now available commercially for up
to 10 kW motors either brushed or brushless [4].

2.1 Electronics Architecture

To save development time we used the DB32000 development board which comes
with a MULTIBUS interface. This forced us to use MULTIBUS for interprocessor
communication. This is a lower bandwidth bus than more recent 32-bit busses,
but the available bandwidth is more than enough for our application so the use
of MULTIBUS did not hamper the performance of our system. With the upcoming
development of new processor boards (still using the 32000 family) a new pro-
prietary bus (the ZBUS) will be introduced that is optimized for high bandwidth
shared memory applications.

The internode communication is done via a parallel port that carries one
byte periodically at every 125 microseconds in each direction. The narrow
bandwidth and periodic use of the communication channel are important param-
eters. If the usage of the channel is not periodic that means that the band-
width has to be higher than the number of bytes transmitted per second. This
is a waste of the channel bandwidth. This 125 psec byte transfer rate is
also used to synchronize the remote node to the local one. Eight bytes are
transmitted in every servo loop from the local to the remote node. The first
one is the header byte that is used to determine which byte belongs to which
degree of freedom. This is followed by the position change of the X, Y, Z,
pitch, yaw, roll degrees of freedom. The communication is done in relative
Cartesian coordinates. In every servo loop a change in the range of -7 to +7
is transmitted. These changes are added by the receiver to the robot Cartesian
position setpoint number. This method has a number of merits: (i) Small com-
munication bandwidth used. (ii) Error tolerance in communication. (iii) Velo-
city limiting. (iv) Easy method of indexing the robot. It should be noted
that this communication method does not cause any granularity in robot speed
whatsoever. It simply limits the granularity of the robot position to 1/10th
of a mm. The robot could not be positioned more accurately than that anyway.

The parallel internode communication cable in the future will be replaced
by a fiber optic link with a much higher bandwidth, but the principle of communi-
cation between the two sides will remain the same.

Artificial time delay between the "local" and 'remote" computing nodes
has also been implemented to allow the experimental man-in-the-loop study of
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the effect of communication time delay on control performance. The time-delay
MULTIBUS cardcage between the '"local" and "remote" computing nodes contains
two processors performing the time delay function between 2 ms and 8 sec.

In summary, the "local' node cardcage contains:
- Two joint interface cards (part of local UMC)
- PWM amplifiers for 8 motors (part of local UMC)
- Joint processor (part of local UMC)
- Kinematic transformation processor
- Communication processor with user interface
- Graphics processor
- Parallax graphics card
The '"remote' node cardcage contains:
- Remote node UMC (3 cards and power amplifiers)
- Communication processor
- Inverse kinematics processor
- Forward kinematics processor
The communication from the smart end effector to the '"remote' node and

from the "remote' node to the IRIS graphics robot simulator is via fiber optic
RS232 lines at 9600 baud rate.

Figure 2 shows the block diagram of the system and interconnections.
Figure 3 indicates the timing of events and the sequence of computations. All
computations are carried out at a 1000 Hz servo rate. The force feedback sig-
nal is currently received at a 125 Hz rate due to the limitation of the RS232
communication channel used between the Smart End Effector and the communication
processor. The total round trip time delay is 5 ms for the position error-
based force feedback and it is around 10 msecs for the sensor-based force
feedback.

2.2 Software System and Development

The programming language used was the assembly of the NS 32016 itself
since this promised the most performance and the fastest results. It has to
be noted that the most convenient development environment such as a C cross
compiler and UNIX operating system does not necessarily produce the fastest
result and the best program performance. Compilers have the tendency to mask
the real world of a processor from the programmer making it harder to generate
complex interrupt hierarchies and hardware interfaces. We used a development
system that one of us (Szakaly) wrote for the IBM-PC. This system makes it
possible to edit and store the assembly source programs in the PC as well as
up and download object files. In the current version an integrated assembler,
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developed at JPL, is used which runs on the IBM-PC. Portions of the system
such as the force torque graphic display were developed in C using the SYS
32/20 development system marketed by National Semiconductor.

The motor control algorithm is a simple PD control loop. The servo rate
is 1000 Hz overall allowing high gains to be used with the associated high
tracking fidelity. The position gains are about 0.1 V/encoder unit. The UMC
code generator program is used in the joint level controller. This program
assures safe robot control by automatically generating the servo code that
controls the joints. There is a set of parameters that have to be specified
once for every robot. These parameters are stored in an electrically erasable
EEPROM chip. When the program is activated it generates servo code and
executes it. There is no possibility of breaking the robot due to human error

in the coding.

The code generator is very flexible, it can control any number of motors
up to 16, with any combination of hardware elements such as encoders, pots,
temperature sensors, motors, brakes. All polarities are menu items so, for
example, instead of having to switch the two encoder wires the user changes the
encoder polarity from 'POS' to 'NEG' in the menu. The code generator will use
a SUB instruction in place of an ADD in the servo code to accommodate the neg-
ative encoder hookup. The motor, the pot, the index and brake polarities can
similarly be changed from the menu. The motor control processor interfaces to
the rest of the system via the shared memory. More on the UMC software can be
found in [5].

Since the remote node receives Cartesian position set points the inverse
kinematic transformation is needed to calculate the robot joint position set-
points. This is carried out by one of the processors on the robot side. This
transformation was implemented in integer arithmetic and takes around 700 psecs
to execute. Force feedback to the HC is based on robot position error as well
as on force-torque sensor data so the robot end effector Cartesian position has
to be computed as well. This is done by computing the robot forward
kinematics.

The user has a large number of options available through the user inter-
face. Every parameter can be changed on a degree of freedom basis. It is
possible to activate a software spring for rate control on any degree of free-
dom that pulls the user's hand back to a center position. Any DOF may be in
position or rate mode or it may be turned off. Any degree of freedom can have
arbitrary force compliance with a zero or non-zero force setpoint. For exam-
ple, orientation compliance with zero torque setpoint amounts to automatic peg
alignment when performing peg insertion into a hole. An X compliance with non-
zero force setpoint will press the end effector against the task board and will
maintain contact force. Rate mode is useful when motion over large displace-
ments is desired or when slow, constant velocity motion is the requirement.

Extensive experiments have been conducted to evaluate the usefulness of
these operating modes and force feedback. The data shows that force feedback
brings an improvement in terms of execution time as well as total force
required. The shared control routines also bring about additional improve-
ments. The experiments and results are described in detail in [6-8]. The
ongoing experiments are concentrated on time-delayed operations using active
compliance.
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3. ACTIVE COMPLIANCE CONTROL

Variable active compliance has been implemented as a new feature to the
current force-reflecting telerobot system. In a conventional telerobot system,
each joint is controlled by a very stiff position servo, and thus the human
operator has to control a stiff telerobot hand. A stiff telerobot hand tends
to hit or bump into objects or walls hard. The implementation of active com—
pliance, which emulates a programmable mechanical passive spring by computer
software, allows the human operator to control a compliant or springy telerobot
hand, not a stiff one. The compliant hand tends to touch objects or walls
softly without exerting much force. It is also compliant to the environmental
constraint, facilitating telemanipulation task performance. For example, in
the peg-in-hole task, the compliant hand adjusts itself in accordance with the
hole structure.

In order to implement active compliance on the telerobot hand, the force/
torque signal sensed by the force/torque sensor (FIS) is first low pass fil-
tered by computer software, and then fed back to the position/orientation out-
put command signal (Figure 4). The force/torque sensor consisting of 8 pairs
of strain gauges furnishes 3 force components (x, y, z) and 3 torque components
(roll, pitch, yaw). Each of these 6 components, after low pass filtered, is
individually fed back to the corresponding position (x, y, z) or orientation
(roll, pitch, yaw) command input which comes from the hand controller con-
trolled by the human operator. The mechanical equivalent of the above imple-
mentation consists of a spring connected in parallel with a damper (Figure 5).
There are two parameters to control: compliance (or its inverse, stiffness)
and damping (friction). The compliance of the active spring is proportional
to the force feedback gain K. The damping (friction) of the active damper is
proportional to T/K, where T is the time constant of the first-order low pass
filter. In general, higher force feedback gain results in more compliance
(less stiffness), but requires more damping (more sluggishness) to stabilize
the system. If a pure gain is used instead of the low pass filter, a spring
with no damper is realized. But, this turns out to be unstable. If an inte-
grator is used instead of the low pass filter, a damper with no spring is
implemented. A damper-alone system has a saturation problem due to the lack
of a spring which allows ''return-to-center" or enables the system to come back
to the normal operating region when there is no force sensed. After a few
runs of telemanipulation tasks, the damper tends to saturate and the damping
effect disappears in the saturated direction.

Since a compliant telerobot hand is now implemented and available, the
following two human-telerobot shared control schemes are suggested for effi-
cient telemanipulation, depending upon the time delay. When the time delay is
less than 1 second, approximately, both force reflection (long loop between the
human operator and the telemanipulator) and active compliance (telerobot
autonomous loop) can be used (Figure 6A). It is observed that a compliant
telerobot tends to stabilize the force reflection long loop, and thus force
reflection can be still useful even when the time delay is longer than
0.5 second. This also implies that the fidelity of the force reflection from
the telerobot hand to the force-reflecting hand controller can be improved.

When the time delay is greater than 1 second approximately, active com-
pliance alone without force reflection can be used (Figure 6B). This active
compliance scheme turns out to be extremely useful when there is a long time
delay. For example, a peg-in-hole task was successfully accomplished by a
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human operator even with 8 seconds time delay. It was not possible without
active compliance. It took about 0.5 to 1 minute to complete the task with no
time delay, 3 minutes with 4 seconds time delay, and 7 minutes with 8 seconds
time delay. This proves the significance of the use of active compliance,
since a conventional force-reflecting telemanipulator without active compliance
cannot be used beyond about 0.5 seconds time delay due to the stability prob-
lem. The use of a compliant telerobot hand is also important for safety rea-
sons, because the compliant hand tends to touch a wall softly without exerting
much force or bumping into it hard.

4, FUTURE PLANS

To support a long list of man-machine interaction research topics (dual
and redundant arm control, dexterous end effector control, coordinated manipu-
lator and visual system control, etc.), the future developments in control
electronics and control computing include: (a) An advanced bus architecture
to eliminate the bottlenecks of commercial bus systems. (b) New processor
cards using two NS 32016 processors or the NS 32332 processor within the
advanced bus. (c) 5 Mbit and 15 Mbyte fiber optic links. (d) New smart hand
electronics featuring very high (10 kHz) data rates with 12 bit A/D and with
fiber optic link. (d) A new assembler to provide an environment similar to
Turbo Pascal and other integrated development systems. After some experience
with the new assembler improvements will be made to the syntax such that the
usage will have the appearance of a high level language. This will provide
many of the benefits of high level languages without the associated performance
and control loss. This will facilitate to upgrade and expand the control
software with new performance capabilities in supervisory control.
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V.le Regina Margerita 202 Via Amendola 52
Rome Italy Bari Italy

ABSTRACT

The in—orbit operations, like space structures inspection, servicing and repairing, is expected to
be one of the most significant technological area for application and development of Robotics
and Automation in Space Station environment.The Italian National Space Plan (PSN) has
started up its strategic programme SPIDER (SPace Inspection Device for Extravehicular
Repairs) in the early 1987, this program is now continued by the Italian Space Agency that in
may 88 have take over the role of national agency for space activities. SPIDER programme is
scheduled in three phases, with the final goal of performing docking and precision repairing in
the Space Station environment.SPIDER system is an autonomous integrated space robot, using
mature Artificial Intelligence tools and technics for its operational control.This paper describe
the preliminary results of a joint study between ASI and IESI on the information architecture of
the spacecraft.

I. INTRODUCTION

The main goals of SPIDER system are visual inspection in a fly-around mission and
precision repairing activities on the space structures.

The main characteristics of SPIDER are the following:

- small dimension (-1 mc) and low weight (- 400 kg.)

- “biological” evolution capability

- retrievable by a platform or spacecraft based robotic arm.

The SPIDER programme is scheduled in three main phases:.

-in the first phase, SPIDER will be a space vehicle for visual inspection
around large and/or small space structures, by means of a flying-around
approach. In this phase, SPIDER will be strictly teleoperated
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-in the second phase, SPIDER capabilities of autonomous navigation will
be extended limiting commands to very high level instructions. The human
operator will act in this phase only as a supervisor

-in the third phase, SPIDER will be able to do docking and repairing,
increasing its autonomy. The presence in this phase of two small
cooperative arms (linear dimension - 1m) and a docking robotic arm will
allow to operate precision repairing and micro-manipulation capability.

In the following, we describe mainly the SPIDER-I system.
SPIDER-I mission, around the space structures, will allow to:

- test SPIDER fly-around capability
- support visual inspection of external devices

- find damaged areas of space structures, increasing crew safety and
reducing dangerous extravehicular human interventions.

In the SPIDER evolution through the different described phases will be followed by a
similar modularity in the Robotics Intelligence Subsystems. In section 1l we give the
requirements for the SPIDER -1 design reference mission. In section Iil we give a
general platform description, in section IV the Architecture of the control system is
depicted. In section V the relevant aspects concerning the interaction of sensor and
controls SPIDER subsystems are described .

II. SPIDER-I Design Reference Mission

In order to define the SPIDER-I system specifications, the following LEO external visual
inspection scenario has been hypothesized:

— SPIDER should be deployed in LEO by a space transportation system
(STS, HERMES,OTV...).
~ Fly by the target structure (eg. MTFF, ISS).

- Demonstrate proximity operation capability flying at a fixed distance
from the coorbiting structure at different reiative velocities

- Report accurate image and other information about the external
environment and the target

- Exploit passive docking capability

~ Admit a mission duration of at least 1 h and a station keeping period of
24 h before a retrieval operation performed by other space transportation
systems or orbiting permanent facilities.
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The SPIDER system specifications has been defined on the basis of these mission
requirements.

ITI. PLATFORM DESCRIPTION

The SPIDER is a small dimension free-flyng spacecraft. It’s aspect is that of a cylinder
with polygonal bases and with a design reference mass of 400 kg.
The SPIDER overall dimension are:

-Length 150 cm

-Diameter 90 cm

The Robotic Intelligence System (RIS) is located the forward of the spacecraft with a mass
of about 170 kg. The spacecraft reaction control system (RCS) will permit medium-range
and proximity operations. The cold gas will be used as propellant to prevent pollution of
optical or other exposed surfaces during proximity operation. The use of low-impulse
trhusters (e.g. electrical propulsion) will be considered for the SPIDER-III mission. The
first prototype will be equipped with 2 x 12 high impulse (30 Nw) cold gas trhuster for
rotation and/or coarse movements and 2 x 4 low-impulse cold gas trhusters for precision
movements. Four tanks will assure a total impulse of 4000 Nw/s.

Two third of the spacecraft will be covered with solar cells arrays in order to provide 150
Wh for each orbital period. A set of rechargeable batteries will provide power during
eclipse.

IV. ROBOTICS INTELLIGENCE SYSTEM

The RIS will support in the final SPIDER prototype all the main high level function of the
spacecraft:

-On board data handling
-Guidance and Navigation
-Perception and Reaction
-Man Machine Interfacing

-Remote Manipulation

Also if in the first phase some of this function will be mainly controlled by the remote
human operator, the SPIDER system will exploit an intelligent behavior in the area of
guidance and navigation,man machine interface and mission planning. In the following
the RIS architecture and information flow are described.
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1. FUNCTIONAL ARCHITECTURE

In order to exploit this “intelligent” behavior the RIS provide a set of specialized modules
for different tasks (Fig. 1). This solution permits:

- a concurrent processing of different tasks.
- a specialized Knowledge structures

- a substantially fail-safe design

The interaction between the processes is performed through a “blackboard” that shares
common interest information. The coexistence of different priorities among different
processes forces a substantially asynchronous access at the blackboard. So, we can refer
to our system as a white-board architecture /1/.

In order to extend the module design flexibility and the system design modularity, the
information shared in the blackboard must be, as far as possible, process independent, in
the sense that any process can access it in the more easy way.
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CKECK
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Fig . 1 RIS Functional Architecture REFLEX
Supervisor

The white-board architecture claims for a Supervisor module that handles the specialized
module priority, use of parameters, synchronization and so on. In addition, the role of
such a module is of reporting all operator commands and triggering blackboard
maintenance process.

This module is structured in Internal and External sensors. The Internal Sensor module
provides to the Knowledge Base all information about spacecraft internal state, classical
subsystems included. The External Sensor module handles all the information about the
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outdoor space, such position and velocity of the spacecraft, target characteristics, etc. A
deep difference exists between these two modules, because while the first interacts mainly
with maintenance and internal monitoring process, the latter is involved both with main
spacecraft task (inspection) and the guidance and navigation

subsystem. In order to perform these activities an extensive use of sensor information
fusion is made. This goal is achieved using as interface among external sensor module
and blackboard system a set of “virtual sensors” /1/,/2/.

These sensors are obtained using different specialized sensor information in order to
obtain high level information (e.g. depth and color). The virtual sensor characterization is
driven by the supervisor module using the requests made by the operator or by other
modules. In tab.1 a set of the SPIDER

proposed external sensors is shown.

Absolute position sensors
Star Sensors
GPS Receiver

Relative position sensors

Continous wave laser
Accelerometers
CCD cameras
Mw sounder
Tab. 1

We have already mentioned the sensor fusion task; it must be noted that different
purposes can be met by means of these definitions /3/:

Sensor cooperation - Use of mixed perceptual information

Sensor competition — Use different sensors for the same task with
different accuracy

Sensor independence - No interaction between sensors

Anyway, the complete definition of the external sensor subsystem will be made after
completion of a certain number of technological assessment studies expected for the end
of the 1988.

Planning

The Planning system controls the system reasoning on the data acquired by the sensor
information module, on the directive made by the module and drives self check procedure
of the spacecraft. It also converts High Level directive in execution sequences, usable by
SPIDER subsystems.
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In order to perform these different tasks the Planning module is decomposed in
three modules:

Mission Analysis
Guidance & Navigation

Check-Out

The first module is an aid to the human operator that permits a fast evaluation of the
mission requirements, or of a subset of operation connected with a SPIDER mission.
The Guidance and Navigation module implements the missions proposed by the Mission
Analysis module and/or using information from the blackboard, implementing also
collision avoidance maneuver.The Check-Out module is a diagnostic expert system,
specialized to the SPIDER subsystem trouble shooting. It also maintains records of
malfunctioning of spacecraft sections.It’s important to point out that the planning system
cannot directly implement its decisions, except that in the case of severe danger for the
spacecraft or for others coorbiting objects, in that case the system will bypass human
control implementing the reflexive behavior.

Man Machine Interfacing

This is one of the key subsystem of the SPIDER system. Infect, in a teleoperated system,
the man machine interaction must permit an easy and high level dialogue between the
operator and the spacecraft. In this area, all state—of-the-art tools will be used in order to
argument the: scene rendering, situation simulation, alarm transmission. Also in this area
specific studies are ongoing in order to select appropriate devices and software tools.

Actuators

This subsystem is the interface between the Robotic Intelligent System and the other
spacecraft subsystems that implements the directive processed by the RIS or directly
transmitted by the human control.Naturally it comprends the RCS, the thermal control,
and the power subsystems. In the following, spacecraft evolution will comprend also the
active docking mechanism and the manipulation arms and end-effectors.

Hardware Architecture

The hardware implementation of the described functional architecture will face with
several problems mainly connected to the space qualification of terrestrial processors and
software. Moreover, a lot of problems that do not yet even have a solution in ground
based situation should be resolved. An other point susceptible of carefully evaluation is
that of the bandwidth of the radio-link among the user station and spacecraft and the
choice of the format of image supported information transfer. This problem will be
obviously related with the space qualified hardware available and with the trade off in the
distribution of computational charge among the spacecraft and the user station.

Also the opportunity of using a ground based workstation will be evaluated having in
mind:
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-redundancy
-signal propagation delay

-computational power

2. INFORMATION FLOW

The first SPIDER mission will be a demonstration flight that will show the capabilities of
the system in the free fly and user supervised inspection. A generic SPIDER-I mission is
brunched in the following Tasks:

A- Deployment by a space transportation system
B- Free-fly to the target

C- Target Inspection

D- Free-Fly Back to a Station Keeping Position

E- Retrieval

Phase A and E are for the SPIDER-I spacecraft quite passive task, i.e. the spacecraft will
have only a passive docking interface that will be docked to the deployer. Phase B and D
are substantially similar task with main difference in the start and end point. Task C is the
core of the SPIDER-I mission in witch the external inspection capabilities of the
spacecraft will be tested.At the purpose of demonstrate the compatibility of the described
RIS functional architecture with these tasks, we have analyzed the structure of each task
and pointed out their mutual relation and interaction with the spacecraft subsystem.The
resulting representation is shown in Fig. 2.

1. Task A and E

As already shown the SPIDER during these phase will be totally passive. The only task
that must be performed is the complete system Check-Out. A rule of the type:

IF Check-Out-Succes THEN Deploy
IF Check-Out-Succes THEN Retrieve

Will be the only condition-action pair that will control both the operations.
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2. Task Band D

After the deployment the SPIDER will be in a Station-Keeping position. The problem is to
implement the best trajectory to the target. In the problem definition, and without a loss
of generality we have supposed that:

-There is no relative motion between SPIDER and the Target at the
moment of deployment.

-And that the Spider trajectory to the Target is described by a plane
curve.

The subtask of the free-flyng among two position are:
~-Path Planning

-Check Out

-Guidance and Navigation

The Path Planning must compute a transfer orbit for SPIDER from the Start Point to the
target proximity. Their input data must be :

-Spider State Vector at the Deploy
-Target State Vector

-Internal Subsystem State

-Known Obstacles on the Path (IF any)

-A Path Optimization Criteria

The Output of this process will be a Transfer orbit and a firing sequence for the RCS.The
Check-Out will provide information of Spacecraft Faults, if any, a fault recovery analysis
if possible. These process, active in all the Task of SPIDER, will change is focus of
attention depending the actual system state and on the basis of the actual task goal.The
guidance and navigation must pilot the spacecraft from the start to the end point
implementing the strategy selected by the Planner. In practice his task is to compare
external sensor readings with the data suggested by the planner, and if evidence of a
divergence from the path is found send a request to the planner for a new plan. The G&N
will also implement a collision avoidance strategy, if unknown obstacle are detected by
the external sensors.

3. TASK C Target inspection

The target inspection, as described, will be one of the main goal of the SPIDER
demonstration flight.
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During this part of the mission the spacecraft should demonstrate it's capability in
proximity flight, self-planning, and high-level command interpretation capability. Main
sub-tasks of Target Inspection are:

-Proximity Flight
-External Sensor Data Handling
-Target State Vector

Proximity Flight

During proximity flight SPIDER will free-flight at a fixed distance around the target. At
proper angle must zero is velocity respect to the target, and activate proper External
Sensor. A tight interaction exist in this phase between:

-Planner
-Guidance and Navigation-
-External Sensor Data Handling.

In fact, in the actual system configuration, the external sensor are connected in a rigid
way to the spacecraft

External Sensor Data Handling

This sub-task control all the data flow between external sensors and RIS. Implementing
also the virtual sensor requested by different process (mainly by planner).

The ESDH send also request to the planner in order to force a stop of the spacecraft if
requested by some sensors.

High level subtask of ESDH are:

-Stop and Zoom on operator Request
-Special Target part Recognition (thermal shields,solar arrays etc..)
-Supervised Inspection

Target State Vector Determination

This High Level Task determine the target center of mass motion parameters, in the
SPIDER frame of reference, and target motion around its center of mass, to do that send
request to the ESDH in order to activate proper Virtual Sensors connected to range
finders and microwave sensors.
Data produced by this task are then used by the planner in order to correct the SPIDER
orbit or implement user request.

V Conclusions

Actually the described architecture has been implemented using a commercial tool that
offers knowledge representation facilities both in form of rules and frames. The explicit
goal of this activity is to better understand the information flow and the knowledge
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structure in order to define the final architecture design for the high level components of
SPIDER robotic intelligence subsystem.
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Redundancy in Sensors, Control and Planning of a Robotic
System for Space Telerobotics

Prof. A.Rovetta, Eng. S.Vodret, Eng. M.Bianchini

Department of Mechanics, Politecnico di Milano.

Abstract

This paper discusses the analysis and development of a
manipulator redundant in structure and sensor devices controlled
by a distributed multiprocessor architecture.

The goal has been the realization of a modular structure of the
manipulator with evident aspects of flexibility and
transportability.

The distributed control structure, thanks to his modularity and
flexibility could be integrated in the future into an operative
structure aimed to space telerobotics.

The architecture is applied to the 6 DOF manipulator Gilberto,
developed at Department of Mechanics, Politecnico di Milano.

1. Introduction

The experimental activity of research and development has been
originated by the precise need of improvement and integration of
different indipendent projects already advanced in Department of
Mechanics, Politecnico di Milano described as follows:

1) Development of 6 DOF robot with voice control system

2) Development of a dexterous hand provided with sensors and
advanced control capabilities

3) Development of vision systems, with single and multiple
cameras, for pattern recognition and objects analysis

4) Study of an expert system oriented to obstacle avoidance and
path optimization

5) Application of a simulator for assembly problems solving

In this first phase the activity consisted in the optimization
of a traditional manipulator with 6 DOF and his upgrading into a
flexible structure provided with a hierarchical hardware control
structure and relative software in order to make feasible real

£ ime control with a sufficient level of precision and
throughput.
This work was mainly concerned with analisys and first

development of a modular architecture both from hardware and
software point of view.
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2. Structure requirements

Thinking to the tipical needs of telemanipulator apprlications,
it has been decided to organize the global control structure on
a hierachical multilayered basis for software, and on a
distributed structure for the hardware.

The goal is to obtain the following caracteristics:

- modularity

- expandibilty

- chance of increase parallelism degree without global changes of
the existing structure.

3. The system architecture

The system is provided with an operator site for the handling
and supervision of the system, that is on line with the control
architecture of the manipulator.

At this level the operator is provided with interactive devices
like microphone for voice control, several monitors connected to
lower level units and the keyboard.

The control unit is a personal computer provided with a 80388
microprocessor.

From this level the operator can operate the whole system and
receive a continuos feedback of the system status.

The processing unit has been also thought as gateway to external
operating unit providing other activities that need task
execution from the robot cell.

The main wunit is connected by a standard serial bus to the
manipulator supervisor, a computer unit provided with a 658186
microprocessor.

This lower 1level unit is oriented to control and handling of
third 1level units, on the basis of tasks requested from the
operator site unit.

The third and lowest level is the one that provide the operative
units, called MPx, mainly provided with eight bit
microprocessor.

The MP1 unit is oriented to real time control of manipulator,
data monitoring, handling of manipulator initialization and
shutdown.

The MP2 unit is dedicated to the voice control.

It performs voice analysis and commands handling for task
execution.

Recently a third unit based on a 16 bit microprocessor and
provided with a mathematic coprocessor has been connected to the
system, which will be used for on-line computation of kinematics
and dinamics. At the present time, these two tasks are demanded
to the mainpulator supervisor.

The following step is the integration of a unit for handling of
a vision system already experimented on a stand alone unit. The
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vision system has been already developed, is operating on a
80386 microprocessor based unit, and is the one described in
introduction.

4. The software system

The software utilized on the system is the one written for the

lower simple task on single MPx units, and the real time

operative system especially developed for the multilayered

architecture.

The real +time system is modular in 1its structure, and is

provided with all of the services essential to a multitasking
system. Any lower level unit is provided with the comminication
protocols and rules for exchanging data and functions, as the
higher control wunit is provided with dispatching and priority
functions for the handling of subtask executed by the lower
units.

At the present time the system is programmed in traditional high
level languages like Basic or C. The applications written in such
languages can use real time operating system services by way of
function call mechanism; the next step will be the developement
of a language oriented to handle the system and a new user
interface.

5. Conclusions

This work is just the first attempt to subdivide whole control
system into subsytems provided with local autonomy, communicating
through well-defined protocols, for the optimized and flexible
handling of the various subtasks that can be individuated in
complex teleoperator operations.

At this moment it is on development the connection to the system
of a second manipulator, precisely an IBM SCARA robot.

At the present the system is provided with high level control
software for friendly interaction with the operator, for
autonomous task planning and operation.

The future activity will consist in development of dedicated
language for the system programming and of an interface between a
transputer network already installed into a 80386 based computer
and the existing architecture.

The aim, besidrs the obvious aspects of modularity and easy-
expandibility tipical of an open system, is to map a highly
complex system, such as a teleoperator control unit, into a

network of specialized subsystems which can be developed and
optimized independently and in a transparent way to the whole
system.
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How to Push a Block Along a Wall
Matthew T. Mason

Computer Science Department
and Robotics Institute
Carnegie Mellon University

ABSTRACT

Some robot tasks require manipulation of objects that may be touching other fixed objects. The effects of friction and
kinematic constraint must be anticipated, and may even be exploited to accomplish the task. This paper analyzes an
example task, presents a dynamic analysis, and derives appropriate effector motions. The goal is to move a rectangular
block along a wall, so that one side of the block maintains contact with the wall. We construct two solutions that push
the block along the wall.

1. Introduction

Consider the problem of pushing a rectangular block along a wall, so that one edge remains in contact with the wall.
A few experiments (try pushing a paper-clip box with a paper-clip) will yield two solution strategies, and will also
yield a variety of failure modes (Figure 1). This paper derives the two solutions from a dynamic analysis, and shows
that there are no other solutions. The approach is to derive the entire mapping from applied force to block motion, and
to compare this mapping with the set of all forces that can be applied through a pushing operation. In the process, we
demonstrate the analysis of multiple-contact friction dynamics including distributed support friction, using acceleration
centers to represent force, as described by Brost and Mason (1989).

1.1. Background

This paper falls in an area that has attracted considerable attention: rigid body mechanics applied to manipulation. The
seminal work in this area is Simunovic’s (1975) analysis of peg insertion, which was further elaborated by Whitney
(1982). Ohwovoriole, Hill, and Roth (1980) provided a more general treatment, which was later extended to three
dimensions (Ohwovoriole and Roth 1981). This line of work is mainly quasi-static: inertial forces are assumed
negligible, motions are inferred from the direction of any imbalance of static forces. Later work, primarily Erdmann
(1984) and Rajan, Burridge, and Schwartz (1987), included dynamic forces and uncovered some interesting subtleties,
such as the existence of ambiguities, where the motion of the object may be under-determined. The present paper
applies the methods of Erdmann, and Rajan et al., but uses the graphical representation of force described by Brost
and Mason (1989).

Related work in the mechanics of grasping is also relevant to the present paper. In particular, we are constructing
the locus of contact forces that can be applied on the perimeter of an object, as described by Mishra, Schwartz and
Sharir (1986).

An important element in the present paper is the presence of frictional forces that are distributed over a positive
area, rather than at known discrete points. Our estimates of the resulting forces draw primarily on (Mason 1986).
Better estimates can sometimes be obtained: see (Peshkin and Sanderson 1988; Goyal 1989).
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Figure 1: Four different pushing motions. (a) and (b) work just fine. (¢) causes the block to lose
edge-to-wall contact. (d) is wedged—the block will not move no matter how large the forces.

2. Representation of force by acceleration centers

This section reviews the representation of force by acceleration centers. This approach, as described by Brost and
Mason (1989), yields a graphical method to analyze planar contact problems. The construction is similar to the use
of velocity centers to analyze kinematic constraints, described by Reuleaux (1876). The key observation is that the
velocity of any plane body can be described as a rotation about some motionless point called velocity center, or
instantaneous rotation center. Obviously this would not work for a purely translational motion, but these can be
handled by allowing the velocity center to range over the projective plane—a translation gives a velocity center at
infinity. The velocity center is easily constructed: construct two lines, each orthogonal to the velocity of some point
on the body. The intersection of the two lines is the velocity center.

The definition of an acceleration center is similar. For any plane acceleration, there is an unaccelerated point, called
the acceleration center, which ranges over the projective plane. We can use the acceleration center to represent forces.
Given some plane body with a mass m and angular inertia /, we can map any plane force into the resultant acceleration
center. This mapping has a very useful property—the magnitude of the acceleration, and hence the magnitude of the
force, is not represented. For problems involving frictional contact, this property is very useful, because the magnitudes
of the contact forces are not constrained, only the lines along which the forces act.

In practice the use of acceleration centers to represent applied forces is quite simple. Some examples are shown
in Figure 2. We place the center of mass at the origin, and choose a unit distance equal to the radius of gyration.
Then the acceleration center lies on a perpendicular to the force through the origin. The acceleration center’s distance
from the origin is the inverse of the force’s distance from the origin. Because it is necessary to represent the sign
of the moment of force, we will use two projective planes with a common line at infinity. One plane comresponds to
positive moments, one plane corresponds to negative moments, and we have the line at infinity for purely translational
accelerations, i.e. zero moments. Topologically, the space is equivalent to a sphere. The upper hemisphere corresponds
to positive moments, the lower hemisphere to negative moments, and the equator to zero moments.

The properties and applications of this mapping are more fully described by Brost and Mason (1989). We note
two key properties:

e The mapping is nearly dual: a directed line of force maps into a point, and a point, corresponding to the set of
all forces passing through that point, maps into a line, the locus of acceleration centers.

o Positive linear combinations of forces map into convex combinations of acceleration centers.

These properties are ideal for representing frictional contacts:
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Figure 2: Some example acceleration centers, illustrating properties of the mapping of force to
acceleration center. Here we have super-imposed the plane of positive moments and the plane of
negative moments, using (+) and () to distinguish the points.

e The feasible motions at a point contact are represented by a linear constraint on the feasible acceleration centers.

e The feasible forces at a point contact are represented by a line segment, which is the locus of acceleration centers
corresponding to a friction cone.

e The resultant of several friction cones, arising from several simultaneous contacts, lies in the positive linear
combination of the forces, which defines a convex polygon in the space of acceleration centers.

Geometrically, the only real inconvenience is that we have two planes and a line at infinity. Sometimes we draw
the planes separately; sometimes we superimpose them. When two points must be joined by a line segment, the
construction is sometimes counter-intuitive: with the two planes superimposed, draw a line through the two points.
Now, if the two points are on the same plane, the line segment is the part of the line between the two points, as usual.
But if the two points are on different planes, take the part of the line outside the two points, and also include a point
at infinity. The method will be illustrated by example.

3. The block-along-wall problem
The block-along-wall problem is formulated as follows.

e A rigid rectangular body is free to move in the plane, with one edge initially against a straight wall.

e We assume Newton’s laws with Coulomb friction. Gravity acts normal to the support plane. Friction occurs
with the wall and with the support plane. The distribution of support forces is unknown, and may vary with
time.

e The goal is to move the object forward while keeping one edge against the wall.

To analyze the operation, we enumerate the contact modes, and determine necessary applied forces for each mode.
A peculiarity of rigid body mechanics is that some forces are consistent with more than one mode. Nonetheless, a
particular contact mode, i.e. sliding along the wall, can be assured by applying a force consistent with the desired
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Figure 3: Acceleration centers A for each contact mode. We draw the block tipped to indicate
which contacts are broken, and arrows show relative motion at any remaining contacts. The zero
line is drawn as if the positive plane and negative plane were projected onto the northern and
southern hemisphere, respectively, of a sphere. Then the zero line is the equator, as it would
appear from the north pole. There is one contact mode not shown—rest—which corresponds to
zero acceleration.

mode and inconsistent with any other modes. This observation allows us to specify constraints on applied force to
produce the desired motion.

Our analysis will proceed as follows:

1. Enumerate the contact modes {i}.
2. For each contact mode,

(a) Construct acceleration forces A;,

(b) Construct wall contact forces W;,

(c) Construct support friction forces §;,

(d) Construct pushing forces F; =A; 6 W; 6 §;.

where X© Y is the set of all forces x— y,forxeXand ye Y.

The result is a mapping from each contact mode i to a set of applied forces F;. Some of these applied force sets
overlap, so that the contact mode is not always uniquely determined by the applied force.

The first step is to enumerate the contact modes. Figure 3 applies Reuleaux’ (1876) partitioning of the space of
motion centers to determine the set of feasible contact modes. At each kinematic constraint, we construct a contact
normal. To the right (left) of the normal only positive (negative) rotations are feasible. On the normal itself, either
direction is feasible. We also construct the contact tangent—above the tangent positive rotations cause rightward
motions and negative rotations cause leftward motions. Below the tangent, the opposite is true. The two contacts
give rise to two normals, and a single tangent, which cut the space of acceleration centers into different sectors. Each
sector, and each boundary segment, potentially corresponds to a different contact mode.

The next step is to iterate through every contact mode, constructing the corresponding set of applied forces. We
illustrate the procedure for only one contact mode, namely the desired mode which pushes the block to the right.

(a) Construct acceleration centers A.
Figure 3 shows the acceleration centers for each contact mode. There is only one acceleration center for the desired
mode, rightward sliding, which is on the line at infinity.
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Figure 5: Applied forces F for the desired motion. The applied force must give an acceleration
center in the indicated regions. An equivalent constraint is that the applied force must pass
between P and Q, and make an angle greater than tan~! 4 with the wall normal.

(b) Construct wall contact forces W.

The possible wall forces can be represented by two point contacts, one at each corner of the block. For the desired
contact mode, rightward sliding, Coulomb’s law constrains the direction of each force as shown in Figure 4. We
construct acceleration centers for each force, and form the convex combination, to obtain the line segment shown.

(c¢) Construct support frictional forces S.
For the desired contact mode, rightward sliding, the support frictional force reduces to a single force acting through
the center of mass, as shown in Figure 4. This maps to an acceleration center at infinity.

(d) Construct applied forces F= Ao Wo §.

The set of forces X © Y is the positive linear combination of X with ©Y, so we simply take the convex combination
of the positive plane of X with the negative plane Y, and the convex combination of the negative plane of X with the
positive plane of Y. When we apply this procedure to compute A © W S S, we obtain Figure 5.

3.1. A rotating contact mode

The main complication is in constructing the set of support frictional forces. For the desired contact mode it was easy,
because a pure translation was involved. For rotations, the set of support frictional forces is partially indeterminate.
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We can, however, construct a set § that represents a bound on the support frictional force. Figure 6 illustrates the
method for a contact mode that involves rotation of the block. A bound on S is obtained by applying two constraints:

e A positive (negative) rotation requires a negative (positive) moment with respect to the center of mass. A
translation requires zero moment (Mason 1986).

o If the support region lies in some sector with respect to the rotation center, then the force lies in a similar sector,
rotated ninety degrees.

These constraints are sufficient to support synthesis of a block-pushing strategy. For other applications, more detailed
approximations are required (see Peshkin and Sanderson (1988) for example).

By repeating the procedure for all contact modes, we obtain the complete atlas of Figure 7. This atlas is a multiple-
valued mapping from applied force to contact mode. This mapping is an approximation; for some applied forces,
some of the predicted motions cannot really occur. But any motion that can occur will be included in the predictions.
Hence, where a unique contact mode is predicted, that prediction is a correct one. Note that the desired contact mode,
rightward sliding, does not overlap other modes. We can guarantee the desired motion by generating any force in the
the region. The problem of generating the required force is the subject of the next section.

4. Synthesizing a pushing motion

When we push the block, an additional frictional contact is applied somewhere on the boundary of the block. The
problem is to determine where to push, and in what direction. First we construct the set of all forces that could be
generated by pushing the block (Figure 8). Then, by intersecting with Figure 5, we identify two classes of valid
strategies (Figure 9). To produce the desired motion, either push with a left-sliding contact along the trailing edge of
the block, or use the face of the finger to push at the trailing vertex of the block.

5. Discussion and Summary

The motion center approach is well-suited to problems involving planar frictional contacts. For the support distribution,
however, this approach has some limitations. The main limitation is that the motion center approach does not represent
magnitudes, and the support friction is bounded in magnitude, unlike constraints in the plane. For example, if we
naively construct the set of applied forces that can lead to rest, we obtain the set of all forces. In truth, a small enough
force in any direction leaves the object at rest, but a large force in the same direction will accelerate the object. For
the sliding block problem, we can manage this deficiency, but it represents a general difficulty for which there is no
obvious remedy.

A second problem, which is not particular to the motion center approach, is the indeterminacy of the support
distribution. The main difficulty in problems of this kind is to find some characterization of the support distribution
that leads to a useful characterization of the motion. This paper assumes a known centroid, with the support confined

to a known rectangle, which happens not to include feasible rotation centers. I am working to extend the method to
more general support distributions.

Acknowledgements

I would like to thank Randy Brost who contributed to the paper in many ways, and Tom Mitchell and Alan Christiansen,
who encouraged me to work on the block-along-wall problem.

This work was supported by the National Science Foundation under grant DMC-8520475.

178



)
)

>

(not S)

(a)
(b

F=AGSoW

e (+)

\

Figure 6: Constructions for a rotating contact mode. The block accelerates to the left, with the
right comer losing contact. (a) shows the set of acceleration centers A. Note that because the
support distribution is confined to the lower-right quadrant with respect to the acceleration centers,
the force direction is confined to the upper-right quadrant. This constraint can be transformed into
acceleration center space to obtain figure (b). S corresponds to the (+) half, because of a second
constraint: the total force must give a positive moment with respect 0 the center of mass. (c)
shows the wall force W. (d) shows the final set of applied forces F.
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Figure 9: Of the set of possible pushing forces shown in Figure 8, there are just two lobes that
intersect the desired forces F of Figure 5. When we intersect the two figures, we obtain two
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with a velocity inclined slightly into the wall. C is obtained by pushing on the trailing comer of
the block.
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GLOBAL MODELS: ROBOT SENSING, CONTROL, AND SENSORY-MOTOR SKILLS

Paul S. Schenker
Jet Propulsion Laboratory
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Pasadena, California 91109

ABSTRACT *

Robotics research has begun to address the modeling and
implementation of a wide variety of "unstructured” tasks.
Exaemples include automated navigation, platform servicing, custom
fabrication and repair, deployment and recovery, and science
exploration. Such tasks are poorly described at onset; the
workspace layout is partially wunfamiliar, and the task control
sequence is only qualitatively characterized. The robot must
model the workspace, plan detailed physical actions from
qualitative goals, and adapt its instantaneous control regimes to
unpredicted events. Developing robust representations and
computational approaches for these sensing, planning, and control
functions is a major challenge. The underlying domain
constraints are very general, and seem to offer little guidance
for well-bounded approximation of object shape and motion,
manipulation postures and trajectories, and the like. In this
paper we discuss this generalized modeling problen, with an
emphasis on the role of sensing. We argue that "unstructured"”
tasks often have, in fact, a high degree of underlying physical
symmetry, and such implicit knowledge should be drawn on to model

task performance strategies in a methodological fashion. We
propose a group—-theoretic decomposition of the workspace
organization, task goals, and their admissible interactions.

This group-mechanical approach to task representation helps to
clarify the functional interplay of perception and control, in
essence, describing what perception is specifically for, versus

how it is generically modeled. One also gains insight how
perception might 1logically evolve in response to needs of more
complex motor skills. We discuss why, of the many solutions that

are often mathematically admissible to a given sensory motor-
coordination problem, one may be preferred over others.

* Due to the length of this manuscript, only its abstract and a
brief introduction are included within the proceedings. Those
wishing a copy of the full paper should request it directly from
Dr. Schenker at the above address.
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I. INTRODUCTION

Traditionally, robotics applications have been in structured
settings. Factory floor robotic assembly is an example -- it
is known in advance where objects are located, how they are
shaped, a desired sequence for their mating, and desired physical
trajectories and forces for their grasp and manipulation. Recent
robotics research has taken automation into semi-structured
settings, where the robot itself «can derive portions of this

information during task execution. More flexible and diverse
applications can be achieved, with reduced time for task set-up
and programming. Supporting developments include CAD/graphical

modeling, machine object 1location and recognition, geometric
reasoning, proximity sensing applied to kinematic trajectory
correction, contact sensing applied to force-position control
adaptation, redundant kinematic design, and grasp dexterity.

Beyond such structured and semi-structured settings, there is
a vast range of unstructured robotic tasks. Applications
currently under investigation include reconnaissance, navigation,
inspection, servicing, repair, recovery, and science exploration,
for both terrestrial and space applications [1-2]}. Aid-to-the-
medically-impaired is another area of great opportunity. Tasks
performed in these scenarios are characterized by the uncertain
and the unknown. Objects, object motion, and workspace layout
may be a priori unspecified; task goals are usually qualitative
in nature; kinematic and dynamical <control will encounter
unmodeled environmental constraints. Thus, successful task
performance depends heavily on the robot’s ability to organize a
physical understanding of its environment, dynamically plan an

appropriate sequence of actions, and adapt 1its sensing and
control regimes to the current environmental state [3-6].
Engineered constraints of structured task design expand to
natural constraints of the unstructured task environment;

requirements for human and machine task performance often begin
to look similar [7].

Unstructured tasks present to roboticists, as well as
cognitive scientists, a major challenge: identifying and
modeling the constraints around which the task will be
computationally organized. The following sorts of questions must
be answered: what "object" constructs should perception derive
and maintain? -- how are they made specific and unique to
requirements of a particular task? -- how are they made explicit
in a particular set of sensing modalities and configurations?--
how are they accessed and used, in concert with motor control and
task constraints, to compute a specific set of motor actions?--
overall, is there hope for a modeling approach in which models
for perceiving, planning, and acting can be viewed as a common
information structure? Roboticists need answers to these
questions, not just from a computational viewpoint, but also from
the human performance perspective, e.g.: interactive task
planning tools will benefit; telerobotic design will reflect
better approaches to shared and traded functional control.
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In this paper, I suggest that representations of unstructured
perceiving, planning, and acting can be made explicit from a
group-theoretic decomposition of a task goal. The basic idea is
this: transformation groups and their invariants are defined with
respect to underlying symmetries of the workspace, observation
space, and kinematic and dynamical constraints of robot-workspace
interactions. The admissible group operations define solutions
to perception, planning, and control; the associated group
invariants, and their underlying metrics, categorically
structure the solution space. Of the mathematically admissible
solutions, some are rooted in more basic physical symmetries than
others, and should be inferred as the more projectively/
dynamically stable, globally probable instantiation of the task.
The suggested approach, while currently conceptual, offers
potentially practical, important insights for robotics, visual
psychology, motor performance, and underlying implementations.
As one example, it attempts to formally characterize what
perception is for, and how this is manifested 1in a given task,
prior to describing how the individual elements of perception are
to be generically modeled, computed, and implemented.

Our paper is non-mathematical and self-contained; here, 1
concentrate on explaining the group representation concept and
its motivation, versus its formal development. In Section 2, 1
provide an epistemological background and motivation for my
approach. In Section 3, I outline the approach, and some past
related work. In Section 4, I summarize the main points of my
jdea and discuss some of its possible implications for further
work in robotics and cognitive science.

(Selected references)

1) Schenker, P. S. (1988), NASA research & development for space
robotics, IEEE Trans. Aerospace Electr. Sys., vol. 24, no. 5, pp.
523-534 (September).

2) Schenkey, P. S. (1989), 1Intelligent robots for space
applications, to appear in Intelligent Robotic Systems: Analysis,
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York City, NY.

3) NSF - National Science Foundation (1987). Report of the
Workshop on Multisensor Integration in Manufacturing Automation
(T. C. Henderson et al., Eds.), Snowbird, UT, 4-7 February
(request Techn. Rept. UUCS-87-006, attn: Prof. T. C. Henderson,
gz€?;§ment of Computer Science, Univ. of Utah, Salt Lake City, UT

(cont’d.)
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1. Introduction

The limited capabilities of conventional two-jaw type grippers have prompted
research efforts concentrated on the development of a multifingered hand which can
grasp an object of arbitrary shape and manipulate it within its grasp.

Most multifingered hands use a tendon mechanism to minimize the size and
weight of the hand. Such tendon mechanisms suffer from the problems of stiction and
friction of the tendons. This results in a reduction of control accuracy. In order to
overcome these problems in control accuracy and to give the hand more flexibility and
intelligence, a design for a 3-D vision system integrated dexterous hand using motor
control is presented.

The proposed hand is composed of three three-jointed grasping fingers with
tactile sensors on their tips, a two-jointed ’eyed finger’ with a microcamera in its distal
part, and another two-jointed ’laser-emitting finger’ with a cross-shaped laser beam
emitting diode in its distal part.  The two non-grasping fingers allow 3-D vision
capability and can rotate around the hand to see and measure the sides of grasped objects
and in its task environment.

Little research effort has been focused on the application of 3-D vision-in-hand
systems to perform the task of grasping and manipulating an object. In this paper, an
algorithm which determines the range and local orientation of the contact surface using a
cross-shaped laser light beam is introduced together with some potential applications.

Grasping and manipulating an object with a multifingered hand is a complicated
task and there still remain a number of unsolved problems. One inherent and important
problem is the determination of the proper internal grasping forces. Some work has been
concentrated on grasping or manipulation force analysis, however, finger force
determination has not been addressed. This problem can be solved efficiently using the
geometric information of the objects to be grasped acquired by the 3-D vision-in-hand
system. In this paper, an efficient method for the finger force calculation is presented
which uses the measured contact surface normals of an object.

Current industrial manipulators are usually equipped with two-jaw grippers.
These grippers not only have difficulty in handling objects with an arbitrarily complex
geometry, but also have difficulty in manipulating objects within their grippers.

An alternative solution to this problem is to design and build a flexible gripping
device which is capable of a large variety of tasks. Several investigators have developed
designs for such devices. A number of multi-fingered multi-jointed hands have been
developed, ranging from the nine degree of freedom (DOF) Stanford/JPL hand to the 16
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DOF Utah/MIT hand. Most of these multi-fingered hands are driven through a cable
transmission to minimize the size and weight of the hand and to give compliance to the
finger at the expense of problems such as stiction and friction, control stability, time
response, and accuracy. To compensate for the adverse effects of a cable transmission
mechanism, it is necessary to develop relatively complex low-level control systems that
include cable tension control. These hand and finger configurations tend to mimic the
human hand, which is not necessarily the best configuration for a mechanical hand.

In this paper, we have developed a more compact design for a dexterous hand to
overcome the difficulties resulting from the use of a cable transmission. Furthermore, we
are currently developing a hand-based 3-D laser range finder which can rotate around the
hand so that it can perceive the object being grasped.

2. Hand Design

Recently, as a result of an increased research effort in the field of multifingered
hands, several hands have been developed. Almost all of the multifingered hands
developed are human-like, but this does not seem to be the optimal solution to the
problem of grasping objects of various shape and manipulating them for various tasks--
even though human-like hands have some advantages when imitating the function of
haman hand, especially in a teleoperation system.

Most of the multifingered hands that have been developed have a relatively small
hand workspace [Kerr et al 86] due to their human-like fingers and the finger joint
arrangement. The first and middle fingers are placed near to each other, limiting the
space to cooperate with each other. In addition, the first joint of each finger is a yawing
joint, not a twisting joint. If we allow some distance between fingers and make the first
joint of each finger a twisting joint, then the hand workspace will be enlarged and have
more dexterity.

Furthermore, most of these multifingered hands have adopted a cable
transmission system and 