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Preface

The conference on "The Climate Impact of Solar Variability" was held at Goddard Space Flight Center
from April 24-27, 1990. It was intended as a sequel to a conference held a decade ago on "Variations of
the Solar Constant" (see NASA Conference Publication 2191). At that time, there were only preliminary
indications that the "solar constant” might not really be constant and thus could play a role in climate
change. The "solar constant" is the common name for the total solar irradiance which, through the advent
of spacecraft observations, was shown in the last decade to vary at a level on the order of 0.1%.

Inrecent years there developed arenewed interest in the potential effects of increasing greenhouse gases
on climate. Carbon dioxide, methane, nitrous oxide, and the chlorofluorocarbons have been increasing
atrates that could significantly change climate. There is considerable uncertainty over the magnitude of
this anthropogenic change for a number of reasons. One is that the climate system is very complex, with
feedback processes that are not fully understood. A second reason is that there are two sources of natural
climate variability (volcanic aerosols and solar variability) added to the anthropogenic changes which
may confuse our interpretation of the observed temperature record. Thus, if we could understand the
climatic impact of the natural variability, it would aid our interpretation and understanding of the man-
made climate changes.

Approximately 90 scientists from around the world participated in this international conference which
was run jointly by the Climate and Radiation Branch and the Solar Radiation Office of the Laboratory
for Atmospheres. The present proceedings contain all of the papers or abstracts presented at the meeting;
roughly 50 papers focused on solar activity, variations in the solar constant, climate--past, present and
future, solar variability in the context of stellar variability, and correlations between terrestrial climate
and solar activity.

Executive Summary

The conference was opened with the following comment and question. "There is worldwide concern
about the global warming...can we answer or shed light on the question, ‘'What is the role of solar
variability on global warming?' " Many of the talks addressed themselves to this question. The principal
findings, which can be read about in more detail in this report, can be summarized as follows:

1) The solar irradiance can be modelled on daily to decadal time scales by examining the surface of the
Sun for photospheric blemishes; e.g., sunspots and faculae, which affect the Sun's continuum radiative
output. Many of the researchers who developed the models, observations, etc. that led to these
understandings are represented at the conference. To mention but a few, the work of Willson, Hickey,
Hudson, Frohlich, Chapman, Lean, Foukal, Hoyt, Eddy, Oster, Sofia, and others was instrumental in the
development of our present understandings. The models provide two important contributions. First, they
enable us to recognize the degree to which we understand present-day solar constant variations and
second, the models may allow us to calculate past or future solar variability.

2) Other exotic solar variability factors (e.g., flares, coronal effects, etc.) have little influence upon the
solar irrandiance variations. The solar ultraviolet variability (discussed in a number of conference
papers), however, is an important contributor to solar irradiance variations, and unlike short-lived flares,
cannot be ignored for two reasons. First, the variations are large and cause significant fluctuations in the
solar constant, and second, the energy is deposited in the ozone layer where it may have a magnified



impact on terrestrial climate. Our knowledge of solar UV variability has been furthered by the contrib-
utions of Brueckner, Rottman, Heath, Pap, Hood, Hinteregger, Lean, and Donnelly.

3) The secular variation in the solar constant has a solar cycle component, which is more or less in phase
with solar activity, and although scientists may argue heatedly about the details--slight asymmetries or
differences in this decadal variation from the solar cycle, it seems clear that the trend is primarily due
to global faculae (from the network and other areas outside centers of activity). It should be kept in mind,
however, that much of the network is the result of features which are the remnants of activity centers.

4) A number of models can be used to calculate the long-term trend in the solar constant (in the past or
future) from these known variations induced by photospheric blemishes. These, however, do notinclude
the less certain solar constant functions (induced by more global changes of the solar structure originating
deep within the Sun, and/or influences from other non-local blemishes). This work was pioneered by
Sofia, and furthered by Eddy, Endal, Gilliland, and others. These less well understood variations are
likely important when we come to understand solar variations longer than 11 years.

5) The solar constant variations typically observed by spacecraft amount to less than 0.1% variability,
however, it is possible that larger variations occur on time scales longer than the solar cycle. This would
make it plausible that past changes in climate--e.g., the warm period in the 12th century, the cold 14th
century, and the "little ice age" of the 17th century (which coincide with minima (cool periods) and
maxima (warm periods) of the solar cycle amplitude) were induced by changes in solar irradiance.

6) Examining the problem (the impact of solar variability on climate) from the climate model viewpoint
provides a different perspective. North reviewed aspects concerning the climate sensitivity. Typically,
. one finds that solar constant variations on the order of 0.5% over century time scales would be sufficient
to explain the observed changes during the past millennium. If one could confirm that such solar constant
changes caused the cold and warm spells of the past thousand years, then this would support the climate
models which show that a CO, doubling would cause a warming, larger in magnitude than the past
changes (since a doubling of CO, in the models is roughly equivalent to a 2% increase in the solar
constant).

7) Viewed in the light of paleoclimate studies, Crowley reports there is only a "flickering relationship”
between solar variability (indicated by **C and!°Be) and the climate, and the climate variations (indicated
by alpine glaciers, tree rings, ice cores, corals, etc.). Further, a 1-1.5 C climate change requires a 0.5-1%
variation in the solar constant. This is an order of magnitude more variation than has been observed from
the recent satellite observations. This factor of 10 may be best viewed as a puzzle. What are the sources
for these climate variations, and is there solar variability significantly larger than has been observed in
the pastdecade? Interestingly, stellar variability may shed light on this question, which studies of the Sun
alone cannot answer now, due to our limited experience with solar constant variations.

8) Studies by Baliunas, Lockwood, Skiff, Radick, Jastrow, and others of the magnetic activity in stars
similar to the Sun, indicate that the recently observed solar activity behavior (active cycles and periods
of dormance--e.g., the Maunder Minimum, etc.) with attendant variations in the solar constant, is typical
of other stars, supporting the view that there may be areal association of reduced activity with "little ice
ages." More exciting, however, are the findings of Lockwood and Skiff that the "recent solar variability
may be unusual only in its present restraint." Coupled both with the generally increasing levels of solar
activity that we have seen in the past 400 years, and the paleoclimate findings just alluded to, one
wonders: What will solar activity do in the future?



9) There is growing support for the idea that the Sun has been influencing the climate, and active
researchers in these fields are narrowing down the extent of this influence. From this, we expect to
provide better understandings (less uncertainty) concerning the anthropogenic influences upon the
climate. Certainly, if we could establish the amount by which the solar constant varied in the past, we
could obtain a high-quality estimate concerning the sensitivity of climate to solar radiative variations.
Equally, this would enhance our ability to understand and predict the expected effects of varying
greenhouse gases. A number of speakers at the conference added to the field of "Sun-climate
connections"--Reid, Barnston, Hood, and others. It is important to distinguish the field of Sun-climate
relationships from Sun-weather relationships, reviewed by Goldberg. A number of possible Sun-
weather effects have been reported, but at present, these are "statistical" in nature, and often they
disappear with new data. A statistical relationship is not always associated with a physical relationship.

10) In addition to a review of the three main present-day climate forcings (greenhouse gases, volcanic
aerosols, and solar activity variations), Jim Hansen pointed out that during the present epoch, all three
are high. Greenhouse gases have been increasing; lately there has not been a large amount of volcanically
induced stratospheric aerosols; and solar activity is near its peak in the solar cycle (which, additionally,
has shown a general increase since the 17th century). Thus, Hansen predicts, "at least 1 yearin the period
1990-1992 will be warmer than any year in the previous century." He states that this will "measurably
exceed the already-high levels of the 1980s."

To conclude, it is an exciting time to study the blending of these two diverse fields (solar physics and
climatology) which is needed to understand "the climate impact of solar variability." As the reader of this
proceedings will discover, there is much now to report, and even more yet to be discovered!

We thank Luann Giese for technical help with the publication of this proceedings. We also appreciate
the support of Marcy August during the conference. Special thanks go to Jack Eddy for his stimulating
after-dinner talk on Langley, and to Vincent Salomonson for his closing remarks concerning the meeting.

K.H. Schatten
A. Arking

The chairpersons for the meeting were Drs. Albert Arking, Kenneth Schatten, and Robert Schiffer.
Additionally, members of the organizing committee were Richard Donnelly, Jack Eddy, Claus Frohlich,
James Hansen, Robert Kandel, Gerald North, V. Ramanathan, Sabatino Sofia, and T.M. Wigley.
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THE HISTORY OF SUN-CLIMATE RELATIONSHIPS

John A. Eddy
Office for Interdisciplinary Earth Studies
University Corporation for Atmospheric Research
Boulder, CO 90307

Attempts to connect solar variations with the variability of terrestrial climate have enjoyed a long
history, and predate the discovery of the 11-year solar cycle: William Herschel felt that a
convincing case was already in hand in 1801, 40 years before there was any evidence of regular
solar variations. Nearly every discovery regarding the sun since Herschel's day has been in the
direction of greater solar inconstancy, yet the connection with weather or climate has remained
elusive and controversial. A part of this apparent paradox can be explained by the parallel
evolution of atmospheric science, in which nearly every discovery has emphasized a greater
complexity of the atmosphere and its responses, discounting simpler cause and effect relations.
Through the years, climatologists have been reluctant to accept proffered theses of significant solar
perturbations, and particularly without the buttress of quantitative forcing factors involving
energies that are appreciable in terms of the dynamics of the lower atmosphere, or demonstrable
mechanisms that might amplify lesser perturbations to compete with intrinsic and more energetic
forcing factors. Several recent developments promise to change the light in which solar variations
are seen. The first is the availability of hard data on the varying solar inputs to the earth,
specifically the more energetic photon fluxes now established in total irradiance and in the
intermediate ultraviolet. Another is the quickening pace of understanding of the workings of the
upper and middle atmosphere, where most of the known solar variations expend their force. A
third is the ascendance of an earth system science that erodes the walls that have separated
conventional meteorology from adjoining disciplines and that will demand more information on
solar inputs, whether or not they are climatically dominant. Last is the growing level of public and
policy attention, worldwide, to issues of climate change, which, though focused on impending
greenhouse warming, will necessarily exact a deeper understanding of any factor which could
diminish or enhance the anticipated effects of increased levels of radiatively important trace gases.
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STUDIES OF SOLAR TYPE STARS

Sallie Baliunas, Harvard-Smithsonian Center for Astrophysics
and Dartmouth College
and
Robert Jastrow, Dartmouth College

Satellite observations show a change of 0.1% in solar irradiance over the past decade. The
question arises as to whether larger changes in irradiance may occur over century time scales. We
have approached this question by looking at changes in surface magnetism, since the satellite
observations also show that irradiance and surface magnetism are correlated.

To obtain information on possible variations in surface magnetism over century-long intervals, we
have looked at records of surface magnetism spanning up to 20 years for a sample of 74 stars of
solar type, i.e., of similar age and mass to the sun. The histories of these stars, observed in
random phases of their long-term variability, give a snapshot at any one time of the behavior of a
solar-type star over long periods of time. Evidence on Maunder Minimum phases and levels of
magnetic activity in these solar-type stars will be compared with information on solar magnetism.
Implications for solar irradiance changes will be discussed.

~]



SOME INSIGHTS ON SOLAR VARIABILITY
FROM PRECISION STELLAR ASTRONOMICAL PHOTOMETRY

G. W. Lockwood and B. A. Skiff

Lowell Observatory
1400 W. Mars Hill Road, Flagstaff, Arizona 86001

ABSTRACT

At Lowell Observatory, precision photoelectric photometry was directed toward the study of solar variability and the
variability of sun-like stars beginning in 1949 and continuing until now. The ubiquity and range of low-level variability,
including some that appears to be cyclic, among solar-type stars shows that recent solar variability may be unusual only
in its present restraint.

SOLAR VARIABILITY STUDIES AT LOWELL OBSERVATORY

Astronomers at Lowell Observatory have been studying solar variability for more than forty years. A 1955 report, The
Study of the Variability of Solar Energy Output from 1949 to 1954 by Differential Methods, describes the application of
photoelectric photometry to the study of solar variability. The aim of the Lowell program was to measure solar
variability indirectly by comparing the brightness of reflected sunlight from the planets Uranus and Neptune with that of
nearby "constant” sun-like comparison stars. By working differentially, they hoped to avoid the well-known limitations of
absolute solar radiometry that had plagued Charles Abbott in his pioneering long-term studies of the solar constant.
Despite the limitations of their primitive equipment, the Lowell observers produced a 51gmﬁcant early result: the Sun
was constant to 1% or better over a five-year interval (1).

A 1966 report, The Sun as a Variable Star, was inconclusive: changes in the brightness of Neptune, less than 3% overall
from 1950 to 1966, could have been caused by changes in Neptune’s atmosphere, by solar variability, or by both (2).
However, there was a significant by-product resulting from repeated measurements of a small group of sun-like stars,
called the "10-year standards,” from 1955 to 1966:

...this long series of photoelectric measurements has taught us more about the variations of solar-type stars
than about the Sun itself. The observations of 15 stars of spectral types F and G in the years 1955-1966
indicate that for none of these stars does the standard deviation of the yearly mean magnitudes exceed 0.008
[0.8%] and for [three stars] this deviation is less than 0.004 [0.4%]. No evidence of variability in the stars
which are similar to the Sun has been detected during this program. If we assume the Sun acts in similar
Sfashion to each of these stars, its variability over a fifteen-year period probably does not exceed one-half of one
percent.

RECENT SOLAR VARIABILITY

With the 1980 spacecraft measurements of small dips in the solar "constant” corresponding to the passage of large
sunspot groups across the face of the Sun, the existence of solar variability was finally established (3) and led, incorrectly,
to an irradiance variability model dominated by sunspot blockage (4). As solar minimum approached, however, the total
irradiance decreased by 0.1% rather than increasing as expected, showing that the excess flux from bright faculae
overcomes the flux deficits in sunspots to produce a long-term irradiance variation in phase with solar activity (5).

A new model of solar irradiance variations based on the observed variability in cycle 21 estimates the variation of the
Sun’s output back to 1874 (6). Surprisingly, because of the unusual ratio of sunspot area to sunspot number in cycle 21,
that cycle produced the largest variation in the past 100 years. However, because of the uncertainties in the model,
arising especially from the short timebase of the regressions upon which it was based, secular variations as large as 1%



over the last century are not ruled out.

We will show below that if the long-term variability of solar irradiance is always as small as the 0.1% amplitude recorded
over the last decade, then the Sun is unusually stable compared with its stellar age, mass, and temperature cohort.

LONG-TERM STELLAR STUDIES
a) Variations of Young Solar-Type Stars in the Hyades Open Cluster

Nearly a decade ago, we began measuring the variability of ordinary F-, G-, and K-type dwarf stars similar to the Sun.
Since the precision of stellar photoelectric photometry as commonly practiced is normally no better than 1% or so,
extreme care was required to do much better. Using differential methods, we routinely attained a precision of 0.2-0.3%
rms from night to night and, depending mainly on the intrinsic stability of comparison stars, sometimes as good as 0.1%
from year to year. :

The first detection of variations came from measurements of young solar-type stars in the Hyades open cluster (7). With
ten seasons of observation of the Hyades stars now completed, two at the Cloudcroft Observatory followed by eight at
Lowell, we determined that nearly all the stars cooler than spectral type F8 are slightly variable from day to day and from
year to year (8). Brightness variations, typically with amplitudes of 1% or more, result from the stars’ rotation and have
allowed us to determine rotation periods for 23 stars.

A comparison of the photometric time series with the near-simultaneous measurements of chromospheric emission in
the Ca I H and K lines made by the Mount Wilson Observatory "HK project” showed that enhanced HK fluxes coincide
with the temporary dimming of starlight caused by the disk transit of starspots. Thus, spots and active regions are
associated, just like on the Sun. The amplitudes of the rotational lightcurves change from year to year, indicating
evolution of the spot coverage. Larger rotational amplitudes correspond to fainter average magnitudes and vice versa. In
young stars, the irradiance budget is evidently dominated by spots rather than by bright faculae.

Figure 1 shows the 10-year light curve of one of the Hyades stars, van Bueren 64, a G2 dwarf with a photometric rotation
period of 8 days. This star, which is often cited as one of the best spectrophotometric solar analog stars known (9), may
have a long-term cycle with an amplitude of about 3% as indicated by the smoothing spline fit to the data.

b) Luminosity Variations of Ordinary Solar-Type Stars

Olin Wilson began the renowned Mount Wilson "HK project” in 1966, using the 100-inch telescope to monitor
chromospheric emission in 91 solar-type dwarf and subgiant stars. By the time he stopped observing in 1977, he had
discovered stellar activity cycles reminiscent of the 11-year sunspot cycle (10). This program continued, using the 60-inch
telescope, and showed nearly a decade ago that the younger stars display strong rotational modulation of the HK index
indicating the presence of nonuniformly distributed active regions (11). Older, more slowly rotating stars, monitored for
nearly 20 years now, tend to be fairly quiescent on rotational timescales but undergo sunlike activity cycles (12).

Since 1984 we have been monitoring the brightness variations of 33 of these "Wilson stars” using the b (472 nm) and y
(551 nm) filters of the Stromgren photometric system. The goal of the photometry, as in the Lowell program a quarter
century earlier, was to determine if ordinary field F-, G-, and K-type main-sequence stars, especially those of solar age,
vary detectably, and if so, how that variability compares with solar irradiance variations. Parallel HK observations
continue to be made at Mount Wilson.

To attain the highest possible photometric precision, the stars are observed differentially, grouped into trios and quartets
containing nearby solar-type field comparison stars. Details of the methodology and complete results through the first
four seasons are given in (13). The nightly rms dispersion of the differential magnitudes is typically 0.2-0.3%, depending
mainly upon the stability of the comparison stars (whose constancy must, of course, be determined at the same time
during the course of the program--a major complication). Over a single season the standard error of the mean
approaches 0.1%. Thus, the observations are precise enough to show stellar variability not much larger than that
observed for the Sun in cycle 21.



In the regime of photometric variation below 1%, now accessible through careful differential photometry, many stars
previously thought to be stable turn out to vary slightly. As an unexpected by-product of the unusually high precision
attained in this program, we have detected low-level brightness variations in several well-known photometric standard
stars. Of the more than 100 F, G, and K type stars observed since 1984, including the 33 Wilson stars and their nearby
comparison stars, one-third varies slightly from night to night with a median rms fluctuation of 0.5%. Two-thirds of the
K stars are variable. Few exceed 1.0%. For individual stars, the amount of variability tends strongly to repeat consistently
from season to season. There are also some--but not many--stars that are stable to 0.2% or so year after year (13).

For the program stars, the "chromospheric emission ratio," log R” 4k, an estimate of the fraction of the star’s total
luminosity originating in the chromosphere (14), turns out to be a good predictor of photometric variability as well as of
chromospheric activity (13). Using log R" gk, we can order the stars by increasing activity and compare the
corresponding photometric and HK variations (15).

Figure 2 shows the six-year range of variation of the program stars as a function of log R” yx. The Sun is plotted on this
figure, using a nominal cycle amplitude of 0.1% (0.001 mag) determined by its variability in cycle 21. In the lower panel
of Figure 3 we show the corresponding range of variation of the most stable pair of stars (observed differentially) in the
groups whose program stars are plotted above. If the star pair containing the program pair was the most quiescent pair of
the group, there is no corresponding data point on the lower figure.

Photometric activity rises rapidly with increasing log R” qx and begins to exceed 1% when the chromospheric emission
ratio is about twice the solar value. The variation in b is consistently greater than in y, which is to be expected because of
the relative positions of b and y on the stellar energy distribution. The dotted line at 0.5% (0.005 mag) is a plausible
upper limit for the range of variation of the Sun’s close neighbors on this figure; and since most of the corresponding
comparison star pairs lie below this line with smaller ranges of variation, we conclude that many of the program stars are
demonstrably variable by much larger amounts than the Sun.

c) A Sampler of Light Curves

Figures 3-7 are a sampler of differential light curves showing the individual nightly data points on the left-hand panels
(b and y averaged) and the annual mean magnitudes on the right-hand panels. The six panels for a quartet of stars and
three panels for a trio of stars display all the possible differential pairings of the stars (that is: star 1 minus star 2, 1-3,
1-4,2-3, 2-4, and 34 for a quartet and 1-2, 1-3, and 2-3 for a trio). The error bars are 95% confidence intervals.

Pairs of light curves showing similar variation and sharing a star in common usually reveal unambiguously which star is
varying. The sense of a brightness change (positive or negative) on the different panels depends on which star is varying
(the first or the second named on the ordinate); so certain light curve pairs, for example (1-2) and (2-3), will show
mirror-image variations if the star in common is variable.

Figure 3 shows a star with a small linear trend. Figure 4 shows the photometry of an unusually stable group with little or
no variation. Figures 5 and 6 show cyclic variations, and Figure 7 shows a star that became very active during one season
only.

CONCLUSIONS

Nearly 200 years of daily sunspot records teach us that the most visible manifestation of solar activity vary unpredictably.
Every 11-year cycle is unique. The variation of the total solar output, measured only for slightly less than one 11-year
solar cycle, leads us to think that long-term variations are quite small--only 0.1% or so. But to contain this miniscule
variation requires the delicate and continual balancing between larger competing effects, the flux deficits associated with
sunspots and the flux excesses associated with faculae. In addition, subtle temperature effects may add to whatever other
variations occur. Secular trends may accompany the tendency of cycle amplitudes to rise and fall over many cycles. With
less than 20 cycles elapsed since records began, there is little to guide us. It would be presumptious for us to assume that
what we observed in cycle 21 is an accurate Rosetta stone to even the recent past.
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Stellar photometry offers little assurance that the solar variability actually measured thus far provides an accurate long-
term prognosis. Indeed, many stars quite similar to the Sun demonstrably vary by amounts much larger than the Sun has
over the last decade. To be sure, these stars rotate faster than the Sun, but otherwise, in terms of age, mass, temperature,
and chromospheric activity, they appear to be very much like the Sun. The observed stellar variations mostly appear to
be "regular” in some sense: either they exhibit a linear trend, a curve with a single maximum or minimum, or what looks
like a cycle. Rarely is the variation random, as would be the case if photometric errors dominated the long-term records.
Thus we conclude, considering the Sun among the stars, that the present short record of solar variability is remarkable
only in its present restraint.
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Figure 1. Long-term brightness variations of the young, solar analog, G2 V star, Van Bueren 64, in the Hyades open
cluster. The first two seasons’ data are from the Cloudcroft Observatory and the remainder are from the Lowell
Observatory. vB64 has a rotation period of about 8.7 days based on the photometry. The smoothing spline fit through the
data indicates an amplitude of about 0.03 mag and the possibile existence of a stellar luminosity cycle.
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Figure 2. (top). The 6-year range of the annual mean b and y magnitudes of the program stars as a function of the
chromospheric emission ratio, log R yk. Note the position of the Sun at (—4.94, 0.001). None of the Sun’s neighbors on
this figure vary by more than 0.5%, indicated by the dotted line at 0.005 mag. (bottom). The range of the least-variable
pair of comparison stars in the groups corresponding to the program stars plotted above. Since the average variability of
the comparison stars tends generally to be on the order of 0.0025 mag, the indicated variability of the corresponding
program stars in excess of that amount is likely to be intrinsic rather than observational.
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Figure 3. Differential light curves for a trio of stars comprising one program star and two comparison stars. The b and y
magnitudes are averaged together. The left-hand panels show the individual nightly data points (two points per night,
usually) for each of the pairwise combinations of stars; that is, star 1 minus star 2, star 1 minus star 3, etc. The right-hand
panels show the yearly mean magnitudes and their 95% confidence intervals. Star 1 is HD10476 (K1V), log R Hk
=-4.87, close to the Sun’s value of —4.94. This star has a 9-year HK activity cycle. The brightness has decreased by 0.0055
mag in b and 0.0052 mag in y over 6 years. The comparison star pair (star 2-star 3) is unusually stable, with a range of
0.0026 mag in b and 0.0013 mag in y.

13



R B e o e e L M R S S S prrrerreTTITTTe
SE E S -
o S2E- B o B2 =
] et
T A %} Youg ay b L sif- >
SE- - sE 20 3
- 28 fe e e e e e e o e
-27 - 2T E
it SR i oFate ae 8 K T e
-29 F~ = -20 F- =
.y - -3 E- -
O o b e A aansaa e TN G T
-3 K -30E. K
.
ToaE 4 ah - -4 E- 11—
-4l - -41 = -
A2 = -A42 F~ =
o e _"_ﬁﬂ%\mhm{&f
H-.'m— 8 - -9 - -3
& -8 <5 o§ et 58 1Al o 2 s —
-81 - -B81 - =
-2 - -
ettt B Gl LI
-9 - o -9 E- =
- =P . - -91 £~ =
o -k °y e = -9z - -
-93 f— - -0 k-~ -3
=34 Pttt e e -t e
—nke E EXTE S -
-z ’. -I‘A - -2 E- 3]
—f e -13E- -3
k- - -4

5800 5000 0000 8200 8400 6600 6000 7000 7200 7400 7600 7800

Jullan Dats

i FRTY TP FTTRY Y

4000 6500 7000 7500
. Julian Date

Figure 4. This group was observed as a trio for the first four seasons, but was promoted into a quartet by adding another
comparison star when it became obvious that the identity of the "variable” star was unclear. Star 1 is HD143761 (GOV), a
Mount Wilson HK standard and photometric standard star with a subsolar value of log R’ k. The observed range (star

1-star 2) is 0.0024 mag

-58
-58
o -57
~ 58
-58

in b and 0.0021 mag iny.

LJS0.E N LIt S S et S S S LR B SRR (N S S Gt G A At (LR B A B 2 BE

2 L g.-;' o % .( o..

-55

IAALP AR LARA) 06

}

lllllJ_llll

.

Dttt

q
I:;l

o)

j[‘

[ 2 I G |
Yo
P
3

(- TR e ST P =T

L

[ SRR SR A

-
-

3
1
o
I
o
o

(TR

|

®e

g
&

gty

I

X TV, PRTTS PPTPY JYOTL Iy vTY FUUC PRIVL JUVOY POTES PP IR FRTL PO 1

=
3
=+
(=

T

.t 14
LI T

4

A K]

N W WS SR T B S P B S |

.

TR TP P P )

=139

=14
=141
-142
-1.43

7 IPITS FETVL FPTTY

5800 5000 6000 6200 8400 6800 6noo 7000 7200 T400 7600 7800

Jullan Date

6000 8500 7000
Jullan Date

Figure 5. Star 1 is HD115383 (GOV), log R’ yx = —4.43, an active star. Although this star has long been used as a uvby
standard, it shows a cyclic variation with an amplitude of 0.0119 mag in b and 0.0129 mag iny (1-2 and 1-3). The range of
the comparison star pair (2-3) is 0.0063 mag in b and 0.0041 mag iny, large enough to indicate intrinsic variability, so we
added another comparison star in the fifth season. We suspect star 2, a KO giant, as the likely variable comparison star.

14



B2 o L L e e a2 27 T
ET T T T iﬂ T T ) T T T T LRAM LAl Uil
28 - ° 8 £ o foe E 28 - =
= RN o 3 . ®, E
it S TR (L. Vs £ PR 2
3 l? b . LA z‘-'- E
23~ - 23 o
IS RWHS PR NS BT NS DU I IS IS S D T TP T A P,
B M R R A S R E s a e R R s oo [HTHHHH T
E_ 8o L] w, o . o =
. ok & 5 % H B 94 - E
- o 8%0g ® e Ll . E
- (] & ¢ 8 { : ] 50 2
ol 3 e 3 v ¢ 8% o E Ead
bl ST U B 1...|.,.l...l..‘a...l...ﬁ,..l..:.1...‘ L T P A
S e e R e NS R Ry ke a s S SR SR IR R -0 EHtHH R
. . ]
A E caf- 3
o I T I T . %
i =AlE- # . 3:[ s of o® .g ’ . E -41 -
42~ L2 .,fa M) . % _ a2 -
jgand s IFUTIRN INWPUPI PINIPIN IYUEN APAVPIS IPPUPIN OPUNPIL INVRUPE SPUUPSN SVSPU APUPOPIR EPUNPE IPRIY: B ot FOOY TV TPV TPy
R R Ra X N R ey a ey n S LR PR R R A Hetsttr s
8- K E X 3
35 H ‘e :
n E 8 o = -
R o.l5 %‘ do 8 6 ¢ % E ME 3
af ¢ . % 8 8 o 82 - »E :
=83 -t 22 fefunlen] s
-4::- g ¥ -6 - 3
v o E % nne E -.668 5
~ s b 07 [ "l E 108 e
:: R R Ro 3% ’ g | 3 -ef i
B TR TN NI N I PR TS TS PP ST PP PR Jed 11 TTTY FEVOL POOPI PP
-8 _IT' L SCARRLAN SLALILAN SLELELEY RN S | IR} l.l L LA SLALLI L L B .: l‘l T l- -98 Ft¥ "l”"l””l”
-99 f- - . 8 [} 1Y & -99 £
1 L tes e @ P) ¥ 8 & -iE E
A -t S v 8 -101 =
-1.01 E- . = -
l" N -1.02 |~ -
L) PN WS NPT PP ST RS T P PP I TS T | i SYY IYITS IUTTLIVTT IPPYS
5000 5800 6000 6200 8400 6600 6000 7000 7200 7400 7600 7800 8000 6000 8500 7000 7500 8000
Jullan Date Jullan Date

Figure 6. Star 1 is HD35296 (F8V), log R’ gk = —4.38, an active star showing a trend in its HK index and cyclic
brightness variation with an amplitude of 0.0165 in b and 0.0116 in y. Star 3, HD39587 (GOV), log R yk = —4.44,
displays a linear brightness decrease with a range of 0.0221 mag in b and 0.0204 mag iny. The comparison star pair (2—4)
is fairly stable, with a range of about 0.004 mag.
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Figure 7. Star 1 is HD82885 (G8IV-V), another variable uvby standard star, with log R’ gk = —4.58. The HK data showed
a noisy trend with no apparent cycle. During the second observing season, the star was on average fainter by 0.01 mag
than in the previous 13 years, during which we observed it as a uvby standard. During this season we determined a
photometric rotation period of 18 days and an amplitude of 0.033 mag indicating the presence of large starspots. Star 2
in this group is HD82635 (G8.511I), another uvby standard that turned out to be slightly variable on rotational
timescales. Over the long term it is quite steady. In the second season, it showed a rotational modulation with an
amplitude of 0.012 mag and a period of 40 days (16). Note that variability, when it occurs, scatters the points toward
fainter magnitudes (upwards on the light curves) from an essentially unblemished level maximum.
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A PROGRAM OF PHOTOMETRIC MEASUREMENTS OF SOLAR
IRRADIANCE FLUCTUATIONS FROM GROUND-BASED OBSERVATIONS

G.A. Chapman, A.D. Herzog, J.K. Lawrence, and S.R. Walton

San Fernando Observatory
Department of Physics and Astronomy
California State University, Northridge

ABSTRACT

Photometric observations of the sun have been
carried out at the San Fernando Observatory
since early 1985. Since 1986, observations have
been obtained at two wavelengths in order to
separately measure the contributions of sunspots
and bright facular to solar irradiance variations.
We believe that the contributions of sunspots can
be measured to an accuracy of about + 30 ppm.
The effect of faculae is much less certain, with
uncertainties in the range of = 300 ppm. The
larger uncertainty for faculae reflects both the
greater difficulty in measuring the facular area,
due to their lower contrast compared to sunspots,
and the greater uncertainty in their contrast
variation with viewing angle on the solar disk.
Recent results from two separate photometric
telescopes will be compared with bolometric
observations from the ACRIM that was on board
the Solar Max satellite.

INTRODUCTION

High precision, two-dimensional photometric
mapping of solar active regions was begun in
1982, partly in response to the accurate, space-
based measurements of the total solar irradiance.
In the summer of 1982, observations were carried
out using a single linear diode array with the San
Fernando Observatory 61/28 cm vacuum
telescopes and vacuum spectroheliograph.
Beginning in 1983, two linear diode arrays were
operated, obtaining simultaneous photometric
images in nearby wavelengths. These data have a
pixel spacing of 0.94 arc-sec. Normally, data were
obtained only for 512 x 512 pixel regions centered
on specific active regions or predicted returns of
active regions (Lawrence et al'). Occasionally,
the disk of the sun was scanned in four swaths,
each having a height of 512 pixels and a width of
2200. Only a small part of the north and south
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poles were not scanned (Lawrence and
Chapman?).

To reduce the volume of data, to greatly simplify
the observational procedure, and to make the
observations less prone to bad weather, two new
telescope/photometer systems were developed in
1984-1986. One of these systems, called the
Cartesian Full Disk Telescope (CFDT) is
designed to scan the full solar disk in about three
minutes with a pixel spacing of 5 arc-sec. The
CFDT produces a photometric image of the sun
in one of several wavelengths with each pixel
digitized to an accuracy of 12 bits. Since the
sun’s image is scanned by the earth’s rotation, the
image has virtually no distortion. The other
photometric system is the Rotating Full Disk
Photometer (RFDP). This system has a telescope
with an aperture of 7.5 cm and a photometer that
rotates about the disk center, producing an image
with the disk center at pixel 1 and the solar limb
near pixel 420. Due to limits on data rate, the
data are averaged in real-time, 2 x 2, and written
on magnetic tape. The effective pixel spacing is
about 5 arc-sec. The time to acquire a complete
image is approximately 242 minutes. These two
photometric instruments are complementary to
each other in that they obtain photometric solar
images that are, on the one hand undistorted near
the disk center and, on the other hand,
undistorted near the solar limb. These
photometric systems are used by undergraduate
and graduate students on a daily basis. In
addition, full disk photographs are obtained, as a
back-up, in Ha and in a 3840A filter. In this
report, we describe some of the preliminary
results of these observations and some plans for
the near future.
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difference between the ACRIM signal and the San Fernando Observatory PSI has not been removed.
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SYNOPTIC FULL-DISK PHOTOMETRY

The CFDT began routine observations using a red
filter in the spring of 1985 (Chapman et al.®).
Analysis of these data has resulted in a
determination of sunspot irradiance deficits and
areas (in units of millionths of a hemisphere) for
1985 (Chapman and Davis* and Davis®).
Beginning in 1986, an intermediate band filter at
3920A was added. This filter, with a bandpass of
100A, was intended to detect faculae. In 1988, a
10A narrow band filter was added at a wavelength
of 3934A. This filter was intended to detect
faculae more effectively than the 3920A filter.

We present here some results for part of the
summer of 1988, as well as for most of the year
1985.

The RFDP was constructed and installed with the
help of a NASA grant during 1984 and 1985.
This photometer is fed by a 15 cm aperture
achromat, stopped down to 7.5 cm, with a focal
length of 229 cm. The data are obtained at a
wavelength of 5319A with a bandpass of 100A.
The pointing of the RFDP is controlled by a
separate guider. Because of the limitations in
data storage rate, pixels are averaged, 2x2,t0 5
arc-sec, before being written to magnetic tape.
Thus, each image corresponds to 1320 records,
each with a length of 256 pixels.

At the end of each record of a photometric
image, an accurate measurement of the sky
transparency is recorded. These data can be used
later to remove the effect of changes in sky
transparency that occur during the solar
observation. These "exposure meter” observations
are obtained at a wavelength of 0.53pm.

RECENT RESULTS

The observations from the CFDT for the year
1985 have been processed (Chapman and Davis*
and Davis®). The Photometric Sunspot Index
(PSI) is compared with fluctuations in the
ACRIM signal in Fig. 1. The Photometric
Sunspot Index is defined in Chapman and Meyer,’
based on the form first discussed in Willson et al.”
In our work, the corrected sunspot area is
determined from the CFDT red image after
removing the quiet sun limb darkening. This
results in a smoothed contrast map that is
searched for pixels that have a negative contrast
that exceeds -8.5 percent. This criterion was
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A contour plot of the whole solar disk from the CFDT for
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A contour plot of the active region at the SE limb, from the
image in Fig. 2, but at the full resolution, S arc-sec per
pixel of the CFDT.



determined by an examination of several sunspot
images obtained with one arc-sec pixels using the
28 cm vacuum telescope and vacuum
spectroheliograph. This same criterion is used to
define a sunspot in the higher resolution RFDP
data. We will see that there is a systematically
smaller sunspot area from CFDT data compared
with RFDP data that is probably due to the lower
spatial resolution of the CFDT optical system
(Chapman et al’ and Herzog et al.®). A small
adjustment in the contrast criterion for CFDT
sunspots can bring these two systems into very
close agreement. Corrected sunspot areas can
also be determined from the CFDT K-line images
by changing the sunspot contrast criterion from -
8.5% t0 -9.6% (Wilson*™).

The Rotating Full Disk Photometer (RFDP) has
a 7.5 cm objective and a 2.5 arc-sec pixel at the
detector. Although the data are co-added, 2 x 2,
in order to reduce the data rate, one expects to
have larger sunspot signals from this system. This
appears to be the case.

The appearance of the sun as seen by these two
instruments is shown in Figs. 2-3. Fig. 2 shows
the full disk seen by the CFDT at 6723A. In
order to plot the full disk on one plot, the data
have been averaged 4 x 4. Fig. 3 shows a sunspot
group from the same day at the full resolution of
the CFDT, approximately 5 arc-sec per pixel. Fig.
4 shows the same sunspot group as seen by the
RFDP at a scale of 5 arc-sec per pixel. These
data are most useful in studying active regions
near the limb. An increasing geometric distortion
that increases toward the disk center can be
removed. Except for some distortion, the sunspot
images in Figs. 3 and 4 look quite similar.

Fig. 5 shows the relation of corrected sunspot
areas, in parts per million of the solar
hemisphere, from the RFDP compared with
sunspot areas published in the Solar Geophysical
Bulletin. These data cover the time period from
9 May to 22 August 1988 (Herzog et al.%).
Although the correlation coefficient is high, r =
0.97, there is a significant difference from unity in
the slope of the relation. The published areas
appear to underestimate the corrected area of
sunspots, as measured by the RFDP, by
approximately 30 + 2 percent (one sigma error).

The effects of bright faculae are determined by
searching a "flattened" K-line image for pixels
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SGD represent averages from each station reporting,



brighter than some criterion, usually 4% (about
2.5 sigma), and calculating a Photometric Facular
Index (PFI), a measure of the irradiance excess
caused by faculae.

The standard deviation in the Photometric
Facular Index has been determined for several
days when from 3 to 6 images have been obtained
in the K-line filter. An analysis of these data
suggests that the standard deviation in the PFI is
about 200 millionths of the mean solar irradiance.
If the mean solar irradiance is approximately 1367
W/m?, then this photometric uncertainty
corresponds to 0.27 W/m% This standard
deviation includes noise from the possible
evolution of active regions.

A preliminary analysis for 25 days between 10
June and 23 July 1988 shows that the CFDT and
the RFDP corrected sunspot areas are highly
correlated with a correlation coefficient of 0.990.
The slope is not unity and it appears that the
larger aperture RFDP obtains sunspot areas that
are 9 percent larger than those from the CFDT.
There may be a 200 millionth zero point offset,
although its value is not statistically significant (1
sigma). The analysis of more data will help to
clarify this point (Herzog et al?).

An analysis of ACRIM data and sunspot and
facular photometry for a two-week period in June
and July of 1988 shows that ground-based
photometry can correlate with the spacecraft data
with a multiple correlation coefficient of about
0.98 for 21 data points. The quiet sun irradiance,
determined from these regressions, is
approximately 1367.0 W/m% The details will be
contained in a forthcoming paper (Chapman et
al.'). The largest source of systematic noise
appears to be the time difference between the
ground-based data and the daily values of
irradiance available from the ACRIM group. A
good fit to the ACRIM data is obtained using the
Photometric Irradiance Fluctuation (PIF) (see
Chapman et al.® for further discussion of the PIF)
to represent the sunspot signal but with a
coefficient of 1.062. Basically, the PIF measures
the photometric deficit of sunspot pixels relative
to the mean solar irradiance. The facular signal
used was based on the function given in Schatten
et al.,? although the function given by Foukal®
gave nearly as good a fit. The Schatten et al.-
function required a coefficient of 2.035. The
squared partial regression coefficients for the
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CFDT signal and the Schatten et al.-signal were
0.96 and 0.69, respectively.

In summary, the ground-based program described
here appears to be able to match accurate space-
based radiometry to within approximately 0.2
W/m?, or in the range of 100 to 200 parts per
million, at least for the two-week interval
described above. With further refinements in the
image processing and improved averaging of the
space-based data, this noise can be further
reduced. Extending such an analysis over a
longer time base should lead to some interesting
improvements in our understanding of the sun.

This research has been partly supported by NSF
Grant ATM-8817634 and NASA Grant NAG-5-
1219.
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BASIC MECHANISMS OF SOLAR VARIABILITY

Sabatino Sofia

Center for Solar and Space Research
Yale University

New Haven, CT 06511

L. INTRODUCTION

Understanding and describing solar variability can be pursued in two different ways.
One, the taxonomic approach, describes and catalogues the details of each of the
manifestations of solar variability separately. The other, the global approach, considers
the Sun as a system and deals with the entire ensemble of global solar properties, but with
little detail. Whereas the first approach is preferred when information on the detailed
behavior of one isolated phenomenon is required, (the rest of the system can be assumed to
remain constant), the second approach is employed when completeness and self-
consistency of the entire set of phenomena are important, and little guidance on specific
physical mechanisms is required. This paper will explore the global approach.

The crudest means of looking at solar variability in the global approach is by means of a
general virial theorem which includes magnetic and rotational terms in addition to the usual
kinetic and gravitational terms. This treatment is interesting in that it readily shows the
inter-relationships between the various global solar parameters. In particular, for the case
where rotational and magnetic energy is negligible, it shows that radius and luminosity
changes are simply related. The virial approach, however, requires that the system be fully
relaxed (including having reached thermal equilibrium), which only applies for timescales
far in excess of the year-to-decades timescales important for climatically significant
processes. Consequently, it is not very useful for our purposes. On the other extreme of
sophistication, we may envision a complete, time-dependent model of the Sun including
rotation and magnetic fields valid for timescales between months (the turnover timescale for
the convection zone) and billions of years (the timescale for evolution). Such a model
would clearly be able to describe the solar variability we are interested in. However, it
does not yet exist,and it is not clear whether it could be constructed within the capability
constraints of even the fastest computers currently available.

In order to simulate the behavior of a changing Sun in a realistic way, we have used a
perturbation analysis (the results are summarized in Endal ez al. 1985). In this approach,
we use a standard solar model and then vary several of the model parameters to mimic the
sudden or gradual change of some physical property within the Sun. The evolution
following the perturbation is followed in a physically self-consistent way, that is,
hydrostatic and thermal processes occur in their normal timescales. This treatment has
allowed us to determine the sensitivity of the various global parameters to physical
processes affecting the solar interior, and it has guided us in defining the least complex
global solar model which can address the question of climatically significant variability.
Not surprisingly, magnetic fields play the crucial role. In this paper, I discuss the current
status of the model, what we have already learned from it, and the future prospects.

II. THE STANDARD SOLAR MODEL
All physical models involve approximations, and so the best model for a process is the

least complex system which properly addresses it. In stellar evolution, the standard model
assumes spherical symmetry, and ignores the effects of rotation and magnetic fields. This
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type of modelling has been the cornerstone of the field of stellar structure and evolution,
and it has been remarkably successful in explaining the theoretical basis for the
observations of field stars, globular clusters and open clusters as summarized by their H-R
diagrams (cf., Schwarzschild, 1958). When applied to the Sun, this model produces a
remarkably constant star bent on increasing both its size and luminosity on timescales of
billions of years. Of course, the "standard Sun" does not change on a short term, does not
rotate, and it has no magnetic activity of any type.

On the other hand, the Sun does rotate, it has a magnetic activity cycle, and its total
irradiance does change at least in concert with the activity cycle, as observations carried out
by instruments on board SMM (Wilson et al., 1981), Nimbus 7 (Hickey et al., 1981), and
ERBE (Lee et al., 1987) have demonstrated. In addition, there is evidence that the solar
diameter may be also be changing, at least on timescales on the order of 90 years (Sofia et
al., 1985). Such a change would also affect the luminosity. In order to model these
phenomena, the standard solar model is inadequate, and an upgraded model must be
produced.

ITI. THE UPGRADED SOLAR MODEL

As we add complexity to our solar model, we must be mindful of following the "least
complexity principle,” namely, only incorporate into the model those elements that are
essential to producing the desired behavior, which in this case is the short timescale
variability. Clearly, magnetic effects must be included in order to produce the activity
cycle. Moreover, since solar magnetic fields are thought to be produced by a dynamo
mechanism, whose operation requires a differentially rotating magnetized flow, rotation
must also be included. Finally, since the convective flow is not properly described by the
mixing length theory of convection, a more realistic treatment of the convective flows is
required. As stated earlier, these elements are in agreement with the results of the
perturbation analysis of the standard solar model.

The above additions are extremely complex, but already substantial progress has been
made in the implementation of some of the processes, individually. This implementation is
described in some detail by Fox (1990), and it is based on research that our group has been
carrying out over the past 15 years. For example, the rotating feature of the global code
was developed by Endal and Sofia in the mid to late 70's (Endal and Sofia, 1976, 1978 and
1981), and this technique has been considerably extended recently at Yale University
(cf., Pinsonneault er al., 1989).

The work on convection has also been carried out by Chan, Wolff and Sofia (Chan and
Wolff, 1982; Chan, Sofia and Wolff, 1982, and Chan and Sofia, 1984, 1986, 1987 and
1989). This work has yielded a set of numerical relationships between the thermodynamic
and dynamical properties of the flow, which are currently being used for modeling the solar
convection zone. Finally, Fox and associates have developed a code to evolve non-reactive
global magnetic fields in a differentially rotating solar model; Theobald, Fox, and Sofia
(1990) have succeeded in modeling the small scale magnetic interaction with compressible
convection.

IV. FUTURE ACTIVITIES
All the elements have been developed, and they now must be joined together in a fully

reactive, self-consistent upgraded solar model. The task is not trivial; besides the sheer size
of the integrated code, a very brdad range of time and space scales are considered at one
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time. Because of this, the task in its full generality is not likely to be overcome simply by
the expanding capability of new computers. The most promising way to proceed is to
study the properties of the microphysics (small scale flow, small scale convection, ezc.) in
order to obtain averaged relationships whose effects can be realistically incorporated in the
global models without the requirement of a fine space and time mesh which makes their
running impossible.

The expanded models must first be tested with a number of stars of different masses and
ages to ascertain that the observational properties of star systems are properly reproduced
by the new models. The next step is to refine the solar model by means of the large number
of observational tools that will become available in the coming years. These tools include
the helioseismological observations to be provided by the ground-based GONG project, by
the SOHO satellite, and from the oscillation and diameter data to be provided by the SDS
experiment both in its balloon-borne and satellite incarnations.

When the upgraded solar model can reproduce the variabilities that are known to occur,
it will be run to follow the behavior of the solar luminosity over a period of a few hundred
years. Finally, the luminosity variations produced by the model must be incorporated into
climate models to determine the effect of solar variability on our climate. If this effect is
properly validated with past data, it could be used for the purpose of forecasting future
climate change. Whereas it is true that a lot of work remains to be carried out before the
question of solar forcing of the terrestrial climate can be fully settled, it is also true that a
comparable amount of progress has already been made. The importance of the results
make it mandatory that we follow this task to the end of the road.

I ' would like to thank Peter Fox and T.J. Lydon for extensive conversations and
considerable help. I would also like to acknowledge the NASA support, by means of grant
NAG 5-736, which has allowed us to carry out the work outlined here.
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GLOBAL MODELS OF INTERMEDIATE TIMESCALE VARIABILITY ON THE SUN
Peter A. Fox

Center for Solar and Space Research, Yale University
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ABSTRACT

In recent years a number of advances in both observation and theory have increased our understanding of the
solar interior and how to model it. For climate studies, the timescale of interest for changes in the Sun ranges
from decades to centuries. This paper attempts to highlight some of the theoretical advances that will contribute
to the building of global models of the Sun’s variability on intermediate timescales and describe what the current
constraints on the important components are. Finally a short discussion presenting some implications for input
to climate modeling will be presented.

INTRODUCTION

Standard models of the solar interior are constructed using the equations of stellar structure (Chandrasekhar!)
and provide quite good agreement with the real Sun. They include a number of physical processes such as
nuclear energy generation, radiative transfer, ionization, convection, etc. These physical processes are treated
on a variety of timescales depending on their influence of the evolution of the Sun to the present epoch. Often
approximations are used to establish the influence of processes shorter than the evolution timescale (of order
millions to hundreds of millions of years). In addition, the accuracy of models can vary enormously depending
on what features are being examined and what the corresponding observational limits are.

The very features that make current standard solar models suitable for studying stellar evolution are also the
ones that prevent us from studying its variability on timescales of climatic significance. The key to upgrading
current solar models for these studies is in identifying the components that are either missing or treated with
inadequate approximations or invalid assumptions. In addition the numerical accuracy of models needs to be
examined carefully.

In recent years, a number of advances in the understanding of solar interiors has taken place. Among these
advances was the investigation of perturbations to solar models in both the convective efficiency and non-gas
components to the pressure. These studies (e.g. Endal, Sofia and Twigg?) established guidelines for the type
of disturbances that could be tolerated within the Sun, at what depth they were most and least effective, what
the surface consequences for the solar radius and luminosity were and most importantly, what the timescale
for the influence. Unfortunately they were difficult to constrain and true feedback or interaction between the
physical processes could not be accommodated.

The emergence of helioseismology as a very tight constraint on solar models has improved the understanding
of solar models in a number of areas, apart from the much higher numerical accuracy that is required. Im-
provements have been made in the treatment of the equation of state, nuclear reaction rates and cross sections,
stellar opacities, surface boundary conditions and the solar chemical composition. In addition these studies have
indicated the oscillation modes that sample the interface between the solar radiative and convective regions are
particularly sensitive to structure changes and thus are an important constraint on models as will be discussed
in later sections.

In addition, advancements in the understanding and modeling of stellar convection, stellar rotation and stellar
magnetic fields (to be addressed in the following sections) are setting the scene for substantial improvements in
solar and stellar models in the next few years.
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INITIAL CONDITIONS

As the components of solar models are improved toward self-consistency one important. consideration is the
availability of suitable initial conditions for the variability study. Specifically that means a carefully calibrated
solar model that has details of internal rotation and large scale magnetic fields that are consistent with known
observational constraints. In addition a high degree of numerical accuracy is required; fortunately this aspect
is well under control even though the current treatment of certain processes may be uncertain at the 5 to 30%
level.

At our present level of understanding, a unique initial model is very unlikely. Thus, it will be important to
understand the influence of variations in the initial models. The solar-stellar connection (Sofia and Endal®)
should provide invaluable information as it has done so far for recent studies of internal rotation (Pinsonneault
et. al.?). Helioseismology will also play an important role in detecting changes in the internal structure of the
initial models.

One aspect of solar variability that is particularly important when attempting to construct global models is the
timescale over which certain types of variations occur. A number of empirical studies (such as some presented
at this meeting) propose a range of timescales for influencing climate and also suggest particular solar physical
features that may be responsible for the variations (in nearly all cases, the solar magnetic field as represented
by the sunspot record for example). By including all standard physical phenomena into a global model the
timescale of interest then determines what level of approximations may be valid for the models.

ADVANCES IN CONVECTION MODELING

Most of the important timescales for solar variability correspond to the range of timescales that exist in the
solar convection zone (which occupies the outer & 30% by radius and =~ 2% by mass of the Sun).-The current
treatment of convection is by use of the mixing length theory (MLT). Although the MLT is adequate for
evolutionary models of stars, it has limitations in the treatment of certain physical processes, such as rotation,
magnetic fields and ionization which are probably vital to the global models to be constructed. In addition,
many of the assumptions of MLT have been under scrunity for many years but without any firm conclusions or
a proven replacement theory.

One significant recent advance on this area is due to Chan and Sofia. In a series of papers (Chan and Sofia®%7)
they explored not only the validity of the MLT formalism but attempted to derive expressions for fluctuating
quantities (such as temperature, velocity, etc.) in terms of local mean quantities just as the MLT does, but by
using detailed models of fully compressible, deep and efficient convection (which applies over most of the solar
convection zone).

For example, they found that, in agreement with MLT, that the mixing length does scale with the local pressure
scale height and not the density scale height, and that in a region of efficient convection the total heat flux
comprises two major components, the enthalpy flux and kinetic energy flux. The enthalpy flux can be roughly
computed from the superadiabatic gradient and vice versa. However, in disagreement with MLT, the kinetic
energy flux is downward directed for much of the convection zone and is not simply related to local quantities
like other MLT relations. In addition the production of kinetic energy can be derived from local quantities but
the dissipation of kinetic energy is non-local.

An example of the results from this study is given in Fig. 1 where the covariance of the vertical velocity and
temperature fluctuation about the horizontal mean is shown versus the product of the mean vertical velocity
and mean temperature. This is an important relationship that does not appear in MLT which assumes that the
mean vertical velocity vanishes.

For solar cycle timescales an important variation in the total irradiance is due to the presence of sunspots and
faculae on the solar disk. Although it is unlikely that this modulation of the irradiance produces direct changes
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in the earth’s climate, the influence of redistributed heat flow through the solar convection zone on a long
enough timescale could well have consequences for the solar structure (radius and luminosity) at the level that
would produce secular changes.

The solar convection zone is a very complex physical system and only recently have detailed numerical models
of variations in its heat transport been possible. Preliminary results from these studies (Fox, Sofia and Chan®)
indicate that on small scales the heat flux that is diverted around an area of intense magnetic field does partially
re-appear at the solar surface and does not seem to be stored within the convection zone over long timescales
{more than tens of thousands of years). There are many uncertainties when considering solar magnetic fields,
particularly their internal distribution and it is as yet unclear how important that distribution is for models
of solar variability which should depend on more global properties like the total magnetic flux within the solar
convection zone, for example.

Fig. 2 shows an example of one simulation from Fox, Sofia and Chan®. The horizontally averaged surface flux (in
solar units) is shown as a function of time. Once the blocking begins a short relaxation time is evident after which
the surface flux oscillates with an time integrated average quite close to the undisturbed value and certainly
well above the value that would result from total blocking (represented by the dash line). This simulation is
still very idealized and cannot reflect the true solar environment. Nevertheless, important information on the
dynamics of diverted heat flow can be obtained.

In this regard it is important to understand what influence a time varying large scale internal magnetic field
would have on heat transport (and thus structure) in the solar convection zone. A first principles effort to
extend MLT is difficult but an extension to the existing attempt of using detailed numerical models seems
straightforward. :

The influence of small scale magnetic fields on compressible convection is also a field that is growing rapidly.
The concentration of magnetic flux on the solar surface has been evident even in simpler models for quite a
while, however more complex features such as magnetic reconnection, the influence of anisotropic magnetic
resistivity and the production of Alfven and magneto-acoustic waves are now part of recent modeling efforts
(Theobald, Fox and Sofia®). Fig. 3 shows two snapshots of a simulation involving magnetic fields, the vector
potential in two dimensions just maps out the lines of magnetic force and the velocity vectors are overlayed.

This figure shows magnetic field concentration (where contour lines are close), expulsion (where lines are absent)
and magnetic reconnection (compare the two frames and note where single line contours become closed loops).

A detailed understanding of small scale interaction of magnetic fields and convection should aid in our under-
standing of the important regenerative phase of the solar cycle (and thus the global) magnetic field.

It will be important to ascertain the influence of the latitude dependence of not only solar cycle phenomena but
the solar magnetic field in general since the simplification to one dimensional models and thus uniform radius
changes would ease the numerical burden on the global models.

MAGNETIC FIELDS

Magnetic fields are perhaps the key to understanding solar variability. The large scale component is certain
important for secular changes whereas the small scale component (as manifested by the activity cycle field)
seems only important for shorter timescales. However, it is the regenerate phase of the solar cycle, from small
scale to large scale that could introduce some randomness into the Sun’s global field. The irregular modulations
of the solar activity cycle as shown by the sunspot record over two centuries provides some support to this point
as does the evidence from other “solar-type” stars that have turned on and turned off their activity cycles over
decade timescales (Baliunas!?).

Magnetic fields are also important as part of the initial conditions for a study of solar variability, as mentioned
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above. Models have been produced which follow the evolution of various initial magnetic fields in the context
of a rotating Sun (Fox!!). One feature of these calculations is the implied presence of a large scale magnetic
field beneath the solar convection zone, see Fig. 4 (Fox and Bernstein!? Fox, Niznik and Bernstein!3). One
improvement to be added to the present calculation is the combined interaction of internal rotation and a large
scale magnetic field in the radiative interior. There is strong evidence (observational and implied theoretical)
for the existence of internal differential rotation and large scale magnetic fields in solar-type stars.

One constraint on interior magnetic fields that is yet to be fully developed is helioseismology. Except for very
high field strengths (of order MGauss) the direct impact on oscillation mode frequencies is small. However
changes in the solar structure (which may be position dependent) due to magnetic fields are likely to produce
measureable changes in the oscillation frequencies. In addition there are, as yet still only suggestive, variations
of oscillation frequencies (at particular wavelengths) over the solar cycle (Libbrecht and Woodard!4).

INTERNAL ROTATION

The details of internal velocity motions are a secondary consideration to solar variability since they primarily
contribute to other physical features (particularly magnetic fields). Their inclusion in global models is therefore
essential for completeness. Fortunately this is one area that has made significant progress in recent years also.
After the founding work of Endal and Sofia!®, Pinsonneault et al.*1® have provide an increasingly complete
understanding of rotating stars (and specifically solar-type stars). These studies also provide a robust framework
in which to develop and test the combined interaction of rotation and magnetic fields in solar-type stars. Many
of the constraints utilized in these recent studies are also necessary for the study of variability.

One very important result of this study is the implication from more evolved stars that the Sun cannot be
rotating as a solid body. Fig. 5 shows the computed periods of rotation for solar-type sub-giant stars, the upper
curve is the theoretical prediction of periods if the stars at the solar age were rotating as solid bodies at the
solar equatorial rate, the symbols represent observations (which are all upper limits) of those type of stars. The
lower curve is the theoretical prediction that allows internal differential rotation, see Pinsonneault et. al.* for
more details. Recently this argument has become even more convincing from a study of horizontal branch stars
(Pinsonneault et al.!®).

Because the convection zone is an important component for our studies, the treatment of larger scale circulations
will need to be improved. At present, for evolutionary purposes, the convection zone (not the interior) is assumed
to rotate as a solid body and not have any latitude dependence. The level of detail that may be required in
treating rotation, as with the solar dynamo itself, in the context of solar variability is still unclear.

CLIMATE IMPLICATIONS

For the global solar variability models to have a bearing on climate modeling they must have at least two
properties; proven accuracy and predictability. Naturally, internal accuracy of the variations is a separate issue
from agreement with solar observations. Even if we are limited to a 3 to 5 year predictability (as for empirical
solar activity forecasting, Schatten and Sofial”, Layden et al.!®) of solar luminosity variations, this should
be a significant advance over the present situation for short term climate. For input to longer term climate
predictions we must rely on the limited observational constraints that we presently have to calibrate the models.

Global models will primarily both be constrained by and predict changes in the solar radius (on climate
timescales) that can be calibrated by luminosity variations. Additional constraints will results from helio-
seismology networks (because they use both intensity and doppler measurement) and combined irradiance and
diameter measurements.

After suitable calibration, predictions can be envisioned once the appropriate global contributors and their
timescales are identified.
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CONCLUSIONS

It is clear that global models of solar variability are complex, but necessarily so since the phenomena to be
explained are beyond the capabilties of current standard models. However, we have identified the essential
components that make up such a global model and in addition we are able to model all of these components at
either the detailed (small length and time scales) level or the evolutionary level (long length and time scales).
The important task of bridging the gap between the two scales is well underway and significant progress has been
made in a number of areas. In addition, the development and integration of the model components are quite well
constrained by detailed surface observations, the link between the Sun and Sun-like stars and helioseismology.

Of immediate interest are topics such as convection and magnetic field modeling, solar global magnetic fields
(in both radiative and convective regions) and using helioseismology to constrain the initial models. We should
expect to see substantial progress in these areas in the next few years.
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Fig. 1. Covariance of the temperature deviation and vertical velocity versus the product of the mean temperature
and the mean vertical velocity. The different symbols represent variations in the character of the convective
layer, such as depth, stratification, etc. so that the implied relation seems valid over a range of conditions.

Fig. 2. Time history of the solar surface output flux (normalized) comparing an undisturbed region with one
in the presence of a flux blocking object (like a small sunspot). After an initial relaxation time of about one
hour, the surface output flux is within about 1% of the solar value The dashed curve represent the output flux
if total blocking had occurred. The oscillation in the disturbed output flux is due to heat diffusion within the
flux blocking object, see Fox, Sofia and Chan® for details.

Fig. 3. Two snapshots of the contours of the magnetic vector potential overlayed with the velocity vector field
in a time dependent two-dimensional simulation of the interaction of convection and magnetic fields near the
solar surface. The contour lines represent lines of magnetic force. Regions of intense field are found where the
lines are closely spaced, and field free regions are those where the lines are widely spaced. Evidence of magnetic
reconnection is also visible by comparing the two frames and can be seen toward the centers of the circulation
patterns (closed contour lines).

Fig. 4 Illustration of a typical poloidal field (left hemisphere) and toroidal field (right hemisphere) configura-
tion calculated from the global evolution of an initially dipolar magnetic field, under the influence of internal
(differential) rotation, subject to a perfectly conducting outer boundary.

Fig. 5. Surface rotation period of subgiant stars as a function of effective temperature. compared with
predictions of solar models including internal rotation (solid) and those assuming solid body rotation (dash).
See Pinsonneault et al.* for more details.
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AN ESTIMATE OF CHANGES IN THE SUN'S TOTAL IRRADIANCE
CAUSED BY UV IRRADIANCE VARIATIONS FROM 1874 TO 1988

J. Lean

E. 0. Hulburt Center for Space Research,
Naval Research Laboratory, Washington, DC 20375S.

ABSTRACT

Enhanced emission from bright solar faculae is a source of significant variation
in the sun’s total irradiance. Relative to the emission from the quiet sun,
facular emission is known to be considerably greater at UV wavelengths than at
visible wavelengths. Determining the spectral dependence of facular emission is
of interest for the physical insight this may provide to the origin of the sun’s
irradiance variations. It is also of interest because solar radiation at A < 300
nm is almost totally absorbed in the earth’s atmosphere. Depending on the
magnitude of the UV irradiance variations, changes in the sun’s irradiance that
penetrates to the earth's surface may not be equivalent to total irradiance
variations measured above the earth’'s atmosphere. Using an empirical model of
total irradiance variations which accounts separately for changes caused by
bright faculae from those associated with dark sunspots, the contribution of UV
irradiance variations to changes in the sun’s total irradiance is estimated
during solar cycles 12 to 21.
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OBSERVED VARIATIONS IN THE SUN’S TOTAL AND UV IRRADIANCES

As illustrated in Figure 1, approximately half of the sun’'s total irradiance is
emitted at wavelengths between 400 and 800 nm, with only ~1% of the irradiance
emitted at UV wavelengths less than 300 nm. However, variations in the UV
portion of the sun’s spectrum, which is formed higher in the sun’'s atmosphere
than is the visible radiation, significantly exceed those at visible
wavelengths. Estimates of UV irradiance variations during solar cycle 21 are
shown in Figure 2. Like the total irradiance, the UV irradiances have their
maximum values at times near maximum solar activity. However, the magnitude of
the UV irradiance variations are more than an order of magnitude larger than the
~0.082 variation in the total solar irradiance that has been observed during
solar cycle 21.1

Simultaneous observations during solar cycle 21 of the sun’s total irradiance,
S, and of the UV spectral irradiances at 205 nm and at 121.57 nm (HI La) are
illustrated in Figure 3. It has been shown recently, using data similar to that
in Figure 3, that changes in

the sun's energy at

wavelengths from 200 to 300 10000
nm, although only 12X of the 3 ! ! T I ! J T T
total radiative output, F

accounted for 192 o? the SUSIM SL2 Solar Spectrum
decrease in total irradiance
from July 1981 to June
19851, This is because at UV
wavelengths the emission
deficit in sunspots is
negligible compared with
enhanced emission from
faculae, whereas at
wavelengths between 400 and
800 nm, where faculae
contrast is much less than 1 ]
at UV wavelengths, the

sunspot deficit and faculae 1.25
enhancements are of the same

order and therefore exert Estimated Solar Cycle 21 Variation
compensatory effects on the 1.2
total irradiance.
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EMPTRICAL MODEL OF TOTAL IRRADIANCE VARIATIONS

Since the solar UV irradiances have been shown, during solar cycle 21, to
contribute significantly more to variations in the total irradiance than the 12X
they contribute to the total irradiance itself, it is of interest to determine
how changes in solar UV emissions have modulated total irradiance variations on
historical time scales. This is investigated using an empirical model of the
sun’s total irradiance variations that accounts separately for the contribution
of dark sunspots and bright faculae.® In this model, which is described in
detail elsewhere in these proceedings,“ the sunspot blocking is determined
directly from observations of the areas and locations of sunspots on the solar
disc. Enhanced emission from bright faculae is estimated from a facular proxy
via its correlation with a residual irradiance time series, S-Pg-S,, calculated
by subtracting the sunspot blocking from the measured total irradiances during
times when both the proxy

data and measurements of S 1370

— T | B T T 1 T
are available. To estimate
bolometric facular emission
during solar cycles prior to 1368 L
cycle 19,3+4 monthly mean R,
are used as the facular
Proxy. 1366 |
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In order to partition the total facular brightness at all wavelengths into its
UV and non-UV portions, it is necessary to establish the relationship between
the two. Figure 4 illustrates that temporal variations in the measured
irradiance residuals, S-Pg-S,, are closely tracked by variations in the
independently determined UV irradiances. This has been demonstrated elsewhere,
over both solar rotation and solar cycle time scales,l:3+% and is consistent
with an understanding of the origin of the brightness source of total irradiance
variations as being magnetic flux tubes; these carriers of solar activity extend
from the photosphere, where the visible radiation is formed, to the top of the
chromosphere, from where La is emitted.

— S = ACRIM + 1366.8 x Pg - 1366.8
i
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ESTIMATED TOTAL IRRADIANCE VARIATIONS EXCLUDING ULTRAVIOLET
IRRADIANCE VARIATIONS

Because changes in the sun’s UV emission are related, approximately linearly, to
variations in the total irradiance facular emission, the UV portion of the
enhanced facular brightness can be easily subtracted from the bolometric facular
emission. The facular term, reduced by its UV component, S-Pg-S5-UV, is then
combined with Pg to estimate variations in the sun’s total irradiance, at
wavelengths longward of 300 nm. These variations are compared in Figure 5 with
variations in the sun’s total irradiance, determined from the same empirical
model, but with the UV component of the facular emission retained. Figure 5
suggests that during solar cycles 12 to 21, according to these calculations, the
variation in the sun’s total irradiance incident on the earth’s surface was
reduced, by as much as 20Z, from that at the top of the earth's atmosphere.

When the various solar

activity time series, such 0.12
as R, Fy0.7 and the UV L
irradiances are studied
closely, differences in 01y — (S‘SJ/SJHOO
their detailed temporal
structures are evident. 0.08 L == [(S—UV)—(S,,-UVO)]/(SO-UVO)X100
Because of this, the model T

calculation shown in Figure
5 must be considered as
indicative only of the UV-
related component in the
actual solar irradiance
variations. Nevertheless,
the results in Figure § 0.02
suggest that in each cycle

of solar activity since

12 month running mean
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" FUTURE MEASUREMENTS OF TOTAL AND UV SOLAR IRRADIANCES

Understanding the role played by the sun’s UV emission variations in the broader
context of total irradiance variability will be improved when simultaneous
observations of both the UV and total irradiances are made during solar cycle
22. The reliability of future UV irradiance observations should exceed those
made in solar cycle 21 which were hampered by wavelength dependent changes in
instrument responsivity. It is planned, during solar cycle 22, to launch
together on the Upper Atmosphere Research Satellite (UARS) three solar
irradiance monitors, the Active Cavity Radiometer (ACRIM II), the Solar
Ultraviolet Spectral Irradiance Monitor (SUSIM) and the Solar Stellar Irradiance
Comparison Experiment (SOLSTICE). Figure 6 is a schematic of SUSIM. With
multiple optical elements, the radiometric redundancy designed into the SUSIM
experiment will allow detailed on-board monitoring of instrument responsivity.
Data collected by these instruments will significantly improve our understanding
of the magnitude and temporal variability of the sun’s total irradiance, its UV
spectral irradiance, and the interconnection between them.
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USING THE BOUNDARY CONDITIONS OF SUNSPOTS AS A TECHNIQUE
FOR MONITORING SOLAR LUMINOSITY VARIATIONS

by

Douglas V. Hoyt
Research and Data Systems, Corp.
7855 Walker Drive, Suite 460
Greenbelt, MD 20770

Abstract. Recent satellite observations of the solar total
irradiance confirm that it is varying with at least on the 11 year
time scale. Both blocking by sunspots and re-emission by faculae
are components in this variation, but changes in the temperature of
the solar photosphere may also be a contributing component. The
satellite observations are as yet of insufficient length to answer
the question of whether the sun is varying in luminosity on time
scales longer than the 11 year sunspot cycle. This paper examines
proxy methods of re-constructing these longer term luminosity
variations, with an examination of secular changes in sunspot
structure as one tool. Solar rotation changes and solar diameter
changes are other parameters which may reveal information about
'solar luminosity variations. All three variables give remarkably
similar conclusions. Over the last century the Earth's surface
temperatures and the structure of sunspots have varied:  in a
parallel manner. It is hypothesized that sunspots are embedded in
a convective medium which itself is varying over long time periods.
These variations in convective strength alter the boundary
conditions on sunspots and hence cause their structure to vary.
Simultaneous with the variations in convective strength, the solar
luminosity will vary as well which, in turn, leads to changes in
climate of the Earth. Variations in solar diameter and solar
rotation- support the hypothesis that solar luminosity has varied
over the last century and reached a peak around 1925 to 1935. This
evidence is reviewed along with a possible model of why sunspot

structure may provide a good proxy measure of solar luminosity
changes.
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", . . . .the whole surface [of the sun] seemed to be a flat [i.e.,
penumbra] of immense extent." William Herschel (Feb. 12, 1800)

"I am much inclined now to believe that openings[sunspots],
ridges[faculae], nodules, and mottlings{granules] may assist us
possibly to expect a copious emission of heat, and therefore mild
seasons." William Herschel (Jan. 15, 1801)

1. Introduction

Sir William Herschel observed the sun from 1785 to 1837, a
period of 52 years, occasionally on nearly daily basis but at other
times only after lapses of months or years. His notebooks from
which the above two quotes are taken provide some of the most
detailed observations of the sun in the period around 1800.
Although he is noted for hypothesizing that the solar radiant
output varied and that it affected climate as the second quote
testifies, he also noted that the structure of sunspots varied.
Unfortunately his observations of sunspot structure are not
sufficiently detailed to deduce if there was any long-term
variations in their structure. Day to day variations however were
often noted. His notebooks are sufficiently detailed that they
indicate a prolonged solar minimum from about 1806 to 1811-12.
Perhaps it just a coincidence that the period 1810-1816 appeared to
be markedly cold in many regions of the Earth (e.g., see Groveman
and Landsberg, 1979).

Does the solar total irradiance vary on time scales longer
than 11 years? Does sunspot structure provide a method of deducing
what these longer term variation might have been? Are these longer
term changes connected to long term changes in the climate of the
Earth? This paper will review the hypothesis that there is a such
a connection and provide further supporting physical and
statistical reasons why the hypothesis that sunspot structure gives
a proxy measure of solar luminosity variations is reasonable.

2. Review of the hypothesis

Although only an eleven year cycle in total solar irradiance
variations have been identified so far (e.g., Hoyt and Kyle, 1990),
there remains the possibility that longer term variations may
exist. In 1979 Hoyt hypothesized that such longer term variations
did exist and could be reconstructed through the use of
measurements of secular changes in sunspot structure. The basic
hypothesis is as follows: As the strength of solar convection
increases, the solar luminosity increases. Sunspots which are
embedded in the convective zone respond to the changes- in
convection with increased convection causing the penumbra of
sunspots to be less extensive. Sunspot structure can be normalized
by taking the ratio of the umbral areas to whole spot areas (u/w)
or the ratio of umbra areas to penumbral areas (u/p). The time
history of the variation of these ratios provides a time history of
the solar convective strength and solar luminosity and therefore
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should be correlated with Earth temperatures. The original paper
by Hoyt (1979) found a correlation to the Northern Hemisphere
temperature time series of Budyko (1969) and Angell and Korshover
(1975) of 0.57. More details are provided in that paper.

U/W Ratio and De—trended Global Temps.

Correlation = 0.57 (5 yeor mean for T)

Ratio

0.08 — T T T T T T T T T T T O

1875 1885 1885 1805 1915 1925 1935 1945 1955 1863 1875

Year

Figure 1. A plot of the Greenwich Observatory sunspot structure
(u/w) and the five year running mean smoothed Hansen and Lebedeff
global temperatures with 0.6 C added to place the two plots on the
same scale. The correlation of the two curves is 0.57.

Using the global temperature values of Hansen and Lebedeff
(1987), the correlation to u/w equals 0.26. Spencer and Christy
(1990) show that the Southern Hemisphere surface temperatures are
not reliably measured so it is not surprising that the correlation
would drop by going from Northern Hemisphere data set to a global
data set. If the global temperature is de-trended to remove a
trace gas and/or urban warming effects and five year running means
of temperature are used (see Figure 1), the correlation is 0.57.
The solar forcing hypothesis only explains variation in the
temperature of a long-term nature. The short term variations are
arising largely from internal chaotic behavior in the climate
system such as El1 Ninos (e.g., see Spencer and Christy) or
interannualar cloud cover fluctuations (Hoyt, 1976).

The trends in sunspot structure shown in Figure 1 persist no
matter what subset of the total sunspots used. Sunspots stratified
by size, by type, or by Greenwich observer all have the same
characteristic 1long-term variation shown in the figure. A
comparison of one Greenwich observer to another using one-way
analysis of variance techniques shows that in all but one case out
of 82 observers the Greenwich observers derive the same sunspot
structure. A typical one standard deviation uncertainty in yearly
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mean u/w values is about 0.003 whereas the mean values range from
about 0.15 to 0.25 or 33 standard deviations. There is no reason
to believe that sunspot structure does not change with time.

Although the theory of sunspot structure remains poorly
explained, some idea of what is going on may be deduced from the
sunspot model of Pizzo (1986). Figure 2 from that paper shows the
contours of equal sunspot opacity and equal temperature. The two
contours are nearly parallel so a small change in temperature, for
example, would lead to a relative large change in sunspot
structure. The location of the outer sunspot boundary is defined
by the intersection of the optical depth equals one contour and a
temperature contour. It would appear therefore that the change in
sunspot structure is caused mostly by a change in the penumbras
with 1little effect on the umbras. Thus, the outer boundary
conditions on the sunspot apparently provide information on solar
convection and luminosity. Each sunspot can be viewed somewhat as
a thermometer embedded in the sun. Although no one sunspot
provides a good measure of the convection, when large numbers of
sunspots are used, the state of the convective strength can be
monitored. That there do appear to be changes in the convective
strength are supported by the works of Livingston (1982) using
solar line bisectors and Kuhn et al. (1988) using limb brightness
data.
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Figure 2. A model for sunspot structure from Pizzo (1986). The
closely parallel contours of temperature and optical depth suggest
a small change in photospheric temperature or solar luminosity will
manifest itself as a large change in sunspot structure.

3. Variations in solar luminosity longer than 11 years?

There are several solar parameters which vary on the time
scale of 70 to 90 years which may be associated with luminosity
variations on the same time scale. Besides sunspot structure,
there are variations in solar diameter (Gilliland, 1982) who
deduced there was a maximum in solar luminosity in 1930 (close to
the 1932 peak deduced from sunspot structure). In addition
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the solar rotation became most like a rigid body for the 1924-1935
solar cycle. The slowest equatorial rotation rates occurred in the
1912-24 solar cycle. The Gleissberg cycle of 80-90 years, the
Maunder minimum (Eddy, 1976), and ice core oxygen isotope
variations (e.g., Hibler and Johnsen, 1979) all suggest that solar
luminosity variations longer than 11 years may be present.

Consider variations in solar rotation. Using single sunspots
whose positions were measured at the Royal Greenwich Observatory
(RGO), the solar differential rotation can be calculated for each
solar cycle and for each hemisphere of the sun. The results of
this analysis are summarized in Table 1. The equatorial

Table 1. The differential rotation of the sun in degrees per day
assumed to be of the form a + b * cos (lat) for each solar cycle
and for Northern Hemisphere and Southern Hemisphere single spots.
N is the number of pairs of observations used.

Northern Hemisphere Southern Hemisphere
years N a s.d. b s.d. N a s.d. b s.d.
1879-89 1286 14.533 0.027 -3.08 0.298 1625 14.514 0.022 -2.88 0.269
1889-02 1545 14.563 0.023 -2.98 0.262 1664 14.565 0.023 -3.20 0.251
1902-11 972 14.552 0.036 -3.63 0.484 992 14.514 0.031 -2.79 0.437
1912-24 1704 14.423 0.021 -2.64 0.252 1574 14.420 0.022 -2.35 0.245
1924-34 1610 14.402 0.020 -2.44 0.199 1363 14.392 0.018 -2.56 0.188
1934-44 1825 14.405 0.017 -2.96 0.156 1860 14.432 0.017 -3.14 0.165
1944-54 2313 14.416 0.017 -3.06 0.175 2284 14.430 0.017 -2.52 0.158
1954-65 2560 14.376 0.014 -2.64 0.103 1892 14.459 0.018 -3.31 0.146
1964-76 2473 14.414 0.017 -2.63 0.164 1853 14.405 0.018.-2.56 0.197

Table 2. The equatorial rotation of the sun using single spots
observed between +5 and -5 degrees solar latitude of the equator.
The single spots are further selected to be within 60 degrees of
longitude of the central meridian.

years N deg. /day
1879-1889 673 14.586
1889-1902 824 14.588
1902-1911 728 14.511
1912-1924 751 14.453
1924-1934 715 14.482
1934-1944 763 14.492
1944-1954 1153 14.462
1954-1965 1054 14.536
1965-1976 - 1050 14.479

rotation rate in degrees per day shows long term variations with a
minimum around 1924-34. The differential rotation also reached a
minimum meaning the sun appeared to rotate more like a rigid body
then at other times. The differential rotation is arising in some
as yet not fully understood manner from the interaction of
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convection and viscosity. If the surface rotation is varying, the
convection strength is probably also varying and therefore the
luminosity would be varying as well. Using single sunspots within
5 degrees of the equator as tracers (Table 2), the equatorial solar.
rotation reached a minimum for the century one cycle earlier than
the minimum in differential rate (i.e., 1912-24). Also within each
11 year cycle, the solar rotation appears more like a rigid body
toward solar maximum which recent satellite observations indicate
is time of maximum solar luminosity.

To show that the change in equatorial rotation was not an
artifact of the fitting procedure, the single sunspots within 5
degrees of the equatorial were used to calculate the solar rotation
rate. Table 2 shows that the same time history as the other
analysis.

4. Predictions of the hypothesis and tests for its validity

This paper has presented some reasons why the hypothesis that
variations in sunspot structure could provide a proxy measure of
solar luminosity variations. If true, then other consequences will
follow. For example, if one solar hemisphere is persistently more
active then the other hemisphere for an extended time period, u/w
would be greater for that hemisphere. As another example, if one
assumes the hypothesis is true, then for times of high solar
luminosity, the penumbras would shrink relatively. As a
consequence the fraction of large spots to all spots could be
expected to decrease during these times (such as the early 1930's).
Finally consider stars cooler than the sun such as K and M stars.
Cool stars could be expected to have less convective pressure on
sunspots then the sun, so these star-spots. should have extended
penumbras. For sufficiently cool stars, the whole surface may
appear to be mostly penumbra with the consequent chaotic fields and
absence of highly polarized 1light.

5. Concluding remarks

Variations in sunspot structure, solar diameter, solar
rotation, and Earth surface temperatures have all shown a parallel
behavior over the last century. One plausible connection between
these time series is that the solar convective strength and hence
solar luminosity is varylng on these time scales as well. Indeed
it would be hard to 1maglne how sunspot structure could change
without any accompanying change in other solar parameters,
particular luminosity. Kuhn et al., Livingston, and others have
presented supporting evidence that there are changes in the
convective strength of the sun. :

A picture of long-term solar variations could be constructed
as follows. Convective strength and solar luminosity increased
from the 1late 1800's to a peak around 1930-35 and decreased
steadily until at least 1976. Near the peak in solar luminosity,
sunspots had their least extensive penumbras, the solar diameter
was decreasing at its maximum rate, the sun was rotating more like

47



a rigid body then at other times, and the equatorial rotation rate
had just recently had its slowest rate of the century. Shortly
thereafter the surface temperatures of the Earth reached a maximum.

Sunspot structure could be measured for sunspots after 1976
when the RGO stopped measurements. Older measurements may also
provide a mechanism to extend the time history of sunspot
structure. There are ample tests which could be performed to test
the hypothesis that sunspot structure can be used as a proxy to
measure long-term solar luminosity variations. Many of these tests
were presented in the earlier paper (Hoyt, 1979) and as yet have
not been tested.
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ENERGY TRANSPORT BELOW SUNSPOTS AND FACULAE

Kenneth H. Schatten and Hans G. Mayr,
Laboratory for Atmospheres
NASA/Goddard Space Flight Center
Greenbelt, MD 20771

1. INTRODUCTION

In the classical view of sunspot cooling, Biermann (1941) suggested that convection within sunspots is suppressed by thé
magnetic field. This would lead to a lower temperature in the umbra. Parker (1974) first noted a difficulty with this model,
suggesting that the energy suppressed by the magnetic field should give rise to a bright ring around the sunspot, which is not
observed. As an alternative to Biermann's field inhibition mechanism, Parker (1979) later examined the dynamical cooling for
sunspots. He showed that in the Sun's upper convection zone, the "superadiabatic” environment is such that downflows with

velocities of several km s} could lower the temperature sufficiently to cool sunspots by 1000 K. Such an inflow and
downflow pattern had also been suggested by Meyer et. al. (1974) in order to resolve the problem with the physical stability of
sunspots. These authors accepted the Biermann mechanism and proposed also an upflow pattern surrounding the sunspot,
leading to its dissolution, but they did not examine the temperature structure. Recent support for a flow pattern has been found
by Zirin and Wang (1989) who measured proper motions of 0.5 km/sec from bright features seen in the penumbral region of
sunspots, which then disappeared into the umbra.

The high velocity flows that Parker suggested were comparable to those observed by Frazier (1970) and Deubner (1976) within
darkened solar features. However, more recently, these high velocities have been viewed as an observing artifact (Beckers,
1976; Miller, Foukal, and Keil, 1984; Cavallini, Ceppatelli and Righini, 1985), and it was shown that smaller vertical flows

with speeds of order 10 m s'! can be supported by the observations. Significant cooling from such low velocity flows was
suggested by Schatten and Mayr (1985). The energetics of sunspots was compared to that of terrestrial hurricanes, in which
latent energy is released in the transition of water vapor to liquid water. For sunspots it was suggested that the latent energy in
the ionization of hydrogen could fuel the dynamical cooling. We found that dynamical cooling could occur with particle fluxes

of 2 x 1021 particles em2 51, corresponding to small downflow velocities of only 2 m s1 at 2,000 km depth, thereby
"rejuvenating” the Parker mechanism. In the present paper we shall reexamine this mechanism and adopt vertical velocities to
compute the temperature distributions below sunspots and faculae.

In the flow model of Schatten and Mayr, the amount of material moving downwards below sunspots is replenished by material
moving upwards in the surrounding active region, and the associated energy transport can power faculae. The vertical velocities
are perceived to be part of a three dimensional circulation in which energy is essentially redistributed between sunspots and
faculae: suppressing convection in sunspots, but aiding the heat transport to form faculae. The magnetic field plays the role of
guiding these flow patterns. With this picture, the energy deficit in sunspots and the excess energy released in faculae would be
in rough balance and indeed this is observed (e.g., Chapman et al., 1984).

Schatten and Mayr (1985) suggested that faculae could have a "hillock” (50 - 200km high) structure, formed as a result of the
enhanced scale height and buoyancy of the hot gases below faculae. The suggested flow mechanism and the resulting hillock
geometry of faculae are markedly different from the classical field inhibition mechanism in which faculae are perceived to form
wells. In an attempt to distinguish between the two models, Schatten et al. (1986) concentrated on studying faculae. Faculae
are virtually unobservable at disk center, but show generally an increasingly brighter contrast as they progress in their journey
towards the limb. Very near the limb, their contrast may decrease slightly due to obscuration effects from the surrounding
photospheric gases; however, they are still significantly brighter than the limb darkened gases. Sunspots on the other hand,
with a dark appearance, are viewed most prominently at disk center.

With this picture, Schatten et al. then developed a conical "hillock" model against which facular contrasts could be compared.
In this model, all the photospheric isotherms and isobars were vertically elevated into a 200 km conical hillock shape, ignoring
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the presumed small temperature changes at the surface that must be associated with the perceived expansion of the facular gas.
This model is analogous to the addition of heat applied to a pot of boiling water. This will not significantly raise the
temperature, but simply distort the otherwise flat surface. For the photosphere, the distorted geometry enhances the emission
by increasing the gradient in temperature and density that the "pencils of radiation" must pass through in exiting the sun. This
model provided reasonable agrcement with observations at four widely differing continuum wavelengths from 4,000 to 10,000
A. Further, the disk central low contrast of faculae occurred naturally in this model, since a ray path exiting the facula
normally would encounter the same density and temperature profile as a ray path exiting the photosphere normally. Recently,
Schatten et al. (1989) also found a statistical relation between sunspot areas and facular plage size, in that faculae appear to
"blanket" sunspot areas when they approach the Sun's limbs, consistent with the hillock geometry.

To begin with, in Section 2, we discuss the physical basis for our one dimensional "dynamical” model. The dynamics enters
into the present calculations only through the energy equation. Magnetic fields have not been included for three reasons: 1)
Static fields do not directly affect the energy balance. 2) Uniform fields, additionally, do not affect the vertical momentum
balance. 3) To include fields would require a three-dimensional model, taking into account their complex interaction with a
non-uniform convecting plasma, which is beyond the scope of our simplified model. In Section 3, three computer runs are
discussed which illustrate the model's behavior. Our model requires some disturbance, and we consider field inhibition to
initiate the motions. Thus in Section 4, Biermann's mechanism is considered to suggest that sunspot-field inhibition can
complement dynamical cooling. We conclude with a discussion of our findings and suggest new observations that may serve
to test the model. We shall emphasize that our one dimensional model cannot describe many of the details in the facular
emission such as the brightness relationships discussed by Spruit and Zwaan (1980).

2. DYNAMICAL ENVELOPE MODEL

Stellar envelope models of the Sun (Endal and Twigg, 1982; Cox and Giuli, 1968; Paczynski, 1969) consider the global scale
energy balance to describe the vertical temperature and density distributions. Assuming hydrostatic equilibrium, the transfer of
radiation is balanced by diffusive (convective) heat transport, with the diffusion coefficients taken from mixing length theory.

For our analysis we adapt the envelope code of Endal and Twigg (1982), but additionally allow for energy advection or flow
heating/cooling. In this section, we show how the energy equation applies to a superadiabatic atmosphere with transport
occurring via flows, eddy diffusion, and radiation. We assume that these processes occur sufficiently fast so that equilibrium is
established and the time dependence can be ignored. In the following, the equations are discussed for an ideal gas, but later,
modifications will be made for the non-ideal gas of the real solar atmosphere. For the energy balance of an ideal gas, the
change in internal energy can be written (Gill, 1982):

V-I_irad+V-pEﬁ+pV-ﬁ=—a(—gtE:—)-=0 2.1)

where E is the internal energy per unit mass; p is the density, p is the pressure; F2d s the radiative energy flux, and U is the
velocity. Neglecting the kinetic energy of the bulk motion 1/2 U2, the internal energy can be written as C,T, where T is the
temperature.

Considering mass conservation, the perfect gas law and hydrostatic equilibrium, equation (2.1) can then be written as
- d — —
V-F®* +pC,U-S =0 A . (2.2)
Here, the specific heat at constant pressure is Cp = C, +R, and the potential (superadiabatic) temperature gradientis S = VT +
I, where T = g/Cp. We write U =W + V, introducing the vertical and horizontal velocity components, in the vertical, r, and

horizontal, x, directions, respectively. In a stratified atmosphere, the vertical variations are normally much larger than the
horizontal variations d/dr >> d/0x. Similarly, the horizontal velocities are usually much larger than the vertical velocities,
so that dW/dr = dV/dx. Thus, horizontal as well as vertical energy advection should be important. The energy equation then
can then be written in simplified form:

oFTad T
—ar—+pCpWS+pvag—0 2.3)

where S = dT/ dr + T is the vertical component of the vector S.

In Equation (2.3), the first term describes the net contribution from the radiative flux, the second term describes the
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contributions from the vertical advection, and the third term from the horizontal advection. The vertical and horizontal
advections can dominate in different regions and can have opposite signs. Consider a downflow of moving material in the
Sun's convection zone. In the upper portions of the convection zone, near the photosphere, the atmosphere is highly
superadiabatic; thus, the downflow results in a large cooling (as cooler material from above replaces the warmer material
below). This cooling diminishes with depth since the superadiabatic temperature gradient goes to zero there. For the
horizontal advection we must consider the horizontal temperature gradient. As the material cools and descends, it is surrounded
by hotter gases. Thus, the inflow of energy will produce heating. At higher altitudes near the photosphere, in the presence of
a strong vertical magnetic field, this horizontal flow heating will be greatly diminished. Deeper down, however, where the
vertical advection is small the horizontal advection may dominate.

In addition to the steady flow, we must also consider the usual eddy fluctuating component, w'. The latter enters in the

expression:

d(pCpKS)
or

which contains the vertical eddy diffusion coefficient, K. With (2.4), we can then describe the energy equation for localized

disturbances within the Sun:

Cop'W'S'= (2.4)

oF™d  3(pCpKS) : T
+ +pCo WS+pCy V— =0 2.5
ar ar PR RTRER Y )
Relating to standard envelope theory, we write equation (2.5) in the form:
arad  3(pC,KS)
+ + =0 2.6
i i Qefr (2.6)
where
oT
Qefr = pCpWS + pCp V'g; 2.7
\W_—J
vertical 10 Hz0ntal
advection advection

With Q¢ we basically add the influence of flow (vertical and horizontal) to the standard envelope theory (in which Qg = 0).

This allows us to investigate the effects of flow on the vertical distributions of temperature, pressure, density and surface
irradiance. For simplicity, a perfect gas was considered in the above equations. Variations in the specific heat associated with
an imperfect gas, however, were incorporated into the computer code.

When a real gas is considered, the contribution from the latent energy becomes important for the energy equation. There are
two ways to account for this effect. The astrophysical approach is to combine the changes in latent energy (release of
ionization energy) with the specific heat and modify the adiabatic lapse rate accordingly. This approach is actually used in the
envelope code presented in Section 3 (Endal and Twigg, 1982). Here, we provide a brief review of the equivalent but simpler
meteorological approach which separately accounts for the changes in the latent energy (e.g.. water vaporization in the earth's
atmosphere) and thermal energy.

The energy equation (2.1) is modified to include latent energy release for a terrestrial pseudo-adiabatic process in which the mass
of air changes by precipitation. After (Gill, 1982), the additional term is:

pLy Dqy
SN wh i \' 2.8
QH =120 "D (2.8)

where L, is the latent energy, and q,, is the specific humidity. For hydrogen ionization, where a = [H]J*/( [H]*+ [H]) =

[H]*/HT is the fraction ionization, and the ionization energy I = 13.6 eV/particle = 21.8x10°12 erg/particle = 1.31x10!3
erg/mole, equation (2.8) is modified, assuming that the reactants do not leave the volume element:

o =—Ip%?=—IpU-Va (2.9)

Temporal variations are ignored here. Following the earlier described procedure for the ideal gas, equation (2.6) is then modified
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where

oT I Jdo
Sg =—+I+—— 2.11
*" or Cp or 1D

is the superadiabatic temperature gradient with ionization. The adiabatic temperature distribution (lapse rate) for an ionized
medium is equivalent to S, =0, similar to the neutral, S = 0, adiabatic temperature gradient.

As pointed out earlier, we adapt the computer code of Endal and Twigg (1982) and integrate the stellar envelope equations
governing temperature, density, radius, and optical depth using the envelope mass, M - M, as the independent variable. This

computer code accounts for the latent energy associated with ionization. We modify the energy equation by adding an effective
heat source, Q,.¢r, which represents vertical and horizontal advection. We shall now construct models of sunspots and faculae to

ascertain the cooling and heating necessary to form these photospheric features.
3. SUNSPOT AND FACULAR MODELS

In this section we utilize the above described stellar envelope code, which includes vertical and horizontal advection. We
provide three model solutions to illustrate: 1) the effect of vertical advection; 2) the effect of horizontal advection; and 3) the
significance of the depth at which these processes occur.

Sunspots, in addition to possessing a cooler effective temperature than the undisturbed photosphere, consist of a local
geometrical depression of order 500 km (Allen, 1973). This depression was discovered by Alexander Wilson in 1774 from the
observed extensive flattening of sunspot geometries as they approached the solar limb. The Wilson depression is generally
viewed as a manifestation of the sunspot magnetic field as it excludes material in accordance with the horizontal pressurc
balance. In our model, we consider the vertical momentum equation and view the Wilson depression to be associated with the
reduced buoyancy of the cooler, denser material below the sunspot umbra as well. Our envelope code attempts not only to
model a cooler photosphere, but additionally a depressed surface for the sunspot umbra. For faculae, as discussed in the
introduction, the buoyancy is thought to result in an uplifted surface with a minimal photospheric temperature enhancement.
This appears capable of giving rise to the observed continuum contrast behavior.

Boundary Conditions, Our envelope code solves the second order energy equation and the first order equation of vertical
momentum balance (hydrostatic equilibrium). Thus three boundary conditions are neceded. We assume that the active region
disturbance does not extend below a certain depth. Thus at the lower boundary at 12,000 km depth the temperature and density
are assumed to be undisturbed and the energy flux there is equal to the Sun's irradiance. In practice, the equations are integrated
downward, starting from the top of the photosphere, and a "shooting” technique is used to satisfy the lower boundary
conditions. For this purpose, we choose the temperature (and equivalently the surface irradiance), the density, and the height of
the radiating surface at an optical depth of 2/3 which defines the top of the photosphere. We provide magnitudes for the vertical
and horizontal advections to define Q,¢r, and vary these rates until, for a given subsurface density, pressure, and temperature, we

can match the 3 boundary conditions of the undisturbed convection zone at a depth of 12,000 km.

Vertical Advection, Our first sunspot model 1, shown in Figure 1, describes the effects of vertical advection in a superadiabatic
environment. The surface irradiance is lowered to 0.5 (in units of the Sun's normal surface irradiance), corresponding to a

photospheric temperature of 4,836 K, and a downflow velocity of 500 m s1is adopted. Numerous problems arise from this
calculation. The temperature of the disturbed region remains lower than that of the background throughout the entire
convection zone and, as a conscquence, the densities and pressures are elevated above the background below 2000 km depth. In
steady state, with vertical advection only, the flow heating cannot do both: lower the surface temperature to umbral values and
return the temperature at deeper levels to background values. With vertical advection alone, our boundary conditions cannot be
satisfied.

Vertical and Horizontal Advection. Considering both vertical and horizontal advection through an effective term, Q,¢r, Figures

2-3 show our model 2 for sunspot and facula. Figure 2 presents the computed temperatures, optical depths, densities and
pressures for models of a sunspot, a facula, and the undisturbed solar envelope in the top few thousand km. First, note that
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near the photosphere ( t = 2/3), the three curves in each panel have similar shapes. They can be almost superposed by simply
shifting them in altitudes. This supports the view that these active region features can be modelled simply by an altered
geomeltry (e.g., hillock or well). Second, note that the sunspot cooling, together with hydrostatic equilibrium, provides for a
reduced altitude of the umbral photosphere (t = 2/3), in accordance with the Wilson depression. Although the sunspot density
in the upper layers is lower than the undisturbed material at these depths, the densities are larger for the corresponding optical
depth. Unlike the previous case, at greater depths, the densities are minimally enhanced compared with the undisturbed
material, and the pressures, densities, and other thermodynamic state variables are unchanged below a few thousand km depth.
Figure 3 shows the normal radiative transport plus eddy heat conduction, basically the surface irradiance, F, plus the vertical

and horizontal advection. The effective heating is equal to the sum of the last two terms. The additional horizontal advection

enhances the superadiabatic gradient and allows a velocity of 50 m s-1, at 1,000 km depth, to offset the eddy heat conduction
and lower the surface irradiance to umbral values. The return to background temperatures, densities and pressures satisfies
hydrostatic balance associated with a reasonable sunspot depression.

Let us consider the magnitude of the advection terms to understand their relevance to the sunspot cooling problem. The chosen

cooling associated with vertical advection peaked between 1,000 and 2,000 km depth. For densities of order 10-3 gm cm3,

one requires 50 m s vertical velocities to achieve the peaked 800 gm cm3 571 Q,¢r cooling in this model. The horizontal

advection is easily achieved with similar velocities. For example, one observes that at the same depth, e.g. 2,000 km, the
sunspot is cooler than its unperturbed surroundings by 1000 K. Even if we assume that the horizontal scale of this

perturbation is 100,000 km wide, a horizontal temperature gradient of order 107 K em! results. This allows horizontal
velocities of 10 m s to provide the heating necessary to return the cooled gases to their normal environment.

For faculae, the flow heating results in an uplifted photosphere related to the model of Schatten et al. (1986). Some important
differences arise, too. For example, the isopicnic or equal density surfaces are spread out vertically near the photosphere, in
addition to being uplifted. This will be the subject of a future paper. Our number 2 model is based on rough estimates of the
photospheric boundary conditions, with the normal spot and facular surface irradiance and temperatures at t = 2/3 being: L, =

1.0, L= 0.5, L¢ = 1.1 (in units of the Sun's normal surface irradiance); T,, = 5,750, T, = 4836, and T¢ = 5,897 K, respectively.

The flow velocities are near 50 m s™! for downflow in the sunspot and near 20 m s°! for upflow in the facula.

Surface elevation changes are associated with the depth of the cooling and heating terms, through the principle geophysicists
refer to as "isostasy” - vertical hydrostatic equilibrium. A 600 km sunspot well and a 150 km facula hillock are calculated in
this model. The sunspot value is close to the typically quoted 500 km Wilson depression (Allen, 1973). The value for the
facula is comparable to the height required to explain facular contrasts in the Schatten et al. (1986) hillock model. The contrast
modelling suggested a conical uplifted form with a base angle of 15°. The diameter for faculae is typically 1.6" = 1,200 km
(Allen, 1973). This provides an altitude for the tip of the facular cone of 160 km, comparable to the present value of 150 km.

Advection at Greater Depth. Sunspot cooling has been discussed by Parker (1987) as occurring at a depth below 10,000 km.
The association of the cooling depth with the hydrogen ionization layer near 2,000 km is an important aspect of the Schatten
and Mayr (1985) sunspot model. To illustrate the significance of the cooling/heating depth, we have run another model where
we have supplied the effective heating near 6,000 km depth. The surface irradiances for sunspot and facula were kept the same.
Figure 4 shows the same physical parameters as in Figure 2 plotted versus depth. For a cooling region located near 6,000 km,
a Wilson depression of 2,800 km results which is much larger than observed. For the facula, an uplift of 700 km results.
Cooling regions significantly deeper than the hydrogen ionization layer, if they offset a significant fraction of the surface
irradiance, provide too large a Wilson depression to be consistent with observations.

Because our computer model is one dimensional, a number of questions arise that bear on the three dimensional nature of the
dynamics. For example, balancing only the vertical momentum equation leaves open what happens to the horizontal
component. As our Figure 2 shows, there is no horizontal momentum balance, particularly near the upper levels. The spots
have a reduced pressure and the faculae an enhanced pressure. Horizontal pressure gradients can be balanced by magnetic fields
and/or flow motions. As pointed out by Meyer et al. (1974), an inflow pattern arising from reduced sunspot pressures can help
stabilize sunspot fields against expansion.

For the faculae, the enhanced pressure would result in an outflow of material. The outflow would be greatest in the solar
atmosphere above the photosphere, where pressure gradients are largest. There is observational evidence supporting this, in
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that plage have greater contrast in the chromosphere than faculae have in the photosphere. Additionally, the chromospheric
manifestation of the facula (plage) covers a wider area than its photospheric manifestation, supporting the view of an outward
expansion of the gases.

4. FIELD INHIBITION AND FLOW

Our model results show that appropriately chosen cooling and heating rates can reproduce the surface manifestations of
sunspots (Wilson depression and 1000 K temperature reduction) and faculae (150 km hillocks associated with small temperature
enhancements). However, our model has the weakness that it is 1-D in the vertical, along field lines, where the field exerts no
influence. In a more realistic, 3-D model, the magnetic field can play an important role for the sunspot development.
Biermann’s field inhibition mechanism has a very attractive feature: sunspots and faculae are observed to be associated with
magnetic ficlds. Notwithstanding some of the difficulties with the Biermann mechanism we examine here its positive aspects
which may complement the advection view.

The Biermann mechanism can serve to initiate the disturbance, and the flow circulation may be the consequence. Strong
magnetic fields can disrupt the convection locally, effectively blocking the heat flux from the interior and thereby starving the
sunspot umbra of energy. As a result, the temperature would decrease. With reduced temperature and concomitantly lower
density and pressure compared to the surroundings, a circulation would be induced which transports the energy away from the
sunspot to form faculae. This circulation can also carry along some magnetic field which is observed in facular regions.
Moreover, the magnetic field inhibits cross field motions and thus can reduce the diffusion coefficient by breaking up/inhibiting
the eddies. The energy flux would then be suppressed as in the Biermann mechanism. In contrast to the original Biermann
mechanism, however, flows would carry away the blocked energy, thereby supplying the energy that goes into the faculae.
Biermann's mechanism would also tend to reduce the calculated flow velocities. This in turn would slow down the motions
required to offset the eddy heat transport, and smaller flow velocities would be needed than those computed in our 1-D model.

In our picture, faculae can then be viewed as evidence for the disbursement of heat below sunspots. The ejection and
disbursement of faculae from the vicinity of sunspots into the surrounding active region can be understood as a result of the
"acrodynamic lift force", —pV-VV. Considering downflows below the sunspot and weaker upflows surrounding the active
region, this acrodynamic force is directed inward near the sunspot (stabilizing the spot) and outward in the facular regions
(disbursing faculae) where the flow is upward.

How does this compare with the earlier views of these structures? Meyer et al. (1974) had downflows surrounding the sunspot
in the early growth stages of sunspot development and upflow pattemns in the decay stage. The flows were only utilized for
stability, not cooling. In the present view, the upflows do not immediately surround the sunspot but rather occur on fibril
fields "peeled off” sunspot structures moving to a considerable distance from the sunspot (= 50,000 km away) in the region
where faculae exist on the outskirts of the active region. Since faculae do follow sunspot development, we note that the Meyer
et al. view is remarkably similar to our picture. However, these authors had not identified faculae with the upflow pattern
which sheds the suppressed sunspot energy.

5. DISCUSSION AND SUMMARY

Sunspots and faculae have been modeled using a modified stellar envelope code. Downflow velocities of 50 m/sec can achieve
a 1,000 K drop in the surface temperature of the photosphere and reduce the surface irradiance to half its value. Concurrently, a
600 km Wilson depression forms associated with the enhanced density of the cooler gases. Similar upflow velocities provide
for slightly enhanced temperatures and 150 km uplifted surfaces for faculae. The calculations show that, to first
approximation, sunspot and facular structures (in density, temperature and pressure) can be obtained by simply vertically
shifting the undisturbed photospheric material to form wells and hillock geometries, respectively. However, the chromospheric
manifestations of these features can be quite different owing to the influence of the magnetic field and flow.

Schatten and Mayr calculated flow velocities of about 2 m/sec and particle fluxes of 2 x 1021 particles cm2 571, In the present
model, the required flow velocities are larger. However, the cooling in the present model occurs in a shallower layer, at 1,000
km depth, where the density is lower, providing a particle flux of 5 x 1021 particle cm2 5! which is comparable to the
Schatten and Mayr value. We note that Zirin and Wang (1989) measured proper motions of 500 m/sec from bright features
seen in the penumbral region of sunspots, which also supports the inflow pattern.

55



As pointed out before, or model is only 1-D and thus cannot include a magnetic field nor replicate the fluxtube size/brightness
relationship discussed by Spruit and Zwaan (1980) and modeled by Spruit (1977) and others using the well model geometries.
Thus the hillock model does not have some of the "richness” of support enjoyed by the well geometry. Nevertheless, the
contrast behavior of faculae appears to fit the hillock geometry.

Biermann's magnetic field inhibition mechanism has an attractive feature: strong magnetic fields are always observed with
sunspots. The fate of this energy in the Biermann mechanism, however, is still not clear. Allowing the eddy heat flux to be
disbursed by subsurface magnetic fields into the surrounding faculae provides a way to connect faculae to sunspots. As the
eddy heat flux is transported upward, it encounters the surrounding sheath of magnetic field structure associated with a sunspot.
If this field acts like a conduit for energy transport along the field but as a barrier to heat transport across it, the eddy heat flux
cannot enter the core of the sunspot but rather would be disbursed to the faculae surrounding a sunspot. The faculae would be
connected to the material below sunspots by subsurface magnetic fields. This view may be referred to as a "field
inhibition/transport” model as the field plays a dual role. It inhibits heat transport into the sunspot as in the Biermann
mechanism, yet it augments heat transport into the surrounding faculae and plage structures through flow. Faculae thus appear
essential for sunspot stability by allowing the Sun to shed the luminosity that would otherwise accumulate below the sunspot.
The present modelling effort provides for uplifted facular structures - hillocks, as Schatten and Mayr (1985) suggested and as
Schatten et al. (1986) utilized to model facular contrasts.

A crucial test for the flow model would be to observe Doppler shifts in the vicinity of active regions. Cyclonic motions
(counterclockwise in the northern hemisphere) around sunspots are expected from the dynamical model. High resolution
photographs of faculae may distinguish between the hillock and well geometries; a dark core representing the well bottom
would support the well model and exclude the hillock geometry.

Acknowledgements: The authors appreciate helpful discussions with K. Chan, A. Endal, S. Sofia, and L. Twigg.

REFERENCES

Beckers, J. M. 1976, Ap. J. ., 202, 739.

Biermann, L. 1941, Vieteljahresschrift Astr, Ges. 76, 194.

Cavallini, F., Ceppatelli, G. and Righini, A. 1985, Astr. Ap., 143, 116.

Chapman, G. A. 1987, Ann. Rev. of Astron. and Astrophys., 25, 633

Chapman, G. A., Herzog, A. D., Lawrence, J. V., and Shelton, J. C. 1984, Ap.J. Lett., 282, 1.99.
Chapman, G. A., and Gingell, T. W. 1984, Solar Phys., 91, 243,

Cox, J. P. and Giuli, R. T, 1968, Principles of Stellar Structure (New York, Gordon Breach).
Deinzer, W., Hensler, G., Schussler, M., and Weisshaar, E. 1984, Astron. and Astrophys., 139, 435.
Endal, A. S. and Twigg, L. W. 1982, Ap. J., 260, 342.

Gill, A. E. 1982, Atmosphere-Ocean Dynamics (New York Academic Press).

Howard, R. and LaBonte, B.J. 1980, Ap. J. Lett., 239, L33,

Hudson, H. S. 1988, Ann. Rev, Astron. Astrophys., 26, 473

Meyer, L., Schmidt, H. V., Weiss, N. O., and Wilson, P. R. 1974, M.N.R.A.S., 169, 35.
Miller, P., Foukal, P. and Keil, S. 1984, Solar Phys., 92, 33.

Paczynski, B. 1969, Acta Astronomica, 19, 1.

Parker, E. N. 1974; Solar Phys., 31, 249,

Parker, E. N. 1979, Cosmical Magnetic Fields, (Oxford: Clarendon).

Parker, E. N. 1987, Ap.J., 312, 868.

Schatten, K. H. and Mayr, H. G. 1985, Ap. J., 299, 1051.

Schatten, K. H., Mayr, H. G., Omidvar, K., and Maier, E. 1986, Ap. J., 311, 460.
Schatten, K. H., Orosz, J. A., Mayr, H. G. 1989, Ap. 1., 347, 514.

Spruit, H. C. 1976, Solar Phys., 50, 269.

Spruit, H. C. 1977, Solar Phys., 55, 3.

Spruit, H. C. and Zwaan, C. 1980, Solar Phys. 70, 207.

Zirin, H. S., and Wang, H. 1989, Solar Phys., 119, 245.

56



SOLAR IRRADIANCE OBSERVED FROM PVO
AND INFERRED SOLAR ROTATION

Charles L. Wolff and Walter R. Hoegy
NASA Goddard Space Flight Center
Greenbelt,MD 20771, U.S.A.

ABSTRACT
Solar irradiance in the EUV has been monitored for 11 years by the Pioneer Venus Orbiter
(PVO). Since the experiment moves around the Sun with the orbital rate of Venus rather
than that of Earth, the measurement gives us a second viewing location from which to
begin unravelling which irradiance variations are intrinsic to the Sun, and which are
merely rotational modulations whose periods depend on the motion of the observer.

We confirm an earlier detection, made with only 8.6 years of data, that EUV irradiance is
modulated by rotation rates of two families of global oscillation modes. One family is
assumed to be r-modes occupying the convective envelope and sharing its rotation, while
the other family (g-modes) lies in the radiative interior which has a slower rotation.
Measured power in r-modes of low angular harmonic number (/ £ 7) indicates that the
Sun's envelope rotated about 0.7% faster near the last solar maximum (1979 thru 1982) than
it did during the next rise to maximum (1986 thru 1989). No change was seen in the g-mode
family of lines, as would be expected from the much greater rotational inertia of the
radiative interior.

THE EUV DATA

The Langmuir probe on the Pioneer Venus Orbiter (PVO) measures a photoemission
current which is a proxy for the solar extreme ultraviolet flux (EUV) when PVO is outside
the ionosphere of Venus (see Brace et al., 1988). The measured flux covers the wavelength
range from about 30 to 130 nm. A measurement of the quantum efficiency of the probe
surface material, Rhenium, performed at the National Institute of Standards and
Technology, showed that the contributions to the measured photoelectron current are:

56% (from H Ly, 121.6 nm), 28% from the continuum between 30 and 110 nm,

4% (from He IT at 30.4 nm), 2% (He I, 58.4 nm), 2% (O V, 62.9 nm),

4% (C II1, 97.7 nm), 2% (H Lb, 102.6 nm), and 2% (O VI, 103.2 nm).
For details of the instrument see Krehbiel et al. (1980). Nearly 11 years of daily values of
the flux were available, from day 343 of 1978 to day 328 of 1989, except for times of superior
conjunction when data transmission from Venus was not possible. Brace et al. (1988)

have given translations of the Langmuir probe current (Ipe, unit 1079 amps) into EUV flux

in photon em~2 71 and also into the often used 10.7 cm flux value. They also discussed the

utility of the Venus-based solar measurements for studies of how solar variability affects
the ionosphere, atmosphere, and magnetosphere of Venus. A shorter segment of the EUV
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flux data was used in two earlier studies of solar periodicities: Hoegy and Wolff (1989),
Wolff and Hoegy (1989, herein: "Paper I").

The upper panel of Figure 1 shows the 11 year record of solar EUV flux. To de-emphasize
the larger fluctuations at solar maximum, we divided the data by its 400 day running
mean to produce the more uniform sequence plotted below it. The lower panel is the data set
that will be Fourier-analyzed. '
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Figure 1--The upper panel shows the probe current which is proportional to solar EUV flux. It declines by

about 35% after the maximum of the 11 year solar cycle. Dividing this data by its 400-day running mean
produces the data set in the lower panel.
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FOURIER SPECTRUM
Figure 2 shows a Fourier spectrum of the 11 year EUV data set. We plot amplitude (the
square root of the power). The upper scales emphasize that a peak on this graph
representing a solar rotation period will be seen at one period in the Venus experiment and
at a shorter period if viewed from Earth, due to the orbital motions. However a peak caused
by an intrinsic solar fluctuation happening at all longitudes, will be seen at the same
period and frequency from any planet.

Four features stand out in the observed spectrum.

1. The broad cluster of peaks between 350 and 460 nHz is caused, in part, by solar surface
rotation rates. The two tallest peaks may be due to prominent, long-lasting features
fixed to the solar surface. If so, they would be seen from Earth as 27.0 and 28.0 day periods.

2. Amplitudes near those two tall peaks appear to have a weak first harmonic; see cluster
between 780 and 830 nHz.

3. There is a steady rise in amplitude as frequencies decrease below 130 nHz. This is caused
by the dense collection of g-mode beat frequencies identified in the sunspot record by Wolff
(1983). The measured amplitudes would increase all the way to the origin except that our
analysis suppressed the lowest frequencies when dividing by the 400-day running mean.

4. Asin Paper I, we attribute the very strong peaks near 105 nHz and 105/2 to the lowest
harmonic r-mode (¢ = 1). This determines the mean sidereal rotation rate of that mode,

v, =-1.0+ 1.5nHz, W

and thus updates the values, 106 nHz and —1.5 + 1.5 nHz , found in Paper I using a shorter
time interval. A characteristic of the observed spectrum is the aliasing of many lines by
+105 nHz due to the nonlinear interaction between this r-mode and other oscillation modes.

Finally, lines in the spectrum tend to be split by a distracting fine structure; the average
spacing between maximums is only 4.1 nHz. A considerably larger average spacing
(=10 nHz) was found in an earlier analysis of most of this data (Paper I). The fine
structure is caused by aliasing between strong signals in the two solar maximum periods
contained in the present data set, whereas the older analysis terminated in 1987 and
contained only one solar maximum. The insert on Figure 2 shows how the fine structure
distorts the signature of the /= 1 r-mode. Without the ripples, the cluster of power between
95 and 115 nHz might be a fairly smooth peak with a maximum at 2F. The measured
spectrum near 2F is consistent with an r-mode having two active longitudes per rotation
(symmetry, S = 2) and having a larger amplitude near the 11 year solar maximums. We
adopt this interpretation. The width of the cluster implies that the amplitudes are strong for
roughly three years at a time and significantly weaker during the intervening solar
minimum. The presence of power at F too shows that the S=1 component is not at all
negligible for this mode.
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Figure 2 -- Fourier spectrum of the 11 years of normalized EUV flux shown on bottom panel of Figure 1. Below 130 nHz, the
spectrum is influenced by g-mode beat frequencies and by the r-mode for /= 1 which causes very strong lines at F and 2F (sce insert).



THE INTERIOR MODES (g-MODES)
Beat frequencies from the rotation of g-modes in the Sun's radiative interior seem to have
influenced the sunspot record of the last two centuries. Wolff (1983) observed the
frequencies and determined the sidereal rotation rate of each mode, multiplied by a
symmetry factor S whose value was either 1 or 2. Since then, the symmetry S = 2 has fit
observations best and has been adopted. For ¢ > 1, Table 1 lists the sidereal rotations found
in 1983 for all nonlinear g-modes which our EUV data is able to resolve. The value for/ =1

is less certain and was suggested in Paper I based on most of the EUV data.

TABLE1
Standing Solar g-modes

Sidereal Rotation Main EUV Fluctuation Expected
{ Frequency Period Frequency Period

(nHz) (days) (nHz) (days)
1 176. 65.8 354. 32.7
2 314.7 36.8 631.3 18.33
3 351.9 32.9 705.8 16.40
4 362.0 32.0 725.9 15.94
5 368.3 31.4 738.6 15.67
6 371.9 311 745.9 15.52
G 380.1 30.5 762.2 15.19

As pointed out in Paper I, we do not expect to see g-mode rotation rates easily at the surface
because their amplitude declines exponentially in the convective envelope. Rather, we
expect to see the results of eruptions stimulated when their active longitudes near the base of
the convection zone rotate past those of prominent global modes in the envelope. Since the
/=1 mode in the envelope should be the most important for our experiment (which integrates
over the full solar disk), the most detectible frequencies in the rotational range should be,

Vp=2(Vg = Vi), 2)
where Vg is the g-mode rotation rate (second column of Table 1), and the factor 2 is the
symmetry. Imposing equation (1), fixes the frequencies V). The right side of Table 1 lists

them and corresponding periods, Vb_l. The seven frequencies plus their aliases at £105

nHz make a set of 21 theoretical lines. We would expect to detect them all if there were not
confusion from many other aliases and another family of modes in part of the same range
(r-modes, below). Even so, only 5 frequencies (marked X) are not. detected in the EUV
spectrum, magnified on Figure 3. The detection criterion is that a theoretical line be closer
to an obsereved maximum than to a minimum. The binomial expression gives probability
of accidental agreen{_ent as < 1% which confirms the detection of much higher statistical
significance (Wolff, 1983) based on beat frequencies rather than rotation rates.

The three theoretical lines with frequencies <500 nHz are due to the g-mode for /=1. They
cause strong observed lines which seem to be broader and, therefore, more conspicuously
subdivided by the fine structure. Perhaps, their actual effect would be modelled better by
smooth peaks, about 10 nHz wide, fitted to the three clusters of observed power in the vicinity
of each. Independent confirmation is needed that these are indeed due to the /=1 g-mode.

The periods in the right column of Table 1 should appear with identical values whether
detected from Venus or Earth since they are intrinsic periods of the Sun.
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THE ENVELOPE MODES (r-MODES)
Many observers have reported changes in the rate of solar surface rotation at a given
latitude. To see if the entire convective envelope might vary its mean rotation with time,
we analyzed data from three, partly overlapping four year periods. Figure 4 shows the
Fourier spectrum of each. The centroid of the high amplitude cluster near 400 nHz seems to
occur at lower frequencies during the last four years (bottom panel). This region is typical
of solar surface rotation since a rotation period seen from Venus as (400 nHz)"1 would be
seen from Earth as 27.6 days. If some of this shift in the centroid is due to a slowing of the
mean sidereal rotation, V__ , of the convective envelope, then the sequence of r-mode

rotation rates,

_ _2
Vp =Vl =g ] @

is reduced proportionally. The frequencies expected at Venus are twice the synodic rates,

Vobs = 2V, —51.5nHz), @)
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and also the aliases, v ; . +105 nHz. The sequence 2 </< 7 gives a group of 18 lines to test

obs
whether v_ has changed. (Frequencies for / > 7 are too close to be resolved by this four year
data set and the / = 1 mode is independent of a change in V__ to first order.) Of'the 18 lines,
we detected respectively, 13 or 14 using the values of V__ shown in Table 2. They are listed

as sidereal rates and then converted to synodic values.

Table 2
Mean Rotation of Convective Envelope
Observed Interval Sidereal Rate Apparent from Earth
Rate Period
(nHz) (nHz) (days)
First 4 Years, 1978.9 —1982.9 460.0 = 2, 428.3 27.02
Last 4 Years, 1985.9 — 1989.9 456.7+2. 425.0 27.23
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For an observer on Earth, the table shows that the mean rotation period of the convective
envelope (as averaged by the r-modes) was 27.02 days during the first four years and 27.23
in the last four years. For the last four years, the deviation of each observed line from a
predicted line is shown on Figure 5; vertical separations are for clarity. The four lines
that failed our detection criterion are the two most extremely left or right. The very high
degree of clustering argues for the reality of the fit since randomly chosen frequencies
would appear with equal probability anywhere along the horizontal range of 11 nHz which
is the mean separation of maximums on Figure 4.

These fits are the best we found and the only ones close to 27 days. But, if it is conceivable
that the Sun's convective envelope could change its speed by 4% or more during the 11 year
interval, then several other solutions are possible. They are of lesser quality and more
likely to be statistical accidents but we can't rule them out from the EUV data alone.

<«€—— Range for random numbers ———3»

-5.50 -2.75 0.00 2.75 5.50

Frequency Deviation (nHz)

Figure 5--Deviation of peaks in the observed spectrum from the 18 frequencies caused by the rotation
of solar r-modes. Concentration toward the central half of the plot confirms the r-mode interpretation
since an irrelevant model, or random frequencies, would populate the entire horizontal range.
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ABSTRACT

Solar luminosity variations occurring during solar cycle 21 can be attributed in large part to
the presence of sunspots and faculae. Nevertheless, there remains a residual portion of the
luminosity variation distinctly unaccounted for by these phenomena of solar activity. At SCLERA
(Santa Catalina Laboratory for Experimental Relativity by Astrometry), observations of the solar
limb are capable of detecting changes in the solar limb darkening function by monitoring a quantity
known as the differential radius. These observations are utilized in such a way that the effects of
solar activity are minimized in order to reveal the more fundamental structure of the photosphere.
The results of observations made during solar cycle 21 at various solar latitudes indicate that a
measurable change did occur in the global photospheric limb darkening function. It is proposed
that the residual luminosity change is associated in part with this change in limb darkening.

Measurements of the solar luminosity made by ACRIM and estimated contributions to the
change in Iuminosity due to sunspots and faculae are given by Willson and Hudson.! From 1980
to 1986, the ratio of the fractional change in the residual luminosity to the fractional change in
differential radius is (6L/L)/8(Ar/R) ® -7. Because other phenomena may also contribute to the
residual luminosity change, the magnitude of this ratio is taken to be the upper limit associated
with limb darkening changes.

The feasibility of this hypothesized correlation is apparent when the luminosity change
implied by the observed differential radius change from 1976 to 1980 is found to be within the
limits allowed by the balloon, rocket, and satellite radiometric data. Additionally, it may explain
the discrepancy between observation obtained by ACRIM and ERB and predictions based on some
models of solar' luminosity change from 1978 to 1981. Further, the residual luminosity change
implied by the magnitude of the change in differential radius over the decade beginning in 1973 is
great enough to possibly have consequences for the Earth’s climate. The validity of this correlation
would establish the differential radius as a quantity useful for investigating processes affecting the
solar energy output independent of the solar cycle variations.

INTRODUCTION

Understanding the changes in solar luminosity has attained a pre-eminent role in current
solar research. This is in part a consequence of the important influence that the solar energy
output plays in determining the conditions of the Earth’s climate. Important evidence that this
connection has already been observed is the association of the Maunder Minimum in sunspot
activity . and the Little Ice Age of the eighteenth century. Further investigations into the
characteristics of

*Burt Beardsley participated in this work as an Adjunct Assistant Research Scientist at the
University of Arizona.
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solar variability and the Earth's environmental response may uncover how such a connection may
arise and whether such events are likely to occur again. Recent improvements in the accuracy of
solar luminosity measurements further stimulate the search for the causes of wvariability. The
ability to measure long-term changes in total irradiance to fractions of a percent requires a deeper
understanding not only of the phenomena known to be responsible for such changes, but also of
other phenomena that may contribute to total irradiance variability. The challenges of explicating
the causes of solar luminosity change and the effects of such changes on the Earth are formidable,
yet promise substantial rewards.

During the 1980's, the ACRIM instrument aboard the SMM satellite contributed greatly to
our ability to monitor the solar irradiance. It has provided measurements of unequaled precision
over the long term. The observations indicate measurable changes in solar energy output over time
scales ranging from days to years. Much of this variability is found to be associated with the
presence of regions of solar activity. The irradiance is seen to diminish with the quantity of
sunspots visible and is enhanced by the presence of faculae. In addition to the changes occurring
over the lifetimes of active regions, a decreasing trend in the luminosity has been observed during
the first two-thirds of the 1980's. This trend appears to be in phase with the solar activity cycle
and may be found to have its cause in the features of solar activity. Initial explanations along
these lines were found inadequate, which opened the possibility that phenomena other than solar
activity are relevant to solar luminosity variability.

Among these alternatives are the possibilities that the energy flow out of the Sun was
modulated by changes in the photospheric temperature and temperature gradient. Such causes
would constitute changes in the global properties of the Sun and, specifically, a change in solar
limb darkening. At SCLERA, observations of the solar limb are made and characteristics of the
solar limb darkening function are quantified with a parameter known as the differential radius.
During the time that the solar luminosity showed a downward trend, the differential radius values
were also seen to change. Discussed in the following sections is the concept of the differential
radius as a measure of limb darkening and its variation reflecting temperature gradient and solar
luminosity changes. The possibility that the differential radius could serve as an indicator of global
properties affecting solar luminosity is investigated.

THE DIFFERENTIAL RADIUS

The differential radius is based on a particular definition of the solar edge known as the
finite Fourier transform definition, or FFTD.2 The FFTD locates the solar edge at a distance p
from the center of the sun such that

1/2

J I(p + a sinnws) cos 2rs ds = 0 (1
-1/2

where | is the observed solar intensity as a function of radius and a is the scan amplitude, a
parameter indicating the amount of the solar limb being scanned. It has been shown? that the
FFTD has reduced sensitivity to atmospheric seeing when the parameter a is at least as large as the
width of the seeing function, but that it is quite sensitive to the shape of the limb darkening
function. It is also apparent that Eq. (1) is unchanged by any constant scaling of [ and is,
therefore, insensitive to spatially large-scale changes in Earth’s atmospheric transparency.

Equation (1) shows that the edge position p and scan amplitude a are related through the
limb darkening exhibited by I. Therefore, for a particular limb intensity profile and latitude on
the solar disk 0,

p = p@b . ()
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This dependence of limb position on scan amplitude makes it possible to investigate the shape of
the limb darkening function. Limb positions can be determined for different scan amplitudes a;
and aj, and the differential radius is defined as

Ar(ai,aj,G) = p(a;,0) - p(aj,O) . 3)

When the solar limb profile is a step function, Ar = 0. For a; < a;, the. more limb darkening
exhibited in an intensity profile, the greater is the differential radius value. Because of this
dependence of Ar on the limb darkening function, it can be used to monitor changes in the shape
of the limb darkening function over time and, hence, to infer concurrent changes in the
photospheric temperature gradient.

THE OBSERVATIONS

The limb darkening observations obtained at SCLERA are made by scanning an image of
the Sun across three pairs of diametrically opposed slits. Two of the diameters are rotated by plus
and minus one-eighth radian from the central diameter. This allows six limb profiles to be
obtained near a chosen solar latitude. The scans are sinusoidal, taking 0.625 seconds each, during
which 256 intensity measurements are made for each limb. The intensity of the continuum
radiation at 5500 A (with a bandpass of 100 A) is digitally recorded for each of the six positions.
On days when observations are made, the procedure consists of the constant repetition of scans as
the Sun is being tracked for as long as the weather or daylight permits. The entire detector
assembly can be rotated so that a particular diameter can be followed during the day or so that
limb profiles at various latitudes can be obtained. Since 1979, observations have been obtained in
this manner. Prior to this time, the detector consisted of only one pair of slits.

Observations that have been used in earlier long-term variability studies3*45 were made in
1973, 1979, 1981, 1983, 1984, 1986, and through the first part of 1989. This work includes data
obtained in the later part of 1989. Table 1 provides information about the data obtained in these
years, including the scan amplitudes used to calculate p(a). The data-reduction procedure results in
a single differential radius value per year per observed latitude for the years prior to and including
1984 and two values per year for 1986 and later. For each solar latitude observed, a time series
of differential radius values for each of the six limbs is calculated for given pairs of the four
values of scan amplitude available. For the scan amplitude pairs of interest, values from the six
differential radius time series at corresponding times are averaged, and any of the six values more
than 1.5¢ from the mean are removed from the time series, since such variance is likely the effect
of solar activity. The 1.5¢ cutoff value was found to be the optimum value for rejecting the data
points judged bad by visual inspection from the small sample of six data points used. The
remaining differential radius values at corresponding times are averaged to produce a time series of
mean values for the day. The mean of this time series is calculated, and any single value greater
than 2¢ from the mean is removed and a final daily mean is calculated. With daily averages of
each observed solar latitude available, a seasonal or yearly value is determined for each latitude by
averaging the daily values using 20 as the cutoff value in a two-cycle rejection procedure. This is
done in order to eliminate days that are dominated by the effects of faculae or other transient
surface phenomena.

As noted in Eq. (3)., the differential radius is a function of the amplitude at which the
solar image is scanned. As seen in Table 1, the scan amplitude for different years has varied and
therefore must be taken into account in order to meaningfully compare differential radius values
over the years. To do this, the differential radius is adjusted to standard scan amplitudes of 8 and
24 arcseconds. This adjustment is implemented by determining the dependence of the limb position
on the scan amplitude using the mean limb darkening function found in 1987 and 1988. Because
for any year there are scan amplitudes available which differed by only a few arcseconds from the
standard 8 and 24 arcsecond values, any errors acquired in this adjustment are estimated to be of
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TABLE 1
Summary of SCLERA Observations for Long-Term Variability

Year Number Latitude Angles _ Measured
of Days Scan Amplitude

. (arcseconds)
1973 7 *]150, x105° 27.2, 20.4, 13.6, 6.8
1979 16 Qe 25.6, 19.2, 12.8, 6.4
1981 I3 *]30, £390, 640 *9(° 22.5, 16.9, 11.3, 6.3
1983 59 0o, *450, 900 21.5, 16.1, 10.8, 5.4
1984 21 0°c, 450, +90° 21.5, 16.1, 10.8, 5.4
1986 65 0o 33.0, 24.8, 16.5, 8.3
1987 82 0o 31.0, 23.3, 15.5, 7.8
1988 59 . 00, #450, 900 31.2, 23.4, 156, 7.8
1989 42 00, #45¢, +9Q0 31.0, 23.3, 15.5, 7.8

the order of a few milliarcseconds. For a given scan amplitude, the actual amount of solar radius
observed will vary throughout the year due to the change in the Earth-Sun distance. This
variation can result in seasonal systematic trends if not corrected. Daily differential values are
normalized to correspond to the amount of limb that would be scanned if the Sun were at aphelion
in early July. This time is used because most of the observations were made near this time of
year, so the corrections are minimized. The yearly and seasonal values determined as per the
foregoing analysis are displayed in Fig. 1.

The other observations of interest are the total irradiance measurements made with the
ACRIM instrument aboard the Solar Maximum Mission satellite. The satellite was launched in
1980 and relayed precision measurements of the solar luminosity until a failure in the pointing
system in late 1980. Lower-quality data continued until its repair in March 1984 when precision
data again resumed. The following analysis utilizes the results of Willson and Hudson! who used
the data from the periods when the satellite was in the "precision solar-pointed" mode.

COMPARISON OF DIFFERENTIAL RADIUS AND ACRIM OBSERVATIONS

In order to compare the changes in differential radius with the changes in solar luminosity,
differential radius values available at or near the times of the ACRIM observations analyzed by
Willson and Hudson! are used. Differential radius values for 1979 and 1981 are combined in
order to estimate a value for 1980, and values for 1984 and 1986 are combined and used as a
measure of 1984 through 1986 values. These estimates can then approximate the changes in
differential radius for comparison with the ACRIM observations.

Data obtained in 1979 and 1986 are different from that obtained in 1981 and 1984 in that
the 1979 and 1986 observations were restricted to near the equator, while 1984 observations include
the polar and #45° regions in addition to the equator, and 1981 observations include the pole and
latitudes at 25.71° increments from the pole. Thus, by determining the yearly averages first, the
combination of different kinds of data sets is facilitated. Whereas 1979 and 1986 observations
contain information solely about the equatorial limb darkening, the 1981 and 1984 values reflect a
globally averaged limb darkening function. This, it is felt, is a better indicator of conditions in the
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Figure 1. Differential radius results, corrected to standard scan amplitudes of 8 and
24 arcseconds, from observations made from 1973 to 1989.

photosphere than just the equatorial value when comparing to total irradiance. It should be noted,
however, that even though differential radius values sometimes depend on the solar latitude, the
equatorial values are a good indicator of values at other latitudes. In other words, differences
between differential radius values at various latitudes are small compared to differential radius
changes from year to year.

The ACRIM observations used here have been analyzed and presented by Willson and
Hudson.! As mentioned earlier, the data from 1980 and from mid-1984 to 1986 are used in their
analysis. Briefly, their analysis attempts to account for the luminosity variation between the two
time periods by calculating the contributions of sunspots and faculae. The sunspot deficit is
quantified with the photometric sunspot index (PSI) calculated from the observed sunspot areas and
brightnesses in terms of their positions on the solar disk. Likewise, the facular excess is calculated
based on Ca-plage areas and their brightnesses as a function of position on the disk and designated
the photometric facular index (PFI). Figure 3 of their paper shows the relationship between the
sunspot-corrected observations (ACRIM+PSI) and the facular concentration as measured by the PFI.
It is seen that the data concentrate in two groups -- the data from 1980 lying above the data from
1984-1986. The figure shows straight line fits to both groupings of data. Our analysis proceeds
by extrapolating the linear fits to zero facular concentration. This effectively estimates the total
irradiance for the two time periods corrected for both sunspot blocking and facular enhancement.
The difference between the two intercept values reveals the residual change in solar luminosity
during the time span in question.
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The residual change in total irradiance 6L is found to be -1.65 W/m?. With the average
irradiance L = 1367.72 W/m?, 8L/L = ~1.2 x 10-3. The change in differential radius §(Ar) from the
1979-1981 time period to the 1984-1986 time period is found to be 0.14 arcseconds. Using R = 945
arcseconds as the aphelion value to which all of the differential radius values are normalized,
8(Ar)/R = 1.6 x 10™. For the hypothesis that 100% of the residual change in total irradiance is
associated with the observed change in differential radius, then the ratio of fractional change in
irradiance to a correlated fractional change in differential radius is (SL/L)/6(Ar/R) = -7. This ratio
is a quantity that can be monitored during the upcoming maximum of the solar cycle. Comparison
of the most recent ACRIM observations with the latest differential radius values can test the degree
to which the limb darkening, as measured by the differential radius, correlates with solar
luminosity changes. It should be noted, however, that there is evidence which indicates that the
correlation between the residual luminosity change and differential radius change is, in fact, less
than 100%.

One question regards how well the Ca-plage areas account for the contribution of faculae
to the total irradiance. Willson and Hudson! suggest that much of the scatter in the ACRIM data
introduced by applying the facular correction is due to the inadequacy of plage areas providing an
accurate measure of facular contributions. Studies involving the variability of the CaK line indicate
why this could be the case. With data obtained by White and Livingston,6 Skumanich et al.” show
that it is not possible to model the variability in the K1.0 index with quiet sun (super granular
cells and network) and plage components with realistic values of parameters characterizing these
features. By introducing a third component, the "active network,” which results when large active
region faculae decay into unstructured remnants of magnetic flux, a much better accounting of CakK
variability is found. Based on the correlation of Hel equivalent widths and full-disk CakK
variations, Foukal and Lean® find that the Hel line is a good indicator of the sunspot-corrected total
irradiance, including the downward trend occurring between 1981 and 1984. Livingston et al.9
suggest that a combination of the Mn5394 and CN3883 line strengths are even better indicators of
irradiance variability over the entire solar cycle. In any case, there appear to be better parameters
with which to account for the facular enhancement of the total irradiance than the plage index
alone. The amount of residual irradiance change may, therefore, be somewhat smaller than that
used in the preceding analysis, reducing the magnitude of the ratio (SL/L)/8(Ar/R). The magnitude
of the value stated above may well serve as an upper limit on the degree to which total irradiance
variability is associated with changes in differential radius.

A second process which may account for a significant portion of the residual luminosity
change is that of Kuhn et al.10  This explanation proposes that changes in the energy transport
result from variations of convective flow during the solar cycle.  This causes the surface
temperature and presumably the temperature gradient to vary with latitude and time, causing net
changes in total irradiance.

One consequence of the hypothesis of 100% correlation is revealed when taking into
account differential radius values obtained prior to 1980. Differential radius values were calculated
for the years 1973, 1979, and 1981. These values are consistent with a linear increase which
continues into 1983-1984. By using a linear fit to the data from these five years, the change
occurring from 1976 to 1980, based on the 100% correlation hypothesis, implies 6L/L = -0.15%. As
indicated by Willson,I1 20.2% is the maximum long-term luminosity change that could have
occurred during that time period, based on the results of rocket, balloon, and ACRIM experiments.
Thus a 100% correlation hypothesis is not in conflict with the observations of total irradiance and
differential radius prior to 1980. On this basis, global changes in the photosphere may well have
occurred over the decade beginning in 1976.

An important additional consequence of the observed differential radius change between
1973 and 1983 is that SL/L = -0.4% during this time for the 100% correlation hypothesis. It is
believed that this value is large enough to be considered climatically significant. It should be
emphasized, however, that the magnitude of this value may be an upper limit. This also indicates
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that the differential radius measurements may have the sensitivity to measure changes in the
photosphere which potentially change the solar luminosity to the degree that affects the conditions
on Earth.

The possible contribution to the total irradiance change indicated by differential radius
change may be relevant to the behavior of the satellite radiometers aboard both the SMM and
Nimbus 7 satellites during the early years of their operation. Both instruments recorded definite
decreases in the solar total irradiance since their respective launches until the minimum of solar
cycle 21.  In contrast to these observations, the modeling of the total irradiance modulation by
Foukal and Lean,8 based on the correlations with Hel 10830 equivalent width, suggest an increase
in total irradiance over that time period until the maximum occurring in 1981. They suggest that
instrumental degradation may explain this discrepancy, but allow that other processes not accounted
for by their modeling may have influenced the total irradiance prior to 1981. From 1978 to 1981,
the Foukal and Lean model indicates a luminosity increase of about 0.05% due to solar activity.
Based on the linear fit to the differential radius data and a 100% correlation hypothesis between
8AR) and 6L, the solar output 6L, the residual change in luminosity, may have decreased
approximately 0.1% during the same time period. The combined effect of the residual change and
the change associated with solar activity suggests a net decrease in solar total irradiance, eliminating
the conflict with the satellite observations.

The possible connection between the differential radius and the total irradiance
demonstrates that the differential radius may serve, along with other observations, as a useful tool
to probe the mechanisms operating in the solar atmosphere that affect the total irradiance. The
illumination of these mechanisms could establish the differential radius as a quantity which can
quantify changes in the solar luminosity that are of long-term consequence, as distinct from changes
connected with the solar activity cycle. Indeed, such changes, as seen in Fig. 1, show little
connection with the solar cycle, yet indicate that significant changes have occurred in the
photosphere. The changes are of such magnitude that effects on the Earth’s climate are possible.
Solidifying the connection between differential radius and total irradiance will stand as both a
scientific and practical achievement.
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SOLAR RESPONSE TO LUMINOSITY VARIATIONS

S. Arendt
The University of Chicago
Laboratory for Astrophysics and Space Research
933 East 56th Street
Chicago, IL 60637

The connection between solar luminosity and magnetic fields is now well-established.
Magnetic fields under the guise of sunspots and faculae enhance or suppress heat transfer
through the solar surface, leading to changes in the total solar luminosity. This raises
the question of the effect that such surface heat transfer perturbations have on the inter-
nal structure of the sun. The problem has been considered previously by Foukal™) and
Spruit(22), We here generalize the calculation of Spruit, removing the assumption of a
constant heat diffusivity coefficient by treating the full mixing length heat transfer expres-
sion. Further, we treat the surface conditions in a simpler manner, and show that the
previous conclusions of Foukal and Spruit are unaffected by these modifications.

The model treats the solar convection zone as a plane parallel layer of perfect gas,
denoting H the heat flux, P the pressure, and T the temperature. We assume that the
solar interior is unaffected by surface effects, and thus enforce a constant heat flux Hy
at the base of the convective layer. On the surface, we enforce a radiative boundary
condition H = oT*, but allow ¢ to vary with time to model the time variations of the
effective emissivity (caused by sunspots and faculae). In general, the total height of the
layer will vary in response to the variations in ¢ while the total mass in the layer remains
constant so that we define the location of the base and surface of the layer by the base
and surface pressures Py and Pj,. As mentioned, we neglect partial ionization effects by
assuming a perfect gas equation of state, but leave v (the adiabatic index) unfixed to
preserve generality. Finally, we assume a constant gravitational field.

The model allows us to study various plage/sunspot scenarios through the use of their
effective emissivity variation o(t). For the present work, we use o(t) = o + dou(t) where
u(t) is the unit step function, and éo is a small perturbation o << o9. With this choice
of o(t), we make the following observations. For ¢ < 0, we expect the fluid layer to be in a
steady state with H = H, everywhere. At t = 0, the surface luminosity will jump from H,
to Ho(1 4+ 60 /o). However, as t — oo the layer will approach another steady state, with
H = H, everywhere, so that the surface luminosity must relax from Hgy(1 + éo/0g) back
to Hy. It is the timescale of this relaxation that we are interested in. In what follows, it
will be shown that each steady state corresponds approximately to an adiabat, so that the
o(t) variation forces the fluid layer from one adiabat to another.

To begin the full solution, consideration of Fig. 1 leads us to the following set of
five equations, which, in order, are the continuity equation, the hydrostatic equation,
conservation of energy, mixing length convective heat transport, and the equation of state:

Op O _
2 T a,Pv) =0 (1)
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where z is the depth coordinate, g is the solar gravitational constant, v is the fluid velocity,
cp is the specific heat per unit mass, £ is the mixing length and u is the mass of an
individual gas particle. We note that in equations (2) and (3) inertial terms second order
in the perturbation have been neglected. In (4), we take the mixing length £ to be xkT'/ug
where kT'/ug is the pressure scale height, and x is a numerical factor of order unity.

To facilitate the application of the boundary conditions, we rewrite this set of equa-
tions using P as an independent variable in place of z. Having done this, we find that
equations (1)-(5) reduce to a single equation:

. [8G 1\ 180G 38°G) 0G
245 ( -2 I Tl Tl G A
¢oP (ap) @ {(3 27> Pop T2 apz} ot =" (6)
where \/_ )
3x
6= (7)
G(P,z) = (pP~7)"% (8)

To obtain the physical meaning of G, we note that G can be shown to be proportional to
eXS where S is the entropy, and K a constant.

In examining (6), we see that in steady state, the equation can be immediately solved
to give:

G(P) =Cy — CoP~ (-3 (9)

where, for the boundary conditions on H shown in Fig. 1, we find

1 (4Hy—-1\% 3y

00—3(x2 v ) 3y -1 (10)
k % H —11_2 1011 (11

() (O e

For solar-like conditions, one can show that the second term in (9) is important only near
the surface of the layer, yielding immediately the fact that the steady-state solutions lie
approximately on adiabats.
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We next use the steady state solutions (9) to linearize (6) as follows. For ¢ < 0 and for

t — oo, the layer is in steady state, as mentioned previously. We denote the initial steady

state as G1,(P) and the final steady state as GZ,(P), where G%, and G, are given by (9)

with the proper values of Cj and C;. An examination of (10) and (11) shows that the two

steady-state solutions differ only in their value of C; i.e. they lie on different adiabats. We
next define AG(P,t) as:

G(P,t) = GL,(P) + AG(P,1) (12)

where AG is considered small. We then use (12) in (6) and retaining only terms first order
in AG, we find:

1
6P ( opP? P QP ot 0 (13)
where
3/3 Co(1 - 3-)
6=—2 x*g o2 (14)

The values of Cy and C; in (12) are those appropriate for Gf,(P). In deriving (13), we
have neglected the pressure dependent term in Gf,(P) since it is small, thereby assuming
polytropic steady state solutions. The boundary conditions on AG(P,t) can be shown to

be: SAC
—5p 1P =0 (15)
OAG
AG|p, = vop P (16)
AG(P,0) = & (17)
where N N .
) O
8 2 ag (1 — 31—7)00
_(B)(EYE pria-n Lbe
=(5) (7)) Bess @

With (15)-(18), (13) is a well-defined boundary value problem whose solution can be writ-
ten as an eigenfunction series as follows:

AG(P,t) = ApMyu(P)e™t/m™ (21)
where
Mpm(P) =P~ {J,({nP") + BnY,(€mP")} (22)
_ —Iy1(ém )
Bm = Yyr1(émFy) %)
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3y—-2
= 26
"= "¢, (26)

1 1
(27)

= Vo

The characteristic times 7, are solutions to the eigenvalue equation:

pP"
1/’77§m

‘Having the solution for AG(P,t), we note the following connection to the heat flux.

[J,,({,nP,:’) + BmYV(EmP}?)] + [Ju+l(§mP}?) + BmYV+l(§mP}?)] =0 (28)

H(P,t) = Hy + 6H(P, 1)

3 H,P'=" 0AG bo ) |

The surface luminosity is then given by (29) evaluated at P = Pj,.

As noted by Spruit, the solution (29) exhibits some general characteristics. The
luminosity is shown to relax on two different timescales: one on the order of 10° years,
and the other on the order of 50 days. The eigenvalue equation can be solved to yield an
expression for the long timescale as follows:

- =§ Y CoyC? P03"+%
T 9gH(? - 3) prti

(30)
The next longest timescale is found from the first zero of

o (55) =0 e

Finally, we find Dy, the amplitude of the long timescale mode, to be::

_ 3y P\
Dy = <1+37—17> (32)

For typical values of Py = 10° dynes, P, = 5 x 10'® dynes, v = 2 and, x = 1, we find
To = 350,000 years, 7y = 51 days, Dy = .549.
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In summary, the model shows that following the application of a step function emis-
sivity change, a fraction 1 — Dy of the luminosity change relaxes away after ~ 50 days.
This corresponds to the thermal diffusion time across the convection zone, adjusting the
difference of the adiabatic temperature gradient and the actual temperature gradient to
a value in correspondence with the surface change. In other words, the whole convection
zone “feels” the perturbation on this timescale. The remaining fraction relaxes away on a
timescale of 10° years, corresponding to the convective layer radiating away enough energy
so that it can adjust to its new adiabat. These are the same results arrived at by Spruit

and Foukal.

For variations of o on timescales of 10-200 years, then, the only important relaxation
is the 50 day one. If the amplitude of this relaxation is small, the luminosity follows the o
variation.

The author would like to thank Dr. P. Foukal for his useful comments on this work.
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TESTING THE SUN-CLIMATE CONNECTION
WITH PALEOCLIMATE DATA

Thomas J. Crowley and Matthew K. Howard

Applied Research Corporation
305 Arguello Drive
College Station, TX 77840

ABSTRACT

If there is a significant sun-climate connection, it should be detectable in high-resolution
paleoclimate records. Of particular interest is the last few thousand years, where we have
both indices of solar variability (4C and 19Be) and climate variations (alpine glaciers, tree
rings, ice cores, corals, etc.). Although there are a few exceptions, statistical analyses of
solar and climate records generally indicates a "flickering" relationship between the two --
sometimes it seems to be present, sometimes not. The most repeatable solar climate
periods occur at ~120 and ~56 yrs, although there is also evidence for ~420 and ~200 yr.
power in some records. However, coherence between solar and climate spectra is usually
low, and occurrence of solar spectra in climate records is sometimes dependent on choice
of analysis program. These results suggest in general a relatively weak sun-climate link on
time scales of decades to centuries. This conclusion is consistent with previous studies and
with the observation that inferred climate fluctuations of 1.0-1.5°C on this time scale would
require solar constant variations of approximately 0.5-1.0%. This change in forcing is
almost an order of magnitude greater than observed changes over the last solar cycle and
appears to be on the far-outer limit of acceptable changes for a Maunder Minimum-type
event.

INTRODUCTION

The reality of a future greenhouse warming has been the topic of much heated debate.
Many of the objections are based on two major points: (1) the warming is not as great as
predicted by most climate models; and (2) the temperature is not uniformly increasing, in
that there are significant decadal-scale fluctuations having a magnitude of about 0.4°C that
significantly modify the global average temperature curve of the last century.

In order to better evaluate the significance of a greenhouse warming, it is necessary to
understand the origin of decadal-scale fluctuations in global temperature that are due to
“natural variability" in the climate system. At present there are three main hypotheses for
decadal- to centennial-scale fluctuations due to factors other than CO, (see full discussion
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in ref. 1) -- solar variability2, volcanism3, and nonlinear interactions in the ocean
atmosphere system*5,

The number of oscillations in the last century are too few to rigorously test different
hypotheses as to the origin of climate fluctuation in the present century. This is where
paleoclimate data come in, for there are many different realizations of such climate
fluctuations over the last few thousand years (e.g., Fig. 1). These oscillations occur prior
to the time of CO; buildup (about 1850) and therefore serve as an ideal testing ground for
different mechanisms.

In this study we will examine one of the mechanisms proposed to explain decadal- to
centennial-scale climate fluctuations -- solar variability. We compare an index of solar

variability (14C) with a number of different climate records of the last few thousand years.

METHODS

Solar Records Our sources of cosmogenic data are measurements of 14C from tree rings$.
Comparison of !4C and 10Be records, which have significantly different geochemical
cycles, indicate that a common signal, suggestive of cosmogenic origin, can be extracted
from both records’. A previous study of this record indicates a fundamental mode of solar
response at a period of ~420 yr, with harmonics at 220, 140, 89, 67, 57, 52, and 45
years8.

Climate Records Our terrestrial records come from a number of sources;

(1) a record of alpine glacial moraine variations for the last 5000 years developed by
Rothlisberger. This record, although small in number, is from a wide variety of locations
(Alaska, Scandinavia, Alps, South America, Himalayas, Sierras, and New Zealand). The
record was originally analyzed by Stuiver and Braziunas® for level of agreement with the
14¢ record. Results suggest a possible solar-terrestrial link in the ~110 period®. We
extend their study by compositing the record in order to remove sources of regional noise.

(2) ice core records from three widely distributed locations -- Greenland, Peru, and
Antarctical0. 11, 12,

(3) tree ring records from two locations far removed from the ice cores -- the
Sierras and western Chinal3. 14,

Statistical procedures The data were regularly spaced in time with a cubic spline used to
interpolate the data to a regular 5 year grid. In most cases this sampling interval was
shorter than the average of the irregular spacing of the original data (~20-40 yr). The
interpolated curves were compared to the original curves, and interpolated values were
adjusted manually at those locations where the cubic spline performed poorly. The 14C
record contained more high frequency energy than the other records so this record was
smoothed using running averages until both records appeared to have similar high
frequency characteristics. Finally, all data were normalized.
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A statistical analysis program based on Newton!3 was used to analyze the data pairs. The
package calculates the raw periodogram, smoothed spectral and cospectral estimates, and
correlation coefficients. Preprocessing removes the mean and detrends the individual data
series prior to computing the spectra. Spectral estimates are obtained by the Fourier
transformation of the covariance functions. Smoothed estimates are formed by applying a
Parzen window to the covariance function prior to transformation. Three window widths
were used, 1/5, 1/3 and 2/5 of the number of data points. The amount of smoothing is
inversely proportional to the window width.

RESULTS

Figure 2 compares the 14C record with various climate indices. Although in general there is
not a strong visual correlation between solar and climate records, comparison of their
individual spectra yields some indication of a solar-terrestrial connection (Table 1). In
particular, the western Chinese tree ring record has quite a strong correlation with 14C

(r =-0.54). The South Pole 180 record has the next strongest solar correlation (0.37). If r
is relaxed to search for maximum correlation, there is a significant increase in the
Greenland 180 correlation.

The above discussion and Table 1 suggest that, if the solar-climate connection is real, the
regional response can vary considerably, from warm periods correlating with sunspot
maxima (Greenland and South Pole) to cold periods correlating with sunspot maxima
(China). The large lag offsets between different regions could conceivably reflect
displacements of the atmospheric circulation, a subject discussed more fully in ref. 1. Our
study also suggests that western China might be the most sensitive region to respond to
solar variations.

The most consistently occurring solar peaks are at periods of ~120 and ~56 years. Peaks at
~200 and ~120 yr. support previous findings8: 16; peaks at ~420 and ~56 yrs appear to
represent new findings. Although solar spectra can be found in some of these climate
records, in most cases there are a number of significant differences between the solar peaks

SOLAR SPECTRA IN CLIMATE RECORDS

PERIOD ~420 ~200 ~120 ~87 ~56 r Tmax
GLACIERS X X X -0.11 .15 (330)
SIERRA TR X X* -0.10 .22 (70)
CHINA TR X* X X X -0.54 -54 (0)
GRN O18 X X X* -0.01 .39 (45)
PERU O18 X x X 0.05 .08 (15)
SPOLE O18 X* X X X 037 42 (-20)

Table 1. Correlations between solar spectra in climate records. A small "x" indicates that
solar periods occur but not consistently (as defined by variations in the amount of record
smoothing). Bold X's refer to a more consistent occurrence, and bold X*s refers to
records that have coherences >0.6. Parentheses after ryax refers to number of years the
climate time series leads or lags at maximum correlation (minus sign indicates climate leads
14c).
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and peaks that, for example, occur in Pleistocene time series. In the latter, many different
climate spectra have been compared to orbital forcing (the Milankovitch effect), with
conclusions often being that, regardless of technique used in the analysis, orbital periods
frequently occur in climate records of the Pleistocenel’. Furthermore, coherence between
climate and orbital spectra are often quite high (>0.8).

As opposed to our experience with Pleistocene records, analysis of time series covering the
last few thousand years indicates that the solar spectra are not nearly so robust -- they
appear in some records but not others, and often disappear with slight changes in
smoothing. Furthermore, coherences are often quite low (<0.5), although in a few cases
(marked by bold X* in Table 1) coherences are significantly higher (>0.6).

DISCUSSION AND CONCLUSION

The above results provide some evidence for a sun-climate link. However, the results also
suggest that a sun-climate connection, if present, is relatively weak. These results are
consistent with some earlier sun-climate comparisons, which suggest that <10% of the
climate record can be explained by solar variability!8 19: 20, It is possible that other more
sophisticated statistical procedures could elicit a more significant relationship, so we do not
claim our results represent a final assessment of the problem. What we can say is that in
general the connection certainly does not leap out at us, and that in itself suggests that even
if one can find a statistically significant correlation in the future, it is unlikely to explain a
great deal of the variance. This conclusion is different than an earlier study of possible
sun-climate connection which suggested the correlation might be higher?l.

The above conclusion is also consistent with another line of reasoning. As summarized in
Crowley and North!, most centennial-scale climate fluctuations of the last 1000 years were
on the order of 1.0-1.5°C in magnitude. If these changes were entirely due to solar
variations, they would require equivalent variations in the solar constant of perhaps 0.5-
1.0%, with the magnitude of solar variation depending on the sensitivity of the climate
model. This estimate is approximately an order of magnitude greater than observed
fluctuations over the last solar cycle?2. Although it is not inconceivable that more extreme
fluctuations such as the Maunder Minimum could be associated with larger variations in
solar activity, the required numbers (assuming our climate models have the proper
sensitivity) appear to be on the far-outer limit of the possible range.

Finally, we note that our results have some implications for possible future modulation of a
greenhouse warming by solar activity23. The very low correlations in the past indicate that
such a modulation is unlikely to be greatly significant (perhaps 0.1-0.2°C change in global
mean temperature). Other sources of natural variability may still be important, however, in
such a modulation.
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SENSITIVITY OF THE OCEANIC TURBULENT BOUNDARY LAYER TO CYCLIC
INSOLATION CHANGE WITH RESPONSE PERIODS OF 23 TO 2.5 KY: AN EQUATORIAL
ATLANTIC RECORD FOR THE LAST 200KA.

Andrew Mclntyre

Lamont-Doherty Geological Observatory of Columbia University, Palisades, N.Y. 10964 and
Dept of Geology, Queens College of the City University of New York, Flushing, N.Y. 11367.

ABSTRACT

Time series of sea-surface temperature in cores sited beneath the region of maximum divergence
centered on 10°W are characterized by two sets of periodic signals. The dominant signal is
centered on a period of 23 Ky and is coherent with and lags, ~2.5 Ky, the precessional component
of orbitally controlled insolation. The subdominant periods occur between 4.0 and 2.5 Ky. Both
sets of signals record variation in the seasonal intensity of oceanic divergence modulated by
variation in tropical easterly intensity. The longer periods are a response to precessional forcing.
The forcing responsible for the shorter periods is unknown.

INTRODUCTION

Direct response of climate to insolation forcing is well documented for the annual cycle (1).
Evidence from the geologic record indicates that orbital variations of insolation control climate at
the primary periods of eccentricity, obliquity, and precession (2). Between the annual cycle and
orbital cycles there is an interval where evidence and hypotheses for solar control are uncommon
yet tantalizing. Historical evidence, the Maunder and Sporer minimums in sun-spot number,
indicates the inconstancy of the solar constant (3) but is too short a record to establish cyclicity.
The geologic record contains cycles that fall within the interval, e.g. oscillations in alpine glacier
extent (4) and ice accumulation on Greenland (5) both with estimated periods around 2.5 Ky. To
date, there is neither acceptable cause nor mechanism to explain the signals in these short
continental records. Signals from long continuous records in ocean sediments have supplied the
best proofs of orbital control of climate (6,7,8). In these long records cycles with periods lower
than the orbitals have been discerned (9). This paper describes the signals generated by a known
oceanographic response to climatic forcing over an interval of 200 Ka.

DATA BASE

When ignorant, one must work with the best known and most responsive system available. The
climate/ocean system response to annual insolation forcing for the turbulent boundary layer of the
Equatorial Atlantic is well documented. Asymmetry of continent and ocean configures the
tropospheric structure such that the southern hemisphere tropical easterly winds extend into the
northern hemisphere for much of the year (10). Sea surface temperature, SST, is cool due to
upwelling/divergence at and south of the equator. This diminishes cloud cover and enhances
radiative heat gain in the south Equatorial Current, SEC, (11). The strong seasonal variation in the
forcing winds, the tropical easterlies, produces a fluctuating equatorial system (12,13,14). In
boreal summer, June-September, strong southern tropical easterlies invade the northern
hemisphere and the Inter Tropical Convergence Zone is furthest from the equator. Along the
equator, divergence, SEC speed, and thermocline slope are all at their maximum, SST in the
eastern equatorial Atlantic is at its minimum, and the sea surface slopes upward to the west
(14,15,16). The water transiting the SEC warms (17,18) and forms the heat reservoir of the
western Atlantic/Caribbean.

In boreal winter (December-March), the southern hemisphere tropical easterlies are weak and part
of the equatorial surface water piled up in the west flows back as countercurrents (19).
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Divergence, thermocline slope, and SEC speed are minimal, and SST is at its annual maximum.
Thus the SEC and its attendant features have two quite different seasonal aspects. In terms of the
TBL and attendant biota, the system is forced by changes in annual insolation which controls
tropical easterly wind zonality and Ekman divergence. These, in turn, produce marked variations
in the planktonic community whose remnants provide the proxy of climate/oceanographic change.

Statistical-dynamic models developed for and applied to equatorial oceanography
(20,21,22,23,24,25,26,27,28) support observational data with respect to the seasonal response of
the equatorial Atlantic. The westward-flowing SEC is tropical easterly forced and responds
essentially in phase with tropical easterly variations. The maximum change in the TBL is centered
on 10°W.

The annual response of the TBL to tropical easterly control is a model applicable to orbitally forced
variations. The stronger the Hadley circulation, the more intense the zonal velocity of the tropical
easterly winds. This leads to greater Eckman drift and increased equatorial divergence. For times
of maximum Hadley development, there is a decrease in the meridional wind vector, with a
concomitant increase in aridity in Africa (10). This scenario has been documented for the last
glacial maximum by CLIMAP (29). Global climate models have been used to simulate the
atmosphere of the last glacial maximum (30,31,32,33,34). All show tropical easterly wind
zonality as strong or stronger than today, a time when perihelion is aligned with boreal winter. A
corollary to this exists in the modeling of the youngest interval when perihelion was aligned with
boreal summer. COHMAP Members (35) show in their simulation for 9 ka that the meridional
component was stronger while the zonal component was weaker relative to both today and the last
glacial maximum at 18 Ka. This circumstantial evidence supports tropical easterly modulation of
divergence.

When perihelion is aligned with boreal summer, summer insolation is at a maximum over North
Africa and the monsoon dominates. The result, at the equator, is a time of minimal divergence,
productivity, and seasonality, with the warmest equatorial SST. This is depicted in cartoon form
in Figure 1.

When perihelion is aligned with boreal winter, the southern hemisphere tropical easterlies
dominate. The result, at the equator, is a time of maximum divergence, productivity, and
seasonality, with the coolest SST (Fig. 1) .

Three deep-sea cores, RC24-07 (1° 20.5'S, 11° 53.3'W) and RC24-16 (5° 2.3'S, 10° 11.5'W),
sited beneath the zone of maximum variation centered on 10°W and V30-40 (0° 12.0'S, 23°
09.0'W) west of, but still within, the region of maximum divergence document the orbital control
of equatorial oceanography (7,8). The signals of planktonic organisms that inhabit the TBL and
presented here as estimated SST show marked cyclic character (Fig. 2). Spectra of these signals
are dominated by the precessional band centered on 23 Ky which accounts for approximately 49%
of the total variance (Fig. 2). The signal indicates that, with increasing zonality of the tropical
easterly winds, divergence and thermocline shallowing intensify (lower SST) to reach maxima
when perihelion is centered on boreal winter. When perihelion is centered on boreal summer
tropical easterlies have minimum zonality and the opposite conditions occur. These signals are
coherent and nearly in phase with both the precessional component of orbital variation and boreal
summer insolation (6,7).

The presence and dominance of precessional periods is unequivocal; it can be both seen in and
quantified from these time-series (Fig 2). In addition, there are variations of lower amplitude and
shorter period (higher frequency) but these are overshadowed by the precessional signal. They are
particularly evident in the time, 0-100 Ka, when eccentricity modulated precessional forcing is
minimal. Are these periodic or aperiodic?
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SHORT PERIOD RESPONSE

Eccentricity modulation of the precessional component of orbital forcing is at it lowest over the last
330 Ka between approximately 100 and OKa (36). This interval has been extracted from the two
cores with the best chronologic control for analysis of short period response. Both V30-40 and
RC24-16 contain well defined short period signals within this interval of time (Fig. 3). The time
span between peaks was computed and is presented as a stem and leaf display (Fig. 3). The mean
value for this computation is 3.0 Ky for V30-40 and 2.8 Ky for RC24-16. Both the signals and
the periods are intriguing but are they real or merely an artifact of sample interval and/or data
acquisition?

The sampling interval has a mean value of 0.8 Ky and a range of 1.6 to 0.4 Ky based upon the
chronology applied to convert a depth series into a time series (see 7 for details of method). Added
to this is the age error of +/-1.5Ky involved in the chronologic control (2). The combined error on
any one point could produce extreme periods >9 Ky between two adjacent highs or lows. The fact
that the periods have the form of a gaussian distribution and half the possible range indicates this is
not a valid explanation for the signal (Fig. 3).

These cores were counted by one individual sequentially from youngest to oldest sample. Many of
these highs are defined by single data points (7). Is the periodic response a result of counting error
in the data? Two pieces of evidence deny this idea. First, many of these levels, chosen randomly,
were recounted to determine if counting error alone could produce these short period signals. In all
cases the recounted samples agreed within 2% of the original value and without systematic error in
time. This is approximately a 5% error in SST estimation and is insufficient to alter signal shape.
Second, signal regularity is high, e.g 88% of V30-40 and 80% of RC24-16 signal is regular in
terms of high - low - high values within one standard deviation of the mean. Random error as a
cause of these signals would have values grouped around 50%. The short period signals are
considered real.

The Tukey method of spectral analysis (37), is used for oceanic records because it has proven
reliable when applied to records of variable interval (6). However, its output is influenced by
strong amplitude. Prewhitening cannot remove, only suppress, the longer periods whose
amplitudes are high (like precession) in these cores. Nevertheless, prewhitening does show that
there are higher frequencies common to signals intra and intercore. The most significant are found
between 4.0 and 2.5 Ky. There is an alternative way to examine the shorter and lower amplitude
periods. Computing the first derivative of the time series emphasizes the cyclics of change while
minimizing biasing by amplitude. Spectral analysis of the times series of the first derivative give
weight to the regularity of response rather than the amplitude, i.e. significance depends on the
periodic dominance of a period (Fig. 4). Spectral analyses of the proxy times series and the
derivative time series document the presence of these short periods in both data. The periods
between 3.5 and 2.5 are significant.

CONCLUSIONS

There are at least 2 sets of significant periods recorded in these cores. Those correlated with the
primary orbital period of precession dominate the signals and indicate that the equatorial Atlantic
responds to insolation forcing by the precessional component of orbital variation. They can be
explained by the intermediary mechanism of the tropical easterly control of TBL dynamics
described here and in Mclntyre ef al (7). A second set of periods, subdominant in terms of time
and amplitude, indicates that this sensitive region of the ocean oscillates at much shorter periods
that fall between the primary orbital and the annual periods. The character of these short periods
indicates they are a response to the same type of TBL dynamics as are the longer periods, i.e.
tropical easterly modulation. The force that produces these short periods remains a mystery.
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Figure 1. Cartoon of the response of the turbulent boundary layer, TBL, of the equatorial
Atlantic to the annual extremes (boreal summer and boreal winter) of precessional forcing.
The front of the cartoon represents a cross section of the TBL along the equator and the
curved line indicates the position of the thermocline. Solid arrows are wind, open arrows
are ocean motion. When perihelion is centered on boreal summer, the zonal, U, component
of the southern hemisphere tropical easterly is decreased relative to the meridional. The
result is a decrease in SEC velocity, seasonal divergence, and an increase in SST. Aphelion
in boreal summer yields the opposite effect.
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Figure 3. Time series for cores V30-40 and RC24-16 over the interval of time where
eccentricity modulation of precession is minimal. In this time interval high-amplitude short-
period response is not masked by the strong precessional signal. The time interval between
prominent peaks has been measured and is displayed in the stem and leaf display below the
time series. The mean values for cores V30-40 and RC24-16 is 3.0 and 2.8 Ky
respectively.
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Figure 2. (a) Time series of estimated SST in three deep-sea cores from the maximum
divergence region of the equatorial Atlantic (all data published in 7 and 8). The X axes are
°Celcius and the y axes in Ka.(kiloyears before present). (b) variance spectra of SST.
Dominant periods in Ky (kiloyears) are indicated. Abbreviations are: n, number of points;
int., time interval between points; m, lag (the number of points lagged in the Fourier
analysis); BW, bandwidth; df, degrees of freedom; CI, confidence interval for the lower
limit. These abbreviation apply to figure 4 as well.
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Figure 4. Variance spectra of estimated SST (left) and the first derivative of estimated SST
(right) for the interval 0-100Ka from V30-40 and RC24-16. The first derivative enhances
the shorter period spectrum by essentially prewhitening the entire series giving a better

definition of these short period oscillations.
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A PROBABLE ~ 2400 YEAR SOLAR QUASI-CYCLE IN ATMOSPHERIC A*C

L. L. Hood and J. L. Jirikowic

Lunar and Planetary Laboratory, University of Arizona

Tucson, Arizona 85721 USA

ABSTRACT

A 2200-2600 year quasi-periodicity is present in atmospheric AC records after re-
moval of long-term trends due to the geomagnetic dipole amplitude variation. This period-
icity consists of both a long-term variation of the mean and a superposed, approximately
recurring pattern of century-scale variations. The strongest of these latter variations occur
near maxima of the ~ 2400 year A!*C cycles. The residual record can be modeled to
first order as an amplitude modulation of a century-scale periodic forcing function by a
~ 2400 year periodic forcing function. During the last millennium, the largest century-
scale variations (occurring near the most recent 2400 year A'*C maximum) are known
to be mainly a consequence of the pronounced Maunder, Sporer, and Wolf solar activity
minima, as verified by independent proxy solar activity records. Therefore, during this
period, amplitude modulation has been occurring primarily in the sun and not in the ter-
restrial radiocarbon system. It is therefore inferred that the ~ 2400 year forcing function
is mainly solar although some secondary terrestrial feedback into the A'*C record is likely.
This conclusion has implications for the predictability of future pronounced solar activity
minima and for the interpretation of certain minor Holocene climatic variations.

INTRODUCTION

Deviations of atmospheric 4C versus time (A!C) are produced in part by solar-
induced changes in galactic cosmic ray flux which in turn modulate the radiocarbon pro-
duction rate [Stuiver, 1961; Stuiver and Quay, 1980; Sonett, 1984; Damon, 1988; and
references therein]. Directly dated tree ring A C records covering the last ~ 8000 years
therefore represent one of the best available proxy measures of solar magnetic variability.
However, an important problem in the interpretation of such records is the separation of
solar variability contributions from other potential terrestrial sources of radiocarbon vari-
ability. In this paper, empirical methods are used to investigate whether millennium-scale
variations in the radiocarbon record are primarily solar or terrestrial in origin.

ANALYSIS

Figure 1 shows a high-precision A'*C record resulting from the 12th International Ra-
diocarbon Conference [Stuiver and Kra, 1986]. A long-term trend is present that has been
shown to be largely consistent with a modeled response to the ~ 11,000 year geomagnetic
dipole moment amplitude variation as derived from archeomagnetic records [Sternberg and
Damon, 1983; Damon, 1988]. Figure 2 shows the same record after detrending by removal
of a least-squares-fitted cubic polynomial representing long-term changes in geomagnetic
dipole moment intensity. Note that the residual radiocarbon variations are now plotted
with an inverse scale so that decreases in A*C are upward and correspond to increases in
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Figure 1. 12th International Radiocarbon Conference calibration record produced by com-

bining high-precision records from a series of laboratories [Stuiver and Kra, 1986]. (Data
courtesy of M. Stuiver and R. Kra)
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Figure 2. Residual Conference A C record after detrending to remove the long-term ge-
omagnetic variation and smoothing to minimize variations with periods less than approx-
imately 100 years. Note that the vertical scale has been inverted so that A*C maxima
map solar activity minima. A least-squares-fitted sinusoid is superposed to indicate the
approximate locations of maxima and minima of the ~ 2400 year quasi-cycle.
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solar activity.

The residual variations of Figure 2 exhibit a 2200-2600 year quasi-periodicity that has
been recognized in power spectral analyses and visual examinations of various radiocarbon
records [Houtermans, 1971; Denton and Karlén, 1973; Suess, 1980; Sonett and Finney,
1989]. To indicate the approximate locations of maxima and minima of this quasi-cycle, a
sinusoid with a ~ 2400 year period was least-squares-fitted to the residual record (fitted
parameters: period = 2310 years; amplitude 4.08 per mil) and is superposed on the record
in Figure 2. A geomagnetic origin for this quasi-periodicity in A'*C has been considered
unlikely since there is no dipole moment amplitude variation near a period of 2400 years
[Damon and Sonett, 1990]. However, there is a well-known climatic period near 2500 years
[Mitchell, 1976; Pestiaux et al., 1987]. Several earlier investigators have reported that
this ~ 2500 year climate variation has been nearly in phase with the inverted AC record
during the last 8000 years [Bray, 1968; 1970; Denton and Karlén, 1973]. Figure 3 compares
the residual A'C record of Figure 2 to well-dated proxy northern hemispheric climate
indicators including 60 from the Camp Century Greenland ice core [Dansgaard et al.,
1984] and the Devon Island Canada ice core [Fisher, 1982] as well as to the temperature-
sensitive Campito Mountain bristlecone pine tree ring width record of LaMarche [1974].
A tendency for climatic minima to be associated with A’ C maxima is evident. The last
of these climatic minima was the Little Ice Age [Eddy, 1977].

There are two “end-member” candidate sources of the ~ 2400 year quasi-periodicity
in atmospheric A C. First, the A'C could be responding entirely to a terrestrial climate
cycle of uncertain origin through a redistribution of #C between the atmospheric and
oceanic reservoirs. Second, the A C could be responding entirely to a solar quasi-cycle of
the same period and the ~ 2500 year climate period could be independently driven by solar
variability. In order to distinguish between these possibilities, it is helpful to consider the
detailed characteristics of the radiocarbon record of Figure 1 together with independent
proxy solar activity records covering the last 1000 years.

Century-scale variations in the A!*C record are believed to be dominantly of solar
origin as evidenced by their correlation with the independently verified Maunder and Sporer
solar activity minima of the last millennium [Eddy, 1976; 1977; Stuiver and Quay, 1980;
Stuiver and Braziunas, 1989]. As can be seen in Figure 2, the strongest century-scale
variations tend to occur near successive maxima of the ~ 2400 year A'4C cycles. In
addition, it has been shown that century-scale variations in the most recent ~ 2400 year
cycle in A C are positively correlated with similar short-term variations in each of the two
previous cycles [Hood and Jirikowic, 1990]. Thus, the quasi-periodicity consists of both
a long-term variation of the mean and a superposed, approximately recurring pattern of
century-scale variations.

The behavior of the residual AC record can be interpreted in terms of amplitude
modulation of a century-scale solar forcing function by a longer-term forcing function
[Sonett, 1984]. Figure 4 shows a simplified example of amplitude modulation in which a
200-year sinusoid is modulated by a 2400-year sinusoid. Pronounced short-term maxima
(note the inverted scale) occur in the resulting time series (Figure 4c) at intervals of the
longer period. If the 2400-year forcing function (represented in Figure 4b) were
dominantly terrestrial in origin, then we would expect to be able to observe
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Figure 3. Comparison between the residual Conference A'*C record and several well-dated
proxy northern hemispheric climatic indicators for the last 8000 years (see the text).
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Figure 5. A comparison between the last 1000 years of the residual Conference A'*C series
and two independent proxy solar activity indicators (see the text).
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the unmodulated solar signal (represented in Figure 4a) in independent proxy
solar records covering the last 1000 years. However, the latter records show the
occurrence of pronounced minima in the form of the Wolf, Sporer, and Maunder solar
activity minima.

Figure 5 compares the residual A'*C record for the current millennium with the
auroral frequency record compiled by Schove [1987] and with mean annual sunspot number
since 1670 [Waldmeier, 1961; Eddy, 1976]. Within the recent interval covered by the
sunspot record, both the Dalton and Maunder sunspot minima are approximately reflected
in the residual inverted A'*C record. At earlier times, the auroral record remains positively
correlated with the inverted AC time series (R = 0.55 at 20 years lag versus the smoothed
auroral record for the entire series) and exhibits minima that can be identified with the
Maunder, Sporer, and Wolf minima in the A*C time series. A broad maximum centered
on A.D. 1150, known as the medieval maximum, is also evident in both records. From
the existence of pronounced minima in these independent proxy solar records
near the last A*C maximum, it is clear that amplitude modulation of century-
scale solar variations has been occurring in the sun during the last 1000 years
and not just in the terrestrial radiocarbon system. By inference, the earlier strong
variations occurring at ~ 2400 year intervals are most probably produced mainly by solar
changes although some secondary climatic feedback effects on A C can not be excluded.
On this basis, the ~ 2400 year forcing function that is modulating the atmospheric A*C
record is suggested to be primarily solar.

IMPLICATIONS

Clearly, the construction of more complete quantitative models for A C production
and exchange appropriate for millennium scale variations would be valuable and may
elucidate further the relative roles of terrestrial and solar forcing mechanisms. However,
the empirical evidence discussed here for a dominantly solar origin of both the century-scale
and longer-term (~ 2400 year) residual variations in the Conference A!*C record does allow
several provisional implications to be stated. The first of these relates to the predictability
of future long-term activity changes. Although the Babcock-Leighton models for the Hale
magnetic cycle (involving distortion of an initially poloidal field by differential rotation in
the convection zone) have been developed, these models along with dynamo theories for
the origin of the magnetic field itself are not yet sufficiently advanced to allow extensions
to longer time scales [e.g., Gough, 1977]. From a purely empirical standpoint, however,
it is reasonable to expect that the inferred quasi-cyclicity will persist in the future. In
particular, it can be projected that large Maunder- and Spoérer-type minima are not likely
to occur again until ca. A.D. 4000 and that these will be preceded by a lengthy period of
relatively high solar activity. In addition, the above analysis (indicating that the ~ 2400
year Al4C periodicity is dominantly of solar origin) supports a possible solar origin for the
Holocene climatic cycle of the same approximate period (Figure 3).
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IS THE SUN A LONG PERIOD VARIABLE ?

- Charles P. Sonett
Dept. of Planetary Sciences and Lunar and Planetary Laboratory
University of Arizona, Tucson, Arizona 85721

ABSTRACT

The inventory of atmospheric radiocarbon exhibits quasi-periodic variations of mean period of
Am = 269 years over the entire 9000 year record. But the period is inconstant and subject to
random variability (0,1,1/ ? = 119 years). The radiocarbon maxima correspond to the quasiperiodic
extension of the Maunder minimum throughout the Holocene and resolve the long-standing
issue of Maunder cyclicity. The radiocarbon maxima are amplitude modulated by the ~
2300 year period and thus vary significantly in peak value. The ~ 2300 year period in turn
appears to not be modulated by the secular geomagnetic variation. Detection of a Maunder-like
sequence of minima in tree ring growth of Bristlecone pine and its correlation with the Maunder
[1890, 1922] cyclicity in the radiocarbon record supports the inference that solar forcing of
the radiocarbon record is accompanied by a corresponding forcing of growth of timberline
Bristlecone pine. Because of the random component of the Maunder period, prediction of
climate if tied to the Maunder cycle, other than probabilistically, is significantly hindered. For
the mean Maunder period of 269 years the probability is 67 % that a given climatic maximum
lies anywhere between 150 and 388 years.

INTRODUCTION

We have analyzed a composite set of radiocarbon (1*C) records comprising a sequence extending from 7202
BC to 1900 AD together with a reappraisal of the Campito Mt. Bristlecone pine (Pinus longaeva) record
of tree ring growth [La Marche and Harlan 1973). The Bristlecone record has previously been reported to
contain spectral features particularly at ~ 2000 and ~ 200 years correlated with the La Jolla radiocarbon
sequence [Sonett and Suess, 1984]. Moreover, the cross-MEM spectrum of the two records shows non-zero
coherence at these periods with the tree record leading by some 70-80 years [Sonett 1988]. Because this
lag is in gross disagreement with the bomb-derived value between production and inventory of radiocarbon,
we had not in the past strongly emphasized these results since the publication of Sonett and Suess. As it
turns out this lag appears to be consistent with the negative correlation between Maunder minima recorded
by radiocarbon and the Bristlecone pine. That the Bristlecone record shows a cyclicity record with some
similarity to the "Maunder cycles’ of the radiocarbon record but correlated negatively with the radiocarbon
record suggests, presupposing tree growth to vary directly with solar irradiance, that the Sun’s long period
variability is reflected into a climatic replication of the Maunder cycle. The Maunder cycle contains a strong
stochastic (or chaotic) element which explains some of the difficulties encountered in past searches for simple
harmonically related periods in the radiocarbon record.

THE DELTA RADIOCARBON SEQUENCE

The radiocarbon sequence reported here is composed of segments, sometimes overlapping, from records from
Pearson? et [1986], Linick et al [1986], Kromer et al {1986], and Suess and Linick [unpublished]. To make up
a continuous sequence we interleaved all records in ascending time. The composite sequence extends from
7202 BC-1900 AD.
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Fig. 1. Composite AC record (detailed in Table 1) with model 5th order detrend polynomial.

The major trend shown in Fig. 1 is generally attributed to a nearly secular increase in the Earth’s magnetic
field [Buchta 1970; Barton et al 1979; McElhinney and Senenyake 1982; Creer 1988] (and has often been
removed using a sinusoidal function). The recent extension of the chronology clearly shows the secondary
minimum centered at about 6000 BC. This new addition requires a high order (5th) detrender fpr com-
putation of the spectrum. The filtered, splined, and equally spaced A'4C sequence contains the complete
spectrum of variations, including a very long period component identified with the A, ~ 2300 year line.

For the primary matter at hand involving narrow banding the sequence, a numerical filter with Pascal
distributed weights (filtering to ~ 100 years) is used. This is followed by subtraction of a low frequency
version of the sequence obtained by passing the sequence through 99 point Pascal weights with cutoff ~ 1000
years. This yields the multi-hundred year response sequence (Fig. 2) which displays 34 maxima of varying
amplitude; amplitude modulation of the signal has a period of approximately 2300 years, consistent with
the low frequency line in the periodogram. There are a total of 34 radiocarbon maxima in Fig. 2 measured
between positive peaks. Tests using varying thresholds disclosed that essentially all minima were incorporated
into the search routine for the choice used. The maxima are taken to correspond to solar activity (Maunder)
minima [Stuiver and Quay 1981]. Variable amplitudes are attributable to amplitude modulation (AM) of
the signal by the A, ~ 2300 year period. Maxima during the last millennium are much smaller than at
1300 AD. During the historical sunspot Maunder minimum, sunspot activity was zero or very small. If the

1300 AD radiocarbon maximum also infers a sunspot ”zero” then the additional increment of radiocarbon,
over and above what is necessary to explain a sunspot minimum, requires a modification of the atmospheric

inventory with an increase in total carbon dioxide. In short, for radiocarbon increases over and above that
associated with the historical Maunder period a climatically forced atmospheric CO. inventory change is
inferred with radiocarbon a tracer of total carbon though most of this variability appears to be associated
with the ~ 2300 year periodicity.
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BRISTLECONE PINE SEQUENCE AND STATISTICS

The Campito Mt. Bristlecone record (3435 BC-1970 AD) [La Marche and Harlan 1973] from tim-
berline in the White Mts. provides an absolute chronology of growth ring spacing {La Marche
and Harlan 1973; La Marche 1974]. It is too long for efficient computation involving multi-
hundred year periods, so we filtered it first by a 9 weight Pascal filter followed by narrow band-
ing as for the radiocarbon. This sequence shows the same general properties as AC. Ta-
bles 1a and b contain the statistics of the Maunder cycles for both radiocarbon and Bristlecone.

DOMINANT MAUNDER CYCLICITY COMPOSITE A!'* RADIOCARBON SEQUENCE
!
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Fig. 2. A'C narrow banded to emphasize the dominant period characterized by A,, = 269 years. 2300 year
variability can be seen as an amplitude modulation of the sequence peaks; vestigial suggestion of ~ 1000
years is also present; (b) Inset: time sequence for Campito Mt. Bristlecone pine with narrow banding
corresponding to the radiocarbon record of Fig. 1.

THE RADIOCARBON AND TREE RING SPECTRA

Detrended periodograms disclose complex spectra in the multi-hundred year and millennial range of periods
for both sequences. Estimates of spectral line feature periods have been made using the Bayesian estimator
of Bretthorst [1988]. Apparently robust periods are present in the same approximate neighborhood (~ 200
and ~ 2300 years) for both sequences; however the cross MEM spectrum (Sonett and Suess 1984) shows a
more convincing relation between the two sequences.
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Table 1a. Radiocarbon derived Maunder statistics
maxima spacing statistics (years)!

Moment (years) Value (a) Value (b)
Mean period 269
Variance 119
No. maxima 32

1 Based upon a lower search bound of -1 per mil of the heavily filtered data (See Fig. 2)

Table 1b. Bristlecone~derived Maunder statistics

Mean period 166
Variance 88
No. maxima 19

THE VERY LONG RADIOCARBON PERIOD

Both 1°Be and !4C are produced by the CR flux, though production of 1°Be is via atmospheric spallations
and is scavenged from the atmosphere in 2-3 years by attachment to aerosols [Raisbeck et al, 1981. Since
production of *C and !°Be are coeval and !°Be is rapidly stored it serves as an important CR proxy to
radiocarbon. 1°Be exhibits 9-11.4 year variations as well as variability during the Maunder minimum. The
Camp Century/Dome C composite °Be ice core record shows a remarkable though imperfect correlation
inferring that the Maunder cycle is also present in the Be record [Beer and Raisbeck, in press]. The record
of 1°Be is imperfect; evidence for a 2300 year period in the record of this isotope is uncertain at best and
generally lacking. This supports the view that the 2300 year radiocarbon line is of terrestrial origin.

The periodicity of ca. 2300 years is also found in the 680 record in ice cores and foraminifera from ocean
cores (Pestiaux et al, 1987; 1988). Glaciation shows this period as does the Middle Europe oak dendroclimatic
record and Dansgaard et al (1984) report the most prominent period in their Camp Century 6'30 core to
be a line at 2550 years. Early publications of Dansgaard’s group discuss periodicities in the 6§20 record
for the time interval from 1200-2000 AD (Johnsen et al. 1970; Dansgaard et al., 1971). Their chronology
was based on the assumed average accumulation rate of ice, and their power spectrum for this time interval
shows prominent periods at 78 and 181 years. They associate the 78 year period with the Gleissberg sunspot
periodicity. In a longer section of the core going back to about 10,000 years, they obtain a period of 350
years, again using the ice accumulation time scale (ibid., 1971), and at about 45,000 BP ice accumulation
rate years, they find a persistent oscillation with period of ~ 2000 years.

Can the source of the 2300 year period be isolated? It appears to be free of modulation by the ~ 10,000 year
secular trend. If the 2300 year source were extraterrestrial, it should interact non-linearly with the secular
trend since the they are related through Q@ ~ B~9-52 [Elsasser et al 1954]. No such effect has so far been
detected. Moreover an extraterrestrial mechanism should have to be non-linear mechanism to account for
its modulation of the 269 year period. This would not likely be seated in the solar wind which is adiabatic
to both periods. Therefore the solar atmosphere becomes a prime candidate.

On the other hand characteristic deep water residence times for the global oceans range from 1,000 years
for the Atlantic to 2,000 years for the full Atlantic-Pacific circulation [Broecker and Peng 1970; Broecker
and Li 1970). In themselves these delay times by themselves cannot explain the global ocean-atmosphere
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resonance required to drive a 2300 year total CO; cycle, but the times are consistent with such a resonance.
Yiou et al [in press] report periods, primarily Milankovich-derived from deuterium analysis of the Vostok ice
core. It is noteworthy that periods at 4.4, 3.5, 2.7, and 2.4 kyears are detected. Their assignment of these
is to harmonics arising from orbit-climate interactions. Sonett [1985], Sonett and Finney [in press], and
Damon and Sonett [in press] find a 2.3 kyear period in radiocarbon (Damon and Sonett also report vestigial
evidence of an ~ 4 kyear period using the Bretthorst algorithm). It may never be possible to isolate the
2.3 kyear forcing with confidence. If due to orbit-insolation it may still drive global CO, and thus dilution
of radiocarbon. If so a search for an ocean—-atmosphere resonance independently of orbit- insolation may be
meaningless.

CLIMATE AND THE PARTITION OF CARBON

Assuming that the Bristlecone record can be duplicated elsewhere a role for the Sun in climate is inferred; but
it is complicated by the lack of understanding of how correlated bolometric and hydromagnetic mechanisms
can coexist on the Sun. Moreover the bolometric component forces modification of the atmospheric CO,
inventory through mediation of the ocean surface temperature and possibly other effects. The Natl. Academy
[1975] report settles upon a 2.50 C temperature change per doubling of the CO, atmospheric inventory.
Sensitivity studies of temperature vs. CO, are reported, e.g. by Hansen et al [1981] and Lal [1985] and point
out the complications arising from sensitivity of the concentration to reservoir content. The atmospheric CO5
inventory and radiocarbon concentration are jointly determined by CR flux and the terrestrial environment;
partitioning of forcing of the net radiocarbon level between atmospheric dilution and CR production is
uncertain because both the CR flux and terrestrial reservoir exchange are inconstant. A number of the
spectral features found in the radiocarbon model have amplitudes of (O) 2.5 per mil. Using the Houtermans
et al {1973} model for production and reservoir concentration values to establish a qualitative approximation,
a 200 year period in production rate results in an attenuation in atmospheric disturbance ~ 20 times,
depending upon transfer coefficients. Thus the interplanetary peak-peak variation is very approximately 2.5
%. For the 2300 year cycle attenuation is nil. For a steady state (CR addition just equal to decay), the
peak-peak radiocarbon variation is due to dilution; the global CO, variation is 0.5%.

Growth of trees measured by ring width can aid in establishing the thermal chronology for much of the
Holocene but is a complicated function of moisture and air temperature. At high altitude tree growth may
even be directly dependent upon solar irradiance rather than indirectly through air temperature [Fritts
1976]). The Campito Mt. record is from the timberline band which progresses and regresses with time. La
Marche and Mooney [1967] find a timberline retreat of about 120-150 meters in timberline altitude from the
altithermal till now. La Marche [1973] finds a retreat from 2500 BC till 1700 AD at Sheep Mt. (White Mts.)
of about 200 meters suggesting a temperature variation of about 2.1° C based on lapse rate. In support of
this La Marche [1974] finds a significant correlation between the combined central England {Lamb 1980} and
Northern hemisphere [Mitchell 1961] temperature record and White Mt. timberline tree ring width from
800 to 1960 AD. AT ~ 1.5° C vs. AW ~ 0.5 The establishment of a true dendrochronological timberline
thermometer is still to be made, but changes in the timberline Bristlecone ring growth record support a
response primarily seated in temperature. La Marche [1974] discussed temperature-moisture stressing upon
tree physiclogy, suggesting that the Campito Mt. Bristlecone pine timberline sequence records primarily
thermal stressing.

Although the A*C Maunder peaks (Fig. 2) tends to occur at Bristlecone pine minima detailed corre-
spondence is not always good. The tree response is expected to follow solar irradiance closely while the
atmospheric radiocarbon inventory varies approximately as the integrated CR flux which is suppressed by
several decades and is noisy. The radiocarbon record also is likely subject to other forcings which do not
correlate with tree growth. But from an average standpoint, as the radiocarbon peaks correspond to solar
activity minima, their inverse (solar activity maxima) should correlate positively with tree ring thickness
maxima, which is the case. This supports the inference that the trees are responding to aerial temperature
rather than to some exotic forcing and that atmospheric temperature is indeed correlated with long period
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solar activity. Extraction of a time-temperature record for the White Mts. from the tree record is difficult
for two reasons: the uncertain physiology of the Bristlecone, their extreme antiquity, and the ever possibility
that their growth is stressed by other factors than air temperature. The ~ 1000 year "half cycle’ in the
Bristlecone pine record reported by La Marche [1974] (his Fig. 4) also appears in the analysis of this paper.
It corresponds about to the time from the Medieval warm epoch to the present [Lamb, 1982].

SOLAR VARIABILITY

Gough [1988] has reviewed characteristic times for the Sun but no specifically multi-hundred year periods
are identified. It is possible to place global hydromagnetic modes conceptually within a solar context if a
core magnetic field of (O) 1 gauss is admitted [Cowling 1945; Sonett 1982; Levy and Boyer 1982; Moss 1987).
Global solar Alfven wave transit times vary only by about a factor of 10; though estimates are only qualitative
they do suggest the possibility of eigenmodes corresponding to periods of perhaps 100-1000 years. However
the inference that the Maunder cycle is a manifestation of chaotic behavior in the solar dynamo seems more
plausible, e.g. Weiss and Cataneo 1984], though for either source model for the variability the theoretical
foundation is sketchy. Such modes would have to exhibit a significant bolometric connection to account for
the combined radiocarbon and Bristlecone variability. It is hardly a hypothesis but the well-known deficit
in the high energy solar neutrino flux (See Wolfsberg and Kocharov [in press] for review.) does suggest that
understanding of the solar core is still uncertain. Sporadic reports of solar radius variability infer a changes
in solar diameter. Gilliland’s [1981] work shows a maximum in solar diameter ca. 1910 corresponding to a
minimum in solar activity. Moreover his results show a return to maximum in about 70-80 years suggesting
a relation to the Gleissberg period. Ribes et al [in press] review the field including 18th and 19th century
solar observations.

SUMMARY

The Maunder cycle appears throughout the entire 9000 year record of A*C as 34 episodes of increases in
delta radiocarbon corresponding to decreases in interplanetary modulation. The mean period, A,, = 269
years but the variability is large (¢ = 129 years). Corresponding cyclicity exists in the record of tree ring
growth of Bristlecone pines from timberline in the White Mts. of Eastern California over the shorter period
of ~ 5000 years. The tree variations are thought to arise from variability of air temperature though a direct
dependence of growth upon solar irradiance has not been ruled out. The stochastic (or chaotic?) component
in the Maunder period is large, making predictions of a related climate variability probabilistically and highly
uncertain. Though the mean Maunder period is 269 years, the probability is 67 % that a given climatic
maximum lies anywhere between 150 and 388 years. But the maxima are mediated by the 2300 year period
which has a very different phase relation between inventory and source function than does the 269 year
period. Indeed it may not be possible to assess phase in a fully meaningful way because of the extreme
jitter in the Maunder cycle. Since both hydromagnetic (CR modulation by the solar wind) and bolometric
(irradiance) variability may be correlated, our conjecture is that the solar dynamo displays chaotic behavior,
though whether this will be supported by further work is uncertaion.
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TRENDS IN SOLAR VARIABILITY

Robert Jastrow
Dartmouth College

and

Sallie Baliunas
Harvard-Smithsonian Center for Astrophysics and Dartmouth College

Radiocarbon (A C-14) records suggest a 200-year periodicity in solar activity in the last
millennium. We have examined the Carbon-14 record going back 8 millennia for this and other
periodicities. The computation differs from that in most previous work in its use of techniques
developed for unevenly spaced sampling without rebinning the data to equally spaced intervals. A
variation with a 200-year period is a strong feature of the Carbon-14 record going back several
millennia. Periodicities that appear to be significant will be listed and their physical interpretation
discussed.
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THE PROGRAM ON RADIATIVE INPUTS OF THE SUN TO THE EARTH (RISE)

Peter V. Foukal
Cambridge Res. and Inst. Inc.
21 Erie St.
Cambridge, MA 02139

General concerns about changes in the Earth's climate and in the ozone layer have increased the
importance of measuring and understanding variations in the sun's radiative outputs. These
outputs appear, for instance, at the top of the list of global change forcing agents in the recent
FY90 document on the U.S. Global Change Program. Significant advances have been made over
the past decade in radiometry of the total solar irradiance. Photometry of light vanations in stars
similar to the sun, but much younger, is providing new insights into the sun's variations in
luminosity and UV radiation at previous epochs of interest to paleoclimate studies. Measurement
of the sun's 11-year output variability in the ultraviolet and extreme ultraviolet still posses a
challenge of great importance. All of these topics are addressed by the Program on Radiative
Inputs of the Sun to Earth.

RISE is a 5-year program of observations, data analysis, and theory, that has been defined at two
workshops held in Boulder, Colorado in November 1987, and in Tuczon, Arizona in October
1989. These meetings involved about 60 solar and atmospheric physicists, and stellar
astronomers. A proceedings of the 1987 workshop was issued in early 1988. A substantial
component of the program, consisting of ground-based observations, data analysis, and theory, is
directed at the National Science Foundation and the program is seeking a FY92 funding start at the
NSF. RISE also makes recommendations on measurements required from NASA and NOAA
satellites. A document describing the RISE program background and recommendations is now
available from the chairman of the steering committee, P. Foukal. Questions from prospective
participants are encouraged.
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SOLAR ASTRONOMY DATA BASE: Packaged Information on Diskette

John A. McKinnon
National Geophysical Data Center
Boulder, Colorado 80303 USA

In its role as a library, the National Geo-
physical Data Center has transferred to dis-
kette a collection of small, digital files of
routinely measured solar indices for use on
an IBM-compatible desktop computer. Re-
cording these observations on diskette, al-
lows us to distribute specialized information
to researchers with a wide range of expertise
in computer science and solar astronomy.

We made every data set self-contained by in-
cluding formats, extraction utilities, and
plain-language descriptive text. Moreover,
for several archives, two versions of the ob-
servations are provided—one suitable for
display, the other for analysis with popular
software packages. Since the files contain
no control characters, each one can be modi-
fied with any text editor.

Table 1. Selected solar and geophysical data on diskette. Nearly all tabulated values pub-
lished monthly in Solar-Geophysical Data are available on sets of IBM-compatible diskettes.
We partitioned each archive into a family of files that contain short, chronologically sorted
records for either 1 month or a year. Except in two cases, these files are not images of tables
published earlier.

*Notation under "Gaps" heading: bold =preliminary; underline =partial; plain=missing.

Diskette versions of familiar solar data sets cannot banish all the computer demons of the
past. But for small archives they do offer more than a 100-fold increase in convenience over
magnetic tapes. To obtain more information about our products, contact the National Geo-
physical Data Center, Mail Code E/GC2, 325 Broadway, Boulder, Colorado 80303 USA.
Phone (303) 497-6346, FAX (303) 497-6513, SPAN 9555::HCOFFEY.
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NOAA/TIROS AND GOES OBSERVATIONS OF GALACTIC AND SOLAR
COSMIC RAYS OVER A SOLAR CYCLE

Herbert H. Sauer

NOAA Space Environment Laboratory
Boulder Colorado 80303

ABSTRACT

Correlations between solar activity and atmospheric processes have been investigated for more
than 30 years, and the reality of the strong correlations found has been well accepted. However, it
remains problematic to establish mechanisms capable of coupling the physical manifestations of
solar variability to the lower atmosphere. There has been to date a lack of long-term satellite mea-
surements of particles of sufficient energy to penetrate the Earth’s atmosphere. The NOAA Space
Environment Laboratory has maintained energetic particle detectors on board both the NOAA/
TIROS and GOES series of satellites. These instruments monitor the flux of energetic protons to
energies greater than about 800 MeV. Measurement of particles above 350 MeV began October
1978, and continue to date. The instruments are briefly described, along with the current program
to reduce the data. The goal is to provide a data base that will help to assess the significance of
variations of atmospheric and ionospheric properties due to energetic particle precipitation.

INTRODUCTION

Many authors have proposed cosmic rays and their variations as the mediator or carrier of solar
variability since Ney ! examined the relationship between cosmic rays and the weather in 1959. The
suggestion is attractive because there have been established correlations of atmospheric phenome-
na and cosmic ray variations on time scales ranging from days, through solar cycles, to centuries.2:3
Recent studies by Labitzke 4 and Labitzke and van Loon, 3> demonstrating the solar cycle relation-
ship of northern hemisphere stratospheric temperatures and pressures that depend on the phase of
quasi-biennial oscillation of the equatorial stratospheric winds, have served to stimulate inquiry in
this area. In a recent paper, Tinsley et al. 6 address the hypothesis that cosmic rays and solar ener-
getic particles of energy 100 to 1000 MeV are the principal mediators of solar variability. They con-
clude that the hypothesis is supported on at least two grounds: first, the mentioned close correla-
tions on all three time scales (days, solar cycle, and century), and secondly, that opposite
tropospheric responses are observed for Forbush decreases as for solar flare responses. They fur-
ther note the lack of appropriate long-term measurements over this energy range. It is the purpose
of this note to present the development of a data base of observations over this energy range ex-
tending back to 1978.

DATA RESOURCES

The Space Environment Laboratory (SEL) of the National Oceanic and Atmospheric Administra-
tion (NOAA) maintains monitoring instruments aboard both the GOES series of geosynchronous
orbiting satellites, and the NOAA/TIROS series of low-altitude, Sun-synchronous, polar-orbiting
satellites.

The Space Environment Monitor (SEM) package on the GOES satellites is comprised of three sen-

sor assemblies: the X-Ray Sensor (XRS) which measures the whole-Sun X-Ray emission between
.5and 8 Angstrom, a Magnetometer assembly which measures the local vector magnetic field, and
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the Energetic Particle Sensor (EPS) which measures the energetic particle population at geosta-
tionary orbit. The EPS consists of several silicon detector assemblies which initially covered the
range from .6 MeV to several hundred MeV. Beginning with GOES-4 in 1982, a Cerenkov Tele-
scope called the High Energy Proton and Alpha Detector (HEPAD), was added. However, satellite
and instrument failures prevented HEPAD data acquisition until the launch of GOES-6 in 1983.
The HEPAD measures protons in an energy range from about 370 to greater than 800 MeV, and
with less certainty, alpha particles in the range from about 600 to greater than 850 MeV/nucleon.
The half angle acceptance cone of the HEPAD is 34°, with a geometric factor of about .9 cm Zsr.
The GOES spacecraft are spinning at about 100 rpm, with their rotation axis approximately parallel
to the Earth’. Since the HEPAD looks out orthoganally to the rotation axis and the spin rate is much
higher than the data accumulation rate (4 s.), it represents a reasonably omnidirectional detector,
covering the equatorial half of the unit sphere.

The energetic particle instruments of the NOAA/TIROS series also consist of scveral detector as-
semblics: the Total Energy Detector (TED) measures the differential and total energy flux of .3 to
20 keV electrons and protons, the Energetic Particle Sensor (EPS) assembly contains independent
particle telescopes separately covering the range from >30 to >300 keV for electrons and the
range of 30 keV to > 2.5 McV for protons, and a set of large aperture silicon detectors for the
energy range of > 16 MeV to >80 MeV. Further, the TIROS-N and NOAA-6 satellites EPS also
contain a HEPAD that is nominally identical to that of the GOES (EPS), except that it looks radially
outward from the Earth. These instruments have been described by Seale and Bushnell 7. A brief
summary of the data coverage of these instruments is given in Table I.

Data from these instruments are received by the SELs Space Environment Services Center in real
or near-real time, and a synopsis of some of the data is provided in the SESC weekly publication,
Preliminary Report and Forecast of Solar Geophysical Data. More complete data sets are archived

Table 1
Summary Energetic Particle Data Description

GOES EPS

Protons: 7 Differcntial energy channels 0.6 < E < 500 MeV

Alphas: 6 Diffcrential energy channels 3.8 < E < 500 MeV

Electrons: 1 Integral channel E > 2MeV
NOAA/TIROS TED

Protons: 11 Differcntial energy channels 30 < E < 20keV

Electrons: 3 Integral electron channels 30 < E < 20keV
NOAA/TIROS MEPED

Protons: 8 Differential energy channels .03 < E < 215MeV

Elcctrons: 11 Differential energy channels >30, >100, >300 keV

HEPAD (Common to the GOES-6, TIROS-N, and NOAA-6 satellites)

Protons: 3 Differential channels 370 < E < 800 MeV
1 Integral channel E > 800 MeV

Alphas: 1 Differential channel 600 < E < 800 MeV/n
1 Integral channel E > 800 MeV/n
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with the National Geophysical Data Center, Boulder, Colorado for dissemination to the scientific
community.

Satellite observation of energetic protons up to the order of 100 MeV have been available from the
GOES scnsors and from a number of other satellite data sets for a number of years. For example.
Armstrong ct al.8 have presented a useful survey of interplanetary cosmic ray integral fluxes for
the ycars 1963-1982, up to E >60 MeV. But corresponding long-term observations in the encrgy
range encompassing those of solar cosmic ray ground-level events has been lacking. The HEPAD
data emphasized here had not previously been available, and represent an extended data source in
an cnergy regime of meteorological significance. Figure 1illustrates the principal proton data avail-
ability from the sensors aboard the GOES and NOAA/TIROS satellites since the beginning of
HEPAD data acquisition in November 1978.

DISCUSSION

Most studies concerning the relationship of galactic and solar energetic particles to atmospheric
dynamics, chemistry, and metcorological phenomena have relied primarily upon data from Neu-
tron Monitors. Such detectors have provided the only long-term monitoring of the Galactic Cosmic
Ray flux, and its sporadic admixture of encrgetic solar particles. Unfortunately, Neutron Monitors
principally monitor the energy range between 1 and 10 GeV and further represent relatively small
angle detectors because of atmospheric collimation and geomagnetic field effects. Their calculated
asymptotic cones of acceptance can be as small as 10°. 9 Neutron Monitor measurements represent
a surrogate for the ncar-Earth energetic particle populations and their spectra in the energy range
of 100-1000 McV, the energy range most responsible for the ionization andits variation in the lower
stratospherc and troposphere. 10 The GOES and NOAA/TIROS, for the first time, provides a con-
sistent data basc over this important energy range for the order of a solar cycle.

GOES-6 data for the geophysically active period from July through December 1989 have been re-
duced. In Figure 2, the hourly averages of the GOES-6 measurements of the integral fluxes > 370
MeV and >800 MeV arc compared to hourly pressure-corrected ncutron monitor relative count
rates from Deep River (Lat. 46.1° ; W. Long. 77.5° ; Cutoff = .6 GV) (National Geophysical Data
Center, 1990), and Apatity (Lat. 67.3° ; E. Long. 33.2° ; Cutoff = 1.02 GV) (personal communica-
tion: M. A. Shca, 1990), for the period July 1 to December 31, 1990. Note that factor of 2-3 increases
in the >370 MeV fluxes occurring on April 25 (Day 206), August 13 (Day 225), and November 15
(Day 319) are just discernable at Deep River or Apatity. These events represent a significant varia-
tion to tropospheric ionization rates. The hardest event of this period occurred on September 29
and 30 (Days 272,3), and it was reported 11 that this was the first time the red warning light of the
Concorde SST dose-rate monitor had lit, indicating a rate in excess of 10 mrem/hr. There were
seven Concorde flights on that day between Paris 11 or London 12 and the U.S. all of which reported
total doses in excess of background levels.

Figure 3 comparcs the hourly neutron monitor rates as before for Deep River and Apatity with
S-minute averaged values of the >370 MeV and > 800 MeV integral fluxes measured by GOES-6
on September 29 and 30, 1989. Additionally, the heavy dots on the lower panel ( > 800 MeV)denote
the total doses reported from the dosimeters carried on the above-referenced Concorde flights on
September 29. Their nominal flight altitude is about 59,000 ft (18 km, the upper troposphere).
While it is fortuitous that the magnitude of the dosages approximate the >800 MeV flux, it is not
fortuitous that the time profiles should be reasonably congruent. As noted previously, the ioniza-
tion and its variation at troposphcric heights is dominated by the particle fluxes in the 100-1000
MeV energy range. It is concluded that the GOES and NOAA/TIROS instruments, particularly
with the inclusion of the HEPAD, for the first time provides an appropriate record of galactic and
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solar energetic particle fluxes and their variation to more critically examine the variation of ioniza-
tion of the lower atmosphere, and its relationship to the chemical, electrical and meteorological
dynamics of Earth’s atmosphere.
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Figure 2. Hourly normalized data averages of the Deep River and Apatity Neutron Monitors with
the corresponding hourly averages of the >370 MeV and > 800 MeV integral proton fluxes (pro-
tons/cm? s sr) measured by the GOES-6 HEPAD for the period July 1 to December 31, 1989.
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Figure 3. Hourly normalized data averages of the Deep River and Apatity Neutron Monitors with
the corresponding 5-minute averages of the >370 MeV and > 800 MeV integral proton fluxes (pro-
tons/cm? s sr) measured by the GOES-6 HEPAD for the solar cosmic ray event of September 29
and 30, 1989, The heavy dots in the figure indicate the total dose (mrem) measured by the Concorde
SST’s flights on September 29 (see text).
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DYNAMIC POWER SPECTRAL ANALYSIS OF SOLAR MEASUREMENTS
FROM PHOTOSPHERIC, CHROMOSPHERIC, AND CORONAL SOURCES

S.D. Bouwer, J. Pap, R.F. Donnelly

CIRES, University of Colorado / NOAA, Space Environment Laboratory
Mail code R/E/SE, 325 Broadway, Boulder CO 80303, USA

ABSTRACT

An important aspect in the power spectral analysis of solar variability is the quasistationary and
quasiperiodic nature of solar periodicities. In other words, the frequency, phase, and amplitude
of solar periodicities vary on time scales ranging from active region lifetimes to solar cycle time
scales. In this study we employ a dynamic, or running, power spectral density analysis to de-
termine many periodicities and their time-varying nature in the projected area of active sunspot
groups (Sqct) , the SMM/ACRIM total solar irradiance (S) , the Nimbus-7 MglI center-to-wing
ratio (R(Mgll_,,)) , the Ottawa 10.7 cmn flux (Fio.7) , and the GOES background X-ray flux
(Xp) for the maximum, descending, and minimum portions of solar cycle 21 (i.e., 1980-1986).
This technique dramatically illustrates several previously unrecognized periodicities. For exam-
ple, a relatively stable period at about 51 days has been found in those indices which are related
to emerging magnetic fields. The majority of solar periodicities, particularly around 27, 150 and
300 days, are quasiperiodic because they vary in amplitude and frequency throughout the solar
cycle. Finally, it is shown that there are clear differences between the power spectral densities of
solar measurements from photospheric, chromospheric, and coronal sources.

INTRODUCTION

A frequently overlooked aspect in the time series analysis of solar data is that the data are
not stationary. A process is generally considered nonstationary if the mmean and autocorrelation
suddenly changes over time. Bouwer! has shown that nonstationarity is particularly true of
coronal measurements. As active regions emerge and decay, they generally persist with strong
emissions for as long as eight solar rotations. Donnelly et al.>”*> have shown that chromospheric
emissions persist longer than coronal emissions. The formation of active regions may occur at
different solar latitudes and longitudes which affect both the observed phases and rotation rates.
At best, solar time series can be considered quasistationary; i.e., the mean and autocorrelation
are either slowly varying, or suddenly changing at the beginning of a new episode of major
active region development and remaining relatively constant for the lifetime of the active region
complex. The net result in solar time series measurements of these non-random, sudden changes
in the frequency and amplitude of solar periodicities is a quasiperiodic time series, i.e., apparent
periodicities whose amplitudes come and go over active region lifetimes, and which are modulated
in frequency.

The emphasis here in the power spectral analysis is on the quasiperiodic nature of solar variations;
consequently we employ a running power spectral density analysis discussed by Bath*, referred
to here simply as a dynamic power spectra. By moving a power spectral density transform
through the autocorrelation of the time series data, we illustrate the time-varying characteristics
of photospheric, chromospheric, and coronal periodicities on short and intermediate time scales
from about twelve days to about a year.
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In an analysis technique introduced by Lean and Repoff®, the basic power spectrum employed
here is done without interpolating the original data . Briefly, the power spectrum is calculated by
first detrending the time series using an n*® — order polynomial to remove the solar cycle. Next
the autocorrelation is calculated, tapering the tail of the autocorrelated data to remove spurious
sidelobes. The tapering is done in this analysis using a Tukey-Hanning window (a cosine weighing
function) starting at lag 205 days. The power spectral density is then calculated by performing a
fast Fourier transform on the autocorrelated data. In the figures that follow, the power spectrum
is reported as the percent of total power at each frequency.

A dynamic power spectra of solar time series data is calculated here by computing the power
spectral density for a relatively short time window (e.g., 1024 days), then successively stepping
the window through time (e.g., 27 days) on the autocorrelated data. By then contouring the power
found as a function of frequency and time using a triangulation algorithm, an overall picture of
how the power spectral density changes over time can be clearly visualized. Because this form of
spectral analysis is exploratory, i.e., looking for overall patterns in solar variability, estimates of
statistical significance are not calculated. Test cases of known spectral characteristics were used
to confirm the overall correctness of the analysis procedures, determine noise estimates, and to
find the approximate temporal resolution of the running transform. The running transform is
capable of detecting a change in frequency or amplitude within a lag of about 250 days, depending
on the relative amplitude of the change. Since an 4'** — order polynomial is used to detrend the
data for the solar cycle variations and because of the relatively short time windows used in the
Fourier transforms, periods in excess of 256 days are not well determined. Furthermore, because
the frequency resolution of a Fourier transform is determined by the length of the time series, the
frequency resolution at short-term periods (i.e., 16 to 48 days) corresponds to slightly less than
a one day difference in period.

Photospheric solar variability is represented in this study with both S and S, , although Smith
and Gottlieb® have shown that roughly one-third the total solar irradiance variation comes from
UV sources primarily chromospheric in origin, and the majority of the remainder from photo-
spheric sources. Projected areas of active sunspot groups, which are defined by Pap” as being as-
sociated with emerging magnetic fields and are classified as newly formed and developing sunspot
groups with gamma or delta magnetic configurations, are considered a better photospheric index
than § in this study.

Chromospheric solar variability is represented here using R(MglI_,,) . Based on Nimbus-7 satel-

lite UV measurements, the R(Mgll /) index was developed by Heath and Schlesinger® as a
relative photometric measure, and as a result it is relatively insensitive to long-term instrumental
degradation problems. Tobiska and Bouwer® demonstrate that Fyg; shows both chromospheric
and coronal components in its total flux. Wagner!® presents X}, flux that represents coronal
sources above 3 x 10® °K, where the sources come from the closed magnetic flux loops associated
with active regions. All data reported here are from a terrestrial viewpoint (resulting in synodic
rotation rates) at one astronomical unit (AU).

c/w

RESULTS

In Figure 1 we show the five measurements representing: (1) The hot corona using a background
X-ray index (i.e., effects of flares are reduced). (2) A combination of the chromosphere, transition
region, and corona using the Ottawa 10.7 cm flux Fyo.7 , (3) Chromospheric flux using the Nimbus-
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7 UV index R(Mgll, ) , (4) Mostly photospheric irradiance using SMM/ACRIM total irradiance

S . and (5) Emerging magnetic flux using the projected area of active sunspots Sqe¢ -

Also shown in the Figure 1 time series as a dashed line is the 4" — order polynomial used to
remove the long-term solar cycle variation before calculating the power spectrum. To a first-order
approximation, the five time series show similar solar cycle and intermediate-term characteristics.
Most important are the intermediate-term variations; all the time series show major episodes
of active region evolution lasting about 6-12 solar rotations that have nearly concurrent local
minima, particularly during 1981 to 1984. However, the relative persistence of active regions
and solar rotational effects differ significantly between the time series, and since the amplitude of
these variations are generally about as large as the intermediate variations, a new analysis that
accounts for the quasiperiodic nature of the time series is needed to meaningfully distinguish the
differences.
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Figure 1. Time series from: (a) GOES Background flux Xj , representing coronal sources, (b) Ottawa 10.7 cm flux
Fio.7 representing both chromospheric and coronal sources (¢) Nimbus-7 R(Mgll,,,) representing chromospheric
sources, (d) SMM Total solar irradiance S representing mostly photospheric sources, and (e) Projected area of
active sunspots Sa , representing emerging magnetic fields. All time series are from a terrestrial viewpoint at 1
AU. Also shown as a dashed line is the 4'" — order polynomial used to detrend the time series in the subsequent
spectral analysis.

The dynamic power spectra calculated from the time series in Figure 1 are shown in Figure 2 as
contour diagrams. As the transform is stepped through the autocorrelated data, the date at the
center of the transform is calculated and displayed on the left axis. The ordinate is shortened to
the length of the time series in which the running transform can detect a change. The synodic
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period in days is shown on the bottom axis, and the equivalent frequency in microhertz is shown
on the top axis. Fach horizontal slice represents a simple power spectrum of power as a function
of {requency. In effect, each plot of power as a function of time and frequency is visually much
like the elevation data of a mountainous contour map. The highest “peaks” of the mountains
in Figure 2 have been truncated by about 0.5% (except S, which was truncated 0.3% from the
maximum) below the maximum to make the figure more readable by highlighting the peaks. 1t is
important to note that much of the fine details in the contour diagrams are due to the combined
effects of “noisy” data and the limitations of the power spectral analysis and contouring algorithm.
Nevertheless, the overall patterns are accurate and are the important results of this study.
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Figure 2. Dynamic power spectra of: (a) Background X-ray X; , (b) Ottawa 10.7 cm flux Fyo.7 , (¢) Nimbus-7
R(Mgll;, ) , and the SMM total solar irradiance S . The ordinate shows the center date of the running time
window, which can detect a change in the time series to within about a 250-day lag. Power is indicated as the
percent of total power, and spectral noise is estimated to be 0.25% of total power. For (a), the contour lines start
at 0.50 and proceed to a 4.1 maximum, in 0.60 intervals. For (b), the contour lines start at 0.50 and proceed
to & 6.5 maximum in 1.0 intervals. For (c) the contour lines start at 0.50 and proceed to a 5.3 maximum in 0.8
intervals. Finally, for (d) the contours start at 0.25 and proceed to 1.66 in 0.28 intervals. To increase readability
by highlighting peaks, power above the maximum minus 0.5 was truncated, except for (d) in which 0.3 was used

to truncate the higher peaks. The time window step for (a) was 28 days, for (b) and (c) 27 days, and for (d) 25
days. .

An important consideration in dynamic power spectra is how to determine the step to move the
window through the time series. For the autocorrelation algorithm used in this study, which was
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selected for its ability to ignore missing data, moving the running window at a time step other than
the period of interest (or it’s harmonics and subharmonics) will cause the power spectral density
to show a periodicity of varying frequency. This effect is due to the loss of phase information in
the autocorrelation algorithm employed here. An example of this can be seen in X, of Figure 2, in
which the 153-day period shows “islands” of power with a slope from the vertical. If the running
window is stepped at 153 days, the contour diagram will show a single vertical island of power
in the contour diagram. To reduce this effect, the running window was stepped in time at the
number of days most near the rotational period that produced the maximum frequency stability.
Hence the step sizes range from 25-28 days. However, there are a number of examples (some not
shown here) in which no window step choice will straighten out a particular periodicity. In Figure
2, the weak periods between 16 to 18 days in S are such a case: the slope changes too much to be
due to the spectral analysis. Other examples can be found near 27 days in R(MgIIc/W) and Fio7 ,
in which there appears to be a gradual frequency modulation at sidebands of the 27-day periods.
To better determine the frequency stability, an alternative technique should be employed.

A curious result of changing the step size of the running window to achieve maximum frequency
stability is the resultant variation in the window step as a function of solar height. If we assuine
that the apparent synodic rotation rate corresponds to the running window step of maximum
frequency stability, then the magnetic and photospheric sources S, and S rotate at 25 days, the
chromospheric R(MglI, /w) and Fjo.7 at 27 days, and the coronal X; at 28 days. This result is

12

consistent with numerous earlier results (see for example El-Raey and Scherrer!!, Gilman!2, and

Howard!?).

The contour diagrams of the dynamic power spectra in Figure 2 demonstrate the quasiperiodic
nature of solar variability. This is seen by observing that in Figure 2 many periodicities have
amplitudes that are present for only a portion of the time series. For example, the roughly 300-
day period in S almost completely disappears near solar minimum, and the 51-day period in X} ,
Fio.7 , and R(MgII_ /w) is only present during solar maximum. Close inspection will show other
instances. In a separate study by Pap et al.14, it is also shown that there are dramatic differences
in the power spectra of all solar indices determined during the ascending and descending portions
of the solar cycle.

An interesting feature in Figure 2 is the wide range of periodicities in X} from 25 to about 36
days, and to a lesser extent the 16 to 25-day periods. Because of the square waveform shape of
an X-ray source caused by the rotation of the major sources across the visible disk in an optically
thin solar atmosphere (see for example, Donnelly!?), a broad fundamental frequency and many of
its harmonics and subharmonics will appear in the power spectra. This effect of a non-sinusoidal
waveform shape due to the rotation of a source, terrestrial viewing angle, and limb darkening
effects can also clearly be seen in § and S, , and to a lesser extent Fyp 7 . Since the rotational
amplitude in R(Mgll_,, ) in more sinusoidal in its waveform shape due to the center-to-limb
variation, the odd harmonics of the 27-day period are not visible in Figure 2. A second effect that
may cause a broad range of periodicities around 36 days may be due to some as yet undetermined
physical cause.

Another interesting feature in Figure 2 is the 150 to 155-day period that is dominant in X for
the duration of the time series. This period is also strong in Fyg.7 during the descending portion
of the cycle, but is replaced by a 300-day period during solar minimum. Note that the 150 to
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155-day period is only weakly present in S during solar maximum and nearly non-existent in
R(Mgll /) . In contrast, consider the relatively simple dynamic spectra in R(Mgll.,,,) : only
the 27-day and 300 to 310-day periods dominate the contour diagram. Also note how Fyy 7 show
characteristics of both X and R(MglI, ) .

S produces ill-resolved power mostly around a 300-day period, with a broad range of relatively
weak power from about 36 to 64 days, and from about 80 to 150 days. There are a number of
stable periods very near 51 days, and to a lesser extent near 25 days. Actually, the power seems to
appear in S at narrow sidebands of the 51 and 25-day periods, and the nearly vertical lines in the
contour plots suggest constant frequency stability. Note that since power is calculated in Figure
2 as the percent of total power at a particular frequency, the result is that power near 51 and 25
days is enhanced with respect to the intermediate-term variations during solar minimum. Also
recall sunspot blocking effects and faculae are competing effects on S , resulting in complicated
power at sidebands of the 27-days rotational period, as discussed by Foukal and Lean!®. The
somewhat random longitudinal appearance of sunspot blocking effects and lack of persisience of
these effects (typically less than two solar rotations), could also produce unusual periodicities in

S.
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Figure 3. Enlarged dynamic power spectra of active sunspots Sa using a running 1024-day window, stepped by

every 25 days, and enlarging the bottom scale to more clearly show shorter periods. Contours start at 0.50 and
proceed to a maximum of 3.00 in 0.50 intervals, and power above 0.5 of the maximum was truncated.
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In order to more closely examine the source of the b1-day period and it’s harmonics, Sg¢ is shown
in Figure 3 for periods down to 8 days, and for a slightly longer time series than indicated in
Figure 1. By using an active sunspot index, we are in effect looking down the magnetic field lines
of emerging magnetic flux to deep sub-photospheric layers. Clearly, the 51-day period persists
with the most power and stability for the duration of the time series. The 25-day period is
strong, but weakens in power during solar minimum when only a few sunspots are formed. The
12.5-day period is present, but with weak amplitude. The unstable periodicities around 150 days
slowly show more power near 300 days during solar minimum. Note the periods near 13.7 days:
these are not harmonics of the 27-day period, but represent the fact that active regions tend to be
distributed about 180 degrees in solar longitude, as suggested by Donnelly et al..}™ It is important
to note that a similar analysis of the projected area of passive sunspot groups (not shown here)
yields a distinctly different dynamic power spectra: The majority of power can be found in passive
sunspot periodicities around 27, 32-36, and 150-300 days. Clearly S,.; and S demonstrate that
emerging magnetic fields dominate photospheric time series measurements, and that a 51-day
period of stable frequency is the fundamental period.

CONCLUSIONS

Power spectral density as a function of the solar cycle phase shows major differences between
the solar source regions described here as photospheric, chromospheric, and coronal. There is
compelling evidence to suggest the quasiperiodic nature of solar periodicities at solar rotation
and active region evolution time scales. Remarkable is the stability in frequency of periodicities
related to new emerging magnetic structures.

The period found in the data analyzed in this study that is most stationary in frequency and
amplitude is the 51-day period in S,c¢ and S . This is a most unexpected and unexplained
result: When one considers that at any particular time some number of sunspots distributed in
solar longitude and at various stages of evolution all exhibit roughly the same characteristics of
amplitude and frequency, then one is inclined to at least suggest that some process is affecting
all new sunspots in exactly the same fashion. Since the 51-day period has more power in S and
Sact than short or intermediate periodicities, and because the 51-day period is sometimes present
when 150-300 day periods are not, we know that it is not simply a sub-harmonic of solar rotation
or a harmonic of intermediate-term periodicities. Part of the reason the 51-day period is so well
resolved is because it lies in a portion of the frequency grid that is well isolated from the interfering
effects of the adjacent 27-day and 150-day periods. If the 51-day period were intermittently
present in the time series, then it’s relative power would be severely diminished and it’s spectral
peak very broad in frequency, and this is not the case in the measurements except during solar
minimum. While a number of authors have reported the 51-day period before, Bail® emphasized
its importance in major flare occurrences, which are related to emerging magnetic structures.

The chromospheric observations seem to be dominated by an undetermined convective process
on the order of 300 days modulating UV flux. The high-temperature portions of the corona are
dominated by an approximately 150-day period, and emerging magnetic fields show equally strong
periods at 51 and 150 days. Lean and Brueckner!?® discuss the characteristics of magnetic flux with
associated with the 155-day periods, observing the period in sunspot blocking but not seeing it
in plages. The dynamic spectral analysis in this study with respect to the 51-day period suggests
that emerging magnetic flux has a major effect on photospheric flux, barely effects chromospheric
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flux, and has a moderate effect on coronal flux at high temperatures (e.g., 3 x 10® °K).

Finally, the effectiveness of dynamic spectral analysis in describing solar variability sheds a new
light on more traditional periodicity analysis techniques. The sun is far too complex of an
oscillator to attempt to characterize it’s variability with a single index or analysis technique. The
fundamental assumption that needs to be challenged in many forms of statistical analysis of solar
variability is the stationary presupposition: the mean, standard deviation, and autocorrelation of
solar data often are not constant in time, and this may effect the interpretation of results derived
from linear statistical techniques that assume stationarity.
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COMPARISON OF SOLAR AND OTHER INFLUENCES ON LONG-TERM CLIMATE"

James E. Hansen, Andrew A. Lacis and Reto A. Ruedy
Goddard Institute for Space Studies, 2880 Broadway, New York, NY 10025

In this paper I first show examples of climate variability and discuss unforced climate fluctuations, as evidenced in both
model simulations and observations. I then compare different global climate forcings, a comparison which by itself has
significant implications. Finally, I discuss a new climate simulation for the 19808 and 1990s which incorporates the principal
known global climate forcings. The results indicate a likelihood of rapid global warming in the early 1990s.

1. INTRODUCTION

I got a little worried yesterday afternoon when I
started to think about what talk I could give today.
I had brought a pile of viewgraphs from my office,
thinking that I would be able to select several to
make a decent talk — with the idea of comparing
possible solar-forced climate change with climate
change due to other forcings, and comparing all of
these with unforced climate fluctuations. That may
sound o.k., but when I looked at my viewgraphs,
they seemed pretty dull to me.

However, after thinking about them awhile, I
realized that they lead to a remarkable conclusion,
one with political and social implications. And,
surprisingly, the result derives, in part, from the
little one-tenth of one percent change in the solar
irradiance measured by Dick Willson, which is
usually dismissed as of no climatic importance.

So if you stick it through, you may find the
conclusion interesting. I can’t guarantee that I will
convince you of the conclusion. But I'm pretty sure
that it is right. In fact, if you disagree with it, I
would be happy to make a friendly little wager—one
which much of the community apparently believes to
be very improbable, so perhaps it’s a good chance for
you to take my money.

2. OBSERVED CLIMATE VARIABILITY

The first viewgraph (Fig. 1) shows temperature
variations over the past 160,000 years, as inferred
from isotopes in an ice core from Antarctica. The
temperature thus refers to this specific region, at the
level in the atmosphere where the snow formed.

A smoothed estimate of global temperature over
the same period is shown in Figure 2. Global
temperature fluctuates on this time scale by about 5C

*This paper is the talk given by one of us (JEH) at the conference
Climate Impact of Solar Variability, NASA Goddard Space Flight
Center, Greenbelt, Maryland, April 25, 1990, with two added
explanatory notes.
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Fig. 1. Atmospheric CO, and temperature change in the past
160,000 years as inferred from Soviet/French Vostok Antarctic ice
core. Twentieth century data points are based on Keeling's
measurements.

between the interglacial periods and the depths of
the glacial periods. Similar oscillations of global
temperature have occurred many times over the past
few million years.

These glacial to interglacial climate fluctuations
appear to be related to a certain type of solar
variation the seasonal and geographical
redistribution of insolation caused by changes in the
Earth’s orbital elements (the eccentricity of the orbit,
the tilt of the spin axis, and the season of periapsis).
Specifically, a high correlation is found between the
climate changes and the changes of the Earth orbital
elements, and thus the latter are called the
“pacemakers of the ice ages.”

However, the orbital changes by themselves
cause very little net heating or cooling averaged over
the year and over the planet. The mechanisms which
maintain the global temperature can be investigated
by examining the glacial to interglacial change of the
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Fig. 2. Smoothed estimate of global temperature change over the past 150,000 years, and a projection assuming continued rapid growth

of greenhouse gases.

planetary radiation balance. It turns out that the
principal factors maintaining the ice age cold were,
(1) the increased area of ice sheets and snow, which
reflected sunlight to space, (2) decreased amounts of
atmospheric carbon dioxide and methane, which re-
duced the greenhouse effect, and (3) increased
amounts of aerosols and dust, which also reflected
sunlight.

Most likely, these mechanisms were feedbacks,
that is processes which amplified a tendency for
climate change driven by the earth orbital elements
or other factors. Indeed, although the fluctuations
appear to be almost synchronous (Fig. 1), the carbon
dioxide change usually lags slightly behind the
temperature change, as expected for a feedback.

Figure 3 shows global temperature on the 100
year time scale, based on the network of
meteorological stations. There are several issues
about this record, especially (1) whether the station
coverage is adequate to estimate global trends, and
(2) whether the station records contain systematic
biases, such as urban warming. The error due to
incomplete spatial coverage can be estimated quite
well from knowledge of spatial and temporal vari-
ability of temperature and has been shown to be
reasonably small, as indicated by the error bars
(Fig. 3). Urban effects on the global temperature
change have been estimated in several different ways
and found to be not larger than 0.1-0.2C.

It is apparent that over the full century there is
a substantial warming trend. However, within that
period there are intervals of cooling, most notably
the cooling trend from about 1940 to 1970. There
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are also year to year fluctuations as large as a few
tenths of a degree. Within the 1980s the maxima in
1983 and 1987-88 are associated with major El
Ninos, as evidenced by the spatial pattern of the
warming.

Note that there is no significant trend of global
temperature within the 1980s. Recently great
publicity was given to an apparently surprising
result: “satellites find no warming in the 1980s.”
This statement was bound to deceive the public,
because of all the prior publicity about the 1980s
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Fig. 3. Global temperature change of the past century based on
measurements at meteorological stations.
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no variations of climate forcing.

being the warmest decade of the century with the
several warmest years all in the 1980s. In reality, of
course, there was no contradiction with the previous
findings; the satellite record was simply too brief to
be used for studying long term trends.

Also note that even the investigators’ optimistic
estimate of the satellite error as being 0.005C/year

corresponds to 0.5C/century, an error which would
mask the trend of the past century. This large error
does not mean that the satellite data are of no value
for study of long term climate change. On the
contrary, an improved observing system would
involve a combination of satellite data, to provide
nearly global coverage, and a continuation of surface
and upper air (radiosonde) measurements at meteor-
ological stations, to provide absolute calibration and
a continuation of long term records.

3. UNFORCED CLIMATE FLUCTUATIONS

Climate fluctuates without any change of climate
forcing. The climate fluctuations arise because the
coupled non-linear equations describing atmospheric
structure and motion are unstable to small
perturbations. In effect, the atmosphere and ocean
do a lot of sloshing around. Some of the sloshing,
for example, the El Nino/Southern Oscillation
phenomena, may be predictable on a limited time
scale, but most of it is of a chaotic nature for which
long term prediction is only possible in a statistical
sense.

Unforced climate variability can be studied to a
degree with global climate models, even if the ocean
dynamics is fixed. Figure 4 shows the global mean
temperature simulated in a 100 year run of our GCM
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Fig. 5. Global temperature in a long run of a climate model (see Endnote 1) with no variations of climate forcing.
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with the solar irradiance and atmospheric composi-
tion (except water vapor) fixed, but with ocean
temperature computed. Several fast feedback
processes, such as atmospheric water vapor amount,
cloud cover, and sea ice distribution were free to
vary, but the solar irradiance, atmospheric CO, and
other trace gases, and ice sheet area were fixed. The
global mean temperature in this 100 year control run,
without climate forcings, varied by as much as
several tenths of a degree Celsius, with fluctuations
from year to year as well as trends over periods of
decades.

We have also made a longer control run, without
any change of climate forcings, with a slightly
modified version of our GCM (see Note 1). The
global mean temperature in this longer run (Fig. 5)
has year to year and decadal variations, as in the 100
year run (note that the compressed horizontal scale in
Fig. 5 makes the variations appear steeper), but it
also shows trends on longer time scales, such as the
cooling from year 100 to year 250.

It’s instructive to consider how these unforced
climate fluctuations would differ if we allowed
additional feedbacks to operate, particularly
feedbacks which are expected to be significant on
paleoclimate time scales. Empirical data indicate
that on long time scales ice sheet area tends to
decrease with increasing global temperature, and the
abundance of the greenhouse gases CO, and CH,
tends to increase with increasing global temperature,
so both mechanisms are probably positive feedbacks
on paleoclimate time scales. Changes of vegetation
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cover and atmospheric aerosol amount are more
variable, and do not appear to have as large a global
impact. Overall, it appears that long time scale
feedbacks could make unforced climate fluctuations
even much larger than those in Figs. 4 and 5. It is
difficult to model the variations of these factors,
because we do not understand the mechanisms well
enough. But it is likely that unforced climate fluc-
tuations are quite large on paleoclimate time scales.

Unforced climate fluctuations complicate the
search for any forced climate change such as may
arise from changes of solar irradiance and
anthropogenic greenhouse gases. Changes of ice
sheet area can be ignored on decadal time scales, and
changes of CO, and CH,, although they may be in
part a result of climate feedbacks, are known
accurately from observations. But one variable
ignored in our climate simulations, fluctuations of
ocean heat transports, is clearly a significant
contributor to global temperature fluctuations.

For example, in the record of observed global
temperature for the past century (Fig. 3) the two
major El Ninos of the past decade show up as rela-
tive maxima in 1983 and 1987-88. Ocean transport
variability also probably contributes to some of the
longer time scale wvariability in this global
temperature record, but we have no proof of that.
The standard deviation of global annual mean
temperature in our GCM without forcing and with
fixed ocean heat transports is about 0.1C. As
expected, the standard deviation for the observations
is larger, being about 0.15C even if the long term



trend in the data is removed. At least in part, the
larger variability in the observations is probably due
to interannual fluctuations in ocean transports.

4. CLIMATE FORCINGS

A climate forcing, natural or anthropogenic, is a
" change imposed on the climate system which mod-
ifies the planetary radiation balance, thus affecting
the planetary temperature. The natural forcings
which appear to most significant, based on system-
atic comparison of radiative effects, are changes of
stratospheric aerosols due to large volcanoes and
changes of solar irradiance. The largest anthro-
pogenic forcings appear to be increasing infrared-
absorbing (greenhouse) gases, man-made tropo-
spheric aerosols, and perhaps changes of surface
reflectivity due to desertification and deforestation.

Most of the greenhouse gas changes are known
rather well. For example, the CO, changes over the
past 250 years are shown in Fig. 6. Changes of the
other major greenhouse forcings, chlorofluoro-
carbons, methane, and nitrous oxide, are known
reasonably well also.

The net climate forcing by CO,, CFCs, CH, and
N,O for the period from 1958 (the International
Geophysical Year, when Keeling began his measure-
ments) to the present is more than 1 W/m? (Fig. 7).
This is the rate of heating of the Earth’s troposphere
as computed with a simple (one-dimensional
radiative-convective) or a more sophisticated (three-
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Fig. 7. Added greenhouse climate forcings for the periods
1850-1957 and 1958-1989.
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dimensional) climate model for the indicated changes
of these gases. The increase of greenhouse forcing
between 1850 and the present is more than 2 W/m?
(Fig. 7). The uncertainty in the radiation
calculations is perhaps 10-20%. The uncertainty due
to other, unmeasured greenhouse gases, particularly
upper tropospheric ozone (which could cause either
a heating or cooling) or stratospheric water vapor
(which is suspected of increasing due to oxidation of
increasing methane), is perhaps another 10-20%. We
conclude that there has been a steady increase in the
anthropogenic greenhouse gas climate forcing, which
has now reached a level of about 2-2.5 W/m?.

Unfortunately, the anthropogenic aerosol forcing
is much more uncertain, and its present trend is
unknown. Perhaps as much as 25-50% of present
tropospheric aerosols are anthropogenic, which
would be a global climate forcing between -0.5
W/m? and -1 W/m2, i.e., a cooling which would
balance a significant fraction of the greenhouse
warming. Moreover, these aerosols are believed to
increase cloud reflectivity, causing further, but very
uncertain, negative climate forcing. But aerosol
observations are too sparse to define the net aerosol
climate forcing. Based on the fact that most
anthropogenic aerosols are in the Northern
Hemisphere and observations show comparable
warming trends in both hemispheres over the past
century, it has been argued that the net aerosol
forcing must be significantly less than the
greenhouse forcing. But clearly we need better
global tropospheric aerosol measurements.

Other important climate forcings include changes
of stratospheric aerosols and solar irradiance, as
illustrated in Fig. 8 for much of the past decade. A
solar irradiance change of 0.1% yields a climate
forcing equivalent to about a 15 ppm CO, change,
while at its maximum the global climate forcing of
El Chichon aerosols was equivalent to a more than
100 ppm CO, change. Of course greenhouse, aerosol
and solar forcings of equal global magnitude would
not yield identical climate changes. But tests with
our GCM using equivalent forcings, namely 2% solar
constant change, doubled CO,, and a change of
stratospheric aerosol optical depth of 0.15, yielded
generally similar global climate changes (with added
aerosols causing cooling). Although climate
sensitivity is uncertain by perhaps a factor of three,
this uncertainty applies equally to all of the forcings.

Solar and greenhouse forcings during their
periods of precise monitoring are contrasted in
Fig. 9. Over the common period of accurate solar
and greenhouse data the changing sun significantly
modulates the net climate forcing, but it does not
alter the overall trend. *¥[The upper two solar curves



in Fig. 9 use the annual mean and monthly mean of
the present official results of the Nimbus 7 ERB, as
available from the National Space Science Data
Center and described by Hickey et al., Space Sci.
Rev., 48, 321, 1988. The lower curve is an alternate
preliminary reduction of the Nimbus 7 data which
includes some modifications aimed chiefly at
correcting for variations in telescope pointing, as
described by D.V. Hoyt and H.L. Kyle (private
communication) in a manuscript which will be
submitted for publication. Uncertainties in data
reduction and calibration, as well as significant
differences between Nimbus 7, SMM and ERBE
solar irradiance data, highlight the difficulty in
achieving the high accuracy needed for climate
studies. Adequate monitoring of long term solar
change requires having two well-calibrated radio-
meters in space simultaneously with frequent solar
observations, as discussed below. Observing capabil-
ity during the period 1978-1989 was sufficient to
conclude with a high degree of confidence that there
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was a decline of total solar irradiance of the order of
0.1% during the first several years of this period and
at least a partial recovery in the late 1980s.]

Stratospheric aerosol and greenhouse forcings are
contrasted in Fig. 10. The aerosol forcing is based
mainly on estimates of atmospheric transparency
obtained at astronomical observatories. This
stratospheric aerosol forcing, which is mostly a result
of volcanic eruptions, at times rivals or exceeds the
greenhouse forcing, but the latter clearly dominates
the long term trend.

Comparison of climate forcings, as in Figures 9
and 10, exaggerates the importance of high
frequency variability. Because of the inertia of the
climate system, brief forcings have much less impact
than those maintained for several decades.
Nevertheless, it is apparent that both solar and
volcanic aerosol variations potentially are significant
causes of climate variability.

Ground-based measurements of solar irradiance
and solar diameter during the past 200 years have
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Fig. 9. Greenhouse and solar climate forcings in the past three
decades. Solar forcing is based on Nimbus 7 ERB data (see
parenthetical comment* in text).

placed an upper limit of about 0.3% on solar
variability during that period. However, that degree
of variation is sufficient to leave the sun as a
candidate for causing the 1940-1970 global cooling,
if indeed that was a forced climate change.
Moreover, a solar decline of 0.3%, if maintained on
a century time scale, would cause a cooling of about
0.5C, if climate sensitivity is 3-4C for doubled CO,,.
Since 0.5C is about the magnitude of estimated
global cooling during the Little Ice Age, the sunis a
viable candidate for forcing that climate fluctuation.

We conclude that solar variability may be a
significant climate forcing mechanism, so it is
important to maintain accurate solar monitoring.
Unfortunately, the most precise solar irradiance data
terminated as the Solar Maximum Mission was
brought down by atmospheric drag in 1989. Hope-
fully the solar instruments on Nimbus 7 and the
Earth Radiation Budget satellites will continue to
function until the planned 1991 launch of the Upper
Atmospheric Research Satellite, with its active cavity
radiometer. The Nimbus 7 instrument has been a
remarkable workhorse over more than 11 years, but
it can not measure long term degradation of its
sensor. The SMM experiment carried three sensors
with two of them normally shuttered, thus allowing
occasional calibration of solar-induced degradation
of the sensitivity of the primary sensor. A
degradation of 0.05% was measured over the 9% year
lifetime of SMM, and this instrument’s self-
calibrated irradiance was useful for comparison with
the simultaneously operating Nimbus 7 instrument.
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The ERBE instruments presently provide a cross-
check on Nimbus 7, but their data have a higher
noise level because of a low frequency of solar
viewing and other factors. We need to strive to have
two well-calibrated instruments simultaneously in
orbit, to provide a cross-check and continuity of
calibration when an instrument ceases operation,

Finally, I mention one other conclusion which
follows from comparison of the above climate
forcings. The opinion has been expressed, in a
report of the Marshall Institute, that greenhouse
warming may be beneficial because it might just
cancel cooling in the 21st century due to a declining
solar irradiance. But it is apparent that the
equivalent of doubled CO,, which is expected by the
middle of next century if there are no reductions in
greenhouse gas emissions, would require that solar
irradiance decline by 2% to counter the greenhouse
climate forcing. While such a solar decline is not
strictly impossible, it is much larger than existing
indications of solar variability. Given available
scientific evidence, it would be foolish to base
greenhouse policy on the hope that solar variability
will somehow counter greenhouse warming.

5. CLIMATE SIMULATION

We carried out one new climate simulation for
this conference. This calculation focused on the past
decade and the next few years, for the purpose of
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Fig. 10. Greenhouse and stratospheric aerosol climate forcings in
the past century. Aerosol optical depth is based mainly on atmo-
spheric transmission measurements at astronomical observatories
and lunar eclipses. Zero point of aerosol forcing is the 1850-1989
mean.



examining the climate implications of recent
information on changes of solar irradiance and other
climate forcings during the 1980s. The new calcula-
tion builds on a base of earlier calculations
(J. Geophys. Res. 93, 9341, 1988) and uses the same
climate model. The previous simulations used a
range of scenarios for greenhouse gas changes (A, B
and C) and a rough estimate of stratospheric aerosol
optical depth following El Chichon, which erupted
less than a year before the simulation was started.
Greenhouse gases and stratospheric aerosols were the
only changing climate forcings in the earlier
simulations.

The greenhouse gas forcing in the new
simulation, labeled B, is based on our recent
calculation (J. Geophys. Res. 94, 16417, 1989) of the
combined forcing by CO,,, CFCs, CH, and N,0, and
is almost identical to scenario B of the previous
study. Both B and B, assume linear growth of
greenhouse forcing in the future, as opposed to the
exponential growth of scenario A (“business as
usual”) and the eventual no-growth of scenario C
(“draconian emission cuts”). Scenarios B and B
appear to be more realistic than scenarios A and C
for recent and near future changes of greenhouse
gases.

The solar irradiance was constant in scenario B,
i.e., there was no solar forcing. In scenario B, we
used an analytic approximation for satellite
measurements of solar irradiance as suggested to us
by Dick Willson: a cosine function with full
amplitude 0.1%, period 10.95 years, and maximum at
1980.82. Good data through the present solar
maximum may allow an improved representation, but
this approximation should be sufficient for our
present purposes.

The stratospheric aerosols in scenario B are
described in our 1988 paper. Scenario B, uses
aerosol opacities derived from approximately annual
lunar eclipse data of Richard Keen (Science, 222,
1011, 1983 and private communication). The B
aerosols have a larger maximum optical depth (0.12)
than the B aerosols and do not decrease quite as
rapidly, so the B, aerosols tend to give somewhat
more cooling in the middle 1980s. For aerosols, we
are not certain whether B or B, is more accurate.
Presently we are working with Jim Pollack and Pat
McCormick to use a number of data sources to try to
define the aerosol forcing more precisely. The net
impact of the changes of climate forcing in B, as
compared to B, is a slightly increased forcing around
1980, a decrease in the middle 1980s, and an increase
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at the end of the 1980s and early 1990s.

One point we want to stress is the “butterfly
effect.” If a climate model simulation is repeated,
with identical climate forcing but with some initial
atmospheric parameter (temperature, wind, etc.)
changed ever so slightly (a flap of a butterfly’s wings
in Buenos Aires), the simulations follow different
chaotic paths. Thus we must make several runs of
the model, if we wish to draw any conclusions about
climate change on time scales of several years.

We illustrate the global temperature for three
new runs of the model (B, B; and B,) in Figure 11,
along with the published run, scenario B. The B,
and B, runs begin on January 1, 1958 with the same
initial conditions as run B except for a slight noise
added to atmospheric temperatures. Since the
forcings for B and B are almost identical for the
period 1958-1978, the results for B, B, and B, in
that 20 year period give an indication of the range
of chaotic behavior of the model. Run By starts in
1978 and uses B, climate forcing (its initial state is
identical to run B on January 1, 1978).

Note that all the simulations show some response
(cooling) to the large short-term negative climate
forcings caused by the large volcanoes in 1963
(Agung) and 1982 (El Chichon). Of course the
model does not contain the variability associated
with fluctuations in ocean heat transports, such as El
Ninos. Thus, although the real world (Fig. 3) shows
clear evidence of cooling after Agung, apparent
cooling in the 1982-1985 time frame is interrupted
by an intense El Nino warming in 1983.

The dominant feature of the new simulations
(runs By, B, and B,) is the very strong warming in
the late 1980s to a level in the early 1990s clearly
above any earlier global temperature. The
magnitude of the warming exceeds the noise level of
the model. The principal change in scenarios B, as
compared to B, is a pushing back of the warming by
about 2 years to the end of the 1980s. However,
both B and B, reach very high global temperatures,
about 0.4C above the level of the 1950s, in the early
19950s.

What assumptions does this result depend upon?
First, model sensitivity: our model has a sensitivity
4C for doubled CO,. Any sensitivity in the range 2
to 5C is consistent with empirical data, such as that
provided by paleoclimate studies. A sensitivity
toward the lower end of this range would reduce the
predicted warming, but not by so much as the ratio
of sensitivities. Calculations should be carried out
with a lower sensitivity, but we do not expect the
qualitative prediction to change. Second, neglect of
other unknown forcings: there are a number of
poorly known forcings, such as anthropogenic
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tropospheric aerosols, sulfate alterations of cloud
properties, and aircraft contrails, for example. But
the evidence, as we have discussed, suggests that the
anthropogenic greenhouse is the dominant forcing.
A large volcano could change this picture, but their
frequency, several per century, makes an occurrence
unlikely in the next year or two. Third, neglect of
unforced natural cooling. Actually our “butterfly”
range of experiments accounts for much unforced
variability. The El Nino cycle is probably the main
unaccounted unforced variability, and the Earth has
just come through the cool (La Nina) phase of that
cycle, so, if anything, the El Nino is likely to add to
warming in the next 1-3 years. The possibility of a
sudden “flip” of ocean circulation, as discussed by
Broecker, seems slim on the time frame of the next
1-3 years, and there is little reason to believe such an
occurrence would lower global mean temperature.

6. DISCUSSION

My conclusion is that we are likely to set a
modern global temperature record in the next 1-3
years, measurably exceeding the already high levels
of the 1980s. I described this, in the introduction, as
a remarkable conclusion because it is even more
immediate and specific than our previous conclusion
that the 1990s would see a record temperature level.
And other scientists, although most are in agreement
that the greenhouse effect will eventually cause
global warming, have been unwilling to conclude
even that we should expect record warmth in the
1990s. This reluctance is usually based on the
observation that natural fluctuations are large in
decadal periods, and the fluctuations are toward
cooling as often as toward warming. What is
overlooked, 1 believe, is the fact that the present
climate is out of equilibrium with current
atmospheric composition. Because of that, it is
difficult for global temperature to maintain a large
“fluctuation” in the direction of lower temperature.
Indeed, that point is illustrated by our “butterfly”
experiments. And even if we insert a volcano of El
Chichon magnitude in 1995, as we did in our 1988
paper, the 1990s are warmer than the 1980s in the
model.

Are there political and social implications to be
drawn from this conclusion, without stretching it too
far? The results suggest that a candidate for election
in 1992 may be making a serious mistake if he argues
that this is a time only for research and not to take
action to slow emissions — because there is a very
good chance that he would get burned before the
1992 election, burned by empirical evidence of a



warming world. To be burned badly would require
some large regional climate impacts as well, but the
chance of that happening will rise with increasing
global temperature. A social implication follows
from the observation that serous attempts to control
greenhouse gas emissions will be strongly resisted,
and thus hypothetical climate change next century is
unlikely to spur much action. So clear-cut global
warming in the next 1-3 years could provide a push
needed to help move us toward the changes which
will be required to bring down greenhouse gas
emissions.

That brings me to my friendly wager. The
conclusion about expected near term warming is
based on simulations with a global climate model —
the tool which has been thoroughly condemned as
being unreliable — condemned by many scientists as
well as bureaucrats. Also the statement I have made,
that the world is getting warmer and that it is
probably due to the greenhouse effect, has been
widely criticized as being unjustified. If those
criticisms are really believed, then surely someone
would be willing to accept the following wager:

I claim that at least one year in the period
1990-1992 will be warmer than any year in the prev-
ious century. I win only if it is true in all of the
main long term data sets: the GISS analysis of mete-
orological stations, the East Anglia analysis including
ships, and Angell’s upper air (radiosonde) data set.
I get three years and you get 100 years. Someone
mentioned that there will probably be an El Nino in
the period 1990-1992. That may be so, but there
were probably 20 or 30 El Ninos in the previous
century, including two very intense El Ninos in the
1980s, which was the warmest decade. So there
should be plenty of souls willing to make this wager.
The offer remains open, so please contact me.

Can we learn anything about long term climate
from temperature and other data for just the next
three years? I think we can. If nature cooperates by
holding off any large volcanoes, and if there is
significant global warming consistent with the model
calculations, it will improve our confidence in our
understanding of the climate system’s response to a
sustained global forcing. On the other hand, if there
is no warming or a cooling, it will suggest that we
have overestimated climate sensitivity, overlooked
other important climate forcings, or underestimated
fluctuations in ocean transports.

ENDNOTES

1. Wonderland Model
The climate model used for the several hundred
year simulation (Fig. 5) is a modification of the GISS
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model II. The physics is the same as in model II,
except that the fundamental equations include a
more accurate representation of the impact of water
vapor on surface pressure and atmospheric thermo-
dynamic properties, for the purpose of allowing
simulations over a greater range of climate states.
The primary difference compared to model 1I is the
geography (Fig. 12), which, borrowing from an idea
of Suki Manabe, covers only 120 degrees of longi-
tude in the wonderland model, with cyclic repetition
to fill out spherical geometry. The amount of land as
a function of latitude is the same as in the real
world, and the zonal mean climate simulated by the
wonderland model is almost the same as for model 11.
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Fig. 12. Wonderland climate model.



The main advantage of the wonderland model is
that it is three times faster than model II, thus
allowing long simulations to be carried out on a
computer of modest capabilities. A secondary
advantage is the fictitious geography, which
emphasizes the fact that the model is not the real
world, thus helping the user focus on the climate
processes simulated by the model.

2. Rationale for a wager

It has been pointed out to me that proposing a
wager, especially since it was reported in a scientific
journal (Science May 4, 1990), appears to be a bit
unprofessional. On the other hand, it can be argued
that it is worthwhile to draw attention to the issue of
whether climate change during just the next few years
has implications for longer term climate change.

However, the original rationale for the wager had
a slightly different purpose. 1 concocted the
proposed bet before the AGU meeting Ilast
December, under the impression that I would be in
a panel discussion with Dick Lindzen. He has left
the impression with the public that he disagrees with
my assertion that the world is getting warmer and
that the warming is probably due to the greenhouse
effect; also, he argues that climate sensitivity is much
less than indicated by the models and that the
anthropogenic greenhouse warming may be small
compared to natural variability. It seemed to me that
given his position, he had to either accept the bet or
do a fancy shindig which would undermine the
extreme view credited to him. As it turned out,
there was no panel discussion following our talks, so
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I had to save the proposition for the next conference.
I had hoped that Bob Jastrow would bite on it, but
he demurred on the grounds that the sun is
increasingly warming the earth! That is interesting,
since he has long argued that the Earth is already
heading into an ice age. Also, the satellite data do
not indicate a greater irradiance this solar cycle than
in the previous one.

Wagers aside, it is interesting to look at data for
the first few months of 1990, Preliminary numbers
from our (Hansen and Lebedeff) analysis of surface
air reports from meteorological stations show
anomalies (relative to 1951-1980) of +0.5, +0.4, +1.5,
+0.9C for the Northern Hemisphere and +0.1, -0.2,
+0.2, +0.2C for the Southern Hemisphere for the first
four months of 1990. The March anomaly is the
largest for any month in our record, and, if the mean
for the first four months held for the next eight
months, 1990 would be the warmest year in our
record. However, the largest anomalies almost
always occur in Northern Hemisphere winter and
early spring, and throughout the warm decade of the
1980s the first half of the year was considerably
warmer than the second half. Thus, for 1990 to rank
as the warmest year will require that the remaining
months be substantially warmer than they were in
the 1980s.
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Solar Activity and the Sea-Surface Temperature Record - Evidence of a
Long-Period Variation in Solar Total Irradiance?

George C. Reid

Acronomy Laboratory, NOAA, Boulder, Colorado

There have been many suggestions over the years of a connection between solar activity and the earth's
climate on time scales long compared to the 11-year sunspot cycle. They have remained little more than suggestions
largely because of the major uncertainties in the climate record itself, and the difficulty in trying to compile a global
average from an assembly of measurements that are uneven in both quality and distribution. Different climate time
series have in fact been used to draw conflicting conclusions about the existence, or even the sense, of a presumed
response to solar activity, some suggesting a positive corrclation, some a negative correlation, and some no
correlation at all. The only excuse for making yet another such suggestion is that much effori has been devoted in
recent years to compiling climate records for the past century or more that are internally consistent and believable,
and that a decadal-scale record of solar total irradiance is emerging from spacecraft measurements, and can be used to
set limits on the variation that is likely to have occurred on these time scales.

The work described here was originally inspired by the observation that the time series of globally
averaged sea-surface temperatures over the past 120 years or so, as compiled by the British Meteorological Office
group (Folland and Kates, 1984), bore a reasonable similarity to the long-term average sunspot number, which is an
indicator of the secular variability of solar activity. The two time series are shown in Figure 1, where the sunspot
number is shown as the 135-month running mean, and the SST variation is shown as the departure from an arbitrary
average value.The simplest explanation of the similarity, if one accepts it as other than coincidental, is that the sun's
luminosity may have been varying more or less in step with the level of solar activity, or in other words that there is
a close coupling between the sun's magnetic condition and its radiative output on time scales longer than the 11-year
cycle. Such an idea is not new, and in fact the time series shown in Figure 1 can be regarded as a modern extension of
the proposal put forward by Eddy (1977) to explain the covariance between various global climate indicators and solar
activity as revealed by the C14 record over the past millenium,

Spacecraft measurements of the sun's total irradiance have only become available since about 1979, and
they have indeed shown a long-term variation that appears to be positively linked to the sunspot number. Whether
the variation is simply related to the 11-year cycle, or whether it contains longer-period components, remains
unresolved, but Frohlich (1987) has pointed out that earlier individual measurements from balloons, rockets, and
spacecraft can be taken as indicating the existence of a longer term variation. Figure 2 is based on the data compiled
by Frohlich (1987), and shows measurements made between 1967 and 1985 with instruments similar to those used in
the more recent spacecraft measurements. While the earlier measurements show a considerable scatter, only two of
them are as high as the later sequence, and there is an average difference of about 4 W m~2 between the values
obtained around the peak of solar cycle 20 in 1969 and those obtained near the peak of solar cycle 21 in 1980.
Frohlich (1987) suggested that this might be evidence for a 22-year cycle in irradiance, but it might equally well be
taken as evidence for the kind of long-term relationship between solar activity and solar irradiance inferred above.

Making the very simple assumption that the long-term component of the irradiance is linearly
pro;oru'onal to the envelope of the sunspot number time serics shown in Figure 3, we can use the difference of 4 W
m™* between the maxima of cycles 20 and 21 to calibrate the relationship. The empirical relation derived in this way

is

S(Wm2) = 1353.6+.089 N 6))
where S is the total irradiance and N is the sunspot number envelope. Figure 4 shows a scatter plot of the annual
values of globally averaged SST and the sunspot-number envelope. The correlation coefficicent is 0.71, maximizing at

zero lag, and a calculation of the number of degrees of freedom taking autocorrelation into account indicates that the
correlation is significant at a level between 95% and 99%.
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structure of the ocean developed by Hoffert et al. (1980), and the resultant variation of sea-surface temperature has
been computed. The upper mixed layer of the ocean is assumed to have a uniform temperature, determined by solar
radiation from above and by loss of heat by radiation to space, by downward diffusion into the deep ocean, and by
upward advection of cold water forming the global thermohaline circulation. The calculation was started during the
Maunder Minimum in 1660, when the temperature was assumed to be at its equilibrium value for a sunspot-envelope
number of 5, and ended in 1990, where the sunspot envelope was estimated on the basis of the progress of solar cycle
22 through 1989, The time step used was 6 months, and the calculations were carried to the bottom of the
4000-meter deep ocean in steps of 100 m.

The result is shown in Figure 5, where the solid line shows the model output, and the smoothed measurements of
globally averaged SST (C.K. Folland, private communication, 1987) have been superimposed. The SST values are
shown as departures from an arbitrary mean, and have been positioned so as to overlay the model curve. The two
scales, however, have the same dimensions.

Until we know more about how the sun’s total irradiance varics on long time scales, the picture presented here must
remain speculative. Taken together with the evidence presented carlier by Eddy (1977), however, the possibility
remains that solar irradiance variations keyed to the long-term changes in solar activity have played a major role in
influencing terrestrial climate over the past millennium.
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JANUARY -FEBRUARY TROPOSPHERIC CLIMATE FOR THE
NORTHERN HEMISPHERE AND THE 11-YEAR SOLAR CYCLE,
THE QBO AND THE SOUTHERN OSCILLATION

Anthony G. Barnston and Robert E. Livezey
Climate Analysis Center, Washington, DC

1. INTRODUCTION

This study examines a recently discovered association between the 11-year
solar cycle and the atmosphere that is most easily detectable when the two phases
of the Quasi-biennial Oscillation (QBO) are considered individually rather than
pooled. The influence of the Southern Oscillation (SO) for either of the two QBO
phases is then combined with that of the solar cycle in the form of two-predictor
multiple regression.

Documentation of a solar cycle-QBO-atmosphere relationship in Northern Hemi-
sphere winter began for the stratosphere near the North Pole (Labitzke 1987) and
was subsequently extended to cover the extratropical Northern Hemisphere for the
lower stratosphere and middie troposphere (Labitzke and van Loon 1988), and
finally for the lower troposphere and the surface (van Loon and Labitzke 1988).
The last paper reported statistically highly significant QBO-stratified solar
cycle-atmosphere relationships at a number of locations; these involved surface
air temperature, sea level pressure, and geopotential height. Further study
indicated effects during other seasons and in the Southern Hemisphere (Labitzke
and van Loon 1989). The field significance (Livezey and Chen 1983) of the solar-
atmosphere correlation fields reported in van Loon and Labitzke (1988) was evalu-
ated in Barnston and Livezey (1989)--to be called BL89--and found to be quite
strong for both east and west QBO phases for the January-February period.

In January-February of 1989, however (which was not included in the analyses
in BL89) the climate pattern strongly opposed that expected for the solar/QBO
conditions. This exception was attributed to the strong SO situation: a cold
tropical Pacific Ocean and a high SO index. In fact, there had never been even a
moderately strong high SO episode coincident with a solar maximum during the west
QBO phase since QBO records first became available in 1951. The need to stratify
by QBO phase results in sample sizes of only about 20 years per phase, leaving
some very noticeable vacant sectors in the two-dimensional sample space of solar
flux and SO.

The 1989 event helped provide evidence that the SO needs to be considered as
well as the solar cycle and QBO information in developing predictive relation-
ships with the climate. This study incorporates both the solar and SO factors in
predicting the Northern Hemisphere 700mb height anomalies for the January-
February period, separately for west and for east QBO phases. The study is also
extended to United States surface temperature in certain analyses.

2. DATA AND ANALYSIS METHODS

The data used in this study are essentially identical to those described and
used in BL89, extended to include 1989 and the SO. They include January-February
means for 1951-89 of 10.7 cm wavelength solar flux, surface temperatures at 92
continental U.S. stations, and 700mb heights at 358 approximately equal area
Northern Hemispheric grid points from 20°N northward. January mean values of the
45mb u-component of the equatorial wind over the equator led to a dichotomous
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definition of the QBO phase - west or east - for this same period. Further de-
tails about these data are available in BL89 and references thereof. A Southern
Oscillation Index (SOI) was computed from two equally weighted components: the
standardized anomaly of Tahiti minus Darwin sea level pressure (SLP) and that of
the average sea surface temperature (SST; multiplied by -1) in the highly associ-
ated east-central tropical Pacific area of 109S-10°N, 120-160°W. The January-
February averaging period was used for SST, but some noise filtering was applied
to SLP by using a weighted average of (Jan + Feb)/3 + (Dec + Mar)/6. The SST and
SLP were combined to capture a more balanced, stable and complete index of the
SOI than either provides alone.

Many of the 2-variable relationships discussed in this paper, described by
spatial fields of correlation coefficient, are statistically tested for field
significance with Monte Carlo techniques that are detailed in BL89. The major
considerations in these statistical tests are the temporal autocorrelations of
the two variables (e.g. the solar flux has a strong autocorrelation associated
with its 11-year cycle, and any variable that is well correlated with the flux
probably does also) and the spatial correlation among neighboring grid points of
the field variables. Both factors reduce the degrees of freedom in the time-
space system and make chance occurrences of high amplitude correlation patterns
more 1ikely. As in BL89, the integrated t-statistic, or average of the t-values
over all grid points of the correlation field, is used as the test statistic. A
Monte Carlo procedure that randomly shuffles an appropriate variable is used to
generate a distribution of such statistics that would be expected by chance, with
which to compare the observed result. The significance level, or probability
that the observed relationship is of a strength that could have occurred by
chance, is then obtained. This method is a refined version of that of Livezey
and Chen (1983) in that it represents the integrated significance level using the
Tocal t-values themselves rather than a count of how many of them exceed a given
local significance threshold, as was done in Livezey and Chen (1983). Using the
t-values themselves allows for more accurate evaluations of irregularly shaped
distributions of local significance, should they happen to occur.

QBO phase-stratified bivariate multiple linear regression models are
developed to predict grid point values of 700mb height on the basis of the SOI
and the solar flux. In the presentation of results the regression coefficients
are normalized as partial correlations between either of the two predictors and
the predictand, accounting for the effect of the other predictor in the equation.

3. IMPACT OF 1989 ON SOLAR FLUX-CLIMATE RELATIONS FOR WEST QBO PHASE

The January-February correlation field between 10.7 cm solar flux and the
Northern Hemisphere 700mb height is shown in Fig. 1, for the 21 west QBO phase
years for the 1951-88 period. The field significances are strong, as shown at
the top of Table 1. (The QBO phase assignment shuffle Monte Carlo significance
test and the alternative option of a solar flux phase/shape shuffle test are
described in BL89 on pages 1298 and 1304, respectively. The QBO phase assignment
shuffle is random and does not restrict the phase sequences to the observed alter-
nating patterns; this produces a maximally stringent significance test.) The
strong dipole with centers in Canada and the western Atlantic near 30°N and the
associated anomalous circulation pattern would be a helpful index for developing
long-range forecasts for west QBO phase years for January-February in North America.

In January-February 1989 the QBO phase was west and the flux anomaly was
high, but the North American climate strongly opposed that expected from the
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1951-88 relationship (Fig. 2). This weakened the west phase flux-climate cor-
relation fields considerably (Fig. 3) as well as the associated field signifi-
cances (bottom of Table 1). Note that the significance for east QBO phase rela-
tionships also changed slightly with the inclusion of 1989. This is because the
near-record high amplitude 1989 pattern became available for random selection in
the Monte Carlo background distribution-generating QBO phase shuffle process,
changing the relative extremeness of the observed patterns. A possible clue to
the cause of the strong 1989 exception is found in the January-February 39-year
(1951-89) correlation between the SOI (where low SOI values correspond to EIl
Nifios or warm episodes) and 700mb height (Fig. 4). Note that over North America
and the eastern Pacific this pattern is quite similar (but of opposite sign) to
that of the flux-height correlation field for west QBO phase (Fig. 4), although
elsewhere in the Pacific they differ. One explanation for the 1989 exception is
that the cold event of 1988-89 superseded the solar/QBO situation in forcing the
January-February North American climate pattern. Hence, the patterns of Figs. 2
and 4 are relatively similar, and Fig. 4 did not change very much as a result of
1989. Inspection of the data reveals that for west QBO phase years in the 1951-
88 period there was a weak negative correlation (-0.26) between the SOI and the
flux, and that no year had flux and SOI values both at least 0.5 standard devia-
tions above their means (in 1989 they were above by 1.80 and 1.24 standard devia-
tions, respectively). Before 1989, warm events tended to occur slightly more
frequently during high than Tow flux winters, perhaps bolstering the apparent
association between flux and North American climate. After 1989 the SO-flux
correlation is largely neutralized (-0.11), presumably having been due to chance.

The global significance of the Fig. 4 SOI versus height correlation field
was tested by systematically shifting the phase of the SOI by one month incre-
ments to generate a null (or no-effect) distribution. This phase shuffling
approach (which generates 468 trials) is designed to preserve most of the auto-
correlational features of the SOI (which are weak interannually) in generating
the null distribution of integrated t-statistics (Sec. 2) against which to com-
pare the observed integrated t to estimate the field significance. The resulting
p-value is 0.004 for the correlation with Northern Hemisphere 700mb height, pro-
viding evidence of stability of the Fig. 4 pattern.

4. MULTIPLE REGRESSION PREDICTING CLIMATE FROM FLUX AND SOI, FOR WEST QBO PHASE

In Section 3 it was suggested that during west QBO phase January-Februarys
the solar flux and the SOI both help to determine the North American climate, and
can either work in the same direction or oppose one another. Their near-indepen-
dence makes them suitable for a two predictor multiple lTinear regression model
predicting 700mb height or surface temperature at a given location or over a
relevant area.

The result of such a multiple regression is shown in Fig. 5 for January-
February 700mb height and Fig. 6 for U.S. surface temperature, with only the
significant (p < 0.05) SOI (flux) regression coefficients indicated by solid
(dashed) contours. The coefficients are normalized; i.e., they are partial cor-
relations with the predictand. Asterisks denote statistically insignificant
individual predictor coefficients but a significant regression equation, imp]y%ng
some participation on the parts of both predictors. The stippled areas have R
values of 0.5 or higher.

The correlations with height (Fig. 5) suggest that the SOI has overall a
more pervasive effect on the climate, but the solar effect is strong in several
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Tocations and thus worthy of consideration. Areas that appear to be affected
significantly by both factors are (1) the western Atlantic near 30°N, (2) Canada
and (3) North Africa. The correlations with U.S. surface temperature (Fig. 6)
indicate significant effects from both SOI and flux in the southeastern U.S.
despite the relative domination there by SOI in the heights. It is found that

the 22-year west QBO phase sample correlation between the SOI and 700mb heights
(which enters into the present multiple regression) is similar to Fig. 4 (all 39
years) except that the southeast U.S. positive center is emphasized at the expense
of the Canadian negative center; the correlations with U.S. temperature reflect
this feature.

On the basis of the regression results, a general SO/flux-related regional
index over North America is defined for illustrative purposes for the west QBO -
phase years. One "pole" of the index is over Canada, comprising the area 35-
120°W, 55-65°N, and the other is in the southeast U.S./western Atlantic, with
area 45-100°W, 25-35ON. The corners of these areas are shown in Fig. 5. Within
the area of either pole each of the two predictors acts (significantly or subsig-
nificantly) in the same direction, and at some grid points one predictor may
overshadow the other. The Aleutian Islands area is not used as a third component
of the index because the two predictors combine differently there (the flux
affects the heights in the same sense as in Canada, whereas the SOI affects this
area oppositely from Canada). The North African area is technically eligible for
inclusion in the index, but is ignored in order to concentrate on North America.
An appropriate index for the Atlantic-Canadian dipole, based on the corresponding
seesaw feature in the relationships of both the SOI and the flux with the heights,
is the 700 mb height difference between the Atlantic and the Canadian areas.
Either a high flux or a Tow SOI (warm event) would tend to produce negative dif-
ference anomalies (i.e., positive height anomalies in Canada and negative anoma-
Ties in the Atlantic), and vise versa.

When the multiple regression model is applied to the Atlantic-Canadian dif-
ference index itself, the relationship is of approximately the same strength as
near the center of one of the dipole areas. Specifically, R°=0.43, the SOI coef-
ficient is 0.46, the flux coefficient is -0.42, and the significance p-values for
the SOI, the flux, and the regression equation as a whole are 0.008, 0.026 and
0.005, respectively. The strength of the relationship between the dipole differ-
ence index and each of the two predictors is shown in Fig. 10, where the abscissa
is the standardized SOI, the ordinate the standardized solar flux, and the body
of the figure contains individual year values of the standardized (X100) dipole
height difference index. Values greater than +1 standard deviation are encircled
(implying subnormal Canadian heights and/or above-normal southeast U.S./Atlantic
heights), and those more negative than -1 standard deviation are enclosed in
squares. Dotted enclosures denote greater than three-quarters standard deviation
departures. Some broad clustering is apparent, with years having high positive
height differences tending toward the lower right portion of the domain. The
1989 value defies this, being in the upper right portion. While the 1989 pre-
dictand value might be expected to be much weaker (being forced oppositely by the
flux and the SOI), its high positive value can at least be explained by the high
SOI value, leaving the suggested relationship with the flux much less damaged
than it would be in a univariate regression model based on the flux alone. Note
the weak negative correlation between flux and SOI when the 1989 point is removed,
and the associated lack of points with low values for both predictors (which
still remains after including 1989).
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The 700 mb height difference index should be regarded as an a posteriori pre-
dictand in the sense that it was defined on the basis of an exhaustive series of
multiple regression experiments using each of 358 grid points of 700 mb height as
a predictand.

5. MULTIPLE REGRESSION PREDICTING CLIMATE FROM FLUX AND SOI, FOR EAST QBO PHASE

The exercise described in the previous section is now applied to the 17
years of mean January-February data for the east phase of the QBO, using the SOI
and the solar flux as predictors for the Northern Hemisphere 700mb height at each
of 358 grid points and the U.S. surface temperature at each of 92 stations. The
east phase zero-order correlations between flux and 700mb height, shown in Fig.
8, emphasize the Pacific Ocean, Arabia, Europe and Mexico rather than the heart
of North America as was noted for west phase years. The strength of the current-
1y sampled flux versus height correlation field is stronger than that for west
phase, as reflected in the significance levels given in the bottom half of Table
1. The flux versus U.S. temperature correlation field (not shown) is generally
weak except for a small, intense (>0.60) area in the southern Rockies.

Results of the east phase multiple regression are shown for 700mb height in
Fig. 9, in which we note a significant influence from both predictors in the
Kamchatka/Bering Sea area and, to a lesser degree, in the subtropical Pacific
just west of the date 1ine. No regions of the continental U.S. have overlapping
significant surface temperature predictability (not shown); moreover, even areas
of significant single predictor influence are limited.

A SO/flux-related dipole was defined for the east QBO phase regression re-
sults analogous to that for the west phase described in Sec. 4. One pole is in
the Kamchatka/Bering Sea area defined by 150°E-155°W, 45-70°N, and the other in
the subtropical Pacific at 155°E-160°W, 20-25°N. The corners of these areas are
shown in Fig. 9. To the west of both the northern and southern areas there is
more area strongly associated with the SO, but this is excluded from the dipole
index because of an insufficient strength of association with the flux. The
dipole index in this case is the subtropical Pacific area average 700mb height
minus that in the northern area; either a low SOI (an E1 Nifio or warm episode) or
a low flux will tend to create high index values during east QBO phase January-
February periods.

Application of the multiple regression to the dipole difference index itself
results in a relationship of strength comparable to the average of that found
near the center of the two poles, which is high in the east phase case. The R2
is 0.77, the SOI and flux normalized coefficients (followed by p-values) are -
0.60 (0.0004) and -0.62 (0.0003), respectively, with an overall equation p-value
of Tess than 0.0001. It must be stressed once again that the dipole difference
index and its multiple regression significance are highly a posteriori in char-
acter and are used for illustrative rather than statistical evaluative purposes.
The 3-way multiple regression scatterplot (analogous to Fig. 7) for east phase
years, shown in Fig. 10, exhibits a marked tendency for clustering of negative
predictand values in the upper right sector (high SOI, high flux) and positive
values in the opposite corner. Although the correlation between flux and SOI is
0.02 which quells suspicions that one of the predictors may be redundant with the
other, there are relative "holes" in the two high flux corners of the flux-SOI
sample space. This leaves the presently sampled relationships subject to some
reordering should nonconforming future predictand values appear in the vacant
sectors of the predictor plane.
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6. MORE GENERAL STATISTICAL ASSOCIATIONS AMONG FLUX, QBO, SO AND THE CLIMATE.

In this section the statistical relationships among the climate and the
three potential predictors (flux, QBO, SO) are examined in a more general way in
order to place the regression results of the previous section in an appropriate
perspective.

a. Modulation of the effect of the SO on climate by flux and QBO phase

The effect of the SO on the January-February Northern Hemisphere 700mb height
(and, by implication, US surface temperature), illustrated in Fig. 4, was found
to be highly statistically significant for height (Sec. 3). We ask whether the
solar flux or the QBO appear to condition the SO-height relation to an extent
beyond that of the expected sampling variabiiity When the hemispheric SOI
versus 700mb height correlation field is recomputed separately for the cases of
above and below average solar flux (regardless of QBO phase), differences from
the 39-year correlations are statistically insignificant.

When the SOI and 700mb height data are correlated separately for west and
east QBO phase years, results are roughly similar to those of the pooled 39-year
analysis of Fig. 4. However, the individual QBO phase results (shown indirectly
in Figs. 5 and 9) differ sufficiently for the west phase pattern to resemble the
Pacific/North American (PNA) rotated principal component pattern markedly more
than the Tropical/Northern Hemisphere (TNH) pattern and the east phase pattern to
most strongly resemble the TNH and West Pacific Oscillation (WPO) patterns
(Barnston and Livezey 1987). Statistical tests suggest that the QBO may indeed
modulate the influence of the SO on the climate. Because the solar flux is not
directly involved in this three-way association, details of the latter will not
be presented here but are found in Barnston et al (1990).

b. Modulation of flux-climate relationships by SO

The Northern Hemispheric field of correlation between the solar flux and
700mb height using all 39 years in the 1951-89 period is fairly weak and produces
insignificant p-values in Monte Carlo significance tests. Results here are in
agreement with van Loon and Labitzke (1988) who stated that flux-climate rela-
tionships in the troposphere are detectable only for QBO phase-stratified data.
It has been shown that stratification of the flux and climate data by QBO phase
leads to stronger relationships.

The relationship between QBO phase itself and 700 mb height (regardless of
the flux or the SOI), depicted by a composite height anomaly field for either
phase, is a g]oba]]y insignificant, fairly weak and partly fragmented but recog-
nizable version of the vigorous zonally symmetric pattern (w1th a negative anomaly
over the pole for west phase) found by Holton and Tan (1980) in a 51m11ar analysis
for the stratosphere.

When stratification of the flux-climate data by Tow versus high SOI is
carried out, resulting correlation fields are fairly similar to the overall field
and differences between the two are statistically insignificant.

The final idea explored is that of the SO as a mediator within the QBO phase-
stratified relationships between flux and hemispheric 700mb height. The west and
east QBO phase data were further stratified into 7-member samples of highest
versus lowest SOI, and flux-height correlation fields were computed for each of
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the four groups. The flux ranges for each of the groups are minimally adequate
(there is never a Tack of low or high flux values) but poorly sampled. A syste-
matic mediating role of the SOI in QBO phase-stratified flux-climate associations
is not apparent from either of the two sets of small sample comparisons.

7. SUMMARY AND DISCUSSION

The strong and well-defined relationship between the 11-year 10.7 cm solar
flux cycle and the lower troposphere Northern Hemisphere January-February climate
for QBO phase-stratified samples (van Loon and Labitzke 1988, Barnston and Livezey
1989) failed for the west QBO phase in 1989. In this report the opposing 1989
event is explained, at least in part, on the basis of the phase of the SO (the
cold tropical Pacific SST event of 1988-89). It is demonstrated that both the SO
and the solar flux have moderate and quasi-independent correlations with the
climate over certain regions, and where there is strong overlap they can work
either in harmony or in opposition. In 1989 in North America the influences of
the SO and the flux conflicted to an unprecedented extent, and the SO was the
controlling influence in most regions of the continent (western Canada being one
exception). The 1989 event draws attention to the smallness of the QBO phase-
stratified samples and the still more serious "holes" in the two-dimensional
sample space of flux and SO when both factors are viewed as predictors within one
QBO phase.

Bivariate linear regression equations were developed separately for each QBO
phase using the SOI and the solar flux as predictors, and each of several hundred
grid point values of 700mb height and 92 stations of U.S. surface temperature as
predictands. An a posteriori-developed height dipole difference index was also
used as a predictand. Within each of the two QBO phase conditions, the flux and
the 