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INTRODUCTION 

The Space Transportation Avionics Technology Symposium (STATS) was 
held in Williamsburg, Virginia, November 7-9, 1990. This document 
(Volume I1 of NASA Conferen blication 3081) is a compilation of the 
materials presented at the symposium. It includes the agenda, an overview of 
the structure for technology panels and a collection of white papers and panel 
reports . 
Section 1 contains statements of Avionics Technology “Needs” as presented 
by representatives from NASA programs during the plenary session on the 
first day. 

Section 2 contains an overview of how the technology panels, which met in 
concurrent sessions, were structured and the introductory presentations 
which were presented during the plenary session on the first day. 

Section 3 contains white papers prepared by the individual technology 
working groups that supported each symposium technology panel. These 
papers were prepared after the STATS so that the results of panel discussions 
could be incorporated into the text. 

Section 4 contains the results and recommendations from each technology 
panel. 

The STATS Executive Summary, NASA CP-3081 Volume 1, is a companion 
document and contains a description of symposium objectives, how the 
symposium was organized, a summary of attendees and their organizational 
affiliations, and a discussion along with conclusions and recommendations. 
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ABSTRACT 

SHUTTLE AVIONICS NEEDS 

The National Space Transportation System (NSTS) is one of the 
Nation's most valuable resources, providing manned transportation 
to and from Space in support of payloads and scientific 
research. The NSTS program is currently faced with the problem 
of hardware obsolescence, which could result in unacceptable 
schedule and cost impacts to the flight program. Obsolescence 
problems occur because certain components are no longer being 
manufactured or repair turnaround time is excessive. In order to 
achieve a long-term, reliable transportation system that can 
support manned access to space through 2010 and beyond, NASA must 
develop a strategic plan for a phased implementation of 
enhancements which will satisfy this long-term goal, 

The NSTS program has initiated the Assured Shuttle Availability 
(ASA) project with the following objectives: eliminate hardware 
obsolescence in critical areas, increase reliability and safety 
of the vehicle, decrease operational costs and turnaround time, 
and improve operational capability. This project in part will 
insure the development-of an evolved Space Shuttle which will be 
the primary implementation vehicle for advanced technologies for 
the next 30 years. 

The Shuttle avionics system, which controls most of the flight 
critical subsystems, is a primary candidate for  upgrades and 
enhancements. The development of enhanced avionics is a critical 
step in -the ASA process and certain goals must be addressed early 
in the program to obtain the most efficient and low cost 
design. This phased implementation plan can be broken into four 
phases spanning over a 32-year period. Phase I (1984-1991) wi?l  
complete the design and incorporate the upgrade programs that 
have already been funded through the NSTS program. Phase I1 
(1992-1997) will incorporate upgrades mandatory to keep the 
system on-line and functional (obsolescence changes and safety 
critical changes). Where budget allows, non-mandatory upgrades 
that will improve operational turnaround and performance will be 
considered. Phase I11 (1998-2007) will scope the total NSTS 
needs and be targeted to accommodate new missions (Lunar Base, 
Mars, Advanced Launch Systems, etc.). Phase IV (2008-2016) will 
primarily concentrate on keeping the Shuttle operational by 
replacing obsolete components. The Shuttle will be approaching 
lifetime limitations near the end of Phase IV; therefore, further 
advanced technology should be funded under other programs, such 
as MARS, Next Manned Transportation System (NMTS), etc. 



It is imperative that future vehicles (NMTS, Shuttle C, etc.) be 
considered in the design of any new system. These programs must 
benefit from the new technology development incorporated into the 
Shuttle. There is also a potential reciprocal situation where a 
planned NSTS upgrade is based on a "pathfinder" activity in 
another program. Some high level goals that will be addressed 
are as follows: 1) determine long-term effects of new 
enhancements throughout the ASA process, 2) consider hardware 
and interface commonality with other programs where applicable 
(i.e., Space Station, Shuttle C, Crew Escape and Rescue Vehicle, 
Orbiter Maneuvering Vehicle, etc.), and 3) capitalize on new 
technology development (autonomous systems) to reduce labor 
intensive operational procedures that currently exist. 

In summary, the strategy for ASA will be to first meet our 
mandatory needs--keep the Shuttle flying. Non-mandatory changes 
that will improve operational capability and enhance performance 
will then be considered if funding is adequate. Upgrade packages 
should be developed to install within designated inspection 
periods, grouped in a systematic approach to reduce cost and 
schedule impacts, and allow the capability to provide a Block I1 
Shuttle (Phase 111). 
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INTRODUCTION 

This paper addresses a preliminary plan to 
long-term' avionic needs of the Shuttle Orbiter 
the Shuttle is the only operational manned vehi 
the vehicle for implementing advanced te 
Long-term goals, such as advanced expendabl 
(i.e., Shuttle C) and the NMTS will be a design 
new systems during the Shuttle life cycle. The 
provide the necessary improvements to kee 
operational through its life cycle, which 
through the year 2020.  However, there is 
technology is no longer relevant to the AS 
under other designated programs such as 
NMTS, etc. New facilities required to 
design concepts, such as development avionics Jaboratori 
be funded through the institutions budget or the 
programs that need this new technology. 

Also, Shuttle needs in terms of ASA 
technology development that can be uti1 
the NMTS will be discussed in broad terms, not 
ASA program. Although orbiter avi 
they will be in competition with o 
Rocket Boosters (SRB) and Space Shutt 
NSTS program may not be able to inco 
beneficial, however, those that ar 
correct long-term benefits will be 
noted that the ASA program is a con 
not officially been approved in 
methods of funding may have to be co 

AVIONICS SYSTEM OVERVIEW - LlMlTATfONS 

The Space Shuttle avionics system pla 
phases of flight from pre-launch to 
complex system is composed of over 300 Line 
(LRU'S) connected to five General Purp 
a digital data bus network. The prim 
are to provide- ground checkout, p 
control of the vehicle. The system 
redundant hardware and complex softw 
failures (fail-operational/fail-safe) 
safety of the vehicle. The design 
vehicle took place during the 1970's; 
designed into this system were significant1 
other systems utilized during this timeframe. 
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The avionics system interfaces with almost every subsystem on the 
vehicle: External Tank (ET), SRB's, SSME's, Flight Control, 
etc. Most functions such as guidance, navigation and control of 
the vehicle, communication and tracking, payload operations, 
vehicle attitude control, subsystem monitoring, and failure 
annunciation are performed by the Data Processing System (DPS). 
The DPS hardware composition and functions are shown in Table 1. 

TABLE 1. 

DATA ~ R O C E ~ ~ G  SYSTEM 

HARDWARE FUNCTION UNITS 

General Purpose Computers Central Processing 5 
Digital Data Buses Transmit Input/Oufput 

Commands 
24 

Mass Memory Units Software and Data Storage 2 
Multiplexer Demultiplexer Convert and Format Data 23 
(19 ORB, 4 SRB) 

Main Engine Interface Unit Command SSME's 3 
Multifunction CRT Display Monitor and Control Vehicle 4 

Master Events Controller Command signals to arm and 2 
System 

safe pyrotechnics 
Master T.iming Unit Provides precise frequency 

output for timing and 
synchronization 

1 

The DPS software is a sophisticated set of programs, which 
utilizes over 500,000 lines of code. These programs were 
developed using a combination of a specialized high-order 
language and assembly language to accommodate real-time space 
flight applications. The Primary Avionics Software System (PASS) 

independently coded backup software package is loaded into the 
fifth GPC and is mainly utilized if a generic failure causes PASS 
to become inoperative. 

During ascent and entry phases of flight, the DPS is configured 
into four independent strings (two-fault tolerant) in a 
synchronized fashion, each string utilizing one GPC. 

is the principal-software used to operate the vehicle. An 
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Redundancy is managed in both the software and hardware making 
this system stable and reliable. The Shuttle avionics system is 
one of the most sophisticated and integrated aerospace systems 
today e The Shuttle avionics architecture can be seen in 
Figure 1, . 

As with any complex system, the Shuttle avionics system has 
limitations. One of the primary limitations with the current 
system is the labor intensive requirement for flight operational 
readiness (i-e., software/hardware verification, I-Load 
verification, etc,). Also, highly complex designs for certain 
components necessitate a highly skilled person for repair and 
maintenance (long turnaround time). These limitations and others 
require certain upgrades to the ground and flight hardware to 
improve turnaround time and guarantee the flight manifest is 
met. A s  R&D laboratories invent new and more' efficient 
electronic components, the avionics systems which are in use 
today become obsolete and parts are no longer manufactured. 

While designing new LRU's to eliminate obsolescence, the 
opportunity exits to increase performance capabilities on the 
Shuttle program. However, this creates a paradox. The 
significant amount of time required to design, develop ("tailor" 
for specific requirements), and qualify a piece of hardware along 
with new technology development, causes a system to be obsolete 
before it is ever flown. These constraints and realities must be 
considered in new avionics systems' designs during the ASA 
Program. 

The ASA program will be a phased implementation plan of 
enhancements to the vehicle with the following objectives in 
mind: eliminate hardware obsolescence in critical areas, 
increase reliability and safety of the vehicle, decrease 
operational costs and turnaround time, and improve 
operational/payload capability, This phased implementation can 
be broken down into four phases spanning over a 32-year 

e I (1984-1991) will complete the design and incorporate the 
upgrade programs that have already been funded through the 
program. Additionally, budget has been requested to start new 
upgrades in fiscal' year 1991. The current programs include the 
enhanced GPC, Inertial Measurement Unit (IMU), MDM, Star Tracker, 
Tacan, Mass Memory Unit (MU), and the Master Events Controller 
(MEC). The major drivers behind these upgrade programs were 
obsolescence and maintainability (repair costs and turnaround 
time). Most of these enhancements will reduce weight, volume, 
power, and take advantage of new available technologies 
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to improve' reliability and maintainability, thus, reducing the 
life cycle costs of the hardware. Additionally, enhancements to 
the new GPC's include increased memory c y and faster data 
processing. The MU'S were enhanc 'th a better error 
detection. capabil reducing tur and software 
verification. Upgrades that are functionally "transparent" and 
require little or no changes to the software, such as the IMU and 
MDM, are attractive because of reduced program costs. Phase I 
will be completed by the end of 1991 when OV-105 becomes 
operational and significant work begins on items for Phase I1 of 
the implementation process. 

Phase fl (1992-1997) of the implementation process is very 
important relative to the designs chosen for new systems. The 
major upgrades that will be incorporated in this phase are those 
mandatory to keep the system on-line and functional (obsolescence 
changes and safety critical single-point failures). Other 
enhancements that may fall into this phase are those driven by 
economical factors (reduced life cycle costs) and desirable 
changes (non-mandatory performance improvements). 

As in all programs, the project funding levels will require all 
potential candidate upgrades to be cost effective and beneficial 
to the overall NASA Agency, whether for obsolescence upgrades or 
operational improvements. The current redundancy and fail - 
operational/fail safe features must be maintained with any new 
upgrade. Although the NSTS program should be cost effective, we 
must keep in mind that the NSTS's role is to be the 
implementation vehicle for new technology developments that make 
sense to implement. Likewise, the NSTS should not implement new 
technology that is not cost effective. To insure we are in step 
with the R&D programs, we should work closely with the Office of 
Aeronautics and Space Technology. 

The proposed changes for Phase I1 presently being contemplated 
that are necessary because of obsolescence or will provide more 
capability are as follows: glass cockpit, electrical power 
distribution and control (EPD&C), Integrated Navigation 
System/Global Positioning System (INS/GPS), and integrated 
communications system. Some of these features will not only 
eliminate obsolescence, but will improve reliability and 
consolidate (reduce) the number of LRU's, These systems will 
also decrease weight and power, improve the performance of the 
vehicle, and lessen ground testing requirements substantially. 
Although obsolescence can be solved without incorporating 
integrated systems, integration will be advantageous and cost 
effective to the program in terms of reliability, performance, 
and ground turnaround. The architecture of these systems changes 
will be designed to accommodate a Block I1 Shuttle (Phase 111) 
without a total system redesign. A Block 11 Shuttle concept will 
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incorporate numerous enhancements that require significant 
modifications to the vehicle during an extended vehicle downtime 
and can only be accomplished with a fifth Orbiter sustaining 14 
flights per year. Some candidates may require flight tests 
(INS/GPS) .to assess the reliability of the system. These tests, 
whether ground or flight, will be identified and costed during 
the trade studies. 

Non-mandatory upgrades that will improve operational turnaround 
and performance (weight savings, automated systems, etc.), 
generally require major mods to the vehicle or significant 
up-front funding. Some of the options that fall into this 
category are as follows: on-board verification and checkout, 
high power fuel cells, electromechanical actuators, automated 
flight design system, integrated flight status monitoring system, 
etc. If these upgrades are considered, it is imperative that 
comprehensivp trade studies be made before significant funding is 
committed. More autonomous systems will eliminate the labor 
intensive requirements for flight readiness; however, limited 
funding will necessitate that all changes be compared on the 
basis of performance enhancements and safety improvements. 
Although non-mandatory changes are potential candidates for 
Phase 11, budget constraints could push these options into 
Phase 111. 

The selection of Phase I1 upgrades must be given serious 
engineering forethought so the program does not get locked into 
the same labor intensive operational costs and turnaround time 
that exist today. Additionally, the Agency's credibility in 
costing projects is of great concern; therefore, a well 
thoughtout contractor proposal will be negotiated prior to 
Authority to Proceed (ATP). Planned NSTS upgrades could also be 
based on "pathfinder" activities in other programs, thus reducing 
costs. Commonality of hardware, system interfaces, software, and 
crew procedures should be considered where applicable in Phase I1 
upgrades. For example, commonality will reduce manufacturing and 
testing costs. 

Other factors relevant to mandatory and non-mandatory changes are 
structural and modification downtime. Upgrades will be selected 
and scheduled so that the flight manifest is not impacted. 
Flying with differently configured vehicles (hardware and 
software) is not cost effective in terms of crew training, 
facility upgrades, etc. Some configuration differences will be 
unavoidable; however, they can be drastically reduced if upgrades 
are grouped systematically or functionally with transparency to 
other areas. Costs can also be reduced if enhancements are made 
in interrelated groups such as glass cockpit, automated cockpit 
witches and controls, on-board crew training, on-board checkout 
and. verification, assured orbiter return (crew unable to perform 
time-critical functions), health monitoring system, etc. 

14 



Costs for facility upgrades to the Shuttle Avionics Integration 
Laboratory (SAIL), Shuttle Mission Simulator (SMS), Mission 
Control Center (MCC), etc., will be con ered when selecting 
enhancements. Upgrades in Phase 11 will installed in OV-106 
(assuming approval) n-line. Approval of OV-106 will allow 
modification periods n excess of three months after OV-106 is 
operational. The orbiter modification schedule is represented 
graphically in Figure 2. 

The priorities for Phase I1 are to first implement mandatory 
changes (obsolescence and safety). If schedule and budget funds 
allow, examples of non-mandatory candidates that will be 
considered are automated flight design, on-board checkout and 
verification, and electromechanical actuators. Automated flight 
design and on-board checkout/verification will both reduce 
manpower requirements for flight readiness, thus fulfilling a 
highly desirable goal. Electromechanical actuators will improve 
reliability, turnaround time, performance, fault tolerance, as 
well as decrease weight and costs. In reality, changes such as 
high power fuel cells, electromechanical actuators, advanced 
EPD&C, and on-board checkout and verification will most likely be 
implemented in Phase I11 because of the required modification 
time . 
Phase IZI (1998-2007) will scope the total NSTS needs and be 
targeted to accommodate new missions (Lunar Base, Mars, etc.). 
Additionally, some of the upgrades incorporated in Phase I will 
already be obsolete and require further redesign. Rather than 
upgrade specific LRU's, new advanced architectures should be 

I considered for I) evolving into a Block 11 Shuttle concept, and 
2 )  be implemented in line to a new orbiter (i.e., OV-187). Any 
projects not funded in Phase I1 will have top priority. 

Approval of a new vehicle (OV-106) will play a key part in the 
implementation of any upgrades requiring major modifications. 
Without a fourth vehicle, upgrades must be incorporated during 
the normal KSC flow and/or the planned 3-month structural 
inspection period in order to maintain the flight manifest. This 
could seriously reduce any major modifications made to the 
vehicle or upgrades will. have to be implemented incrementally. 
If OV-106 is approved, this will allow individual vehicles to be 
scheduled for lDng periods of downtime to install major 
modifications. 

The main objectives of Phase I11 are to progress into a more 
autonomous operational program and utilize previous upgrades and 
new technologies to develop a Shuttle Block 11 concept. In terms 
of ground processing, automation of a bad process is not 
necessarily good. The process must be analyzed for efficiency 
and possibly changed before it is automated. The. advanced 
technology developed in Phase 111 will be geared toward 
requirements for the NMTS and mission requirements for Mars. 

15 
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The autonomous systems in avionics such as rendezvous and 
docking, landing, and GN&C can be applied to the Mars program and 
advanced expendable launch vehicle (ELV) programs. 

If a Block 11 Shuttle (OV-107) were initiated in 1998, studies 
for advanced avionics architectures must begin in 1995. This 
would allow five years for DDT&E before the hardware is installed 
(2001). Evolving into a Block I1 Shuttle will allow more 
capability to be designed into the avionics system. Upgrades 
will not require transparency to the existing architectures, such 
as those implemented in Phase 11. Figure 2 graphically 
represents a potential plan for a future Orbiter fleet. 

Potential candidates for this phase are as follows: advanced 
avionics laboratory (integrated Shuttle/Space Station), advanced 
avionics architecture (facilitate vehicle autonomy),' satellite 
servicing (autonomous rendezvous, docking, * etc.), advanced 
robotics (autonomous payload deployment). To obtain these 
sophisticated systems, investment in risk analysis and management 
systems (identify risks inherent in new avionics designs) and 
computer aided software engineering (artificial intelligence) 
will be required. 

The integrated avionics laboratory is applicable to ASA and 
should be implemented early in this phase (1998) with trade 
studies performed in 1996/1997. This facility will combine the 
SAIL with the Multisystem Integration 'Facility (MSIF) for Space 
Station. This concept will reduce overall integration costs for 
space transportation systems and maximize use of center expertise 
for subsystem development and verification. It will also promote 
commonality of hardware between the two programs. 

New facilities that are required for design and verification of 
new approved flight hardware/software systems (i.e., advanced 
architectures) will be provided through institutional funds. 
Such facilities could include a Data Management Systems Test Bed, 
Optical Avionics Laboratory, Systems Integration Laboratory, etc. 

The Risk Analysis and Management System is another high priority 
candidate that should be initiated early in Phase 111. This 
system can be utilized to identify and quantify risks associated 
with new avionics architectures in order to make cost effective, 
reliable, and safe upgrades. 

Phase N (2008-2016) will primarily concentrate on keeping the 
Shuttle operational (i.e.# replace obsolete components from 
Phase 11, minor upgrades). The Shuttle will be approaching 
lifetime limitations near the end of this phase; therefore, 
further advanced technology should be funded under other programs 
such as Mars, NMTS, or Advanced Launch Systems (ALS). 

17 



SUMMARY 

The strategy for ASA will be to first meet our mandatory needs-- 
keep the Shuttle flying. This requires that all upgrades due to 
obsolescence and safety have first priority. Non-mandatory 
changes to improve operational capability and turnaround will be 
incorporated when program funding can accommodate these upgrades. 

The primary goals for ASA are as follows: eliminate 
obsolescence, reduce operational costs and turnaround time 
without impacting safety and reliability, increase performance, 
and enhance operational capability. Selection of new 
enhancements will be made based on cost and performance 
benefits. Limited funding will require that significant trade 
studies be made to determine the appropriate enhancements to 
implement, accurately negotiate costs, and, understand the 
operational benefits/savings. 

Upgrade packages should be developed to install within designated 
inspection periods, grouped in a systematic approach to reduce 

\cost and schedule impacts, and allow the capability to provide a 
Block I1 Shuttle. Approval of follow-on orbiters is critical to 
allow sufficient time for major modifications, Commonality of 
hardware, software, crew procedures, and system interfaces 
between various programs, where applicable, is highly desirable. 

The program should eventually evolve to a more autonomus 
operational concept eliminating costs and turnaround time 
wherever possible. NASA intends to retain its role as the leader 
of new technology development, and the Shuttle is a good base for 
implementing technology improvements. 

It should be noted that avionics upgrades, although critical, 
will be in competition with other systems such as SRB's and 
SSME's. The NSTS program may not be able to incorporate all 
changes that are beneficial, however, those that are affordable 
and offer the correct long-term benefit will be implemented. 
Although the ASA program is supported by the Agency, it has not 
been officially approved in the budget process. 

18 
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CARGO LAUNCH VEHICLES TO 
LOW EARTH ORBIT 

Robert E. Austin 
Director, Space Transportation and Exploration Office 

Program Development 
George C. Marshall Space Flight Center 

Introduction 

"lie National Space Policy signed by President Reagan 
on Jan 5,1988, and the National Space Launch Program 
Report to Congress signed by President Bush on April 
10,1989, established the basis for assessing the nation's 
launch vehicle infrastructure. Consistent with the policies 
and time-phased strategies defined in these documents, 
reliable access to space will be provided through the use 
of a mixed fleet of launch vehicles, including the space 
transportation system (STS), existing expendable launch 
vehicles @LVs) and new heavy lift launch vehicles 
(HLLVs). This will give the Nation the capability to 
meet the base program needs and accommodate the 
expanded requirements of human exploration of the 
Moon and trans-Man through either a vigorous or a 
paced deployment of assets. The existing United States 
space infrastructure provides the launch capability to 
perform Lunar/Mars robotic missions, assemble Space 
Station Freedom (S.S. Freedom) and establish it as a 
transportation node for Lunar and planetary missions. 

Current capabilities, augmented with HLLV systems 
will provide the balanced, flexible, and assured access to 
space necessary to meet current commitments and 
perform the bold new initiative recently outlined by the 
President. 

Requirements 

There are two primary space transportation capabilities 
required to support both base program and expanded 
mission requirements: earth-to-orbit transportation 
systems and space transfer vehicle systems. Table 1 
depicts which existing and new earth-to-orbit @TO) 
vehicles are required to support each of these mission 
requirements. It is evident from this table that current 
launch vehicles can accommodate the base program 
mission requirements. However, the expanded mission 
area will require new launch vehicles. Current ET0 
capabilities will need to be augmented with a HLLV for 
lunar missions and a growth HLLV for Mars missions. 

Earth-To-Orbit 
Cauneh 
Vehicle 

Existing: 
e Atlas 
0 Delta 

Titan 
STS 

New: 
0 HLLV 
0 Growth HLLV 

Table 1. E T 0  Requirements 

Base Program 

Many types of missions are included in the base program: 
assembly, logistics, and crew rotation for the S.S. 
Freedom; servicing of satellites; Spacelab; delivery of 
communication, science, planetary, and observatory 
satellites in support of the science, application and 
technology programs; and mission to planet earth 
activities. The base program missions are manifested on 
a mixed fleet consisting of the STS and a stable of ELVs. 
Existing transportation systems have sufficient 
performance capabilities to support base program 
requirements. 

Expanded Mission Area - Lunar/Mars Initiative 

Robotic Missions 

The ET0 transportation system is required to support the 
launch of robotic missions prior to any piloted Lunar/ 
Mars mission. These robotic missions support the 
selection of outpost sites, location of potential resources, 
emplacement of navigation aids, and provide engineering 
data for the design, development, and opeqtion of the 
outposts. These missions are also required' to augment 
life science databases to ensure the health and safety of 
the crew, and to provide communications capabilities 
needed for the lunar missions. Table 2 shows the planned 
robotic missions, along with the ET0 vehicles currently 
planned. 
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Destination 

Polar Orbit 

LUX 

L2 (Far Side) 

Mars 

MiXS 

Mars 

MiXS 

Mars 

MiXS 

Mars 

Mission (Flights) 

Life Sat (lo*) 

Lunar Observer (2) 

Comm Sat (1) 

Global Network (2) 

Sample Return/ 
Local Rover (2) 

High Res. Imaging/ 
Comm Orbiter (2) 

Rovers (1) 

Rovers (1) 

Rovers (1) 

Communication Sat. (1) 

Note: *Two flights per year for five years. 

Vehicle 

Delta II 

Atlas II 

Atlas II 

Titan IV 

Titan IV 

Titan IV 

Titan IV 

Titan IV 

Titan IV 

Titan IV 

Tabk 2. Robotic Precursor Missions 

unar Outpost 

The mission requirements for the Lunar outpost are 
partitioned into three phasss-the emplacement phase, 
the consolidation phase, and the utilization phase. The 
ET0 transportation system must ferry vehicles, cargo, 
crew, and propellant to S.S. Freedom (220 nm altitude) 
in support of these Lunar outpost phase requirements. 
Reference capability for a new HLLV to deliver these 
various payloads to S.S. Freedom is a manifested mass 
limit of 135K to 157K per flight (with 25 ft  and 15 ft  
diameter shrouds respectively). The LTv/Lunarexmion 
vehicle (LEV) shown in Figure 1, indicates that the 
aerobrake and the LEV (25 f t  diameter) are the driving 
components for the large shroud size. The smaller 15 ft  
shroud provides an adequate volume for the 157K 
propellant delivery. 

A capability to test and process the Lunartransfervehicles 
at the S.S. Freedom is needed to meet the required cargo 
and piloted Lunar launches. Accommodation equipment 
must be ferried to S.S. Freedom beginning in the mid to 
late 90s to meet these launch dates for the Lunar outpost. 

LEV 

PIA Module Core 

DroD Tanks 

hert Mass Each 

Propellant Load 
Each 70K 
(Capacity 280K) 

* Includescrew 

Figure 1. Lun~r Transfer and Excursion 

The mass requirement for payload delivery to S.S. 
Freedom for each mission in support of the Lunar outpost 
cover a range of 242K-MK. This mass range is driven 
by whether the vehicles operate in expendable or reusable 
mode, the mission is cargo or piloted, and whether Lunar 
LOX is being utilized. Mass requirements for piloted 
flights include cargo in addition to the mass of the crew. 
Approximately 70 to 75 percent of the mass delivered to 
LEO is LTV propellant. The 15 ft shroud HLLV with a 
157K payload capability can deliver two LTV Propellant 
modules to LEO. Initial delivery of an entire single LTV/ 
LEV mission requires two 157K and one 135K HLLV 
flights. 

Establishing a permanent, self-sufficient base on the 
surface of Mars will follow an evolutionary path with 
emplacement, consolidation, and utilization phases 
similar to the Lunar outpost. Once again, the ET0 
transportation system must ferry the vehicles, cargo, 
crew, and propellant to S.S. Freedom in support of Mars 
outpostrequirernents. Additional growthof S.S. Freedom, 
beyond that required for the Lunar outpost, is required to 
accommodate W s  in support of Mars missions 
beginning in 2015. 
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The growth HLLV for the Mars outpost requires 
significantly greater capability than the HLLV used to 
support the Lunar outpost. An ET0 delivery mass of 140t 
is utilized to manifest MTV payloads to be integrated at 
S.S. Freedom. The reference MTV (Figure 2) illustrates 
vehicle elements which must be delivered separately and 
assembled in orbit. The aerobrakes and the uans-Mars 
injection stage (TMIS) are elements driving the HLLV 
to a payload shroud of Figure 2: Mars Transfer and 
Excursion Vehicles 40 ft in diameter and 100 ft in length. 
Each fueled TMIS stage t'mk has a mass of 300K. 
Multiple flights of the growth HLLV will deliver all the 
elements and propellant of a complete MTV to LEO. 

Trnns-Mnrs InJecUon Stnge 

\ \ 
Mnrs Trnnsfer Vebide 
Aerobrake \ 

Figure 2. Mars Transfer and Excursion Vehicles 

The mass requirements to S.S. Freedom to accommodate 
the Mars piloted outpost cover a range of approximately 
1210K-1870K depending on the mission type and the 
year flown. Propellant for trans-Mars injection and trans- 
Earth injection constitute the majority of the mass to 
LEO. 

Base and Expanded Model 

A composite model of the projected range of mass-to- 
orbit requirements for the base and expanded (Lunar and 
Mars portions) programs is shown in Figure 3. Lunar 
mass delivery requirements more than double the total 
mass-to-orbit requirements by the turn of the century. 
When Mars missions begin in 2015, total mass delivery 
requirements more than double again. Figure 4 illustrates 
the number of individual payload elements delivered to 
LEO by payload mass range for the 1990 to 2020 time 
period. The payload mass range of greater than 65K 
(beyond the capability of existing space transportation 
systems) is a new requirement imposed by LunarNars 
missions. 

89 

Base 

9 0 % 0 2 0 8  14 20 
0 

Year 

Figure 3. Composite Mission Model - 
Mass To LEO 

0 Mars Outpost 
Lunar Outpost 

130 

120 

g 110 

.e '2 10 I 

20 

< 10 14-40 40-65 > 65 
Payload Mass Rage 6) 

Figure 4. Composite Mission Model - 
Number of Payloads To LEO 
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Existing Systems 

Earth to Orbit 

EXPENDABLES. Three families of unmanned ELVs, 
Titan, Atlas, and Delta, are currently available to augment 
the STS. As shown in Figure 5, the capabilities of these 
ELV families have been enhanced over the past few 
years to meet increasing national needs. The Titan IV, 
Atlas I1 and Delta I1 are adequate to accomplish all 
robotic missions. Planned ELV flights through FY 1994 
are shown in Table 3. Depending on total national needs 
in the time period of the roboticmissions, Table 4 indicates 
a potential Titan IV launch rate problem (assumes 
continued Titan IVlaunches at the rates indicated). HLLV 
availability could alleviate ELV constraints by providing 
joint manifesting of some of these missions. 

Launch Vehicle Titan W AtlasII DeltaII 
Payload to LEO 39-50K 15-20K 9-1 1 
Availability Date: Jan 89 1991 Jan 89 

Figure 5. Expendable Launch Vehicle (ELV) 
Capabilities 

Launch Systems 

Titan IV 

Delta II 

Atlas II 

Totals 

- 
1990 

5 

6 

- 

- 
11 
111 

Flight Rates - Fiscpl Years 

1992 

5 

4 

2 

- 

- 
1 1  
B 

Table 3. Planned ELV Flights 

New or Upgraded Transportation Capabilities 

ET0 Vehicles 

By the mid to late 19%, ET0 transportation systems 
will require a heavy lift capability to support the new 
initiative missions. The only heavy lift concept being 
considered prior to 1999 is the Shuttle-C, an manned 
Shuttle derived cargo vehicle. The Shuttle-C could 
support assembly of S.S. Freedom and its growth to a 
Lunar transportation node. At the turn of the century, the 
expanded requirements of the LunarMars initiative will 
necessitate greater capabilities of unmanned, low cost 
launch vehicles such as ALS or derivatives of the STS. 
Lunar outpost ET0 transportation requires significantly 
higher launch rates and lift capabilities than are currently 
available and could utilize the Shuttle-C, ALS, or a 
mixed fleet of both. Growth HLLVs will be required to 
launch the payloads, propellants, and space vehicles 
required for the Mars outpost missions. 

SHUTTLE-C. The Shuttle-C is designed to be an 
unmanned launch system capable of reliably delivering 
heavy payloads to orbit. Shuttle-C is not a new system, 
but rather an expansion of our current STS program. It 
uses existing and modified STS qualified systems, such 
as ASRBs and a slightly modified ET with structurally 
enhanced interfaces. To minimize ET0 launches, the 15 
ft  and 25 ft diameter shrouds will be utilized with a 
common expendable boattail (Figure 6). Lunar missions 
can be manifested in three launches for the early missions 
and two launches for the steady-state missions. The 15 ft  
configuration (157K capability) maximizes propellant 
and high density payload delivery to orbit. The 25 ft 
configuration (135K capability) is required to 
accommodate delivery of the large diameter LEV and 
aerobrake elements. 
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TheETOtransportationrequirements fortheMars outpost 
require a launch vehicle with an expanded payload volume 
and greater lift capability than that required for the Lunar 
missions. The growth HLLV (Figure 6) is capable of 
delivering 300K to S.S. Freedom with apayload envelope 
of 40 ft diameter and 100 ft  length. Four ASRBs are used 
as first stage boosters. Five SSMEs in a recoverable 

I propulsion/avionics (P/A) module are used on a 33 ft  
diameter core stage. After main engine cut-off (MECO), 
the core stage separates from the payload and a small 
kick-stage transfers and circularizes the payload at the 
required orbit. Following core separation, the P/A module 
separates from the core vehicle and returns to Earth for 
reuse. 

ADVANCED LAUNCH SYSTEM (ALS). The ALS, a 
joint program of the U.S. Air Force and NASA, is being 
defmed as a family of unmanned cargo launch vehicles 
capable of accommodating a broad range of cargo size 
and mass. This system is being planned for the early part 
of the 21st century with the primary objectives of low 
cost per flight, high reliability, and high operability. A 
reference concept has been identified for initial 

Lunar 

Net Payload 157K 
BOOSters 2 A S R B ' S  
Core Stage StandardET 
Core Propulswn 3 SSME's 
Payload Envelope 15' ma. 

82' Length 

deployment to meet the ALS requirements. The Lunar 
and Mars requirements have been evaluated as a delta to 
the ALS reference program. 

To minimize Lunar HLLV launches, the two booster 
vehicle is used (Figure 7). Each Lunar mission can be 
manifested using two ALS flights. The payload weights 
shown are net payload to S.S. Freedom orbit with all 
circularization/stabilization and flight support equipment 
accounted for. In addition to the ALS vehicle, a transfer 
stage and uprated OMV are required to transfer the 
payloads from MECO to S.S. Freedom orbit. The most 
significant impacts of the Lunar initiative to the ALS 
program are those elements not currently in the program 
related to circularization/stabilization and the introduction 
of the two booster vehicle earlier than planned. 

Mars 

Net Payload 135K 
Boosters 2 ASRB'S 
Core Stage standard ET 
Core propulsion 3 SSME's 
Payload Envelope 25' Dia. 

90' Length 

Net Payload 300K 
4 ASRB's Boosters 

Core Stage New 30' Dia 
Core Propulsion Recoverable PIA 

w/5 SSME's 
Payload Envelope 40' Dia 

loo' Length 

&Figure 6. Shunle Derived Vehicles for Lunar and Mars Mission Requirements 
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A 
Program Reference Lunar 

~ 245' 

I 
Mars missions are accommodated using previously 
mentioned vehicles together with the three booster vehicle 
shown in Figure 7. This vehicle, which utilizes a 40 ft 
shroud, will accommodate the large elements illustrated 
in Figure 2. The M'"V configuration can be manifested 
within seven A I S  flights. 

Advanced Avionics Technologies 

Figure 8 indicates the time period allowed to develop a 
launch vehicle to meet the requirements for the lunar 
missions. PDR for the launch vehicle needs to be held at 
the end of 1994. At this time the technologies that will be 
incorporated into this design must reach the OAST 
designated level 5. By CDR in 1995 the level must reach 
6 or 7. 

Figure 9 indicates the time period to develop a launch 

1 275' 

MWS 

vehicle to meet the requirements for the Mars missions. 
PDR would be scheduled for 2005 at which time the 
technology maturity should reach level 5 and level 6 or 
7 by CDR in 2008. 

I CY I 891 90 1911921 931 94 (95 I %I 971 98199 100 
I First Carno Mssn 

Lunar Test Plight First '* 
PPR i D h ?  

0cm 

Figure 8. Launch Vehicle Development Schedule 
for Lunar Missions. 
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Since the launch vehicle for the lunar missions needs to 
be developed in the near tern, the various technologies 
required for this vehicle will be the ones discussed in the 
following paragraphs. 

Current launch vehicles were designed for performance, E 
and incorporate the technology from their design era. 8 
They typically cost about $3600/lb of payload to orbit. 5 1,OOO 
Figure 10 shows we can reduce this cost for an HLLV 8 u 

l0@JO 

Launch Vehicle 

\ 10 100 160 
Payload Capability (klb) 

Figure 10. Identification of Target Cost Savings 
For Technology Developments 

Figure 12 shows the degree of cost savings already 
achieved by technology demonstrationhmplementation 

Figure 9. Launch Vehicle Development Schedule on existing ELv Programs- 
for Mars Missions. 

Technologies have been ranked according to cost- 
payload by the economy of large payload capability, reduction potential and consideration of their overall 
through the use of LO+% propellant to eliminate &e benefit to a new launch vehicle concept as shown in 
need for a core second stage, and by rate and quantity Table 4. The top nine in the list have the most significant 
effects to achieve less than $loOo/lb before adding the cast Savings. 
advantage of technologies. 

The next grouping of two technologies have relatively 
Further Cost reductions for a new launch vehicle must lower cost savings but represent high ~~hedule impacts. 
come from incorporating appropriate new and applied 
technologies to reduce the recurring operations costs of 
manufacturing and launching. These are producibility 
improvements provided through new methods of 
manufacturing low cost engines, structures, automation 
of integration and launch processes, and higher reliability 
of the launch vehicle and its support equipment. 

Figure 11 illustrates the cost of an existing technology 
“strawman” vehicle relative to current launch vehicles 

achieve the goal is shown for each technology area. This 
allocation was calculated using a sophisticated estimation 
andcost-savingssoftware model that calculates te 
savings and their synergistic effects (both po 
negative) upon vehicle/operations costs. 

Health Manitor 
Network Arch and the desired goal. The allocated cost difference to 

Figure 11. Focused Technology Conhibutes to 
Reducing the Cost tourbit 
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The next group of is generally ranked according to cost 
savings. Items like manufacturing technologies, or expert 
systems, make larger benefits available in other areas. 

Items in the fourth group, of lesser cost impact, affect 
turn around -times and resiliency to failures, and are 
important. The maturity of each technology at the present 
time is shown at the top of Figure 13. Definitions for 
maturity level are derived from the NASA Office of 
Aeronautics and Space Technology technique for 

I Propulsion Structure & Operations & 
Man-Tech Avionic 

Figure 12. Projected Cost Savings for Each 
Technology Development Area 

describing the technology development process. 
Progressively increasing levels and maturity represent 
advancement from generic base to a focus on specific 
program needs. 

The avionics technology advancement must present an 
integrated approach to ducing launch system costs. 
Technologies are interrelated with each other and with 
the system development activity (see Figure 14). 
Interfaces between the various avionics elements within 
the vehicle segment and operations segment are 
recognized as big cost drivers. The different elements of 
avionics cannot be developed separately, then integrated, 
and provide any significant cost savings. 

A multi-path redundant avionics suite (MPRAS) 
technology development is central to all launch vehicle 
avionics. All of the other avionics technologies, adaptive 
guidance, navigation, and control (AGN&C): 
electromechanical actuators with integrated electrical 
power supply (EMA): expert systems for decision-aid 
applications (ES): low-cost interchangeable avionics; 
and alternate pyrotechnics, exchange data with the 
MPRAS technology to achieve the benefits of an 
integrated approach. MPRAS, developed with an 
associated lab, can provide a test bed for demonstrating 
cost savings and technology feasibility. 

Ropulsion Cost (Booster Recovery & Eng Reuse) 

Cost & Enables AGN&C and Vehicle Reliability 
Operations Cost, Engine & Vehicle Reliability 
Shroud Structures Cost 

Enables & Validates 
Other Technologies 

Mission Planning Cost & Vehicle Robustness 
Ops and Facilities (Computer) Cost & Schedule 
Backup Ropulsion Cost and SRB Reliability 
Operations Checkout Cost 
Information Processing Costs 

Table 4. Technology Prioritization Accounts for Cost and Risk Factors 
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Figure 13. T e c h ~ o l o ~ y  rity Available by at least CDR. 

Major Interrelationships 

Specific ground and flight operations technologies based 
on previous study results have been selected to achieve 
significant development cost or schedule reductions. 
These candidate technologies are shown in Figure 15, 
including their relationships with each other, and avionics 
and software technologies. 

operations system, including its 
ties, should be optimized to support 
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The advanced mission operations goal is to reduce the 
off-line, but manpower-intensive, mission-peculiar 
planning to levels that support a standard mission. To 
provide timely and upto-date information throughout the 
ground operations segment, the automated ground 
information processing technology development should 
develop electronic processing procedures and investigate 
and develop the electronic infrastructure to support their 
application. 

The integrated health monitoring (IHM) technology is 
designed to reduce or eliminate the traditional test and 
checkout operations that require large manpower 
resources to perform and analyze procedures. With 
today's computing and correlation abilities provided by 
inexpensive electronic devices, the potential for cost 
reduction is enormous. IHM will also provide the 
resources to minimize post-failure stand-down. IHM 

must be built into all elements of the launch vehicle 
system, and, therefore, will be interacting with technology 
projects in all areas. IHM will provide requirements to 
ensure vehicle and operations systems will support the 
IHM architecture. Associated technology projects will 
feed system definition to IHlM to allow its effective 
tailoring. 

Finally, the network architecture and operating system 
technology area will tie the ground and flight operations 
systems together into an integrated system of networked 
computer workstations, that will reduce or completely 
eliminate the requirement for single-purpose special test 
equipment. Integration of operations system networks, 
automated information processing techniques will provide 
an architecture which supports highly efficient 
management and operations. 

Avionics 

Operations Technology 
Demonstrations and Mahr 

Intenactions 

c Launch PlatfomvTranspotter 
.MM 

0 Booster Recovery 
0 Launch Platform OEC 

0 AGNC 

0 Netwot Archilecblre 

0 Netwodt Architecture 
oOEC , , 

0 STME 
@EMA 

0 OEC 
0 Launch Platform 

0 Auto MonnuiOn Processing 

0 Expert systems 

Auto Ground Infcnmatim Proassing 

Integmted Health Notitoring 

OExpUtS stems 
0 B O o S t e i ~ ~ ~ ~  

:Z&*ratimS 
e Alternate Pymmhnics Initiation 

.lHM 

Focused B e n e .  

0 Highly MPintainable 
PO Ra id Turnaround 
0 veLe bterfaces 

0 High System Maintainability 
-0 LOW f .ht  h t N d i O n  

0 Eliminate Infant Mortality 

0 Proof of Technologies 
-0 Proof of ConCepJ 

-0 Red~ced Recurring Mission Planning 

0 Efficient Data Managenient C Operations 
-0 Rapid R c s ~ s e  to Operations htingencie 
0 Redua/Eluninate Checkout 

0 Impved Gmtingency Response 
' 0  Reduced Standdown 

@ Enables unis Interfaces 
DO Facilitates System hpmements and Growt 

Figure 15. Operations Benefit Through Technology Focus and Integration. 
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Adaptive Guidance, Navigation, and Control 
(AGNC) 

The objective is to develop a low life cycle cost (LCC), 
robust GN&C system and its integrated mission 
preparation system. One approach will be to automate as 
much of the interactive portions of the analysisas possible 
and provide a single integrated “packagen (a work station 
environment) on which these tasks can be p6rforined. 
This will reduce the cost and time associated with GN&C 
preparation for a new set of payloadslc-mo for each 
mission. The other approach will be to make the on- 
board algorithms more sophisticated or adaptive so that 
they do not need as much preparation for a particular 
flight and can autonomously adapt to the unique 
conditions of each flight and payload. Both approaches 
have the goal of producing a GN&C design that is as 
robust as necessary. Such a system would be insensitive 
to all payloads/cargo combinations, weather and missions, 
and would never require mission specific analysis or 
changes. The preparation system and cost for such an 
ideal GN&C system would be minimal. Each approach 
would have to be measured to determine the breadth and 
depth of its preparation system and process. Robustness 
here is defined as a system’s ability to accommodate new 
payloads/cargo or missions without changes. For 
example, a control system that can accept a payload 
weight range of 28,000 lb to 160,OOO lb without any 
analysis or changes to any part of the GN&C system is 
more robust than a system that can only tolerate a range 
of 28,000 lb to 90,000 lb without changes. 

Current costs of mission analysis for a unique payload 
are ten times the cost for re-flight of a similar payload to 
the same destination. From various analysis the flights 
in the model would carry a unique payload or a similar 
payload to a new destination. The use of AGNC will 
reduce the analysis task for any mission to less than that 
currently required for a re-flight.. This gives the AGNC 
benefit shown in Figure 16. In addition, pmd processing 
data has been analyzed and reductions in GN&C 
preparation that amounted to 10% of the overall ground 
processing task has been identified. The other potential 
benefit of AGNC, improved reliability, is not incorporated 
in the cost-benefit analysis. 

Electromechanical Actuation (EMA) with 
Electrical Power Supply 

An integral electromechanical actuation system coupled 
with an integrated electrical power supply (IEPS) system, 
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Figure 16. Adaptive G N U  Technology Cost 
Benefit Potential 

can provide significant launch vehicle operations cost 
reductions. These cost reductions are attained through 
use of modular design, automatic checkout, and by the 
elimination of fluid actuation control. 

EMA systems are being prepared as a viable alternative 
to the classic hydraulic fluid control approach. Previous 
trade studies indicate significant potential cost savings 
for launch vehicle applications. This is primarily due to 
the operational flexibility and minimum maintenance 
and support requirements associated with anEMA system. 
In addition, higher reliability, superior frequency 
response, simplified failure detection methods, and system 
adaptability to redundant design concepts are other 
advantages. 

To successfully meet all the anticipated advantages of an 
EMA system, several key technology issues need to be 
resolved. 

a. High-power motorhnechanical actuator design - While 
high-power assemblies have been used on ships and 
other terrestrial applications, we need to evaluate (and 
perhaps modify) the current designs for operation in the 
space environment and their ability to meet launch vehicle 
size, mass, and cost constraints. 

b. The design of the high-energy power processors - 
These are required for either the electronic commutation 
of brushless DC motom or the resonant processing for 
the three-phase induction motors. Along with the basic 
designs, we will require the supporting high-power 
component technologies that can be used to build the 
hardware. 
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c. High-density energy sources - The high peak-to- 
average power profiles common for EMA systems may 
require different energy storage and distribution options. 
Temporary energy storage in capacitors or different 
supplementary batteries may be required to minimize 
energy source mass and cost. The EMA/IEPS system is 
shown in figure 17. 

POWER SOURCE. The primary power source must be 
able to provide continuous power from prelaunch 
activities through mission completion. Variations in peak 
power requirements during the mission will require a 
power supply concept to be robust and capable of 
supplying high energy rates on demand. 

Power source technologies such as batteries (silver-zinc, 
lithium thionyl chloride) and other stored power sources 
(thermal and chemical) should be considered. Alternate 
power sources such as turbo alternators, gas generators, 
and auxiliary power units should also be evaluated. 
Power usage for more than 95% of mission time is 
approximately 55 amps/actuator. (There is a total of 20 
actuators/vehicles.) However, during peak requiments- 
large EMA TVC activities-usage rate could exceed 150 
amps/actuator. The 55 amps/actuator is based on an 
average actuator output power of 20 hp. The 150 amps/ 

.--------------------------------------- 
I 
I 
I 
I 

lntegmted Electrical Power Supply System (IEPS) 
I 
I 

actuator is based on a peak actuator output of 50 hp. The 
above power is presumed to be provided at 270 Vdc. The 
270 Vdc system is indicated for preliminary calculations 
only. 

To accommodate these variations, options such as 
rechargeable energy storage capacitors and inductors or 
even thermal batteries could supplement primary batteries 
during peak energy usage. 

Note that no new power supply technology issues need 
to be resolved for this type of application. However, 
technical issues for system integration, electromagnetic 
interference (Em, thermal, and system performance 
concerns should be successfully demonstrated on a 
subscale basis for PDR to show confidence in the system 
concept. 

Studies on prelaunch servicing and checkout tasks for 
ELV's and the Shuttle, shown in Figure 18, indicate 
potential savings of about 4000 hours for the ELV's and 
about 9000 hours for the Shuttle per launch, through 
replacing the hydraulic TVC and the pneumatic actuation 
system with an EMA system. The space shuttle data was 
obtained from Pan Am services which was under contract 
for shuttle processing. The ELV data was generated 
using GDSS launch cost data for the Atladcentaur. 

I Avionics Power Inteflaces I 

Figure 17. Alternate Configurations Assessment 
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The figures do not reflect EMA savings in the area of 
system fault isolation and comtive procedures when 
compared to a hydraulic system. Preliminary analyses 
show the TVC requirements to be similar to that of the 
space shuttle main engines (SSMEs), providing for 
potential saving of higher than 9ooo hours per launch. 
Manpower savings are made in operations and ground 
support tasks. (Replacing fluid actuation systems 
eliminates the need for regular and costly leak check 
and contamination concerns.) 

The EMA system is sealed and storable. EMMEPS 
components are modularized and therefore easily 
replaceable. A requirement for complex ground support 
systems is also eliminated. The EMA/IEPS system will 
be independent and testable on demand, without a need 
for external support systems. 

The ground processing benefits of EMA systems are 
realized by eliminating hydraulic and pneumatic systems. 

Potential Testing Cost Savings 
Launch Operations Costs 

Avionics Fluids, 

Quality 
(QA) 8~ 
Work 

Studies of Centaur for Titan and Atladcentaur conclude 
that a 6% reduction in overall ground processing costs 
are possible. In addition, hardware savings and reliability 
improvements are probable. However, the cost-benefit 
analysis shown in Figure 19 excludes reliability 
improvements and includes only a small hardware cost 
benefit due to modularity and a philosophy of multiple 
subcontractor sourcing. 

Multi-Path Redundant Avionics Suite (MPRAS) 

MPRAS provides the groundwork to integrate the entire 
airborne avionics system. It provides design standards 
that minimize life cycle and operations costs, while 
increasing reliability. The MPRAS architecture would 
makeextensiveuseofbustechniquesandcommon modules. 
Figure20 showsaproposedarchitecture. Itmakes extensive 
use of busing techniques and common modules. Cost 
savings can be realized as shown inTable 5. 

From Electromechanical Systems 

Total ELV Launch HR 
Operations 91575 
Total F/M/P Savings 
Test Time 19197 Per Cent 

used _ _ - -  

Fluids 4928 10% 
Hydraulics 2177 90% 
Pneumatics 5143 40% 

4616 20% 
RC! 2333 4% 
Pro ulsion 

Savings 

490 
1960 
2060 
920 
0 

Fluids, Mechanical, and Propulsion Test Costs 
Equivalent Shuttle 
HRS 

Plumbing, Vent, 
and Drain 1069 20% 
Hydraulics 1573 90% 

ACS 2099 4% 

Propulsion 
Propulsion 10099 40% 

W VAB Activities 
pneumatics Pad Operations 

(35%) 

I Use of Elecwmechanical Valves and Actuators Can Reduce ELV Test I Time by >5000 HR, and Potentially >9ooo HR for the Shuttle or A S .  

210 
1430 
4040 

0 

5670 
3600 

- 

Figure 18. Operational Cost Savings Derived From EMA Applications. 
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~~~~ ~~~~~ 

1985 1990 1995 2m 2005 2( 

Figure 19. EMA Cost Benefits Potential 
Flscal Year 

Future launch vehicles could include core and solid 
boosters or core with liquid boosters(s). To provide the 
processing required, a flexible architecture is paramount. 
Conventional triple modular redundancy (TNR) systems 
must be sized for the worst case. Growth potential must 
be planned to preclude the redesign of more complex 
vehicles and to maintain a simple integrated checkout 
concept. The flexible MPRAS architecture will provide 
the ability to add or delete liquid booster interfaces from 
the system as required and will be scalable to manned 
vehicles. One example of conventional design is point- 

Figure 20. MPRAS: Integrated Avionics 
Approach To Reduce Costs 

to-point harnessing, which can be reduced significantly 
with an appreciable cost reduction. The Centaur on Titan 
has approximately 100 yard-wired functions wired the 
entire length of the vehicle. A bus could reduce this 
harness by an order of magnitude. 

Cost Savings Concepts 
0 Reduction of Hardware Cost 
- CORUMRI M o d u l ~ ~  
- Standard Intedaces 
- Use of Data Buses 

0 Increased Reliability 
- Self-Test Modules 

- Rdigurat ion 
- Redundancy 

0 Reduction of Operations Cost 

- On-Board Data Processing 
- Mission Planning 
- Mission Analysis 

- Automatic Checkout 

Table 5. MPRAS Concepts Potential 

A strawman MPRAS architecture that can be used as a 
point of departure is shown in Figure 2 1. The method of 
reduciog launch vehicle life cycle cost is first to reduce 
hardware cost and improve reliability. This is done with 
very reliable common modules using standard interfaces 
and software produced in large quantities. For example, 
the common module processor may be used for guidance, 
signal processing, or as the engine controller, which 
reduces the number of unique processors in the system. 
This will reduce the number of avionic units required 
and with standardized back planes and buses, upgrades 
and expanded capability are possible, all producing cost 
savings. Also, the design is simple, reducing the 
complexity and increasing reliability. 

Meeting the reduced operations cost goal is available 
thlough the additional processing of the W R A S  
architecture. The cost reduction can be achieved by 
reducing the manpower required for launch support in 
the areas of propellant loading, health monitoring, avionic 
monitoring, calibration, and data evaluation. 

A cost benefit analysis is shown in Figure 22. The major 
contributor to the cost savings is the avionics hardware 
cost reduction. This hardware reduction comes from the 
reduced amount of hardware required due to W M S  
and the lower cost of parts due to standardization and 
multiple sources of suppliers. 
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SDN SDN 

Figure 21. Distributed Architecture for Advanced Launch Vehicles. 

Expert Systems for Decision-Aid Applications This is due to the many necessary checkout and prelaunch 
monitoring procedures that are set up and performed 

Expert systems using artificial intelligence approaches manually. Cunent pre-launch operations of expendable 
provides effective individual and coupled decision aids vehicles require a critical path of months will require a 
for improved ground and on-board system autonomy systematic approach to the automation of the ground 
and can reduce life cycle costs through efficient use of operations to cope with the short turnaround processing 
manpower. schedule proposed. 

Future launch vehicle program need to approach vehicle An expert decision aid is a software approach to solving 
processing differently from in the past. Ground segment particular problems that are constantly changing and 
operations have been traditionally manpower-intensive. complex or adaptive in behavior, the opposite of an 

analytical problem that is basically deterministic. 
Examples of these types of problems are the re-scheduling 
of a vehicle checkout due to a damaged cable or 
determining if a system is indeed faulty given conflicting 
sensor readings. These heuristic problems require a depth 
of knowledge and experience (art rather than science) to 
form solutions quickly. Expert systems embody that 
collection of knowledge and experience in modular pieces 
that are rules and facts that describe the proper thought 
process for a given SE for circumstances arrived at by 
any path. It is this modular independence that makes 
expert systems attractive. The incremental improvement 

1985 1990 19M 2ooo 2005 2010 of knowledge and experience can be built and tested 
readily without re-testing the rest of the software system, 
unlike conventional software that is difficult to maintain 

-200 o~ 
Fiscal Year 

Figure 22* lMPRAs Benefls in a day-to-day changing environment. 
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Experience from launch vehicle programs and past studies 
have shown that the= are many opportunities in 
operations that reduce costs and improve autonomy, 
including: 

0 Ground operations: daily planning support and timely 

0 Ground checkout: autonomous procedural 
work-around decisions aids 

operations and control, standard trends, and redline 
monitoring 

control recommendations 

aids 

0 On-board systems: monitoring, integration, and 

0 Launch day: fly with fault diagnostics and decision 

0 Postflight: data reduction and analysis 

Figure 23 shows that decision aids have the most potential 
for application cost savings in the Ground Segment 
(checkout, logimics, preparation, and m 
the Control Segment (mission peculiar, 
and mission control). The Control Segment has been 
further broken down into seven costs areas and estimates 
were made for the expert system savings anticipated in 
each. 

Low-Cost Interchangeable Avionics 

The goal of this technology development is to significantly 
reduce the cost of producing critical avionics components 
by specifically addressing relaxation of the stringent 
restrictions typically placed on performance-driven units, 
and promoting standardization between units. 

Vehicle Cost Breakdown (STAS) 

Vehicle Segment 
Expendable 
& Refurb 
Hardware 
Production 

Ground Segment (OPS) 
CheckoutILogistics 
Prep, Maintenance 
Launch, Recovery 

Control Segment (OPS) 
Mission Peculiar 
Mission Planning 
Mission Conml 

Breakdown ES Cost Savings 

Post Analysis Flight P 
r Flight Planning 

Post Flight 
Analysis 

lS?% 

Training’ ~ 

2.4% 

- 
(Shown in Black) 

LPaylod Integration 
214% 

Figure 23. Decision Support Applications Contribution To Cost Benefits. 
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Figure 24 shows a proposed modular Inertial Navigation 
Unit (INU) with typical standard modules. 

One of the primary goals of anew launch vehicle program 
is to significantly reduce the cost of putting a payload in 
low earth orbit. This goal is being pursued using the 
philosophy of a large, robust, highly-margined design. 
Because of this philosophy, the avionics size and weight 
are less critical to the overall vehicle performance. Also, 
the environments for the avionics packages can be made 
significantly less severe than for current launch vehicles. 
This is because the relatively large size of this vehicle 
allows for the placement of avionics packages inlocations 
which have mild vibration, shock, and thermal 
environments. 

Standard Module Concept: 
(le. $4 ATR (SEM E) Cards) 

Standard Backplane: 
(le. PI-Bug TM-Bus, BEE-488) 

1750A Rocasor(s) 
1553B Bus Intedace 

Figure 24. The Standardization of Common 
Processing Modules and Common Backplane 

The relaxed environments allow for acceptable 
performance by using lower-cost instruments. For 
example, accelerometer capability is directly related to 
vibratory inputs, and gyro performance is heavily 
influenced by temperature extremes. By reducing these 
environmental extremes, performance requirements can 
be met at significantly reduced cost. 

Automated Ground Information Processing 

The objective of this technology development is to achieve 
cost savings through automation of key functions and 
interfaces in ground information processing. 

The development should focus on creating an integrated 
paperless environment that ties together planning, 
procedure changes, quality assurance report (QAR) 
generation, and calibration tracking. This type of 
automation would ensure that the goal of providing short 
times between launches can be achieved. 

Turnaround time requirements between launches 
demands smamlining operations to meet planned mission 
models. The approach for this technology development 
is to identify those areas in the ground operations cycle 
that can use automated information processing to provide 
cost savings and schedule enhancement. Figure 25 depicts 
an operations functional flow for a new launch vehicle 
program. While showing the entire operations functional 
flow, the figure separates the support and integration 
functions, and the control checkout and display functions. 
As illustrated, the support and integration function relies 
on input from the engineering design process and, through 
planninghcheduling and flow control process interfaces 
across the spechum of ground operations. 

One methodology would be to identify those functional 
interfaces that will provide the highest cost payoff by 
shortening delays in schedule during launch vehicle 
preparation. Current estimate indicates that the the two 
areas under “Preflight and Recumng Support,” payload 
integration and engineering support, benefit significantly 
from automation. %e specific areas to analyze are: 1) 
procedures which include tracking and incorporating 
changes, 2) planning, and 3) calibration tracking. 
Associated with the planning process and procedures are 
the generation and disposition of QARs. Automated 
QAR disposition, with an emphasis on reducing the time 
required to work the QAR and hence, shortening delays 
in vehicle processing should be investigated. 

Integrated Health Monitoring 

An Integrated Health Monitoring architecture 
design provides an automated means of observing the 
functional condition of critical vehicle hardware not 
only during flight, but also during pmduction and ground 
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FSD: Eng. Mgt. Admin Preflight & Recurring Support 

I I I 
Time Control C/O 
Display Functbn 

Non-Red Time Support and 
Integration Function 

- SchedulinglPIanning - Auto TdGSE Contrd - QARS * - Launch Control and Monitor - Config Controvchanges - Logistidroarremeat 
- Paper Procedures 

Figure 25. The rations Function Flow Identifies Automation Opportunities. 

operations. To achieve the high launch rate and low cost 
goals of advanced vehicles it will be necessary to identify, 
locate, and correct vehicle and ground support equipment 
hardware problems quickly without sacrificing reliability. 
IHM serves as a detection, diagnostic, and analysis tool 
to accomplish the program goals. 

IHh4 provides quick, efficient, and thorough automated 
checkout procecPures for vehicle and ground operations. 
If a hardware problem is detected, IHM will diagnose the 
problem to its source and serve as an analysis tool by 
which a user can automatically search ahistorical database 
for reference information. This capability will allow 
operators to focus their time and attention on the problem 
and resolution without having to sort thmugh large 
quantities of nominal data. 

All subsystems are affected by as shown in Figure 
26. The IWM concepts and ideas generated in the 
technology development can be to all vehicle subsystems 
for maximum efficiency and improved reliability. 

As an example, since rocket engine designs require such 
a long lead time before the initial vehicle itself, other 
subsystems that interface with the engine must be 
investigated (e.g., fluids flow) as well as the engine itself 
before design decisions conceming health monitoring 
can be made. By integrating “overall” IHM systems 
concepts and ideas with engine manufacturers’ 
requirements early in the program, this will reduce 

Figure 26. Representative Flow of Launch 
Vehicle Areas and IHM Concepts. 

problems that have occumd in the past with non- 
integrated health monitoring systems in the vehicle and 
ground operations areas. It is important that during the 
technology development all personnel know how the 
subsystems are interfaced to each other because of their 
interdependence (e.g., avionics control and feed system 
COM~C~~OIE for the engine). This IHM philosophy ensures 
that all health monitoring design concepts remain 
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consistent and tolerant of any vehicle or ground operations 
design changes that may occur. 

“Integrated Health Monitoring is defined as an automated 
means of verifjhg the operational status of all critical 
hardware associated with vehicle assembly, launch, and 
support phases of operations. IHM is able to verify initial 
subsystems, detect abnormal performance and impending 
failures, and identify suspected components.” Thus, a 
health monitoring system is required not only on the 
vehicle, but within the production and ground operations 
areas as well. Figure 27 shows a diagram of the overall 
IHM system and its relationships. 

A cost benefit analysis has shown that IHM provides a 
life-cycle cost benefit of $435 million compared to current 
methods within the production and ground operations 
areas, for an initial investment of $22 million for this 
program. Figure 28 shows the time-dependent benefits 
curve for IHM compared to cumnt methods of health 
monitoring. 

Network Architecture and Operating System 

The objective is to develop technology related to network 
architecture and the operating systems that supports pre- 
launch, launch and post-launch activities. 

0 

Figure 28. I ~ M  Cost ~ e n e ~ t s  Poten~al. 
By increasing the use of automation in the checkout and 
test of the vehicle and ground systems and post test data 
analysis, the cost of these operations can be reduced. It 
is crucial that the backbone network architecture and 
launch control system and its network architecture be 
defined in the early phases of technology development. 
Early definition of the backbone and launch control 
networks are critical to insure proper selection and to 
maintain low cost and schedule risk. Figure 29 shows a 
preliminary concept for the backbone network, that ties 
together all site elements. 

... 

IntcgratedDem, 

Figure 27. IHM Technology Development 
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Figure 30 shows a priliminary concept of the launch 
control network. The Network Architecture is the critical 
subsystem within the Ground Segment necessary to 
successfully integrate the elements for automated ground 
processing and launch operations. 

SItellite 

BackBone Network 

Figure 29. A Preliminary Concept for the 
Backbone Network. 

kbone Network 

wc 
G 

AUJCS 

P 

B 
* 

Preliminary Concept of a Launch Control Network 
Wire Center/Concentrator (Fiber or Wire) 

Gateway (Interoperable Connection Between Networks) 

Advanced Launch Control Computer System 

Primary Secure Comm L i i  

Backup Secure Comm Linlr 

Provides Disconnect From Network and Connectivity 
Between U S S s  During Critical Real-Time operations 

Figure 30. A Preliminary Concept for the 
Launch Control Network. 
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Figure 31. The Network Architecture and 
Operating System Operations Benefits Potential. 

Experience has also demonstrated the need for a unified 
approach to automation in order to obtain the maximum 
cost savings. 

The cost benefit analysis shown in Figure 3 1 indicates a 
potential for significant Cost savings. 

Technology Transfer to Current ELV’s and 
Commercial Launch Vehicles 

Most existing ELV programs are committed to develop 
and implement cost saving technologies, thus they can 
develop and enhance the benefits of advanced launch 
vehicle technology development. These enhancements 
are enabled through, 1) in-house funded technology 
programs aimed at cost and turnaround savings that can 
be used as the building blocks for advanced launch 
vehicle technology development, 2) completed analysis 
and planned product improvements, which show that 
many of these technologies can be used on existing 
launch vehicle systems with minor impact to flight 
hardware, and 3) targeting some technology 
demonstrations for existing ESMC operations to prove 
these technologies and cost savings in comparison with 
current operations. In addition, new ELV systems have 
planned to incorporate some of these technologies. 

Commercial launch vehicle programs do not develop 
new technologies because of the cost involved. They do 
plan to incorporate new technologies as they become 
available where it has been shown there is a substantial 
benefitinbothhardwarecostandparticularlyinoperations 
Costs. 
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PROGRAM DESCRIPTION 

The SSFP encompasses the design, development, test, evaluation, verification, 
launch, assembly, operation and utilization of a set of spacecraft in low Earth orbit 

(LEO) and their supporting facilities. The spacecraft set includes, as shown in 
Figure 1, the Space Station Manned Base (SSMB) and a European Space Agency 

(ESA) provided Man-Tended Free Flyer (MTFF) at an inclination of 28.5 degrees and 
nominal attitude of 410 km, a USA provided Polar Orbiting Platform (POP) and an 

ESA provided POP in sun-synchronous, near polar orbits at a nominal altitude of 822 

km. The SSMB will be assembled using the National Space Transportation System 

(NSTS). The POP'S and the MTFF will be launched by Expendable Launch Vehicles 
(ELV's): a Titan IV for the US POP and an Ariane for the ESA POP and MTFF. 

The U.S: POP will for the most part use derivatives of systems flown on unmanned 

LEO spacecraft. This paper concentrates on the SSMB portion of the overall 
program. 

The SSMB or "Station" as referred to from here on will have the capability to be 

permanently manned with a crew of eight, and to have a nominal lifetime of at least 
30 years. The advances over previous stations can be appreciated in Figure 2, which 

contrasts i t  to scale with Skylab and MIR. Figure 3 shows the principal Station 
elements and identifies the NASA Centers and international partners responsible for 
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these elements. The configuration has evolved from extensive analyses of scientific 
and commercial user requirements as well as transportation considerations, and 
engineering and technology factors. The program proposed as a result of the recent 

configuration budget review does not make major changes in the avionics 
complement at  the completion of the assembly sequence, with the exception of a 

change from AC to DC primary power distribution. 

Station elements will be attached to an 80 meter transverse boom oriented 
perpendicular to the velocity vector. Four pressurized cylindrical modules will be 

located in the center of the Station. The Habitation module will provide living 
quarters, and the United States, ESA, and Japan will each develop a laboratory 
module. The Japanese module also has an exposed facility. Also, pressurized and 
unpressurized logistics carriers will provide supplies and equipment. 

There will be four resource nodes, located at  each end of the Habitation and U.S. 

Laboratory modules. The nodes will be smaller pressurized cylinders that will 
generally serve as command and control centers, and as pressurized passageways to 
and from the various modules. The nodes may also accommodate some experiment. 
racks and will provide additional pressurized space. 

Certain nodes will also contain berthing mechanisms for temporary attachment of 

either the Space Shuttle or the logistics modules. They will also have attaching 
elements to connect the node to the truss and modules. Two cupolas will be attached 
to node ports to allow direct viewing of external activities. The nodes will also 
contain docking equipment and hatches. There will be a single hyperbaric airlock to 
support extravehicular activities (EVA). 

The Station will be powered by two power modules, each composed of two pairs of 
photovoltaic arrays. The T-shaped power modules will be attached to either end of 

the transverse boom with two alpha joints, which will rotate to point the solar arrays 
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toward the sun. The power modules will supply an average total of 75 kilowatts (kW) 

of electrical power. The boom will be equipped with attach points providing power 
and other utilities to accommodate external scientific payloads. 

Other features of the Station will include a Canadian Mobile Servicing System, 

shown in Figure 4. This iystem will be used to assist in the assembly of the Station 

and for a number of servicing tasks. There will also be a Flight Telerobotic Servicer 

(FTS), shown in Figure 5, which will be used for maintenance and which will also be 

used in the assembly of the Station. 

The elements are the major pieces of hardware that are assembled to make up the 

Station, and comprise the hardware that is not involved with distributing a utility or 
service. Distributed systems, in contrast, provide those functions whose end-to-end 

performance is located in two or more elements. The Station will have a number of 

distributed subsystems which will provide data management, thermal control, 

communications and tracking, guidance, navigation and control, environmental 
control, human life support and fluid management. 

The Assembly Sequence perhaps is the most challenging aspect of the program. The 
Sequence has evolved and will continue to evolve through the preliminary design 
phase now in progress. Figure 6 is an example of a Sequence requiring 20 NSTS 

missions to reach assembly complete. A current estimate lists 29 missions including 
logistics flights. Each increment in the Sequence must meet NSTS payload weight, 
volume, and CC constraints, obey limits on EVA assembly time, and result in a 

viable spacecraft ready for the next increment. The avionics systems will be 

challenged to meet the requirements of many different configurations on-orbit. 

The current schedule for development of the Station is shown in Figure 7. The next 
key event is the Preliminary Design Review (PDR) and preparations for that are in 

progress throughout the program, with reviews at the subsystem level beginning this 
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year. Phasing down of the DDT&E effort in the nineties should provide an  

opportunity to begin introducing evolutionary and growth development activity that 
could expand capabilities a t  the turn of the century. An example of an enhanced 
Station serving as a transportation node is shown in Figure 8. Featured are a dual 
keel providing more real estate, solar dynamic power modules to increase power, and 

accommodations for servicing. Other avenues of enhancement could support a Mars 
exploration initiative or increased research and development. 

The principle avionic subsystems and related topics are discussed in the following 

sections with emphasis on the technical challenges and the anticipated paths for 

evolution. 

ELECTRIC POWER SYSTEM (EPS) 

The EPS provides a critical resource to the Station using PV modules as described 

earlier. The system includes NiH2 batteries and power distribution hardware as 
shown in the top level architecture diagram of Figure 9. The baseline is now a totally 

DC system from the arrays through primary, secondary and tertiary distribution. 
Primary is a t  160 V and secondary is at  120 V. There will be a development activity 

to obtain the necessary switch-gear to handle the 75 kW output power level. AC 
power for primary distribution was scrubbed in the recent program rephasing. 

The estimates of power for housekeeping and power for users will continue to be 

refined as the design proceeds, but i t  is clear that the allocations will challenge 
experiment and system'developers and the overall power management activity. 
Current estimates for housekeeping power are given in Figure 10 to indicate where 

improvements might bring significant benefits. DMS has the major requirement in 

avionics, but there is a challenge across the board is to improve efficiency and to 
enable an effective power management strategy. 
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The growth path for the%PS would be to implement the Solar D3namic Module 
shown in Figure 11 and to implement an AC primary distribution &t 440 V and 20 

kHz. The Solar Dynamic approach using a solar concentrator and Brayton cycle has 
higher efficiency than the PV and presents a smaller area with less drag than PV. In 

addition, the energy storage would employ a material phase change instead of 

batteries. The reduction in logistics resupply and the on-orbit changeout task 
relative to solar cells and batteries would be significant. The Solar Dynamic Modules 

would provide 25 k W  increments and be symmetrically positioned outboard of the 
initial PV modules. Solar Dynamic requires accurate pointing and a basic PV 

capability should always be retained to recover from a degraded pointing condition. 

& 

DATA MANAGEMENT SYSTEM (DMS) 

There has been general agreement that the DMS presents one of the top technical 
chaIIenges in the Station program. The challenge arises from its size and complexity. 

The DMS will provide the hardware and software resources necessary to support the 
data processing and control needs of the other distributed systems, the elements and 

payloads. It will also provide a common operating environment and human- 
computer interface for the command and control of systems and payloads by both the 
crew and the ground operators. 

The DMS will be made up of five subsystems corresponding to the five major DMS 
functions: 

@ Human-computer interface, 

0 Data acquisition and distribution, 
@ Data storage and retrieval, 
@ Application program processing, and 

@ Time generation and distribution. 
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The major features of the DMS are given in Figure 12, and an overview schematic is 
given in Figure 13. Key features of the software development are the choice of ADA 
as the standard language and the definition of a Standard Software Environment 
(SSE) capability for commonality A across the program. Some of the challenges facing 

the DMS development are: 

0 Ensuring common design guidelines are properly allocated to all software 

generated across the program. 

0 Establishing standard interfaces with international partners and the ground 

environment. 

0 Meeting power resource allocations. 

COMMUNICATIONS AND TRACKING (C&T) SYSTEM 

The C&T System, together with the DMS and associated ground systems, forms the 
Space Station Information System (SSIS). There is a major challenge in defining the 
overall end-to-end data system and controlling its configuration. The C&T System 

provides capability for sending audio, video, operational data and experiment data to 
the ground and for receiving command data from the ground using the Tracking and 
Data Relay Satellite System (TDRSS). A functional block diagram is shown in 

Figure 14. 

The space to ground Ku Band link will use the full capability of TDRSS at 300 IMbps. 
The operational housekeeping data portion of this will be 2 Mbps. In addition, there 

will be an S-Band link to be used during early assembly flights and as a backup in the 
operational phase. An emergency link separate from TDRSS has been proposed that 

would carry only voice. 
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A Command and Control Zone (CCZ), shown in Figure 15, will be established around 
the Station. It will reach to 37 km behind, above and below the Station and 8 km on 
each side of the orbit plane. In this zone, the Station will control approaching 
unmanned vehicles, such as an O W .  Within about 1 km, the Station will control 
EVA operations and the FTS. The EVA operations are slated to use UHF as now 

done with the NSTS Orbiter. The FTS communications would be a t  Ku Band 

(separate from TDRSS) to provide the necessary bandwidth for video channels used 

for controlling FTS. Both these frequency choices face regulatory problems; there is 
potential interference from DOD transmitters a t  UHF, and from commercial satellite 

ground transmitters a t  Ku Band. OMV control is a growth capability. 

The main growth path for C&T would be to utilize the planned capability for the 
Advanced TDRSS at  600 Mbps in Ka Band where the greater bandwidth is available. 

Also, the cluster communication would move to Ka Band where a primary allocation 
can be expected and interference from ground station transmitters minimized. There 

also is potential for optical communications that would expand the data rates while 
at the same time avoiding regulatory and interference issues. For the video 

subsystems it probably will be necessary to evolve to whatever High Definition 
Television (HDTV) standards emerge in the nineties. 

The tracking role in C&T will be provided by the Global Positioning System (GPS). 
This DOD system will be operational using a total of 24 satellites in orbits a t  about 
10,000 nmi. The high accuracy position, velocity and time reference data enable 

autonomous operations for Station. In addition, GPS will be particularly useful in 
rendezvous operations where a differential GPS scheme can be used for highest 
accuracy when the approaching vehicle also has GPS capability. A challenge is to 
obtain the assured access to GPS with a design that minimizes the program impact of 

DoD security requirements. 
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GUIDANCE, NAVIGATION AND CONTROL (GN&C) SYSTEM 

The GN&C System controls the Station attitude, controls reboost, determines 
pointing angles for the solar arrays, thermal radiators, and antennas, and controls 
vehicle traffic around the Station. The GN&C System architecture is shown in 
Figure 16. Major components include star trackers, inertial sensor assemblies, and 
control moment gyroscopes mounted on a navigation base. Also included are 
electronics to control: reaction jets, a resistojet for reboost, the truss alpha joints and 
the thermal radiator beta joints. 

L 

In addition to the traffic management function involving control and/or monitoring of 
vehicles in h e  control zone, as described earlier, the GN&C controls docking and 
berthing operations, and collision avoidance maneuvers. The latter includes 
maneuvers to avoid space debris that is predicted to be on a collision course with 
Station. The requirements for collision avoidance need to be established and the 
possible role of on-board sensors needs to be studied. 

The Station flies in a local-vertical, local-horizontal (LVLH attitude, keeping the 
truss perpendicular to the flight direction) within 5 degrees. A torque equilibrium 
attitude (TEA) strategy is used to minimize attitude control torque over an orbit. A 
key requirement is to maintain an attitude such that a microgravity environment is 
established to meet materials science experiment requirements. 

Understanding the interaction between control and structure to arrive a t  an  
acceptable overall system that meets the needs for stability and microgravity will be 
a challenge. Perhaps the major challenge is to provide a system capability that 
evolves successfully through the many stages of the Assembly Sequence. 
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AUTOMATION AND ROBOTICS (A&R) 

The Station program is committed to the use of A&R technology both in the Station's 
operation and evolution. The importance of this thrust has been emphasized by 
recent program reviews that have revealed significant potential shortfall in the 
ability of EVA alone to maintain the external hardware. There also is a premium on 
IVA so that as much of this resource as possible is available for experiments. 

The avionics systems will make substantial use of automation to manage the control 
and scheduling of resources in power, communications, momentum control and data 
flow. In addition, there will be extensive use of automated failure detection and 
isolation for all systems, and also for recovery in the case of time critical systems. 

There are two key robotic systems that have been noted earlier: the FTS and the 
MSS. The FTS will be able to perform the following tasks: 

- 
- 
- 
- 
- Assemble the thermal radiators 

Install and remove truss members 
Install a structural interface adapter on the truss 
Changeout Orbital Replacement Units (ORU) 
Mate the thermal utility connectors 

The robotic components of the MSS are the Space Station Remote Manipulator 
System (SSRMS) and the Special Purpose Dexterous Manipulator (SPDM). The 

SSRMS provides the following functions: 

- 
- Maintain attached payloads 
- 
- 

Assist in assembly and external maintenance 

Transport hardware and payloads about the Station 

Retrieve and deploy free-flying satellites and platforms 
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- Berthldeberth the Shuttle Orbiter 

The SPDM will provide a dexterous capability to reduce and complement the 
crew's EVA'S. The SPDM will be able to: 

Connect and disconnect utilities 
AttacWdetach interfaces and covers 
Matelde-mate connectors 
Provide lighting and closed circuit TV monitoring of work areas for EVA and IVA 

crews 
Clean surfaces 
Inspect and monitor areas of difficult access 
Manipulate small payloads without standard grapple fixtures 

INTEGRATION AND VERIFICATION 

Verification is the process that will confirm that the Station's hardware and software 
meet all of the design requirements specified. This is particularly important because 
unlike previous space programs, the Station cannot be completely checked out on the 
ground prior to launch. Due to its size, the Station will have to be launched in 
segments and assembled on-orbit as described earlier. To help ensure the successful 
completion of the assembly, and its operational safety while it is being assembled and 
operated, it is vital that critical testing be done on the ground before its segments are 
launched. An overview of the integration and verification process is given in Figure 
17. 

The flight hardware will initially be built in small units, such as ORU's, and then 
assembled into larger and larger units, until finally they are assembled into a launch 
package at the Kennedy Space Center (KSC). Throughout this process, the units will 
be tested to verify their compliance with the requirements. The initial testing will be 
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done at contractor and subcontractor facilities all over the country, as well as in 
Europe, Japan and Canada. 

Final testing will be accomplished at the contractor's facility for the EPS, at JSC for 
the Truss Assembly, and a,$ MSFC for the Lab and Hab Modules. At the JSC facility, 
shown in Figure 18, the first few launch packages will be assembled together and 
checked out, using both flight hardware and simulators. This ground test will 
significantly increase confidence that Station can be successfully assembled and 
operated on-orbit. Once the tests are complete, then the individual launch packages 
will be shipped to KSC for final checkout and launch. All other launch packages will 

be shipped directly to KSC from their assembly sites. 

After the Lab and Hab Modules are checked out at MSFC, they also will be shipped to 
KSC for final checkout and launch. 

Once the launch package is on-orbit, it will be assembled and attached to the Station. 
Then, it will be checked out to verify its operational readiness. This will include 
verifying that it can be operated in an unmanned mode, and that manned operations 
could be subsequently resumed after its' unmanned mode. 

Like the flight hardware, the flight software will also be checked out during a series 
of tests as the software is assembled into larger and larger units. In its early phases, 
the software will be checked out at a contractor's or subcontractor's facility. For 
example, software residing in an ORU will be verified when the ORU is tested. The 
contractors and subcontractors will develop the flight software at Software 
Production Facilities (SPF's) all over the country, as well as in Europe, Japan and 
Canada. NASA will provide Data Management System (DMS) kits to integrate the 
contractor's hardware and software. The DMS kits will emulate the interface 
between the contractor's hardware and software and the DMS. 
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At present, there are no plans for a single facility to integrate the entire flight 
software package that will be on-board any given flight configuration. The need for 
such a facility remains to be established. 

RELIABILITY, MAINTPINABILITY, AND REDUNDANCY 

Reliability and maintainability features of the avionics complement will be 

especially important in that they will govern the availability of equipment on-orbit, 
dictate the burden for maintenance levied on the crew and robotics, and impact the 

logistics resupply flights by NSTS. The current estimate is up to eight NSTS flights 
per year will be needed for the logistics functions and crew rotation. 

An appropriate ORU configuration will be determined for each system considering 

failure rates and capabilities of both crew and robotics, with emphasis on the latter 
for external equipment. There will be assessments of reliability and maintainability, 

but there are no contractual requirements in this area. 

Supporting the product assurance effort is a n  Electrical, Electronic, and 
Electromechanical (EEE) parts policy that dictates Level S parts or equivalent for 
critical functions, and recommends Level S for other functions. Involving these 

requirements in the beginning of development should in many cases avoid the major 
costs that NSTS experienced in levying higher EEE part reliability requirements on 

existing designs. 

The redundancy policy' requires two-fault tolerance for crew safety and Station 
survival and single-fault tolerance for mission critical support. There is no 

requirement for other functions. The level of redundancy must be determined 

prudently for each function, because additional hardware raises the overall failure 
rate and adds burden to the maintenance function. Unlike what is possible for the 

NSTS, this burden must be dealt with on-orbit. 
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EVOLUTION , 

The planned operational lifetime of 30 years necessarily implies that an evolution 
capability should be an important requirement. The baseline configuration is to have 

the hooks and scars to make this capability possible. An important evolutionary path 

for the Station would be to support two critical functions for the Human Exploration 

Program. Station would primarily serve as an integrated transportation node 
providing facilities for vehicle assembly, testing, processing, and post-flight 
servicing, as well as providing crew support (including IVA and EVA), data 

management and communications, and logistics to accomplish these activities. It 
would also provide the resources necessary to verify the research and technology 

required to support the new initiative. Much of this research and development has to 

be performed and tested in the space environment; activities which are ideally suited 

to the Station. The technology development and research areas are broadly 
categorized a s  In-Space Operations, Humans in  Space, Spacecraft Design 

Technology, and LunarMars Mission Simulation. A concept for the transportation 
node building on the dual keel configurations was shown earlier in Figure 8. 

RECOMMENDATIONS 

Advances in avionics technology can help meet the challenges that have been noted 

for Station. Some of these challenges are summarized in Figure 19. Since Station 
will continue to evolve, improvements could be introduced when ready. The most 

critical areas appear to be those that would make more power and crew time 
available to users. This implies more efficient power generation, distribution and 
management, and greater power efficiency for all avionics with particular attention 

to DMS components. Crew time can be freed up for users with greater application of 
A&R, including artificial intelligence and expert systems, and by providing a high 
level of inherent reliability. 
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Backsround 

NASA is currently investigating a Crew Emergency Return Vehicle 
(CERV) to provide assured crew return for Space Station Freedom. 
While the Space Station, in conjunction with the Space Shuttle, 
is capable of handling many emergency situations on its own, NASA 
has found at least three situations where a CERV is essential: 

0 Medical Emergency - Provide the crew with the ability 
to evacuate seriously injured/ill crewmember from the 
Space Station to a ground based care facility under 
medically tolerable conditions. 

0 Station Catastrophe - Provide the crew with the ability 
for a safe and time-critical evacuation of the Space 
Station in the event the Space Station becomes 
uninhabitable. 

0 Shuttle Problems - Provide the crew with the ability to 
return safely to Earth from the Space Station in the 
event NSTS flights are interrupted for a time that 
exceeds Space Station ability for crew support and/or 
safe operations. 

The NASA Phase A investigations over the past several years 
identified the above requirements and they have been documented 
as Design Reference Missions 1, 2, and 3 respectively (DRM's 1, 
2, 3) within the CERV Systems Performance Requirements Document 
(SPRD), JSC 31017. 

The CERV SPRD has been prepared as functional and performance 
requirements in such a manner as to minimize design specificity 
of the requirements. The CERV Project intent is to identify the 
minimum set of requirements that will enable the project 
objective of a simple, reliable, cost effective vehicle and give 
the contractor maximum design freedom. The CERV Phase A'/B 
procurement effort, currently scheduled to begin October 2, 1989, 
is intended to affirm the existing project requirements or to 
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amend and modify them based on thorough evaluation of the 
contractor(s) recommendations, 

The CERV design must be capable of simple, nearly automatic 
operation because its control will probably be by a physically 
deconditioned crew. Therefore, although crew intervention may be 
required, it is not envisioned that CERV operation will require 
highly trained piloting skills to operate the CERV for 
separation, deorbit, entry, and landing activities. 

The CERV must be available for immediate use throughout the life 
of the Space Station. Therefore, reliability is an important 
design requirement for the CERV. If the CERV is to be a highly 
reliable vehicle, the onboard systems must to be simple, and use 
proven state-of-the-art technology, with robust design margins 
and sufficient systems redundancy to be available for immediate 
use. 

Long periods of dormancy are a desirable design objective. 
Dormant systems exhibit higher reliability than those that are 
active. However, establishing confidence in the CERV System may 
require periodic systems health check tests and evaluations. 
These periodic system health checks would be made utilizing the 
CERV avionics hardware/software systems in conjunction with the 
Space Station and must be capable of diagnostic isolation of a 
failed system to the ORU level. This implies, among other things 
the of sharing some limited resources with the Space Station, 
e.g. power, ECLSS, communications, personnel, etc.. 

To enhance CERV System reliability while minimizing life cycle 
costs, it will be a Program goal to embed CERV operations within 
existing, ongoing programs such as NSTS and Space Station 
Freedom. Launch and delivery of the CERV to Space Station 
Freedom will be accomplished using existing NSTS and ELV 
capabilities. Once at the Space Station, CERV activation, 
periodic checkout, and maintenance will become an integrated part 
of the Space Station workday activity, although with minimal 
interference to ongoing productive activities. 
existing facilities and personnel at KSC will largely suffice for 
prelaunch processing, logistics, and turnaround operations. The 
highly flexible workstations and reconfiguration environment 

-currently under development at JSC for the NSTS and Space Station 
Control Centers will enable those facilities to accommodate CERV 
mission planning and real-time support. And finally, a vital 
link in the operations concept will be provided by reliance upon 
existing worldwide Search and Rescue capabilities, both U.S. and 
international. 

On the ground, 

The JSC CERV Project Office, during its in-house Phase A studies, 
evaluated the following four CERV concepts (shown in figure 1): 
a) The Reference Configuration, b) The Benchmark Configuration - 
SCRAM, c) The Apollo Derivative, and d) The LaRC Lifting Body 
Configuration. 
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The following treatment of the CERV avionics systems is presented 
with the caveat that a firm CERV system design has not been 
selected at this time. The following discussion in not to be 
construed as expressing a preferential avionics system/subsystem 
configuration by the JSC CERV Project Office. 

For the purposes of this symposium the reference configuration 
concept avionics systems will be presented. 

CERV Avionic Svstems 

The avionics systems design is required to perform the three 
DRM's with minimal crew participation. It is assumed that the 
crew will have limited training in CERV operations, as well as 
being in a physically deconditioned state. 
participate in some simple operational functions; however, those 
functions that require skilled piloting capabilities will be 
automated. 

The crew may 

Another avionics systems design goal is availability. 
Availability dictates a fail-safe avionics system/subsystem that 
will be backed up by redundancy in critical systems, by other 
systems/subsystems automatically, or by limited crew 
participation. 

Space Station emergencies, DRM2, place the most severe 
requirements on the avionics system/subsystem. The CERV must be 
in a safe configuration and ready for departure within minutes 
after a Space Station emergency is declared and it is determined 
that crew evacuation is required. This condition will allow 
minimal planning, warmup, and checkout time. 

The avionics hardware design objectives will be to comply with 
the Space Station interfaces and possess some degree of ORU 
commonality. The ORU commonality is desireable from the CERV 
standpoint to the extent that simplicity and reliability is not 
compromised. 

The JSC CERV Project Office Phase A reference configuration 
concept evaluations identified the following systems: 

- Guidance, Navigation, and Control 
Displays and eontrol 
Communication and Tracking 
Electrical Power 
Propulsion 
Pyrotechnic 
Environmental Control and Life Support 
Thermal Protection 
Medical 
Landing and Recovery 
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Of these systems the first four are considered to make up the 
avionics systems. The remainder are integrally related to the 
avionics in the demand-command response sense. 

The system contains dual avionics strings for redundancy. Two 
General Purpose Computers (GPC's) with their associated software 
and Multiplexer/De-Multiplexers (MDM's) comprise the heart of the 
system, essentially the Data Management System (DMS). The GPC's 
will run simultaneously but not synchronously. The primary GPC 
will be in control of system operation until a fault is detected: 
then it will be automatically switched to the secondary GPC. 
Individual ORU's will be selected or deselected automatically by 
the GPC's. Fault detection logic to select other 
systems/subsystems will also be contained in the GPC's to operate 
similarly to the above fault selection subsystem. Manual 
override will be possible through keyboard entries. 
will be used to interface the other GN&C subsystems and Reaction 
Control System (RCS) jet drivers to the GPC's. The dual Inertial 
Measurement Units (IMU's), dual Horizon Sensors and Global 
Positioning System (GPS) will also be interfaced to the GPC's 
through the MDM's. Sensor data, including medical, will be 
linked through the MDM to the GPC for onboard decision-making or 
for downlink to the ground by the S-band. 

Dual MDM's 

A.single-string GPS system could be used to obtain the state 
vector for CERV, especially in the DRM-2 application. Where time 
permits prior to Space Station separation, the CERV state vector 
initialization will be obtained by an exchange of information 
with the Space Station. The backup for acquiring a state vector 
will be the single-string S-band with telemetry and command 
uplink capability. 
via the keyboard. 

A state vector can also be entered manually 

Guidance, Navisation, and Control (GN&C) 

The GN&C system block diagram is shown in figure 2. The system 
possesses the following characteristics: 

0 I Two strings with cross-strapping between units 
0 Strings consist of: - General Purpose Computers - Multiplexers/De-Multiplexers - Inertial Measurement Units - Horizon Scanner - Reaction Jet Drivers (RJD's) 
0 Horizon sensors and gyrocompassing are used for attitude 

alignment 
0 Sensors provide systems information to the GPC's for 

systems control and/or for use with communications or 
telemetry 

0 The GPC's provide control to most of the CERV 
systems/subsystems 
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CERV Software 

The CERV software will be developed independently of the Space 
Station software; however, in keeping with aforementioned 
embedded operations, its development may use the existing Space 
Station Program rules and tools, e.g. Software Support 
Environment (SSE). Space Station software interface criteria 
will be satisfied such that periodic health test checkout and 
evaluations can be performed. The software subsystem will 
control the sequence of the startup and shutdown of CERV 
systems/subsystems and will provide GN&C for Space Station 
separation, landing site targeting, deorbit maneuvers, reentry 
control, and landing. 

Since this software is designed for an emergency vehicle, there 
should be no constraint on its use in unexpected situations. The 
software will also support the fault detection and isolation 
functions. For durability, reliability, and quick activation, 
the software may be put into the read only memory (ROM) of the 
GPC’s. Provisions for updating the CERV software will be 
included. For example, the CERV is currently thought to 
interface to the Space Station resource nodes one and three, top 
ports. Should the Space Station configuration change such as to 
impact the CERV location and departure trajectory, then the CERV 
GNCC will have to change. 

DisDlavs and Controls 

The Displays and Controls (DtC) subsystem is designed to minimize 
the crew interface but to allow some manual override if 
necessary. Manual override will not be required but will support 
system reconfiguration if such is required. 
be allowed for noncritical systems based on cost, training 
factors, and subsystem complexity. In keeping with the 
philosophy of minimizing crew interface and training, no hand 
controls are provided for vehicle maneuvering. 

Manual control will 

The primary interface between the crew and CERV subsystems may be 
electroluminescent (EL) screens and keyboards. These units will 

inputs to the GPC’S. 
communications subsystems can be accomplished manually if so 
desired. The crew will also have access to switches and circuit 
breakers for manual override in limited circumstances. A caution 
and warning display and master alarm will be provided to enhance 
safety. A fire detection and suppression system will also be 
provided. 

- ._ be used to monitor subsystems, display information, and provide 
Reconfiguration of the avionics and 

Manual control will be provided for a portion of the ECLSS 
related to crew comfort and for lighting. The UHF communications 
subsystem will be manually controlled by the crew. The Search 
and Rescue Satellite (SARSAT) system will be controlled by the 
GPC‘s. 
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The D&C system is completely redundant and is derived from the 
Space Station work station. It contains an embedded processor to 
relieve the GPC of the task of formatting and displaying data. 
The similarity to the Space Station work station will minimize 
CERV training. 
control subsystem. 

Figure 3 is an example of such a display and 

Communications and Trackinq 

The communications subsystem will be a single-string subsystem 
with the redundancy provided by other backup subsystems. The 
communication subsystem will be automatically controlled by the 
CERV GPC with manual override by the crew being provided through 
the D&C keyboard. The UHF subsystem, except for the SARSAT 
beacon, will be manually controlled by the crew and will be the 
backup voice communications subsystem. 
controlled by the GPC. A voice intercom subsystem will be 
provided to the Space Station audio subsystem. 
communication with the Space Station will be provided through a 
direct interconnect between the CERV MDM's and the Space Station 
data busses. 

The Global Positioning System (GPS) receiver, which will have 
redundant antenna selected by either the GPC or manually by the 
crew, will provide direct inputs to the GPC for the state vector. 
The GPS will be the primary source of state vector with backup 
being provided by the Space Station or the ground through the 
S-band subsystem. 

The single-string S-band subsystem will have three antennas 
selected by either the GPC or manually and will be the primary 
voice, telemetry, and command uplink subsystem. The voice 
subsystem will have the UHF subsystem for backup but the 
telemetry and command subsystem will have no backup. 
of this subsystem would not endanger the CERV mission. 

The SARSAT beacon is 

Data 

A failure 

Power 

The power subsystem as conceived for the reference configuration 
is a lithium-bromine complex (LI-BCX) battery pack. The size and 
weight of the CERV batteries have been determined based on the 
requirements of the minimum weight and volume, minimum on orbit 
maintenance, minimum turn-on time at time of use, and redundancy. 
Although a 4-year shelf life is desired, shelf life data for this 
subsystem is only available for two years. It is anticipated 
that shelf life data to support the 4+ years shelf life will be 
available by the mid-1990's. Storage temperature of zero degrees 
Fahrenheit would enhance storage life. 

_ -  

Power safety plugs complete the circuit between power busses and 
controllers when installed after the CERV is berthed to the Space 
Station. This e sures no battery drain prior to connection to 
the main power controllers. 
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The Electrical Power Distribution Subsystem (EPDS) is conceived 
to be designed for single fault tolerance and to be capable of 
providing the energy needed for the CERV mission. Two separate 
power controllers will distribute power even if a battery 
subsystem or controller fails. The individual power controllers 
can be switched to the other battery bus for additional 
redundancy. 

The CERV GPC will provide automatic control and fault detection 
for the EPDS. Essential power from each battery bus will provide 
power to the GPC's and MDM's. Power to these subsystems can also 
be provided through the main buses. Figure 4 depicts the 
Electrical Power System. 

Another battery concept of interest is the Lithium Reserve 
Battery. In this application the battery electrolyte is 
stored in a separate reservoir until the CERV is required to be 
activated for a mission. Upon activation the electrolyte is 
injected into the battery cells. This approach provides 
long-term on orbit storage without voltage degradation and 
minimizes battery thermal requirements. This concept, however, 
would require Space Station power for periodic test and checkout 
of the CERV. 

Summarv 

The Crew Emergency Return Vehicle (CERV) is being defined to 
provide Assured Crew Return Capability (ACRC) for Space Station 
Freedom. The CERV, in providing the standby @'lifeboat11 
capability, would remain in a dormant mode over long periods of 
time as would a lifeboat on a ship at sea. The vehicle must be 
simple, reliable, and constantly available to assure the crew's 
safety. The CERV must also provide this capability in a 
cost-effective and affordable manner. 

The CERV Project philosophy of a simple vehicle is to maximize 
its useability by a physically deconditioned crew. 
reliability goes unquestioned since, when needed, it is the 
vehicle of last resort. Therefore, its systems and subsystems 
must be simple, proven, state-of-the-art technology with 

-. - sufficient redundancy to make it available for use as required 
for the life of the program. 

The CERV Project Phase A8/B Request For Proposals (RFP) is 
currently scheduled for release on October 2, 1989. The Phase 
A'/B effort will affirm the existing project requirements or 
amend and modify them based on a thorough evaluation of the 
contractor(s) recommendations. The system definition phase, 
Phase B, will serve to define CERV systems and subsystems. The 
current CERV Project schedule has Phase B scheduled to begin 
October 1990. Since a firm CERV avionics design is not in place 
at this time, the above treatment of the CERV avionics complement 
for the reference configuration is not intended to express a 
preference with regard to a system or subsystem. 

The vehicle 
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INTRODUCTION 

President Bush on July 20,1989 announced the mandate to NASA 
to prepare a sustained planetary exploration plan for the 1990- 
2020 period. The plan covers the Mission to Planet Earth and S.S. 
Freedom programs during the go's, return to the moon and creation 
of a manned Lunar outpost during the first decade and a manned 
outpost on Mars in the second decade of the 27st century. The task 
of moving explorers and their equipment and science experiments 
between the surfaces of the Earth and the Moon and Mars will 
place a heavy demand on the performance, reliability, 
maintainability and flexibility of the transportation system. In order 
to effectively meet these demands, early designs will focus on the 
Lunar mission needs. The resulting space transfer vehicle core 
system will first obtain flight experience by flying Planet Earth, 
precursor and other unmanned planetary missions followed by 
manned Lunar and then, evolve to the more complex manned Mars 
missions before 2020. This approach maximizes the commonality 
and synergism between the Planet Earth, Lunar and Mars missions 
and brings the challenge of transportation for the exploration 
initiatives well within the reach of orderly technology advancement 
and development. 

PROJECT DESCRIPTION OVERVIEW 

The assessment of preliminary transportation program options for 
the exploration initiative is underway. The exploration initiative for 
Lunar and Mars is outlined by misslon phases in Figure 2. A typical 
LunarMars Outpost technology /advanced development schedule is 
shown in Figure 3. An aggressive and focused technology 



development program is needed as early as possible to 
successfully support these new initiatives. This paper will d 
the avionics advanced development needs, plans, laboratory 
facilities and benefits for an early start. 

The Lunar transportation system consists of the Lunar transfer 
vehicle (LTV) and the Lunar excursion vehicle (LEV) shown in 
Figure 4. Although designe to be reusable, t 
expended in order to deliver heavy payloads during the 
emplacement phase. In the steady state mode, the LTV is 
Freedom. Reusable personnel and cargo vehi 
operation after initial ment operations 
through 
to two f l  
surf ace. 

The LTV is a dual-pur 
propulsion / avionics 
main propellant tanks an 
common vehicle is used f 
Moon. The LTV with four 
engine out capab~iity~ 
truncated cone structure m 
advanced Shuttle-type 
peripheral segments of the ae 
and aerobrake center 

crew to control rendezvous and docking operations. 
environmental control and life s rt system (ECLS 
Freedom-derived two gas, open- system. Power 
advanced fuel 

The lunar transfer crew module (LTCM) attaches to the LTV and 
provides support for the crew. Systems operate for 4 days on the 
trans-Lunar leg and up to 7 days on the inbound leg to earth 
including a standby period while in Lunar orbit for the nominal 
Lunar missions. Shuttle-ty e medical supplies are provided. 
The LTCM fits within the aerobrake wake envelope of the LTV on 
return from the Moon and can accept up to a 5-g deceleration. 

The LEV consists of a ropulsion / avionics module and Lunar 
excursion crew module (LECM).The propellant system is size 
30 days on the Lunar surface.The LEV employs common main 
engines; integral cryogenic thrusters; advanced fuel cells with 
battery back up for electrical power; advanced, redundant avionics 
software; and communications systems with the LTV. LEV landing 
legs and pads are provided with height control for both landing pad 
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ided.The LEV is 
d by an environmental 

the LTV in the 
ommon systems 

four crewmen. LECM s y s t e ~ s  are 
descenUascent missions. 
V during missions 
escent periods on 

ar missions with 
either in Lunar orbit or on the 

r operations. The 
ther Lunar areas, 

. The complete Mars 
ists of a Mars 

ining of the TMI stage to the 
tion in a co-orbital position. 

sfer trajectory by the 
with five engines and 

tank modules.The strapon tanks are 
core module tanks.When this stage 

has co~p le ted  its job, it is jettisoned. The MTV has a large 
aerobrake for Mars aerocapture.The brake may optionally be 

ned to Earth by the trans-Ear The aerobrake is identical In 
e and size to the aerobrake used by the Mars excursion 

vehicle but uses heavier structure.The MTV crew module is a single 
ked structure with an internal bulkhead to provide 
nt pressure volumes. The crew is provided private quarters 

and exercise equipment, appropriate for the long (up to 3 years) 
mission duration. Space suits are carried for each of the crew; 
these suits accompany the crew to the Mars surface and back. 

he MEV separates from the MTV before the Mars arrival and uses 
s own aeroshell for Mars orbit capture. After both vehicles are 
ptured, the vehicles rendezvous and berth together. The crew 
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to the excursion vehicle for the Mars surface mission an 
tes from the MTV for descent to the surface. The 

e MEV from the crew module during descent so that 
can be immediately activated In the event of an 
t stage is positioned on the descent stage for 
a landing abort or for normal ascent. The MEV 

Mars orbit to the Mars surface, supports the crew on 
up to 20 days, and returns the crew to Mars orbit for 

ous with the MTV. After a brief checkout of the transfer 
the trans-Earth burn is initiated at the first available 

advanced space engines that are the same 

rn. It also includes an Earth capture crew 

unar Transfer Vehicle returns the crew to 
crew accommodations for the transfers fr 

all Apollo-shaped capsule deslgned to 
either to low Earth orbit (LEO) or directly to 

ars Initiative advanced development program will 
~evelopment of many systems for the Space Transfer 

r the development of the avionics systems and their 
own in Figure 6A. This paper will highlight an 

oratories and facilities. 

ADVANCED DEVELOPMENT CRITERIA / 

The criteria and the concept for an avionlcs advanced development 

nt efforts are performed only where necessary to assure 
n performance can be validated and insight gained to 
ign approaches and reduce uncertainties.lnterface 
e established early and problems discovered and 
rked out in a lower-cost environment prior to the start 

of full-scale hardware development. The applications of these 
criteria to all phases of the transportation systems development is 

nly to the Lunar Outpost but also to the development 
Outpost requirements. Technology development 
dware and concept demonstration early in the life of a 
ram in order to validate performance,operations and 
ed technology program schedules confidence into the 

follow-on advanced development demonstrations that supports key 
milestones. This approach helps management choose from 
identified design alternative or operational concepts. Technology 
~dentification, prioritization and planning begins with conceptual 

trades, continues to support preliminary design and 

rogram are shown in Figure 7. Technology and advanced 
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evolves to full t and operations with 
demonstrations 

The key to succ 
contro1,authority 
manager,with implemen 
perform the invention, 
implementation 

Based on past ex per^ 
will be to define and 

between each major s 
development pha 
several parallel d 
accommodations, 
Lunar/Mars tran 
efforts ,i.e. STV, 
and advanced de 
way to tie down 
program/contract 

the new initiative 

historkally change 

AVIONICS ADV T EXAMPLE 
NEEDS 
Avionics advance 
and are described on 
description, majo 
technology identified. 

ummarized in Figure 8 
formats with the 

rs / benefits, and current 

The performance e initiative studies 
include; vehicle avi 
management(8C), and and checkout(8D). 
The Operations exampl 
assernbl y(8E) , auto 
flight operations si ous landing(8H). 

ADVANCED AVI DEVEL ENT 
DEMONSTRATIO 

Laboratory and flight de 
shown in Figure 9. 

strations nee ed by program phase are 
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ED A V I O ~ I ~ S  LAB RATORY PHILOSOPHY AND 
O ~ E R V ~ ~ W  

Historically, R&D laboratories have been designed to develop and 
test a particular vehicle with limited usage during the early design 
phase. Consequently, design cycles were encountered for 
laboratory tools during phases A, B, and C of the vehicle 
development. Often software designs were rewritten several times 
before final hosting on the targeted computers simply because of 
the incompatibility of computer systems. The advancements in 
workstation capabilities (size, speed and software support systems) 
makes it conceivable to string together much of the Lunar and Mars 
vehicle avionics design process not s a cyclic process but as an 
evolutionary process. The design co cept for a new avionics 
laboratory must recognize the exi ing and evolving capabilities of 
computer systems to formulate a integrate all phases of the 
avionic systems design . As the focal point of the LunariMars 
advanced transportation avionics facilities, a new advanced 
avionics laboratory is envisioned as a generalized resource facility 
provjding both existing and new programs with a complete set of 
tools for the design, development and testing of avionics systems. 
This laboratory concept should have the following capabilities as 
described in Figure 10. 

The proposed concept shown in Figure 11 is designed to handle 
the large problem domain of the lunar initiative in real time. It is 
essential that the laboratory not only handles real-time 
operations.lt must also function as a modeling laboratory, 
subsystem testbed and implicitly to provide system Validation and 
verification as the Lunar and Mars vehicles design, development 
and testing progresses. 

The philosphy for the proposed laboratory design will be to support 
the space transportation systems from cradle to grave. This begins 
with the initial modeling, progresses through real time integration 
of remote subsystems, to the validation and verification of the 
avionics system design,and finally sustained flight mission support. 
Each component in the laboratory design has some commonality to 
most life-cycle phases of the Lunar and Mars project with the intent 
of maximizing utilization and minimizing redesign. The four 
laboratory design phases are summarized in Figure 12 and 
discussed in more detail in Appendix 2. 
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BENEFITS OF ADVANCED DEVELOPMENT 

Figure 13 lists the benefits of an advanced avionics development 
program and laboratory. Advanced development clearly validates 
design approaches and provides confirmation of performance 
specifications before costly design commitments are made. The 
proposed development laboratory wlll reduce development time 
and risks and provide data for the early resolution of issues and 
problems. Hindsight has shown the value of timely demonstration 
data in the support of cost effective decisions throughout the life of 
a program. The avionics development laboratory will be a new tool 
for the design and development of avionics systems that will 
provide continuous and evolving support to all program phases. 
The laboratory will form the common ground from which problems 
are identified and will increase confidence in safety, reliability and 
mission success. 

SUMMARY 

The avionics development laboratory and the Lunar/Mars Initiative 
advanced development program will provide a comprehensive 
approach to the complex issues and problems in the development 
of an avionics system (Figure 14). The program will be applicable 
to all program elements and will provide operational validation of 
all external vehicle interfaces affecting the avionics system. 
Innovative approaches will be required to reduce program costs 
and still maintain a high degree of manned and unmanned safety. 
The multi-use laboratory will be adaptable to all program phases 
and will support both vehicle and program interfaces. The 
laboratory will support the increases in productivity necessary for 
the efficient conduct of the Lunar/Mars Initiative program. 
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APPENDIX 1 - Avionics Advanced Development Needs ( 
Charts Descriptions) 

VEHICLE AVIONICS (Fig 8A) 
data management system ( 
bus architecture ),electri al power distribution, naviga 
flight control sensors/eff ctors, propulsion control, co 
and tracking, envlronme al control, vehicle sensors an 
associated interfaces required to support the mission.Figure 8A 
defines the need for integrated ~vionics systems which must be 
developed for exploration vehicles. These systems require new 
technology and t 
in the conceptual desi 
Lunar/M.ars flights. T 
methodologies s 
expert systems 
reliability and r 
Advanced software 
techniques are 
development, si 
benefits of low 
and flexible co 
mandate an in 
mandatory for ad 
within 2-3 years, 
year later and 

avioncs is defi 
the computer 

VEHICLE SOFTWARE 
the operating system, 
algorithms, and all a 
mission 0perations.T 
vehicle software is k 
flexibilty requirement 
determining mission specific o 
early identification of har 
system development is fol 
operating system wi 
system. The system 
operating modes 'm 
The new technology schedule 
requirements in 2 years, foll 
operating system the following year. The operating system will then 
be verified functionally on the hard are simulator after an 
additional two years of operatlng system ~ntegration with th 
hardware system. 
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) - VHM directs 

results in a lwe i  of 
for the evolutionary 

tolerance, system reconfiguration and f~exibifity will require 
additional onboard computer and software resources.The 
technology development schedule includes definition of computer 
resources within the next year, development of the simulation and 

bility scenarios the following year,vehicle monitoring system 
partition one year later, and system level demonstration of the fault 
reporting methodologies in 7995. 

MOUS SELF TEST AN 
ous self-test and checkout consists of BIT hardware and 
that is utilized during all mission phases.BIT is typically 
during system startup and operates in the background 
rmal operat~ons. The unmanned Lunar reflight chockout 

reparations without a crew present and minimum 
goal provide the most significant drivers for Lunar 
ornous self test and checkout. This capability must be 

incorporated as an integral part of the vehicle concepts and 
designs. Similarly Freedom and any other future orbital nodes 
require mlnimum resource allocation for assembly, repair, 
servicing, mission to mission turnaround, and flight 
re~ertification.These support elements emphasize the need for 
autonomous reconfiguration with minimal work load on the flight 
crews. This technological advancement will reduce costs and 
increase reliability by reduction of multiple supporting hardware 
checkout units and their conti rational usage; in the 
factory, at KSC, at Fre~dom an Lunar surface. Current 

ircraft technology has ed significantly in this 
application but only limited us has been implemented in space 
ve hide applications. 

CHECKOUT (Fig. 8D) - 
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VEHICLE ASSEMBLY (Ffg.8E) Most candidate vehicle designs 
t or node assembly for the initial stage reasssembly 
s. Even in the minimum ma~ntenance scenario, 
ir, replacing expended pro ellant tankage for 

lfication and payload integr tlon will be required. 
a1 elements are large In siz and /or mass, 45 ft. (xx 
kes, and 4.3 x 30 m propellant tank assemblies with 
8s up to 48 t assembled to a 30m core. The 
are delivered to Freedom for man tended or 
assembly, test and flight cert~fication. The goal is 

-to minimize on-orbit time and crew resources requirements, 
min~mize the number of earth to orbit flights in the recurring 

erations mode, and provide a simple and reliable assembly 
eration. The operational baseline uses the OMV as a tug 

around Freedom to transfer the major elements, and the telerobotic 

commo$ity, plumbing, electrical and, data interfaces are mated by 
the IVA crew controlling the servicer/manipulator and assembly 
fixtures, EVA is used only when essential or in contingencies. NDE 
inspection techniques and other related technologies such as 
avionics and software, automated test and che are combined 
to simplify the orbital timelines. A balance bet 
comp~exity is maintained with a focus on safe 
mission completion for orbital and lunar surfa 
Current STS SPAR arm applications, AI based D 
(DITA), and NASA flight telerobotic servicer p 
the technology foundation for this effort. 

er and Freedom remote manipulators to locat 
ce, and integrate the multiple elements. Flui 

ED RENDEZVOUS AND DOCKING (Fig. 8F), The 
rs missions share the requirement for automated 
us, closure, docking, and mating in low earth orbit, lunar 

ary orbits for unmanned missions. The resultant 
systems must also provide for primary on-board crew control using 
the same systems with appropriate man-machine interfaces. The 
technology requirements include mission techniques, GN&C 
algorithms, appropriate ranging parameters, sensors, crew display 
and control, and automated power, control, and consummable 
disconnects for transfer and interfacing between vehicles. 
Technology requirements are also derived from the mandatory crew 
display, control and command interfaces. The major drivers 
include the remote unloading, transport and proximity operations of 
unmanned ET0 deliveries and transport to Freedom, and the LLO 
rendezvous operations involving combinations of manned and 
unmanned lunar transport and excursion vehicles. The key benefits 
include precision control systems for terminal docking and 
me~hanica1,and electrical systems integration. The major tasks 
include operations analyses, determination of safety technologies 
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and sensor candidates, design of reusable quick disconnects, and 
the design of alig t and terminal latch vices. The current 
technology base f anned and unmanne les includes 
demonstrated techniques and hardware fro 
Skylab, and Shuttle with emerging technology from Freedom, OMV, 
Pathfinder and CSTI which provide proximity, ranging, guidance 
algorithms and basic AI technology. 

missions present new challenges in operating complex, multiple 
vehicle and planetary surface stations which challenge the 
command, control, communication and human flight control 
resources. Increased lunar mission vehicle autonomy is needed for 
potential six month low lunar orbit transfer missions, with onboard 
management information processing, storage and manipulation of 
data for normal and contingency mission operations. The command 
role in individual vehicle operations will be with each vehicle while 
the flight control team on the ground, at station, or on the lunar 
surface are in support mode. The major drivers in the expanding 
operations technologies'are the very high costs per flight due to 
personnel -intensive mission reconfiguration software, changing 
mission planning documentation, simultaneous operations of 
several flight elements, and multiple round the clock mission 
support teams. Mars missions will extend flight durations from 
months to years and will tend to increase operational casts 
exponentially. 

ini, Apollo, 

VEHICLE FLIGHT OPERATIONS (Fig. 8G) The long duration Lunar 

AUTONOMOUS LANDING (Fig. 8H) Both Lunar and Mars 
unmanned excursion vehicles and surface hoopers will require 
autonomous onboard landing control and si selection. Closed 
loop terminal descent control form hover to uchdown is required. 
Communication time delays from the moon or Mars to earth make it 
impractical to attempt remote control of the final landing sequence. 
For manned missions, a safe override of the autonomous system 
must be provided. Autonomous landing is re uired for early cargo 
delivery and mission contingencies. 
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APPENDIX 2 - Avionics Dev 

Life Cycle Exampl 
The phase N B  of 
critically sensitive 
system/su bsystem 
requirements. On 
engineering prod 
system and subsystem representations 
with the capability to a 
dispersions. This is i 
risks, because of the 
lunar mission re 
flexibility and ro 
tasks and data f 
In this laborator 
technical datab 

should be clo 

systems; develop, code 
interface between G&NC 
initiate manned crew int 
Figure 11 illustrates the 
other program elements. 

phase. The inputs eo 
model, a solids mode 

interface control. The perfor 
animation results from th 

also be derived. This level of pe~ormance data provides 
subsystem designers the parameters necessary for component 
design and analysis. The attributes of an early detailed design can 
be summarized as follows; 

i.) The concurrent esign of the subsystem requireme 
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critical to the operation of the avionics system. 
ion of mission perform 

robust n requirements. 

subcontract control. 

ii) Early v in the context of 

iii) Early validation of procurement specifications critical to 

Given adequate avionics research and development, this approach 
to design will allow faster more efficient preliminary design with 
sign~ficantly fewer design alterations downstream. 

Avionics Preliminary Design ( Phase A/B) 
The first step in suppo~ing the detailed design phase of the LTV 
and LEV is the hosting f a replica of the avionics systems 

ponents and flight computers. 

software design and redundant architectures before any hardware 
is integrated into the loop. The interfaces shown in Figure 12 A/B 
Advanced Laboratories utilization summary by program phase 
connect workstations through specialized I/O boards designed to 
meet a typical flight bus standard. 

an be run real time to verify the flight 

uted Processing (Phase C) 
12 C/D, is to replace the 

hard ware^ At this stage 
ces: remote laboratory 
tory, and lunar vehicle 
he Inertial Measurement 
will be required to detail 
special case may be the 
re the real-time dynamics 
V rendezvous and docking 
ating the LTV and LEV 
example in that the six- 
n the hardware via the 
dof data stream into the 
OOHz, hence the 

additional link between the IMU (processor) and the simulation 
workstation. This type of interface is necessary to enable 
validation and verification of the IMU software. The actuation 
subsystem is another interest~ng case. Although the actuation 
subsystem will be identical to flight hardware, it cannot be 
considered representative for closed loop simulations simply 
because it is not coupled with the rocket engine. A simulation of 
the actuator response coupled to the main engine will still be 
required as part of the wor tation simulation running in parallel . 
to test the power bus integ 

It is important to note that the communi~ation bus will become a 
replica of the LTV/LEV avionics uses. This is desirable if the 
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Propulsion Laboratory interface is viewed as the Propulsion Data 
Acquisition Unit, and the Rendezvous and Docking Laboratory is 
viewed as a proximity sensor. The subsystem bus interface is 
integral with the subsystem itself, so sensor s~mulation can be 
transparently replaced by the IMU. 

Avionics Detailed Design: Hardware in the Loop ( Phase D/E ) 
The third and final step, illustrated in Figure 12 E/F, is to complete 
the laboratory development for Flight Software Validation, 
Verification and mission support. The major additions to the 
laboratory include: complete subsystem integration, relocate the 
simulation into a flight system processor (the Data Acquisition Test 
and Simulation Unit - DATSU), interface test and ground support 
workstations, and interface the operations support system linked to 
other NASA center facilities. A specialized DMA monitor is 
included for Flight Code verification. One of the attributes of this 
Flight System architecture should be its ability to preform self-test. 
A complete end-to-end simulation can be performed to validate 
performance in any situation that could include environmental tests 
or even tests in orbit. Because the Flight System is cloned in the 
Avionics Laboratory, the results can be validated by comparison. 
To complete the test requirements, the Test Support Workstation is 
included for subsystem control and data acquisition. For example, 
because RCS solenoids have a limited life cycle, it is often 
necessary to isolate them during phasing tests. The Test Support 
Workstation controls the isolation and monitors the thruster signals. 
There are multiple trades which can be performed concerning 
functional allocation between the Test Support Workstation and the 
DATSU. With the growing emphasis on built-in-test, many of these 
test functions can be allocated to the DATSU. 

Detailed Design: Flight Software Validation & Verification 
One of the attributes of the Lunar Flight Systems architecture 
should be its ability to perform self-test. A complete end-to-end 
simulation as shown in Figure 12 G/H, Avionics Validation / 
Verification, can be performed to validate performance in any 
situation that could include environmental tests or even tests in 
orbit. Because the Flight System is cloned in the Avionics 
Laboratory, the results can be validated by comparison. To 
complete the test requirements, the Test Support Workstation is 
included for subsystem control and data acquisition. For example, 
because RCS solenoids have a limited life cycle, it is often 
necessary to isolate them during phasing tests. The Test Support 
Workstation controls the isolation and monitors the thruster signals. 
There are trades to be performed concerning functional allocation 
between the Test Support Workstation and the DATSU, with the 
growing emphasis on built-in-test, many of these test functions can 
be allocated to the DATSU. 
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As an example of the flexibility of the proposed Lunar avionics 
laboratory distributed system outlined in this paper, the following 
reconfiguration could be accomplished. The Avfonics Simulation 
Workstation used during the design phase, could become the 
Ground Support Workstation. Using this workstation, data is 
extracted from the 'Relational Database' and the Mission Data Load 
computed (autopilot gains etc.). This data is combined with the 
mission flight software to form the software loads for the LTV and 
LEV which is then tested real time by the LTWLEV Flight Systems. 
The Ground Support Workstation maintains the 'Performance 
Estimate' using both test data and the hypothesized telemetry data 
stream from the Flight System. Because the telemetry data set can 
be substituted for real time mission data, the Ground Support 
Workstation can support mission operations without modification. 
The Lunar operations example illustrates how systems integration 
of the avionics disciplines can yield increased productivity. The 
success this proposed system approach is predicated in part upon 
the development of fast workstations and flight computers, user 
friendly software and modern guidance and control methodologies. 
The "womb to tomb concept for the Lunar vehicle systems starts 
with concept definition and continues uninterrupted through 
sustained Lunar mission support for both manned and unmanned 
missions. 
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BACKGROUND 

The NASA Office of Safety, Reliability, Maintainability, and Quality Assurance 
(SRM&QA) provides a focal point for the overall development and implementation of 
NASA policies and procedures for safety and program/product assurance. Within the 
SRM&QA Office is the Reliability, Maintainability and Quality Assurance Division 
which has the following objectives as part of its charter: 

Formulate, recommend, implement and evaluate NASA RM&QA policies, 
procedures and standards. 

Establish technology development programs to ensure use of advanced assurance 
techniques. 

e Plan and execute NASA product assurance activities. 

Space transportation avionics activities represent a major effort relative to the overalI 
NASA goals and missions. It is important to be aware of sigdicant reliability and 
quality considerations such as the Electrical, Electronic, and Electromechanical (EEE) 
Parts program. This program is an important activity that impacts NASA reliability and 
quality. 

EEE PARTS PROGRAM 

This program establishes NASA policy and procedures governing the selection, testing, 
and application of EEE parts. Key program tasks include the following activities: 

0 Standardize parts through development and maintenance of a NASA Standard 
Parts List. 

Issue overall policy and requirements documents for control and management of 
parts. 

e 

Develop and disseminate guidelines for parts application and use. 
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e Implement an EEE Parts Management Information System (EPIMS) to provide a 
database of parts usage and experience. 

e Research programs directed at state-of-the-art methods of improving parts 
reliability such as investigations of advanced microelectronic devices and parts 
radiation effects. 

Develop general requirements relative to electronic packaging processes such as 
soldering, potting, and printed wiring. 

EEE PARTS AND ASSOCIATED TECHNOLOGIES 

Recent advances in the state-of-the-art of electronics parts and associated technologies 
can significantly impact the electronic designs and reliability of NASA space 
transportation avionics. This paper focuses on significant issues that result from these 
advances, including: 

Recent advances in microelectronics technology (as applied to or considered for use 
in NASA projects). These devices can provide significant improvements in design, 
performance, and reliability; and may be the only alternative to a feasible 
mission. However, there are problems associated with their use that must be 
considered and resolved. 

* Electronic packaging technology advances (concurrent with, and as a result o j  the 
development of the advanced microt$ectronic devices). A major source of 
electronic failure is packaging; thus, the applicable design/fabrication 
considerations must be addressed. 

* Availability of parts used in space avionics. The uniqueness, small quantity, 
complexity, reliability, and environmental requirements for these parts and the 
associated design, fabrication, and testing also affect their availability. This 
should be recognized and considered in project management and control. 

Standardization and integration of parts activities between projects, centers, and 
contractors. The rapidly changing state-of-the-art accentuates the need for these 
activities. Therefore, applicable procedures are, being developed and 
implemented. 

ADVANCED MICROELECTRONICS 

The developments in the design, fabrication, and application of advanced 
microelectronics have radically changed the approach to electronic system and 
component design. Application Specific Integrated Circuits (ASKS) are now available 
as mature parts and are being applied in new designs. The ASIC provides the design 
engineer with a flexibility to design circuits for specific applications to provide optimum 
performance and reliability. These circuits are all placed on a single device chip using 
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standard cells and associated design practices. However, increasing the reliability of 
devices (where every device is unique) is challenging designers to improve the reliability 
of the entire system. 

The state-of-the-art for microelectronics has produced new, remarkable advances that 
are indicative of the devices that will soon find usage in NASA applications. There are 
devices available that contain an entire computer or 200,000 transistors on a single chip. 
Other devices use wafer scale integration, which results in a 4-inch chip with 35 million 
transistors. Such designs can provide the ability to incorporate fault detection or 
redundancy for improved reliability and 100 percent yields. 

There are many other advances in microelectronic technology that are being applied in 
present designs and will proliferate to provide improvements in performance and 
reliability. Among the newer developments are devices with higher switching speeds, 
chips using smaller line geometries, Gallium Arsenide monolithic microwave integrated 
circuits and logic devices, hybrid circuits using discrete chips, and networks of thick and 
thin film resistors and capacitors. These developments miniaturize electronic functions 
from one-fifth to one-tenth of their original size. 

The complexity of electronic designs in NASA vehicles has increased rapidly over the 
past 20 years, as depicted in Figure 1. The number of parts in a typical design of 20 
years ago was 20,000; today's typical designs have 80,000 parts. However, the difference 
in parts count does not depict the true change in complexity. Some of the parts are 
integrated circuits containing a number of transistors in monolithic form, and the 
complexity and number of the integrated circuits used have increased during the 20-year 
period. Thus, using the number of transistors as a measure of complexity shows an 
increase from 80,000 to 60,000,000. The estimated complexity counts for a typical 1995 
vehicle increase even further to 90,000 parts and 800,000,000 transistors. It should be 
noted that the straight line approximations shown indicate an exponential increase in 
complexity over time. 

Space qualification of today's complex and customized devices is a costly and difficult 
process using the existing methods. Qualification entails testing a number of devices for 
all characteristics under various environmental conditions and for long periods of time. 
It becomes necessary to develop new, more efficient approaches to this process. Some 
of the methods being developed are as follows: 

a Qualification of a manufacturer's processes for fabricating devices (rather than 
qualification of each type of jinished device). This would result in a Qualified 
Manufacturers List (QML) in lieu of the current Qualified Products List (QPL) 
approach. 

0 Fabricating areas of each chip with test'pattems that could be tested to verifi overall 
device suitability. This would replace testing for each electrical characteristic of 
the device. 

a Qualihing libraries of standard cells and standard design practices that would be 
wed in designing a device with many complexfunctions. This would also require 
that the designer use approved rules in developing a custom device. 
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ELECTRONIC PACKAGING 

The use of advanced devices (which reduce size and increase performance and 
reliability) has resulted in radical changes in electronic packaging technology. While the 
focus is on ensuring the reliability of the devices, not enough attention is given to the 
circuit packaging methods used. Electronic packaging is a major source of electronic 
failures. 

Surface mount technology is currently one of the strongest trends in electronic 
packaging. It uses devices as depicted in Figure 2, which have smaller packages and are 
reflow-soldered directly to the surface of a printed circuit board or substrate. This 
system allows for greater packaging density of parts, and often reduces the finished size 
of the end items as well as the number of modules used. Also, it permits packaging 
advanced microelectronic chips with a large number of inputs and outputs in chip carrier 
packages that can be leadless. 

While surface mount technology has features that should increase reliability, it presents 
new failure modes that must be overcome. Thermal stresses associated with reflow 
soldering can produce cracking of packages and/or solder joints. Also, the process does 
not permit visual inspection of the solder joints. New design, workmanship, and 
inspection procedures must be developed to ensure adequate spacecraft reliability. 

Hybrid microcircuits (see Figure 4) provide a method of packaging many small devices 
inside of one case to improve size and design flexibility. Chip devices are mounted on a 
substrate using either solder or conductive epoxy. Wires are then bonded to the chip 
and to terminals and the package is sealed. TWO of the key factors for ensuring 
reliability of hybrid microcircuits include: (1) assembly performed in a clean area to 
prevent particle contamination, and (2) adequately controlled chip and wire bonds. 

Assembly and packaging problems as depicted in Figure 5 show that these key factors 
also apply to older technologies. The problems associated with more advanced 
packaging can be more problematic. 

Programs to provide reliable electronic packaging are needed to address these 
technologies. Efforts are underway to investigate possible process and testing 
improvements and controls, and update the NASA workmanship requirements 
documents for electronic packaging processes. 

AVAILABILITY OF SPACE PARTS 

The high reliability and small quantity requirements applicable to parts procured for 
space use result in unique problems with regard to their procurement and availability. 
Normal procurement times for high reliability parts suitable for space usage can be 1 to 
3 years, due to special processing and test requirements. Also, space projects do not 
normally require large quantities of parts. Therefore, procedures should be instituted to: 
(1) provide for better availability; and (2) obviate use of less reliable parts, which can 
result in costly failures. 
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Standardization of parts can contribute to greater common usage and the ability to stock 
high reliability space parts. A "JAN S" stocking progam was initiated for use by the 
U.S. Air Force, Space Division, and NASA projects and contractors. However, this 
program is not being utilized to a large extent and is in danger of being discontinued. It 
needs additional promotion and usage, and simplified authorization procedures. 

The complexity and unique applications of advanced microelectronic devices further 
increase procurement time. Presently, there are no advanced microelectronic devices on 
an approved list. This hinders designers from using such parts. Procedures are being 
developed to overcome this problem. 

A highly undesirable practice that results from parts/i.mavailability is the cannibalism of 
parts from existing projects to meet the needs of new projects. 'Also, many parts become 
obsolete and are discontinued due to the development of improved parts. Therefore, 
the parts availability problem must be considered for new designs as well as for existing 
projects and the use of old designs on new projects. 

INTEGRATION OF PARTS ACTIVITIES 

The new developments in parts technology emphasize the need for interchange and 
dissemination of information between NASA projects, centers, and contractors. This is 
important to avoid duplication of effort, and also provide a basis for standardization and 
common usage of advanced devices. Therefore, cost savings, standardization, and earlier 
detection of problems will significantly improve the success of the project. 

The availability of highly reliable parts for space use is affected by the relatively small 
quantities of parts required for each space project. The space quality parts requirements 
represent only a minute percentage of the overall market for parts manufacturers. This 
is compounded by current practices in which there are separate procurements of the 
same types of parts on each project and even by centers/contractors on the same 
project. Increased emphasis must be placed on centralized procurement activities. 

The NASA Standard Parts Program provides for better standardization of parts through 
the following documents: 

0 MIL-STD-975, NASA Standard Parts List 

0 MIL-HDBK-978, Application of NASA Standard Parts 

NHB 5300.4(1F), Parts Management and Control Requirements for EEE Parts 

It is important that these documents be continuously used and updated to promote 
standardization, improve reliability, and provide a basis for introduction and use of 
advanced microelectronic devices. 

The information data base of EEE parts, EPIMS, is being developed and will be 
operational in the first quarter of 1990. It will contain NASA EEE parts data from all 
projects as well as applicable data from the Department of Defense and the Defense 



Nuclear Agency. The goal of EPIMS is to disseminate EEE parts data ta the design 
engineer, and consolidate information to form the basis fo; standardized and centralized 
procurement practices. 

SUMMARY 

The recent advances in electronic parts technology provide an important means for 
improving the performance and reliability of NASA space transportation projects. These 
upgrades are being incorporated into many electronic design efforts and their usage will 
increase as even more advances are introduced. However, this creates new challenges as 
techniques must be refined or adapted and procedures developed or revised to 
implement the most advanced technology for reliable space systems. 
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WHITE PAPER ON 

OPERATIONAL EFFICIENCY : AUTOMATIC ASCENT FLIGHT DESIGN 

NASA JOHNSON SPACE CENTER 

Mission Operations Directorate 
Flight Design and Dynamics Division 

JANUARY 1990 

Mission Support Directorate 
Mission Planning and Analysis 

Division 

The expected increase in launch vehicle operations 
to support Space Station Freedom and a 
LunarIMars exploration initiative will require a 
more efficient approach to ascent flight design and 
operations. This paper presents a concept of 
continuous improvement in ascent flight design 
through an evolutionary process beginning with 
today's vehicles (Shuttle and expendable (ELVs)) 
and continuing into the next century with the 
Advanced Launch System (ALS) and Advanced 
Manned Launch System (AMLS). Figure 1 provides 
a pictorial view of the improvement path to be 
described in the following sections. 

Improvements in launch probability, quality 
assurance, training techniques, and on-board 
autonomy will have to be made while 
simultaneously reducing operations costs and time 
lines. Attaining this considerably higher level of 
efficiency and speed will require an infusion of 
advanced technology in the form of automated flight 
design software tools, adaptive GNBC algorithms, 
advanced atmospheric sensors and improved on- 
board computational capabilities. 

Section 2 describes the 'detailed objectives 
necessary to obtain efficiency improvements. 
Section 3 outlines the technology milestones along 
this evolutionary path and summarizes the 
accomplishments to date. Section 4 discusses the 
technology issues which must be addressed. Section 
5 provides the candidate launch vehicle programs 
to be considered for this technology. Section 6 lists 
the key NASA contacts and Section 7 summarizes 
the paper. 

The objective of this concept is to significantly 
reduce the cost of ascent flight design while 
simultaneously reducing the required process time 
line and to significantly improve operations 
responsiveness and flexibility. 

Today's ascent flight design process is 
characterized by extensive manpower and lead 
times of up to a year. Driving the lead time is the 
flight code re-configuration and mission control 
(and crew for Shuttle) training requirements. 
On-board G8C algorithms are generally non- 
adaptive for the atmospheric portion of flight, 
resulting in low probability of launch during 
seasons with dynamic upper atmosphere wind 
profiles. For Shuttle, multiple intact abort sites 
require extensive trajectory analysis to determine 
targeting values for the on-board computers. This 
combination of characteristics results in a process 
that requires significant engineering manpower to 
be applied many months prior to launch. If the 
launch date or other mission parameters change, 
many of these activities will have to be repeated. 

To improve this process, changes must be made in a 
number of areas. Ascent flight design software tools 
need to be automated and re-hosted in state-of- 
the-art distributed computer systems. Launch 
probability can be increased by developing faster 
upper atmosphere wind measuring systems and 
modifying on-board G8C systems such that the 
vehicle can adapt to near launch time changes in the 
atmosphere. Mission control and crew training 
tools and techniques need to be standardized to 
relieve the analysis burden of the flight planners. 
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Finally automated flight design quality assurance launch readiness without requiring trem 
approaches have to be devebped that can certify amounts of engineering manpower. 

ure 1 - Fliaht Des ian Improvement Patb 

The objectives described in the previous section 
can be organized into a number of technical 
milestones each incorporating specifii capabilities. 
These milestones, taken together, constitute an 
evolutionary path. An overview of this path is 
provided in Figure 2. The following paragraphs 
describe the required technoiogies and suggested 
implementation strategies. 

the current more streamlined approach, relying on 
standard seasonal trajectory designs. This 
approach has proved adequate for the launch rates 
experienced through the 1980s but can not cope 
with launch rates beyond 10 to 15 a year. 

Software automation techniques coupled with state- 
of-the-art distributed computer systems need to 
be applied to this process if significant gains in 
efficiency are to be made. 

This need is currently being addressed at JSC 
through several on-going activities. The Mission 
Operations Directorate is developing the Flight 
Analysis and Design System (FADS) to be the 
Shuttle flight design environment for the 1990's. 
This system will consist of a network of UNlX based 

3.1 Automated Ascent Flight Design 

For Shuttle, the task of designing the ascent 
trajectory has evolved from the engineering 
intensive approach used for the first missions to 
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workstations using advanced software tools to 
perform all of the Shuttle flight design analysis 
tasks. The Mission Support Directorate is 
developing various new applications programs that 
will be more autonomous than the 
and will be targeted for hosting on 
when it becomes operational in 1993. 

Beyond these steps, more advanced technology will 
be necessary to obtain total autonomy. Innovative 
applications of expert systems and advanced data 
base technology could be used in a system which 
would perform the majority of the flight design 
tasks. 

3.2 Launch Probability Improvements 

Currently, today’s fleet of vehicles are constrained 
,by aerodynamic loads, to launching in relatively 
benign upper atmosphere wind conditions. For 
Shuttle during the winter, these conditions can 
occur less than 50 percent of the time. 
Improvement in this situation can be obtained 
through development of near launch time 
trajectory update capability and by modifying the 
on-board GN&C system to be insensitive to changes 
in the atmospheric conditions. 

The Shuttle program office is currently committed 
to implementing a day of launch (DOL) trajectory 
update system by the end of 1990. This approach 
uses the current Jimsphere wind measuring 
system to provide input data to a new software 
program. This program produces updated first 
stage guidance I-Loads tailored to the measured 
wind. It is projected that when using a wind 
profile measured 3 to 4 hours prior to launch, this 
system can improve launch probability from 10 to 
20 percent, depending on the mission. 

Further improvements in launch probability, 
other than structural changes to the vehicle, will 
require new wind measuring technology and/or 
new approaches to on-board first stage guidance 
and control. 

The Shuttle program office in conjunction with 
MSFC is testing a doppler radar wind profiler as a 
replacement for the current Jimsphere system. 
Potentially this system could prove to be faster 
than the balloons while maintaining the same level 
of measurement accuracy. Measurement speed is 
important. The earlier prior to launch the 

As part of the ALS 

objective, not guaranteed of success. However, this 
research’ could provide spin-off advances for 
ground based measuring systems in improved speed 
and accuracy. 

The Mission Planning and Analysis Division of JSC 
is currently concentrating on improvements to on- 
board G&C algorithms that will provide more 
adaptability to atmospheric changes. These 
algorithms span the technical spedrum from 
simple modifications to the current G8C system, to 
completely closed loop algorithms requiring no 
pre-flight planning and maximum launch 
probability. 

3.3 Standardized Mission Control and 
Crew Training 

To date, control center and crew training have 
taken the approach of requiring the most accurate 
trajectory simulation possible. The rationale has 
been that to properly prepare the flight 
controllers and crew for any anomalous situations 
that might occur,they need the best representation 
of the nominal flight profile that exists. For 
Shuttle, this philosophy has greatly increased 
trajectory re-configuration costs. 

The current Shuttle trajectory re-configuration 
process is driven to a start date many months prior 
to launch due to two requirements, on-board code 
preparation and mission control traini In 
Section 3.2 it was outlined how program changes 
are in work that will de-sensitize the vehicle from 
launch day atmospheric cha 
improve launch probability. 
changes is the de-sensititi 
from required updates i 
changes. The net result 
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be more standardized flight code prepared one time 
prior to launch regardless of launch date. The 
requirement for an accurate training trajectory 
profile will become the driver for early flight 
design start dates. 

Currently JSC is evolving toward a more 
standardized training scheme with the use of night 
cycles vs. training cycles. A flight cycle is the 
trajectory design that will be used on the actual 
mission while the training cycle is only for 
integrated control center simulations. The 
difference in the two is the absence of the rigorous 
flight readiness verification for the training cycle. 
The activities associated with the flight design are 
identical and still need to be performed at least 
twice per mission. 

This is a significant improvement in operations 
cost but has not realized all the gains that are 
possible. For further improvement, it will be 
necessary to re-examine the training requirement 
of best possible simulation trajectory at any cost. 

In reality, the flight controllers and crew have 
been operating under a mis-conception. The Shuttle 
trajectory changes radically in the presence of 
different upper atmosphere winds. Since it is 
impossible to predict wind profiles more than a 
few hours in advance, all training is performed 
with statistical mean monthly wind profiles. The 
probability that the wind used for training would 
match the actual hunch wind is extremely small. 
Therefore the flight controllers and crew are not 
training to ?he actual flight profile, within some 
tolerance, no matter how accurate a flight design is 
being used. 

An approach using standard trajectory designs for 
training could be developed. Trajectory sets could 
be defined one time based on gross mission 
requirements such as orbit altitude, orbit 
inclination, abort selection philosophy, etc.. This 
approach would present just as accurate a picture 
of how the trajectory will look as today's 
technique, but at a significantly reduced cost in 
flight design. 

3.4 Automated Quality Assurance Systems 

Flight design quality assurance is the process that 
insures the designed trajectory meets all sub- 
system constraints, is compatible with the on- 

board flight software, and satisfies all mission 
objectives. For today's fleet of launch vehicles, 
this process relies on intensive engineering 

.analysis. If cost reductions are to be realized in 
this area without decreases in product quality, 
automation has to occur. 

In general, any quality assurance process can be 
defined by a set of pasdfail criteria. Conceptually, 
a system could be produced that uses flight design 
trajectory data as input to an automated expert 
system. This system would apply well defined 
passlfail criteria against this trajectory data and 
alert the expert flight designer of any rule 
violations. Although not removed from the process, 
the workload of the expert engineer responsible for 
quality assurance would be significantly reduced. 

At JSC, the Mission Support and Mission 
Operations directorates are developing such a 
system for ascent Shuttle flight design. One of the 
outcomes of the rush to make the Shuttle 
operational was the lack of flight design process 
documentation. Since 1986 these two organizations 
have been creating a flight design quality assurance 
rule base which will be completed for the ascent 
and insertion flight phases during 1990. The next 
planned steps are to develop automated software 
applications of these rules for incorporation in the 
FADS distributed computer system. To date, this 
activity has been some what narrow focused to the 
areas of expertise of the two directorates. If 
maximum reductions in quality assurance costs are 
to be realized, this activity needs to become 
program wide and supported by the Shuttle 
program office and the integration contractor. 

An area that quality assurance automation is being 
supported by the Shuttle program office is in the 
development of the day of launch trajectory update 
system described in Section 3.2. This system will 
be able to update the set of guidance 1-Loads that 
define the first stage trajectory within a few hours 
of launch. This I-Load set is flight critical and a 
method had to be developed such that flight safety 
could still be assured i f  these I-Loads were 
changed. What has been adopted and is currently in 
development is an automated pass/fail rule base 
formulated by the expert G8C engineers currently 
responsible for flight readiness assessments. This 
automated process will be operational when this 
trajectory update capability comes on line in late 
1990. 
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mute 2 - Tech nology M ilestoneg 

In order to reach the objectives defined in Section 
2, two major technology issues need to be resolved; 
significantly faster measurement of upper 
atmosphere winds without reducing accuracy and 
significantly higher levels of on-board 
computation capability. It is felt that technology 
improvements in these areas combined with state- 
of-the-art technology in computer systems for 
analysis, state-of-the-art software approaches 
and a commitment of resources to the effort will 
bring about the changes necessary to reach really 
low levels of operations cost per fllht. 

As discussed in section 3.2, a fast, accurate upper 
atmosphere wind measuring system would increase 
launch probability by reducing the margin 
required to protect for changes in the wind. If a 
system could be produced that would support 
measurement less than 30 minutes prior to 
launch, launch probability degradation due to wind 
persistence would nearly be eliminated. The 
demonstration activities by NASA on radar wind 
profilers and the ALS program on LIDAR should be 
actively supported as the right steps toward this 
goal. 

All of today's launch vehicles use on-board 
computers developed prior to the early 1970's. 
The tremendous increases in computational speed 
and storage capacity occurring in the late 1970's 
and 80's need to bB exploited for the next 
generation of vehicles. Technologies such as 
parallel processing have produced commercial 
machines with thousand8 of times the speed and 
storage capability of the Shuttle GPC's at a fraction 
of the size, weight and power requirements. This 
type of technology should be actively applied to on- 
board f l ih t  and space rated systems, The level of 
computation capability currently available 
commercially if applied on-board would allow near 
complete autonomy and elimination of major 
portions of the real time flight support necessary 
today. 

c 
Generally the topics addressed in this paper could 
be applied to any launch vehicle in today's fleet or 
that might be developed in the future. However. 
retro-fitting some of these concepts into a mature 
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design may be more costly than any benefit that 
would come from the change. 

For the Shuttle and possibly the existing ELV's, 
implementing the concepts associated with flight 
design and quality assurance automation, launch 
probability improvement, and training 
standardization seem to make cost sense. Full on- 
board autonomy and advanced on-board computers 
probably should wait for the ALS and AMLS 
programs. 

Shuttle-C, as a direct spin-off from Shuttle 
technology, would fall in the same category as the 
Shuttle and ELV's. 

E. M. Henderson - JSC/QM 
Mission Operations Directorate 

A. J. Bordano - JSC/FM 
Mission Support Qirectorate 

This paper has outlined some concepts that would 
provide cost benefits to operations of existing 
launch vehicles such as the Shuttle and ELVs and 
new start programs such as ALS and AMLS. The 
technical objectives of improvements in launch 
probability, quality assurance, training 
techniques, and on-board autonomy while 
simultaneously reducing flight design costs will 
require a combination of state-of-the-art and 
advanced technologies. 

To realize these potential gains in cost 
effectiveness and responsiveness to national launch 
rate demands, it will require a high level of 
commitment to developing the advanced 
technologies previously described in addition to 
support of the current ongoing activities by the 
Mission Operations and Support Directorates. 
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ADVANCED TRAINING SYSTEMS 

Robert  T .  Save ly  R .  Bowen L o f t i n ,  Ph.D. 
Sof tware  Technology Branch U n i v e r s i t y  o f  Houston-Downtown 
NASA/Johnson Space Center  Houston, Texas 

Houston, Texas 713-483-8070 
713-483-8105 

Space T r a n s p o r t a t i o n  Avionics  Technology Symposium 
Williamsburg, V i r g i n i a  

November 7-9, 1989 

I .  INTRODUCTION 

A.  Genera l  I n t r o d u c t i o n  

T r a i n i n g  i s  a major  endeavor  i n  a l l  modern s o c i e t i e s :  new 
p e r s o n n e l  must be  t r a i n e d  t o  pe r fo rm t h e  t a s k ( s )  which t h e y  were 
h i r e d  t o  perform,  c o n t i n u i n g  p e r s o n n e l  must b e  t r a i n e d  t o  upgrade 
o r  u p d a t e  t h e i r  a b i l i t y  t o  per form a s s i g n e d  tasks,  and  c o n t i n u i n g  
p e r s o n n e l  must be t r a i n e d  t o  tackle  new t a s k s .  Common methods 
i n c l u d e  t r a i n i n g  manuals ,  f o r m a l  classes, p r o c e d u r a l  computer  
programs, s i m u l a t i o n s ,  and on-the- job t r a i n i n g .  The l a t t e r  method 
i s  p a r t i c u l a r l y  effect ive i n  complex t a s k s  where a g r e a t  deal of  
independence  i s  g r a n t e d  t o  t h e  t a s k  p e r f o r m e r .  O f  c o u r s e ,  t h i s  
t r a i n i n g  method i s  a l s o  t h e  most expens ive  and  may be  i m p r a c t i c a l  
when t h e r e  are many t r a i n e e s  a n d  f e w  e x p e r i e n c e d  p e r s o n n e l  t o  
conduct on-the- job t r a i n i n g .  

NASA's t r a i n i n g  approach h a s  focussed  p r i m a r i l y  on on-the-job 
t r a i n i n g  i n  a s i m u l a t i o n  environment  f o r  b o t h  c r e w  and  ground- 
based p e r s o n n e l .  T h i s  p r o c e s s  worked r e l a t i v e l y  w e l l  f o r  b o t h  t h e  
Apo l lo  and  Space S h u t t l e  programs.  Space S t a t i o n  Freedom and 
o t h e r  l o n g  r ange  s p a c e  e x p l o r a t i o n  programs coup led  w i t h  l imi ted  
r e s o u r c e s  d ic ta te  t h a t  NASA e x p l o r e  new approaches  t o  t r a i n i n g  f o r  
t h e  1990 ' s  and  beyond. 

T h i s  r e p o r t  describes s p e c i f i c  autonomous t r a i n i n g  sys tems 
b a s e d  on a r t i f i c i a l  i n t e l l i g e n c e  t e c h n o l o g y  f o r  u s e  by NASA 
a s t r o n a u t s ,  f l i g h t  c o n t r o l l e r s ,  and ground-based s u p p o r t  p e r s o n n e l  
t h a t  d e m o n s t r a t e  a n  a n  a l t e r n a t i v e  t o  c u r r e n t  t r a i n i n g  sys t ems .  
I n  a d d i t i o n  t o  t h e s e  s p e c i f i c  systems,  t h e  e v o l u t i o n  of a g e n e r a l  
a r c h i t e c t u r e  f o r  autonomous i n t e l l i g e n t  t r a i n i n g  s y s t e m s  t h a t  
i n t e g r a t e s  many of t h e  f e a t u r e s  o f  " t r a d i t i o n a l "  t r a i n i n g  programs 
w i t h  a r t i f i c i a l  i n t e l l i g e n c e  t e c h n i q u e s  i s  p r e s e n t e d .  These  
I n t e l l i g e n t  Computer-Aided T r a i n i n g  ( ICAT)  sys tems would p r o v i d e ,  
f o r  t h e  t r a i n e e ,  much of t h e  same e x p e r i e n c e  t h a t  c o u l d  be g a i n e d  
from t h e  best  o n - t h e - j o b  t r a i n i n g .  B y  i n t e g r a t i n g  domain 
e x p e r t i s e  w i t h  a knowledge o f  a p p r o p r i a t e  t r a i n i n g  methods,  a n  
ICAT s e s s i o n  shou ld  d u p l i c a t e ,  as c l o s e l y  as p o s s i b l e ,  t h e  t r a i n e e  
undergoing on-the- job t r a i n i n g  i n  t h e  t a s k  environment ,  b e n e f i t i n g  
from t h e  f u l l  a t t e n t i o n  of a t a s k  e x p e r t  who is  a l so  an  e x p e r t  
t r a i n e r .  Thus, t h e  p h i l o s o p h y  o f  t h e  ICAT sys tem i s  t o  emula t e  
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t h e  b e h a v i o r  of a n  e x p e r i e n c e d  i n d i v i d u a l  d e v o t i n g  h i s  f u l l  t i m e  
and  a t t e n t i o n  t o  t h e  t r a i n i n g  o f  a novice--proposing c h a l l e n g i n g  
t r a i n i n g  s c e n a r i o s ,  m o n i t o r i n g  and e v a l u a t i n g  t h e  a c t i o n s  of  t h e  
t r a i n e e ,  p r o v i d i n g  mean ingfu l  comments i n  r e s p o n s e  t o  t r a i n e e  
errors, r e s p o n d i n g  t o  t r a i n e e  r e q u e s t s  f o r  i n f o r m a t i o n ,  g i v i n g  
h i n t s  (if a p p r o p r i a t e ) ,  a n d  remembering t h e  s t r e n g t h s  a n d  
weaknesses  d i s p l a y e d  by t h e  t r a i n e e  so t h a t  a p p r o p r i a t e  f u t u r e  
e x e r c i s e s  can be des igned .  

B .  BACKGROUND 

S i n c e  t h e  1 9 7 0 ' s  a number o f  academic a n d  i n d u s t r i a l  
researchers h a v e  e x p l o r e d  t h e  a p p l i c a t i o n  of a r t i f i c i a l  
i n t e l l i g e n c e  c o n c e p t s  t o  t h e  t a s k  o f  t e a c h i n g  a v a r i e t y  o f  
s u b j e c t s  [Sleeman a n d  Brown, 1982; Yazdani,  1986; Wenger, 19871 
( e . g . ,  computer programming i n  Lisp [Anderson, 1985; Anderson, 
Boyle and  Reiser, 19853 and Pascal [Johnson a n d  Soloway, 19851, 
economics [Shu te  a n d  Bonar, 19861, geography [ C a r b o n e l l ,  19701, 
and  geometry [Anderson, Boyle  and  Yost, 1 9 8 5 1 ) .  The e a r l i e s t  
p u b l i s h e d  r e p o r t s  which s u g g e s t e d  t h e  a p p l i c a t i o n s  o f  a r t i f i c i a l  
i n t e l l i g e n c e  c o n c e p t s  t o  t e a c h i n g  t a s k s  a p p e a r e d  i n  t h e  e a r l y  
1 9 7 0 ' s  [Carbone l l ,  1970; H a r t l e y  and Sleeman, 19731. H a r t l e y  and  
Sleeman [ H a r t l e y  a n d  Sleeman,  19731 a c t u a l l y  p r o p o s e d  a n  
a r c h i t e c t u r e  f o r  a n  i n t e l l i g e n t  t u t o r i n g  sys tem.  However, it i s  
i n t e r e s t i n g  t o  n o t e  t h a t ,  i n  t h e  s i x t e e n  y e a r s  which have passed 
s i n c e  t h e  a p p e a r a n c e  o f  t h e  H a r t l e y  a n d  Sleeman p r o p o s a l ,  no 
a g r e e m e n t  h a s  b e e n  r e a c h e d  among researchers on a g e n e r a l  
a r c h i t e c t u r e  f o r  i n t e l l i g e n t  t u t o r i n g  systems [Yazdani, 19863. 

Along wi th  t h e  e x t e n s i v e  work on i n t e l l i g e n t  t u t o r i n g  systems 
f o r  academic s e t t i n g s  h a s  come t h e  development of  sys tems directed 
a t  t r a i n i n g .  Among t h e s e  a re  Recovery B o i l e r  T u t o r  [Woolf, 
Blegen, Jansen ,  and  Verloop, 19861, SOPHIE [Brown, Bur ton  and  de 
Kleer, 19821, and  STEAMER [Hollan,  Hutchins  and  Weitzman, 19841. 
These  d i f f e r  f rom t h e  t u t o r i n g  s y s t e m s  m e n t i o n e d  above i n  
p r o v i d i n g  a s i m u l a t i o n  model w i t h  which t h e  s t u d e n t  o r  t r a i n e e  
i n t e r a c t s .  Although t h e s e  i n t e l l i g e n t  t r a i n i n g  sys t ems  each  use  
t h e  i n t e r a c t i v e  s i m u l a t i o n  approach, t h e y  e a c h  have v e r y  d i f f e r e n t  
i n t e r n a l  a r c h i t e c t u r e s .  F u r t h e r ,  t h e r e  a p p e a r s  t o  be no 
a g r e e m e n t ,  a t  p r e s e n t ,  on a g e n e r a l  a r c h i t e c t u r e  f o r  s u c h  
s i m u l a t i o n  t r a i n i n g  sys t ems .  The work r e p o r t e d  h e r e  b u i l d s  on 
t h e s e  p r e v i o u s  e f f o r t s  and  o u r  own work [ L o f t i n ,  Wang, B a f f e s  and 
Rua, 1987; L o f t i n ;  Wang, B a f f e s ,  a n d  Hua, 1988; L o f t i n ,  Wang, 
B a f f e s ,  a n d  Hua, 1989a and  b] t o  develop specif ic  i n t e l l i g e n t  
t r a i n i n g  sys tems as w e l l  as a g e n e r a l  approach  t o  t h e  d e s i g n  of  
i n t e l l i g e n t  t r a i n i n g  sys tems which w i l l  p e r m i t  t h e  p r o d u c t i o n  of 
such  sys tems f o r  a v a r i e t y  of t a s k s  and  t a s k  envi ronments  w i t h  
s i g n i f i c a n t l y  less e f f o r t  t h a t  i s  now r e q u i r e d  t o  " c r a f t "  such  a 
system f o r  each  a p p l i c a t i o n .  

C .  T R A I N I N G  VERSUS TUTORING 

T h e  ICAT sys tems a n d  a r c h i t e c t u r e  described h e r e  have  been  
developed wi th  a clear unders tanding  t h a t  t r a i n i n g  i s  n o t  t h e  same 
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as t e a c h i n g  or  t u t o r i n g  [Harmon, 1 9 8 7 1 .  An i n d u s t r i a l  o r  
gove rnmen ta l  t r a i n i n g  env i ronmen t  d i f f e r s  i n  many ways f rom a n  
academic t e a c h i n g  envi ronment  These d i f f e r e n c e s  are i m p o r t a n t  i n  
the d e s i g n  of a n  a r c h i t e c t u r e  f o r  a n  i n t e l l i g e n t  t r a i n i n g  system: 

0 A s s i g n e d  t a s k s  are  o f t e n  m i s s i o n - c r i t i c a l ,  p l a c i n g  t h e  
r e s p o n s i b i l i t y  f o r  l i v e s  and  p r o p e r t y  i n  t h e  hands o f  t h o s e  
who have been  t r a i n e d .  

P e r s o n n e l  may a l r e a d y  have s i g n i f i c a n t  academic a n d  
p r a c t i c a l  e x p e r i e n c e  t o  b r i n g  t o  bear on t h e i r  a s s i g n e d  
t a s k .  

T r a i n e e s  make u s e  of a wide v a r i e t y  o f  t r a i n i n g  t e c h n i q u e s ,  
r a n g i n g  from t h e  s t u d y  o f  comprehensive t r a i n i n g  manuals t o  
s i m u l a t i o n s  t o  a c t u a l  o n - t h e - j o b  t r a i n i n g  u n d e r  t h e  
s u p e r v i s i o n  of more e x p e r i e n c e d  p e r s o n n e l .  

0 Many o f  t h e  tasks  o f f e r  c o n s i d e r a b l e  f reedom i n  the' e x a c t  
manner i n  which t h e y  may be accompl ished .  

Those unde rgo ing  t r a i n i n g  f o r  complex t a sks  are u s u a l l y  w e l l  
aware o f  t h e  impor tance  of t h e i r  job and t h e  p r o b a b l e  consequences  
o f  f a i l u r e .  While  s t u d e n t s  are o f t e n  motivated by  t h e  f e a r  o f  
r e c e i v i n g  a low g r a d e ,  t r a i n e e s  know t h a t  human l i ves  a n d / o r  
e x p e n s i v e  equ ipmen t  may depend  on t h e i r  s k i l l  i n  p e r f o r m i n g  
a s s i g n e d  t a s k s .  T h i s  means t h a t  t r a i n e e s  may be h i g h l y  motivated, 
b u t  it a l s o  imposes  on t h e  t r a i n e r  t h e  r e s p o n s i b i l i t y  f o r  t h e  
a c c u r a c y  o f  t h e  t r a i n i n g  c o n t e n t  ( i . e . ,  v e r i f i c a t i o n  o f  t h e  domain 
e x p e r t i s e  encoded i n  t h e  system) and t h e  a b i l i t y  of  t h e  t r a i n e r  t o  
c o r r e c t l y  e v a l u a t e  t r a i n e e  a c t i o n s .  The I C A T  a p p r o a c h  is  
i n t e n d e d ,  n o t  t o  impar t  basic knowledge, b u t  t o  a id  t h e  t r a i n e e  i n  
d e v e l o p i n g  s k i l l s  f o r  wh ich  he a l r e a d y  h a s  t h e  bas i c  o r  
'' t h e  o re t i c a 1 '' know 1 e d g e  . I n  s h o r t ,  t h i s  t r a i n i n g  s y s t e m  
a r c h i t e c t u r e  i s  d e s i g n e d  t o  h e l p  a t r a i n e e  p u t  i n t o  p r a c t i c e  t h a t  
which he  a l r e a d y  i n t e l l e c t u a l l y  u n d e r s t a n d s .  The sys t em must t a k e  
i n t o  accoun t  t h e  t y p e  o f  t r a i n i n g  t h a t  both p r e c e d e s  a n d  f o l l o w s ,  
b u i l d i n g  on t h e  knowledge g a i n e d  from t r a i n i n g  manuals  and  r u l e  
books w h i l e  p r e p a r i n g  t h e  t r a i n e e  f o r  a n d  complementing t h e  on- 
t h e - j o b  t r a i n i n g  which may f o l l o w .  Pe rhaps  most c r i t i c a l  o f  a l l ,  
t r a i n e e s  must be allowed t o  c a r r y  o u t  a n  a s s i g n e d  t a s k  by  any 
v a l i d  means. Such f l e x i b i l i t y  i s  e s s e n t i a l  so t h a t  t r a i n e e s  a re  
ab le  t o  r e t a i n ,  a'nd even  hone,  a n  independence  o f  t h o u g h t  and  
d e v e l o p  c o n f i d e n c e  i n  t h e i r  a b i l i t y  t o  r e spond  t o  problems,  even 
p r o b l e m s  which  t h e y  h a v e  n e v e r  e n c o u n t e r e d  a n d  which  t h e i r  
t r a i n e r s  n e v e r  a n t i c i p a t e d .  

I V .  APPLICATIONS 

T h e  ICAT a r c h i t e c t u r e  w a s  o r i g i n a l l y  a p p l i e d  t o  a t r a i n i n g  
sys t em f o r  NASA f l i g h t  c o n t r o l l e r s  l e a r n i n g  t o  d e p l o y  s a t e l l i t e s  
from t h e  Space  S h u t t l e .  The same a r c h i t e c t u r e  has been  u s e d  i n  
t h e  c o n s t r u c t i o n  of ICAT s y s t e m s  f o r  t r a i n i n g  a s t r o n a u t s  f o r  
SpaceLab m i s s i o n s  a n d  e n g i n e e r s  who t es t  t h e  Space  S h u t t l e  main 
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p r o p u l s i o n  sys t em.  Although t h e s e  t a s k s  are q u i t e  d i f f e r e n t  and  
are  p e r f o r m e d  i n  v e r y  d i s s i m i l a r  e n v i r o n m e n t s ,  t h e  same s y s t e m  
a r c h i t e c t u r e  h a s  proven  t o  be a d a p t a b l e  t o  e a c h .  Below i s  a b r i e f  
summary of t h e  s p e c i f i c  s y s t e m s  t h a t  have b e e n  b u i l t  o r  are 
c u r r e n t l y  under  development:  

A comprehensive i n t e l l i g e n t  computer-aided t r a i n i n g  sys t em f o r  u s e  
by F l i g h t  Dynamics O f f i c e r s  i n  l e a r n i n g  t o  dep loy  PAM (Payload-  
A s s i s t  Module) sa te l l i tes  from t h e  Space S h u t t l e .  PD/ICAT 
c o n t a i n s  f o u r  e x p e r t  sys tems t h a t  c o o p e r a t e  v i a  a b l a c k b o a r d  
a r c h i t e c t u r e .  

B .  W L / I C A T :  [Yacuum Yent Line/ICAT System] 

A PC-based i n t e l l i g e n t  computer-aided t r a i n i n g  sys t em f o r  u s e  by 
mis s ion  and  pay load  s p e c i a l i s t s  i n  l e a r n i n g  t o  per form f a u l t  
d e t e c t i o n ,  i s o l a t i o n ,  and r e c o n f i g u r a t i o n  on t h e  Space lab  W L  
sys tem.  W L / I C A T  c o n s i s t s  o f  an  i n t e g r a t e d  e x p e r t  sys t em and  
g r a p h i c a l  u s e r  i n t e r f a c e .  

C .  MPP/ICAT: [Main P r o p u l s i o n  Pneumatics/ICAT System] 

A comprehensive i n t e l l i g e n t  computer-aided t r a i n i n g  sys t em f o r  u s e  
by t e s t  e n g i n e e r s  a t  NASA/Kennedy Space C e n t e r  i n  l e a r n i n g  t o  
per form t e s t i n g  o f  t h e  Space S h u t t l e  Main P r o p u l s i o n  Pneumatics  
system. MPP/ICAT i s  c u r r e n t l y  under  development and  makes u s e  o f  
t h e  same a r c h i t e c t u r e  as PD/ICAT.  

D .  IPS/ICAT: [ Ins t rumen t  P o i n t i n g  System/ICAT System] 

A comprehensive i n t e l l i g e n t  computer-aided t r a i n i n g  sys t em f o r  u s e  
by pay load  and  mis s ion  s p e c i a l i s t s  a t  NASA/Johnson Space C e n t e r  
and Marsha l l  Space F l i g h t  Cen te r  i n  l e a r n i n g  t o  u t i l i z e  t h e  IPS on 
Space lab  m i s s i o n s .  IPS/ICAT i s  c u r r e n t l y  under  development and  
makes  u s e  o f  t h e  same a r c h i t e c t u r e  as PD/ICAT. 

111. A GENERAL ARCHITECTURE FOR INTELLIGENT T R A I N I N G  SYSTEMS 

The p r o j e c t s  described i n  t h e  p r e v i o u s  s e c t i o n  have served as 
v e h i c l e s  t o  a i d  i n  t h e  d e s i g n  and  r e f i n e m e n t  o f  a n  a r c h i t e c t u r e  
f o r  i n t e l l i g e n t  t ’ r a i n i n g  s y s t e m s  t h a t  h a s  s i g n i f i c a n t  domain- 
i ndependen t  e l e m e n t s  a n d  i s  g e n e r a l l y  a p p l i c a b l e  t o  t r a i n i n g  i n  
p r o c e d u r a l  t a s k s  common t o  t h e  NASA envi ronment .  The ICAT sys tem 
a r c h i t e c t u r e  i s  modular and  c o n s i s t s  o f  f ive  basic components: 

* A u s e r  i n t e r f a c e  t h a t  p e r m i t s  t h e  t r a i n e e  t o  access t h e  
same i n f o r m a t i o n  ava i l ab le  t o  h im i n  t h e  t h e  t a s k  
envi ronment  a n d  serves as a means for  t h e  t r a i n e e  t o  t a k e  
a c t i o n s  a n d  communicate  w i t h  t h e  i n t e l l i g e n t  t r a i n i n g  
sys tem.  
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A domain e x p e r t  which can c a r r y  o u t  t h e  t a s k  u s i n g  t h e  same 
informat ion  t h a t  is available t o  t h e  t r a i n e e  and which a l s o  
c o n t a i n s  a l i s t  o f  "mal-rulesl l  ( e x p l i c i t l y  i d e n t i f i e d  
e r r o r s  t h a t  novice t r a i n e e s  commonly make) .  

A t r a i n i n g  s e s s i o n  manager which examines t h e  a c t i o n s  t aken  
by t h e  domain e x p e r t  (of b o t h  c o r r e c t  and i n c o r r e c t  a c t i o n s  
i n  a p a r t i c u l a r  c o n t e x t )  and  by t h e  t r a i n e e  and t a k e s  
a p p r o p r i a t e  a c t i o n ( s )  . [ L o f t i n ,  Ba f fe s  and Wang, 19881 

A t r a i n e e  model which c o n t a i n s  a h i s t o r y  of  t h e  i n d i v i d u a l  
t r a i n e e ' s  i n t e r a c t i o n s  w i t h  t h e  s y s t e m  t o g e t h e r  w i t h  
summary e v a l u a t i v e  d a t a .  

0 A t r a i n i n g  s c e n a r i o  g e n e r a t o r  t h a t  d e s i g n s  i n c r e a s i n g l y -  
complex t r a i n i n g  e x e r c i s e s  based  on t h e  knowledge of  t h e  
domain e x p e r t ,  t h e  c u r r e n t  s k i l l  l e v e l  c o n t a i n e d  i n  t h e  
t r a i n e e ' s  model, and any weaknesses o r  d e f i c i e n c i e s  t h a t  
t h e  t r a i n e e  h a s  e x h i b i t e d  i n  p r e v i o u s  i n t e r a c t i o n s .  
[ L o f t i n ,  Wang, and Baf fe s ,  1988; L o f t i n ,  Wang, and Baffes ,  
19891 

F igu re  1 c o n t a i n s  a schemat ic  diagram o f  t h e  ICAT system. Note 
t h a t  p r o v i s i o n  i s  made f o r  t h e  u s e r  t o  i n t e r a c t  wi th  t h e  system i n  
two d i s t i n c t  ways and t h a t  a s u p e r v i s o r  may a l s o  query t h e  system 
f o r  e v a l u a t i v e  data on each  t r a i n e e .  The b lackboard  s e r v e s  as a 
common r e p o s i t o r y  of facts  f o r  a l l  f i v e  system components. With 
t h e  e x c e p t i o n  o f  t h e  t r a i n e e  model,  e a c h  component m a k e s  
a s s e r t i o n s  t o  t h e  b lackboard ,  and t h e  e x p e r t  s y s t e m  components 
look t o  t h e  b lackboard  f o r  f a c t s  a g a i n s t  which t h e i r  r u l e s  p a t t e r n  
match. A comprehensive e f f o r t  has been made t o  c l e a r l y  segregate 
domain-dependent from domain-independent components. 

I V .  SYSTEM INTEGRATION 

The I C A T  a r c h i t e c t u r e  d e s c r i b e d  above  was o r i g i n a l l y  
implemented i n  a Symbolics 3600 L i s p  environment u s i n g  I n f e r e n c e  
C o r p o r a t i o n ' s  ART f o r  t h e  rule-based components. The a r c h i t e c t u r e  
i s  c u r r e n t l y  a v a i l a b l e  f o r  un ix  w o r k s t a t i o n s .  The u s e r  i n t e r f a c e  
i s  implemented i n  X-Windows, t h e  ru le -based  components i n  CLIPS 
[ C L I P S  i s  t h e  acronym f o r  a NASA-developed e x p e r t  system she l l  
w r i t t e n  i n  C ] ,  and suppor t ing  code i n  C .  

V.  T R A I N I N G  PERFORMANCE 

The o r i g i n a l  s y s t e m  d e v e l o p e d  w i t h  t h i s  a r c h i t e c t u r e  
( P D / I C A T )  has b e e n  u s e d  by b o t h  e x p e r t  and  n o v i c e  f l i g h t  
c o n t r o l l e r s  a t  NASA/Johnson Space  C e n t e r .  An e x t e n s i v e  
i n v e s t i g a t i o n  of  t h e  performance o f  nov ices  u s i n g  t h e  system has  
been conducted.  F igu re  2 shows t w o  measures of  performance: (1) 
t h e  t i m e  r e q u i r e d  t o  perform t h e  nominal t a s k  as a f u n c t i o n  of t h e  
number of  t r a i n i n g  e x p e r i e n c e s  and ( 2 )  t h e  number o f  e r r o r s  made 
d u r i n g  t h e  performance of t h e  nominal t a s k  as a f u n c t i o n  of  t h e  
number o f  t r a i n i n g  e x p e r i e n c e s .  I t  i s  i n t e r e s t i n g  t o  n o t e  t h a t ,  
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although the novices used in this investigation had very different 
levels of prior experience related to e task, all novices 
rapidly approached the same level of proficiency. 

VI. CONCLUSIONS 

A general architecture for ICAT systems has been developed 
and applied to the construction of three ICAT systems for very 
different tasks. Use by novices of an ICAT application built upon 
this architecture has shown impressive trainee performance 
improvements. With further refinement and extension, this 
architecture promises to provide a common foundation upon which to 
build intelligent training systems for many tasks of interest to 
the government, military, and industry. The availability of a 
robust architecture that contains many domain-independent 
components serves to greatly reduce the time and cost of 
developing new ICAT applications. 
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candidate program that will benefit from various 
1 .  INTRODUCTIOS 

A significant increase in space operations 
. activities is expected because of Space Station 
Freedom (SSF) and long range Lunar base 
missions and Mars exploration. There could be 
several precursor missions to support planning 
and operations in Lunar and Mars orbits. These 
precursor missions will involve placing 
necessary communications satellites in orbit 
around Mars or the Moon and other support 
systems on the surface for long range manned 
operations. Many of the systems will undergo 
initial testing in the Earth orbita) environment. 

Space operations will also increase as a result of 
space commercialization (especially the increase 
in satellite networks). It is anticipated that the 
level of satellite servicing operations will grow 
tenfold from the current level within the next 20 
years. This growth can be sustained only if the 
cost effectiveness of space operations is 
improved. Cost effectiveness in this perspective 
translates into operational efficiency with proper 
effectiveness. This paper presents a concept of 
advanced avionics, autonomous spacecraft 
control, that will enable the desired growth, as 
well as maintain the cost effectiveness 
(operational efficiency) in satellite servicing 
operations. 

Section 2 describes the concept of advanced 
avionics that allows autonomous spacecraft 
control with a brief description of each 
component. Section 3 describes some of the 
benefits of autonomous operations. Section 4 
provides a technology utilization breakdown in 
terms of applications. Section 5 provides the 

autonomous control tcchnologies and their 
development. Section 6 provides the current 
status of activities and future milestones expected 
in each area of autonomous spacecraft control. 
Section 7 discusses the technology needs and 
current program holes in the autonomy 
development. The summary is provided in 
section 8. . .  

2. ADVANCED AVIONICS CONCEPTS 

The advanced avionics concept is based on total 
autonomous control of a spacecraft in all 
applicable flight regimes without any help from 
external elements. There are two parts to this 
basic requirement: first, the onboard avionics 
system must be capable of performing all 
functions ( This is a necessary driving factor), 
and second, it must perform all functions 
without any help Erom external elements ( This 
is a sufficient part.) The first part identifies 
necessary functions along with required 
subsystems and components, while the second 
part increases its reliability, safety and mission 
readiness. 

By advanced avionics we mean a highly 
integrated system capable of performing 
autonomous spacecraft control with high 
reliability and safety. In this perspective, the 
system is designed to achieve mission goals 
(without being dependent on other systems) and 
to accomplish those functions for which external 
help is unavailable. By design, the system has 
proper fault diagnosis, isolation, and recovery 
capability and is able to cope with unanticipated 
changes in the surrounding environment. With 
such capabilities, the system performance results 
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a1 efficiency, thus reducing the 
operations. 

four mission flight segments (see 
considered here for applying our 
) ascent, 2) rendezvous, 3) proximity 
s, and 4) landing. Some experts 
parking orbit maintenance and 

etary cruise as other flight segments. 
, the activities performed by a 

spacqxixft during these flight regimes is a subset 
of itctiprhies perfomled during the coasting phase 
of the’rendezvous segment. Thus, the autonomy 
requimnents are derived indirectly, and a 

capable of autonomous rendezvous is 
le of parking orbit maintenance. 

A basic requirement, autonomous control, was 
applied to each of these segments, and a 
conceptual design of the avionics system was 
developed. Each flight segment has some unique 
control requirements. However, the conceptual 
design accommodated all these well without 
having a major impact on the overall architecture. 
The conceptual design of the avionics system has 
four major components as shown in figure 2. 
Each component can be further tailored according 
to specific flight segment requirements and 
several sub-components can be added for 
completeness. Each component is briefly 
described in following paragraphs. 

TM flight computer is a key component of an 
overall autonomous spacecraft control system 
that in6ludes advanced sensors and intelligent 
cofktmllers. Advanced computer architectures are 
required to handle very high computational 
loads, to interface with distributed, multiple 
sensor systems, and to properly control the 
effector systems. The architecture must be 
capable of performing fault detection, isolation 
and necessary reconfiguration of the internal 
hardware. The flight computer component may 
be a network of many separate processors rather 

essor. Special processors may 
r specific functions such as machine 

ght software component must be capable 
amic adjustment according to the flight 
t. This component is responsible for 

mission, detecting hazards and 
e mission, evaluating their effects 

and generating proper responses, and controlling 
the trajectory and the mission timeline. Typical 
navigation, guidance and control software 
modules are integrated parts of this component. 
The architecture of this component must be 
compatible with the distributed nature of the 
computer hardware and robust for upscaling at 
the higher function level. Such a system is 
expected to do the original mission planning 
onboard the spacecraft and thus will be 
considernbly more capablc than current onhoard 
systems. 

The advanced sensors coniponent is related to 
new technology developnient that is targeted to 
au tonoinously measure relevant paranieters with 
high accuracy in real time. These include 
onboard tracking systems to provide relative state 
measurements to the spacecraft navigation 
systems. Operations such as rendezvous, 
stationkeeping, proximity operations, docking, 
traffic management, and collision avoidance 
require measurements of position, attitude, and 
rates relative to a point or feature on a target 
spacecraft or object. Operations such as 
spacecraft landing require measurements of 
position and rates relative to a landing site, and 
possibly measurements of terrain contour to 
avoid hazards such as holes, rocks, and steep 
slopes. The operation of the sensors must be 
very reliable with long life and low failure rates. 
Furthermore, sensors must have built-in health 
monitoring that provides desired inputs to the 
flight software component. An advanced sensor 
may use a data fusion concept to derive a 
meaningful parameter by appropriately 
combining several measured parameters. The 
fusion concept can be applied to data from 
several sensors to evolve an integrated but 
distributed sensor system. Alternatively, new 
technologies may enable weight and power 
savings with a single sensor replacing multiple 
sensors. 

The intelligent effector is the fourth component 
of our conceptual design. There will be interfaces 
with the flight software via the flight computer 
component. Intelligent effectors are envisioned to 
have fault tolerant designs and built-in 
performance monitors. 
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3. EFFICIENCY VIA AUTONOMOUS 
OPERATIONS 

The autonomous spacecraft control achieved 
through this type of avionics system will result in 
several benefits for overall mission operations. 
The autonomy onboard the spacecraft will 
increase the effectiveness with which the 
spacecraft can perform orbital operations, as well 
as simplify the current operational procedures 
requiring periodic mission updates and constant 
communication with the ground. A major prut of 
c a 1 c u 1 ai i n g the coni nI 11 n ica t i on windows and 
associated timelines will be reduced along with 
the associated support systems. Because the 
system has built-in support elen~ents, there will 
less interaction with ground support systems. As 
a result, the ground facilities will be able to 
handle more spacecraft operations. These factors 
will reduce the overall cost of the operations. 
Thus, there will be a significant increase in the 
operational efficiency, which translates into cost 
effectiveness or  the reduced unit cost of 
spacecraft operations. 

The reliability and mission readiness of a 
spacecraft will be improved significantly, 
especially for the mission planning process that 
is needed for time-limited missions. It will 
reduce the planningheplanning workload for the 
crew as well as for the ground operations. 

Success probability of a mission is enhanced 
simply because the onboard systems are capable 
of surviving failures by adapting to new 
configurations. Furthermore, the system is 
capable of handling the unanticipated changes in 
the operating environment and adjusting its 
mission plan accordingly. 

Some missions can not be performed without 
some form of autonomy. For example, an 
unmanned mission to Mars, which involves 
events such as pinpoint landing, ascent and 
rendezvous, could not be accomplished without 
autonomy. 

Since the system architecture is adaptable to 
various flight segments, there is a capability to 
switch and/or change the components and 
subsystems as applicable. The system will 
require smct enforcement of interface standards 
and thus improve commonality and modularity 

among the hardware and software components. 
The manu ng, integration and launch 
processing ities will be standardized, 
resulting in reduced cost of operations. 

As a side benefit, the initial implementation of the 
autonomous system will provide a basis for 
estimating the incremental cost and the benefit of 
greater autonomous capability. Currently, there 
is no basis for estimating these cost factors. 

4. TECHNOLOGY UTILIZATION 

Infusion of newer and emerging technologies 
into a spacecraft system is subject to much closer 
scrutiny today than in earlier times. The right 
investments made at the right time will be the 
critical factor in the efficiency, reliability, and 
flexibility of spacecraft control functions in the 
future. Justifying this technology is not a simple 
task. Infusion of technology produces tangible 
and intangible results. A seemingly intangible 
result in one area of the spacecraft system can 
produce a tangible effect in another area. To 
assess accrued benefits, since the impacts vary at 
various levels, all levels of the spacecraft system 
must be evaluated. 

4.1 CLASSIFICATION OF TECHNOLOGY 
m I Z A T I O N  

For purposes of engineering (i.e., performance ) 
evaluation and cost justification, three kinds of 
technology utilization can be identified: 

1) Redacemen€ applications are those which are 
needed to replace obsolete hardware or perform 
existing functions more efficiently, effectively or 
cheapIy. Development work performed at a 
subsystem level or component level will result in 
this type of applications. For example: 

-Laser Ring Gyro Sensor (improved 
performaxe) 
-Upgraded Flight Computer with higher 
speed (to replace the current computers 
which are no longer manufactured and are 
becoming obsolete) 
-Global Positioning System replacement of 
Tactical Air Navigation System (replacement 
of old system as well as improvement in 
performance) 
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-New algorithm to compute orbit transfer 
delta-Vs that takes care of finite burn effects 
and reduces number of maneuvers during 
rendezvous profile 

2) Enhancine(Complementary) applications not 
only help to improve the process but offer 
advantage for additional support functions and 
capabilities as well. Research work involving 
new technology at a system or subsystem level 
usually results in this type of applications. For 
example: 

-Laser Docking Sensor that provides range 
and range rate measurements as well as 
relative attitude measurements required for 
docking 
-Vision sensors and associated algorithms 
that process the data at pixel level and 
generate orientation information in the 
reference coordinate frame 
-Variable Thrust Engifles will provide 
thrusting capability for a wide range of 
delta-V's and also handle G-sensitive 
payloads at the same time 

3) Enabling(Essentia1) applications are those 
which are essential and absolutely required for 
future missions. Without these research 
applications, the mission can not succeed e.g., 
autonomy for Mars operations. An Earth based 
control center can not actively participate in the 
mission operations with the required time 
granularity. A s  a result of examining 
functionality from the perspective of new 
technology, the emphasis for enabling 
applications is on deriving unique design 
approaches and operational effectiveness. For 
example: 

-Laser Docking Sensor for unmanned 
spacecraft docking 
-Distributed computing and parallel 
processing 
-Role of artificial intelligence technology in 
automated FDIR and replanning 
-Cooperating expert systems 
-Position Reference or tracking systems that 
provide necessary measurements for robotic 
path planning 
-Algorithms based on new theoretical 
frameworks (e.g., fuzzy logic theory) that 

handle imprecise measurements or 
information - 
-Computer vision system for detecting safe 
planetary landing areas in real time 

These t h r g  types of applications are also 
complemented by another dimension which must 
be considered when analyzing infusion of 
technology into existing processes. This 
dimension is the operations level. Technology 
applications integrated with other existing 
subsystems in operations providc a major 
benefit, especially when systems synergism 
between components can be created. 

5. CANDIDATE PROGKAhlS 

A large part of the cost of introducing new 
technology and systems is determined by up- 
front hardware and software expenses, and 
maintenance expenses incurred during the 
lifetime of the application. Commonality can 
reduce progani costs significantly, by spreading 
non-recurring costs across multiple programs, 
and by economies of scale. Compared to 
benefits, the cost items are more readily 
identified. Yet, the task of estimating those costs 
has never been perfected. The problem becomes 
even more complex on the benefit side. There are 
two sides to the problem: the benefits must be 1) 
identified, and 2) quantified. 

Pep lacemen t  applications, as described in 
previous section have the most impact at the 
component and subsystem levels and are most 
readily analyzed. Savings potentials can be 
determined and reliability improvements can be 
identified. 

Enhancing applications improve the quality of 
performance as well as the reliability, just as the 
replacement applications. These applications will 
make the mission operations process more 
efficient by providing new and better capabilities. 

Enabling applications involve an assessment of 
alternatives which currently do not exist and the 
associated risks. Concerns and issues with these 
types of technology infusions reside at the major 
system level. Certain missions cannot be 
successfully completed without these types of 
technology, for example, the Mars Rover 
Sample Return mission (MRSR). 
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While a given program may utilize technologies 
from more than one of the above classifications, 
it is useful to group existing and contemplated 
programs into one of the three areas. From a 
managerial and programmatic perspective, this 
effort serves to identify a program with the 
primary technological level driving (or 
anticipated to be driving) its success. As distinct 
from a technical analysis and tradeoff 
perspective, this programmatic viewpoint serves 
as a guideline to pervade all aspects of a project. 

Table I illustrates a possible grouping of selected 
NASA programs. Several programs are listed 
under more than one group. The variety among 
individual programs within a given classification 
serves to illuminate the point that technology 
utilization transcends more generally accepted 
groupings of programs such as manned vs. 
unmanned or Earth environment vs. planetary. 
This indicates a need for sensitivity to intra- and 
inter-organizational arrangements and working 
relationships. 

Table I1 identifies functions need by various 
flight programs, so that the programmatic 
priorities can be attached and inter-organizational 
arrangements can be assured. For example, 
applications developed for  autonomous 
proximity and docking operations can be utilized 
in several programs. Such applications will 
therefore have the largest pay-off for its 
investment. In this table, there are two entries in 
several columns signifying that the applications 
are in overlapping categories; in the autonomous 
rendezvous area, the National Space 
Transportation System (NSTS) program has 
some replacement and some enhancement type 
applications. 

6. CURRENT RESEARCH WORK AND 
PLANS 

Advanced development of technologies and 
systems serves to reduce program development 
risk and provide better performance. Ongoing 
research work is focused on the needs identified 
in the previous sections with emphasis on the 
operations efficiency achieved through 
autonomy. Research work is being performed at 
the advanced avionics concept level as well as the 
subsystem level. In the efficiency area, the 
approach is to look at the system or subsystem 

from the operations view point, considering how 
to simplify and automate its operations. 

Development of The Autonomous Operations 
(AUTOPS) testbed was started in late 1988. 
Architecture and design at the system level has 
been finalized, with major components and 
functions properly detailed (figure 3). The 
network protocols are being tested with initial 
interfaces to the data manager and the vehicle 
segment. Spacecraft system architecture 
development is continuing with function a1 details 
of each part being identified and documented. 
This architecture will be tested in the AUTOPS 
testbed when its initial configuration is complete. 

Significant progress in t h e  Autonomous 
Rendezvous and Docking (AR&D) area for the 
Pathfinder Program has been accomplished. This 
multicenter project has research work being 
performed in new sensor development, trajzctory 
control requirements, new guidance and control 
algorithms and expert system applications. 
Several facilities with hardware and software 
mockups are in place at the Johnson Space 
Center (JSC) and Marshall Space Flight Center 
(MSFC) to analyze these operations in detail, and 
achieve significant effectiveness and efficiency in 
performing these operations. 

Investigations in the area of trajectory control 
during a rendezvous and docking flight segment 
is continuing with the preliminary systems 
requirements document completed in October 
1989. Mission scenarios for Mars Rover Sample 
Return and Satellite Servicer Systems were 
analyzed to derive requirements in the flight 
software component, as well as in the sensors 
and propulsion systems. 

Guidance Navigation and Control (GN&C) 
algorithms development and testing is continuing 
in the areas of rendezvous and proximity 
operations. On-orbit operations knowledge 
capture has begun and the process is well 
underway to incorporate this knowledge into an 
expert system. Documentation of this knowledge 
and its implementation techniques is being 
performed at this time. 
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Vision algorithms and the associated hardware 
processing which are needed in order to perform 
autonomous docking operations have been 
identified. Control algorithms based on a fuzzy 
logic approach have been developed for the 
translational and rotational control of a 
spacecraft. 

Techniques in system integration and testing that 
achieve efficiency and flexibility are being 
identified and applied in the iireiis of software 
integration. Comprehensive methods in 
verification and validation of software, including 
expert systems, is under development. 

Although niuch more technology devclopment is 
needed, a substantial amount of development 
work has already been accomplished in the 
tracking/vision sensors and processors at the 
JSG. Several techniques for the docking and 
tracking system have been analyzed, 
breadboarded, and evaluated in the laboratory. A 
laser rendezvous and docking tracking system is 
being developed for the Satellite Servicer System 
Flight Demonstration. Autonomous rendezvous 
and docking, and autonomous landing and 
hazard avoidance sensor studies are in progress 
as part of the Pathfinder Program. Also in 
development are a programmable 30  laser 
range/doppler imager and an associated 
processor, an optical image correlatos, and a 
programmable image remapper to reduce the 
sensitivity of image correlation to scaling (target 
range) and rotation (target attitude). 

Autonomous Landing is also a multicenter 
project with work distributed among Ames 
Research Center (ARC), Jet Propulsion 
Laboratory (JPL), and JSC, with JSC as the co- 
ordinating center in support of NASA 
Headquarters project management. The project 
requirement is to develop technology to land a 
planetary exploration spacecraft: a) close to the 
area of mission interest that may contain surface 
hazards such as large rocks and locally steep 
slopes, b) with a probability of safe landing 
greater than 0.98, yet without the payload 
penalty required for robustness against surface 
hazards, and c) autonomously. 

Current activities are focused on the definition of 
requirements for landing accuracy and safety, a 
comparison of alternate navigation approaches 

for accurate landing, and a feasibility study of 
onboard hazard detection and avoidance. The 
requirements definition work this year is being 
accomplished by participating in the MRSR 
Phase-A Study. 

An initial version of a model for computing the 
probability of safe landing as a function of lander 
robustness and hazard frequency has been 
developed. The addition of a hazard detection 
and avoidance function on the landcr and 
information about the spatial distribution of 
landing hazards on plnnetary surfwes is needed 
in order to perform a tradeoff study between 
lander robustness, 1;inding accuracy and on- 
board hazird detection and avoidance. 

Linear Covariance analysis of navigation errors 
shows that the addition of radio rangehntegrated- 
doppler tracking from the descent vehicle of one 
or more beacons i n  orbit or on the ground 
improves the position acciiracy to 0.5 - 2.0kn1. 
Landmark tracking using optical images, as is 
done in the cruise missile, should improve this 
accuracy. This landing accuracy is comparable 
to that estimated only from guidance errors by 
MRSR in Pre-Phase A. A complete simulation 
of the entry and landing GN&C is needed to 
identify any guidance and control development 
that is required to make such landing practical. 

6.2 KEY E X T E R N A L / I N T E R N A L  
CONTACTS: 

K. BakerEFS Autonomous Landing 
C. Gott/FM8 Autonomous Rendezvous 
R. Kahl/IZ3 MRSR study 
S.Lamkin/EH3 Autonomous Rendezvous & 

Docking Pathfinder Program 
J. LamoreuxEE6 AR&D and Landing Sensors 
J. MooreM12 Satellite Servicer System 
R. Savely/FR5 Artificial Intelligence 

6.3 FUTU RE MAJOR MILESTONES; 

Tentative milestones for future work in the 
tracking and vision sensor activities are to review 
and evaluate the three types of technology 
(FY 89-90) described earlier, develop the most 
critical and beneficial technologies/techniques 
(FY90-93), demonstrate autonomous 
rendezvous, docking, and proximity operations 
on the Satellite Servicer System Flight 
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Demonstration (FY 9 3-96), 
demonstrate autonomous landi 
avoidance sensor/ rocessor technologies and 

Facilities that will support autonomous tracking 
system technology development and its 
demonstration include the JSC Tracking Test 
Bed with 6 degree-of-Freedom Precision 
Posit ioner , Cy berma t ion robotic platform , 
Position Reference System, JSC Manipulator 
Development Facility and Air Bearing Floor 
Facilities at JSC and MSFC. These facilities are 
described in section 6.4. 

techniques (FY94- B 6). 

Major milestones for development of an 
autonomous landing capability for planetary 
exploration are: 1) complete definition of 
requirements for precision landing and for on- 
board hazard detection and select approaches for 
development (FYSO), 2) Verify landing accuracy 
using high fidelity simulation based on 
performance of prototype navigation sensors and 
guidance algorithms (FY94), and 3) 1G flight 
test to evaluate/demonstrate performance of on- 
board hazard detection system prototype (FY96). 

Autonomous docking with the laser docking 
system will be studied in detail during FY90. 
Characteristics of the laser docking system under 
development in the Engineering Directorate will 
be modeled in the existing high fidelity six 
degree-of-freedom GN&C simulator in Mission 
Support Directorate to assess the integrated 
performance envelope and its impact on the 
guidance and control algorithms. 

Detail testing of control algorithms based on 
fuzzy logic principles using 6 DOF simulation is 
planned for FY90. Development of a new 
algorithm that will use the vision measurements 
to track, approach and dock a payload will be 
initiated during FYW. 

6.4 FACILlTIES; 

There are several facilities that support the 
detailed understanding of hardware and software 
at all levels: overall architecture of the advanced 
avionics, its components as well as subsystem 
level activities. The following facilities are used 

for the current research work performed in 
several amis: 

1. Integrated Graphics Operations Assessment 

2. Autonomous Operations Testbed (AUTOPS) 
3. Tracking Test Bed/ 6-DOF Positioner 
4. Hybrid Vision Laboratory 
5. Manipulator Development Facility 
6. Air Bearing Floor Facilities at JSC and MSFC 
7. Contact Dynamics Simulation a t  MSFC 

Laboratory (IGOAL) 

IGOAL facility 

The IGOAL facility, located in Building 12 at 
JSC, is used for: a) systems engineering and 
operations analysis that requires man-in-the-loop 
interaction, and b) development of graphics 
software tools hosted on state-of-the-art graphics 
processors for real-time and non real-time 
operations assessments. It  also provides 
capability to perform visual assessment of space 
operations and develop proper procedures for 
handling payloads. The visualization provided by 
elaborate graphics systems enhance the 
development of mission timelines with reduced 
time in moving a payload and yet simultaneously 
maintain proper clearances among the 
surrounding objects. The facility can also be 
used for properly understanding how proximity 
operations including berthing and deberthing are 
taking place and how these can be improved. 

AUTOPS facility 

The AUTOPS facility is designed to fully 
develop the advanced avionics concept from the 
systems view point. It is a test bed to check out 
all parts of the flight software component 
described earlier. The AUTOPS architecture 
directly supports distributed processing and 
allows testing of all types of hardware and 
software subsystems of a spacecraft. The 
AUTOPS testbed will be implemented on a 
network of workstations with proper interfaces 
to a graphics computer that will provide 3- 
dimensional visualization of space operations. It 
will be possible to test the performance of several 
advanced software technologies such as Expert 
Systems and their interfaces simultaneously. 

For certain mission scenarios, the facility will 
provide real-time visualization of mission 
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operations. Real-time performance of the testbed 
will provide a capability to develop detailed 
operations procedures and identify important 
links and backup capabilities required to achieve 
efficiency. The testbed will be extensively used 
for: a) deriving performance requirements for 
intelligent sensors and effectors, b) assessing 
their impact on a mission timeline and overall 
operations, and c) assessing the performance of 
expert systems during mission. 

Tracking Test Bed/&DOF Positioner 

The Tracking Test Bed is a 20 ft. wide x 3 0  ft. 
long indoor test range i n  Building 14 at the 
Johnson Space Center. This facility is used to 
develop and test various spacecraft onboard 
tracking systems, including a laser docking 
sensor and 2-D and 3-D machine vision systems. 
Within this facility, are a multi-camera based 
Position Reference System, two Cybermation 
remotely controlled robotic wheeled platforms, 
and a Six-Degree-of-Freedom (6-DOF) 
Positioner. 

The Cybermation robots and Position Reference 
System are used to establish known twu- 
dimensional relative motion between a tracking 
sensor and a target for coarse performance 
measurements. 

The 6-DOF Positioner provides a means of 
precisely and dynamically simulating the relative 
position and orientation of a tracking sensor and 
a target. This capability will be used to precisely 
determine the dynamic performance of various 
tracking/vision systems in measuring range, 
bearing, attitude and associated rates. This 
system will be used to verify the performance of 
precision sensors for autonomous rendezvous 
and docking. The 6-DOF Positioner (figure 4) 
consists of three main subsystems: (1) a 12- 
meter granite rail which supports an air bearing 
table on which the sensor is mounted, (2) a 
mobile granite table on which the target is 
mounted, and (3) a 386/25 MHz controller 
processor, an IEEE bus controller, and a Global 
Positioning Satellite timing receiver to provide 
time tags for the various subsystems. The 6- 
DOF Positioner will provide angular accuracy of 
0.001 degree and linear accuracy of 10 microns. 

Hybrid Vision Laboratory 

The Hybrid Vision Laboratory is a black-walled 
facility in Building 14 at the Johnson Space 
Center which houses an air suspension optics 
table with an extensive array of optical 
components and lasers. The laboratory supports 
development and testing of both digital and 
analog machine vision systems. These include a 
real-time optical correlator complete with 
crtnieras, monitors, spatial light modulators, and 
supporting computers and electronics. The 
laboratory also contains the Programmable 
Remapper image warping system, which is a 
video-rate geometric image transformation 
processor designed by NASA/JSG. 

Manipulator Development Facility 

This facility is a full scale mock-up of payload 
bay with one 'G' Remote Manipulator System 
(RMS) located in biiildiiig 9A at JSC. There is a 
Systems Engineering Laboratory (SEL) 
computer to compensate for one 'G' earth 
environment effects so that the motion of RMS 
has a feel for orbital environment. (A real RMS 
will not work in one 'G' earth environment.) The 
facility is used for training the crew in the RMS 
operations with payloads and in developing 
procedures and timelines. 

JSC Precision Air Bearing Facility (PABF) 

This facility has been in service since 1976. It 
provides the capability for reduced friction 
simulations of zero gravity in support of 
development of hardware and operational 
procedures for NASA spaceflight programs. 

The air bearing table is 24 feet in length by 21 
feet wide. The twenty-one 6 inch thick steel 
plates that comprise the table are precision 
ground to i: tolerance of 0.0005 inches over any 
arbitrary 2 foot by 2 foot section. The entire 
table can be leveled to within 0.011 inch. This 
degree of precision permits a unit under reduced 
pressure, thus minimizing the skating effect 
commonly encountered in similar facilities. The 
steel construction of the bearing surface endows 
it with great durability. The surface, as cast, has 
a Brinnell hardness of 180 to 220, offering a 
high resistance to scratching and gouging. 
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The PABF has been employed in Manned 
Maneuvering Unit (MMU) testing, evaluation, 
and flight training. Its sensitivity allows the 
evaluation of dynamic responses to disturbances 
induced by factors such as crew limb motion and 
umbilical/tether dynamics. 

MSFC Teleoperator and Robotics Air Bearing 
Floor 

The air-bearing floor is a 4200-square-foot 
precision cast epoxy isolated pad on which full- 
scale mockups of spacecrafts, structures and 
modules can be floated on air bearings. A six- 
DOF mobility unit operates under closed loop 
remote control to allow accurate, repeatable 
p o s i t i o n i n g  of  h i g h  f i d e l i t y  
instrument/video/capture mechanisms (weighing 
up to 400 pounds) in order to simulate 
rendezvous and docking maneuvers with full- 
scale mockups under controlled variable lighting 
conditions. Full video and telemetry are returned 
via RF link. A payload mounted on this 
simulator can represent a moving satellite during 
docking simulations. Additional air bearing and 
stationary stands are available for mounting 
targets on or about the flat floor. Free body 
dynamic models of motion are run on a VAX 
computer to control and direct the mobility unit 
and the dynamic target simulator. 

MSFC Contact Dynamics Simulation 

The MSFC Contact Dynamics Simulator is a 
hydraulically driven, computer controlled, six- 
degree-of-freedom simulator. The facility can 
handle payloads up to 20,000 pounds and 
accelerations up to three Gs. The dynamics of 
two bodies are represented in the simulation, and 
most vehicle motions can be provided, including 
spinning, coning, and tumbling. The simulation 
includes the characteristics of the vehicle control 
system, structural dynamics, and manual control. 
Some of the safety features provided include 
pneumatic positioning of test articles to prevent 
excessive contact forces, breakaway bolts, and 
software limits on forces and moments. These 
features protect the test articles during 
simulations. 

7. TECHNOLOGY NEEDS AND HOLES IN 
THEACI'MTIES: 

The research work and progress in this area of 
autonomous spacecraft control is not complete 
nor comprehensive. Certain flight segments have 
received particular emphasis in anticipation that 
the results will be applicable across a range of 
programs. It is also expected that the technology 
developed in these areas will be useful in the 
areas where research work is at low level. 

Current activities in the Fault Detection, Isolation 
and Recovery (FDIR) techniques are at a very 
low level and assume that the system being 
implemented will be on the ground and not on 
the spacecraft. It should be emphasized that these 
FDIR systems will have to be onboard for Lunar 
and Mars missions, and that they must provide 
reliable performance. Furthermore these systems 
must work within the framework of autonomous 
operations and its architecture. 

There is a low level of activity in the autonomous 
ascent, traffk management and debris avoidance 
areas. However, these activities are not closely 
tied in with the activities in AR&D, Autonomous 
Landing, Vision/tracking systems, and AUTOPS 
and IGOAL facilities. From the view point of 
autonomy, there should be more information 
exchange and cooperative plans. 

For a complete development of autonomous 
spacecraft control, there should be a well 
designed testbed that allows an evaluation of the 
software and its integration with the hardware as 
a total system, and that considers the 
performance of the system from an operations 
point of view. An extensive amount of expert 
knowlege capture needs to occur in the software 
area in order for autonomous spacecraft control 
to reach fruition. For each of the four mission 
segments (ascent, rendezvous, proximity 
operations, and landing), the onboard software 
must be able to plan and as well as properly 
execute trajectory maneuvers. During a mission, 
circumstances may not allow the engineers on the 
ground the opportunity to plan each segment and 
then to provide the spacecraft with the necessary 
information. 

Several facilities with unique hardware and 
associated software are in place or becoming in 
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place. There should be a comprehensive plan 
either to tie all these facilities and activities into 
one testbed or to implement sufficient overlap for 
smooth transition from one facility to another. 
This will enable migration of autonomy onboard 
the spacecraft at a faster rate. 

The distinction between automated and 
autonomous operations is not clearly understood 
at management levels, much less the cost and 
benefits of autonomy. As a result, the 
development of applications is postponed until it 
is really required for completing the mission. 
Applications are then developed with no 
emphasis on operational efficiency. The end 
result is very high operational cost or no cost 
effectiveness. Unless more emphasis is placed 
on the development of technologies for 
autonomy, near Earth operations will continue to 
be inefficient and unmanned remote operations 
will not be feasible or will meet with decreasing 
mission success. 

Most of the basic technology required for 
autonomous spacecraft control exists today in 
unintegrated and small rudimentary applications 
form. Onboard task planning and management 
systems, intelligent GN&C systems, advanced 
sensors, and intelligent effectors are all being 
worked, albeit at an immature level. What is 
required, consequently, is a system integration 
that is targeted towards specific functions and 
capability. Currently, this integration activity is 
performed only when it is absolutely needed by 
a program. There is an understandable reason for 
this behavior: initial development of applications 
is driven by budgetary constraints and needs, 
rather than by completeness of applications. As 
an example, the vision algorithms have been 
developed for computing relative attitude angles, 
but they are not integrated into space operations 
because no program absolutely requires or has 
plans to use them. 

In the tracking sensor area, one of the most 
promising, but least mature technologies is 
robotic vision. Robotic vision has great potential 
for autonomous operations such as inspection, 
grappling, docking, berthing, surveillance/traffk 
management, and landing. Better sensors are 
needed, including 3D laders, optical image 
correlators, and digital processing algorithms for 
2D and 3 0  imagery. 

8. SUMMARY 

Improving the operational efficiency of current 
programs and satisfying the operational 
requirements of new programs will require new 
technologies for autonomous spacecraft control. 
Additional benefits and efficiencies can be 
achieved by common usage of spacecraft control 
hardware and software across multiple 
programs. 

Until there is a high level commitment and 
associated multiyear funding for autonomous 
spacecraft control, the activities performed in 
these areas will not result in a tangible benefit for 
the space program. Cost effectiveness and 
operational efficiency for space operations will 
not be achieved nor the long range Lunar and 
Mars missions without this autonomy onboard 
the spacecraft. 
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FIG. 1 Flight Segments for Autonomous 
Spacecraft Control 

~ 

FIG. 2 Components of Advanced 
Avionics System 

TABLE I. CANDIDATE PROGRAMS AND TECHNOLOGY lJTILI2ATION 

REPLACEMENT ENHANCING ENABLING 
(Substitutive) (Complementary) (Essential) 

NSTS 
SSF 

NSTS 
SSF 
O W  
ACRVKERV ACRV/CERV 

Satellite Servicer System Satellite Servicer System 
OTV 
Advanced Launch System 
( a s )  
AOTV 
Manned Lunar Manned Lunar 

AOTV 

Mars Rover Sample Return 
Manned Mars 
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TABLE 11. AREAS OF AUTONOMOUS CONTROL VS. PROGRAMS 

l2luabu NSTS OMV SSF ALS CERV/ACRV 

proximity operations Enhancing Enhancing Enhancing Enabling 
and docking 

Autonomous Replacing/ 
Rendezvous Enhancing Enhancing 

Autonomous Landing Enhncingj’ 

Autonomous Ascent Replacing/ Replacing 
Enhancing Enhancing 

__ - - - __ _______ . __ 

En h anci 11 g Ikikhl i Ilg 

Traffic Management 
Enhancing 

Debris Avoidance 
Enhancing 

TABLE II. AREAS OF AUTONOMOUS CONTROL VS. PROGRAMS (continued) 

a n d l  ’date Pro-gams 

Lunar Base 
& Manned Mars 

Functions sss MRSR S huttle-C OTV/AOTV 

Autonomous Enabling Enabling Enhancing Enhancing/ Enhancing 
proximity operations Enabling Enabling 
and docking 

Autonomous Enabling Enhancing/ Enhancing/ Enhancing 
Rendezvous Enabling Enabling Enabling 

Autonomous Landing Enabling Enhancing 

Autonomous Ascent Enabling Enhancing Enhancing 

Traffic Management Enhancing 

Enabling 

Debris Avoidance 
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1.0 INTRODUCTION 

The trend over the past decade, in the aeronautics and astronau- 
tics fields, is to provide increasing amounts of synthesized 
data for the human controller of a flight vehicle. One would 
expect this demand to continue on into the future. The major 
impetus for this trend is the continued distribution of computing 
capability to support integrated command and control of flight 
vehicles. This has given rise to the concept of an "operations 
management system". The definition of an operations management 
system, as used in this paper, is "that hardware and/or software 
which is responsible for the integrated operational control of 
aeronautic and astronautic distributed flight systems". This 
reflects the industry trend in avionics system engineering and 
integration (SECI) toward operationally managing increasing 
amounts of data from an increasing number of sources, interpre- 
ting the data and using it in decision support systems for the 
operator.'This is happening in the commercial and military air- 
craft business as well as in the manned and unmanned spacecraft 
business. When one peruses the literature one finds such titles 
as "vehicle management systems1', "flight management systems", 
"cockpit management systems" and "mission management systems". 
They all have in common, the goal of providing an operational 
capability to manage this increasing volume of data without 
overwhelming the pilot, astronaut or automated control system. 

2.0 OBJECTIVES 

The overall objective of an operations management system is to 
provide an orderly and efficient method to operate and maintain 
aerospace vehicles. The purpose of the system is to aid in com- 
manding and controlling the vehicle systems, whether distributed 
or centralized, in an integrated manner. This can be done in 
such a fashion that total vehicle status and response can be 
quickly understood and controlled. An operations management 
system must be built such that it and the other vehicle systems 
can evolve to support a flight program which may last for thirty 
years. For example, a particular automation technique may first 
be used under direct operator control, and later, as confidence 
is gained in the technique it would be allowed to function 
autonomously. Considerable production and operational efficien- 
cies can be achieved by using modular and standardized software 
structures, common user controls, and standardized procedures 
shared by several vehicles. The achievement of commonality of 
design and control for all future aerospace vehicles requires 
continual emphasis in order to achieve significant reduction in 
our budgetary and human resources. 

3.0 OMS PROVIDES THE FRAMEWORK FOR INTEGRATED COMMAND AND CONTROL 

The fundamental philosophy behind the implementation of an opera- 
tions management system is to perform as much processing as pos- 
sible at the lowest architectural levels. This approach facili- 
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ta tes  e f f i c i e n t  u s e  of a d i s t r i b u t e d  i n f o r m a t i o n  sys tems r e s o u r -  
ces and  p r o v i d e s  t h e  r e q u i s i t e  f l e x i b i l i t y  t o  s u p p o r t  o p e r a t i o n s  
as p r o c e d u r e s  change and  when new sys tem components are added o r  
replaced. A Space S t a t i o n  Freedom (SSF) O p e r a t i o n s  Management 
System (OMS) i s  b e i n g  d e s i g n e d  which p r o v i d e s  i n t e g r a t e d  command 
and c o n t r o l  t h r o u g h  a hierarchical a r c h i t e c t u r e  c o n s i s t i n g  of 
three levels o r  t iers .  T h e  t i e r  s t r u c t u r e  can  be though t  of  as 
b e i n g  ana logous  t o  a c lass ical  b u s i n e s s  o r g a n i z a t i o n .  T i e r  I i s  
the h i g h - l e v e l  e x e c u t i v e  f u n c t i o n .  A t  t h i s  g l o b a l  l e v e l ,  g e n e r a l  
o p e r a t i n g  p o l i c i e s  are e n a c t e d  and en fo rced .  For  SSF, the  f l i g h t  
crew, ground c o n t r o l  c e n t e r s ,  and OMS c o n s t i t u t e  T i e r  I .  

T i e r  I1 i s  t h e  l i n e  management, working l a r g e l y  autonomously t o  
c a r r y  o u t  u t i l i t y  sys tems and f a c i l i t y  l e v e l  f u n c t i o n s  and  t o  
f u l f i l l  t h e  g l o b a l  r equ i r emen t s  se t  a t  T i e r  I .  C o n s t i t u e n t s  of  
t h i s  a r c h i t e c t u r a l  l e v e l  i n c l u d e  t h e  d i s t r i b u t e d  e x e c u t i v e s  f o r  
sys tems such  as Elec t r ica l  Power, habi ta t  and l a b o r a t o r y  modules, 
and attached pay loads .  T h i s  l e v e l  o f f e r s  t he  p o s s i b i l i t y  of  
accommodating f u t u r e  independent  module o p e r a t i o n s ,  c o n s t r a i n e d  
on ly  by  t h e  g l o b a l  o v e r s i g h t  o f  T i e r  I .  

T i e r  I11 i s  where subsystem and component o p e r a t i o n s  and  c o n t r o l  
o c c u r .  Denizens o f  T i e r  I11 i n c l u d e  t h e  s o - c a l l e d  "smart" compo- 
n e n t s ,  equipment racks, and pay load  groups .  During o p e r a t i o n s ,  
T i e r  I11 r e c e i v e s  compact, c o n c i s e  i n s t r u c t i o n s  and commands are 
p a s s e d  down from T i e r  I th rough  T i e r  11. I n  t h e  c o u r s e  of pas-  
s i n g  t h r o u g h  each level,  t h e  command i s  s u c c e s s i v e l y  "decomposed" 
i n t o  s p e c i f i c  i n s t r u c t i o n s  directed t o  t h e  a p p r o p r i a t e  target  
e x e c u t i v e s  and components. Thus, t h e  a terse T i e r  I i n s t r u c t i o n  
such  a s , "Pe r fo rm a r e b o o s t  i n  one hour" spawns hundreds o f  suc- 
c e s s o r  commands t h a t  p r o p a g a t e  down th rough  T i e r  I11 f o r  u l t i m a c e  
e x e c u t i o n .  

These commands direct  tasks  such  as t a r g e t i n g  t h e  burn ,  c o n f i g u r -  
i n g  the  f l i g h t  c o n t r o l  sys tem t o  s u p p o r t  powered f l i g h t ,  conf igu-  
r i n g  and v e r i f y i n g  r e a d i n e s s  of  the p r o p e l l a n t  subsys tems and 
s e c u r i n g  pay loads  and expe r imen t s  so t h a t  t h e y  can  w i t h s t a n d  t h e  
a n t i c i p a t e d  a c c e l e r a t i o n .  I n  a c o r o l l a r y  f a s h i o n ,  data from the  
lower a r c h i t e c t u r a l  levels is s y n t h e s i z e d  as it n e g o t i a t e s  i t s  
way t o  the  t o p .  T i e r  I11 components w i l l  t y p i c a l l y  be d e a l i n g  
w i t h  m i c r o - i n s t r u c t i o n s  and  data i n  terms of  register c o n t e n t s  
and s imilar  mach ine - spec i f i c  c o n s t r u c t s .  I n  the  case of  a SSF 
r e b o o s t ,  T i e r  I11 m i g h t  send  a rather detailed a c c o u n t i n g  o f  
t h e i r  s t a t u s  t o  T i e r  I1 ( b u t  s t i l l  less detai led t h a n  what e x i s t s  
a t  T i e r  111). What s u r v i v e s  of  t h i s  data when it reaches T i e r  I 
might be a simple ''Go/No GO" s t a t e m e n t  o f  sys tem r e a d i n e s s .  T h i s  
hierarchical approach  t o  o p e r a t i o n s  management, mon i to r ing ,  com- 
mand and  c o n t r o l  maximizes the  e f f i c i e n c y  of  data p r o c e s s i n g  and 
communications r e s o u r c e s .  T h e  m u l t i - t i e r e d  s t r u c t u r e  o p t i m i z e s  
t h e  i n t e r f a c e  a t  e a c h  level. Thus T i e r  I t r a n s a c t i o n s  are i n h e r -  
e n t l y  amenable t o  t h e  n a t u r a l  language c o n s t r u c t s  of  the  U s e r  
I n t e r f a c e  Language ( U I L ) ,  wh i l e  t h e  mach ine - spec i f i c  i n s t r u c t i o n s  
a t  T i e r  I11 are best hand led  by t h e  components a t  t ha t  level.  
L o c a l i z i n g  the  man-machine i n t e r f a c e  t o  a s i n g l e  a r c h i t e c t u r a l  
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level produces significant gains in human productivity while 
lowering training requirements and reducing exposure to procedu- 
ral misunderstandings. 

4.0 TECHNOLOGY ISSUES 

Greater efficiency in the development and maintenance of aeros- 
pace vehicles utilizing operations management system approaches, 
requires meeting specific technological goals. 
include advances in software development techniques and computer 
hardware capabilities. 

These goals 

Sound software engineering techniques need to be developed to 
allow production of code that is flexible, easy to share among 
diverse applications and inexpensive to build and maintain 
throughout its life cycle. An advanced software engineering 
development environment will increase the efficiency of code pro- 
duction, much like the use of spreadsheet programs increases the 
efficiency of financial and engineering calculations. Increased 
efficiency of code generation can be achieved through the use of 
expert systems-based tools that optimize software structures and 
aid the engineer in assembling applications from libraries of 
component software parts. Strong systems engineering, at the 
beginning of a program, can produce software products that are 
useful for a host of applications across other aerospace 
programs. 

Standards for computer hardware need to be developed along with 
computers capable of interacting with other computers in an hete- 
rogeneous environment of hardware types and multiple software 
languages. Experience has shown that, despite the existence and 
use of standards, there is always a need for heterogeneity. 

Experience with the use of expert systems and other advanced 
automation software techniques needs to be widened to the extent 
that enough engineering confidence is gained with them so that 
they will be utilized for command and control. Methods need to 
be developed to harness these techniques to achieve increasingly 
effective and efficient interactions between man and machine and 
interactions among machines. An increased emphasis is required on 
making these command and control interactions generic enough to 
be valid and useful across a variety of future aerospace vehicles 
and for upgrades to present vehicles. 

5.0 RECENT DEVELOPMENTS IN OMS COMPONENTS 

A conceptual architecture design activity for the integrated com- 
manding of hierarchical distributed systems began at the NASA JSC 
in 1985 as a study for the Mission Operations Directorate 
(JSC 20792). This study provided the basis for the SSF onboard 
portion of the OMS. The final phases of this study coincided with 
the beginning of the OMS Working Group, which first met in early 
1986 and provides the forum for discussions and dissemination of 
information related to design and implementation of the SSF OMS. 
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Standalone component prototypes were developed in Zeta Lisp on 
the Symbolics. A Procedures Interpreter (PI) component illustra- 
ted the use of different levels of automation in the execution 
and monitor of crew procedures. An Integrated Status Assessment 
(ISA) component performs failure analysis based on integrated 
models of the SSF utility systems. These components were first 
demonstrated in October 1986. 

For other NASA programs several expert system based components 
have been developed and are in use to perform intelligent monitor 
and diagnosis of manned and unmanned systems operations. The 
Integrated Communications Officer (INCO) Expert System has been 
installed in the Mission Control at JSC, and is used by flight 
controllers during Naational Space Transportation System (NSTS) 
operations to perform automated monitoring of the communications 
equipment. The success of INCO has resulted in a number of simi- 
lar projects that incorporate advanced automation in other flight 
control positions in Mission Control. Similarly, the Spacecraft 
Health Automated Reasoning Prototype (SHARP) is used at the Jet 
Propulsion Laboratory to perform automated health and status ana- 
lysis. They are using SHARP for multi-mission spacecraft and 
ground data systems operations, with its initial focus being on 
the telecommunications link of the Voyager I1 spacecraft. Ano- 
ther application, that began as a proof-of-concept prototype and 
is finding use in operations, is the Maintenance Operations Mana- 
gement System (MOMS), MOMS uses advanced graphics and video tech- 
niques to assist in the execution of onboard maintenance procedu- 
res. MOMS is currently being installed in the Mission Support 
Room at JSC for use on the NSTS. Other expert system prototypes 
are also in development in the areas of flight plan generation 
and replanning and in fault diagnostics. 

6.0 MAJOR ACCOMPLISHMENTS IN OVERALL SYSTEM DESIGNS 

An operations management system represents the highest level of 
control in any hierarchical distributed environment. Space Sta- 
tion Freedom represents one such environment, although there are 
other examples, such as the command and control of deep space 
probes. Aspects of technology that are used in an operations 
management system include system health analysis, command and 
control, and plan generation and execution. An operations mana- 
gement system involves not only the real time aspect of opera- 
tions, but also the support activities that make it possible to 
use advanced automation in real time control. 

The SSF OMS Integration Group, at the Johnson Space Center (JSC) 
was formed in September 1987 to organize the effort to integrate 
prototype OMS software with other SSF system simulations. The OMS 
Integration efforts primary goal was to demonstrate an OMS inte- 
grated command and control architecture. This has been demon- 
strated in a phased manner, with the OMS prototype commanding 
a Guidance, Navigation and Control simulation with respect to 
global commands ("start the reboosttg), while GNCC performs system 
specific functions("turn on jet 2"). The OMS prototype coordina- 
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tes appropriate global activities ("prepare all systems for 
reboost"). Phase Two, currently in test, saw the migration of 
the OMS prototypes from a Symbolics to a VAX computing environ- 
ment, and the addition of more functions and simulations. Thermal 
Control, Communications and Tracking, Electrical Power have been 
added to the original reboost scenario along with a SUN hosted 
node representing the ground control segment of the OMS. Also 
added was a VAX-based Display and Control node representing the 
displays a crewperson would use when interacting with the OMS. 

Future demonstrations have been planned that add more simulation 
nodes, especially for payloads, and add functions to the OMS node, 
extending both horizontal and vertical integration. This work has 
been planned through 1991. The additional OMS functions include 
the handling of the onboard short term plan, additional failure 
diagnosis, and contingency replanning functions. Other operatio- 
nal concepts involving an OMS are being studied such as the han- 
ding off of control between a onboard based OMS and a comparable 
ground based system. 

The scope of the work addressed by the OMS Integration Group 
will expand beyond the single SSF manned base in efforts past the 
1991 time frame. For example, the use of the OMS to coordinate 
SSF and NSTS joint operations will.be investigated where Test Bed 
nodes represent involved systems and trajectory dynamics. Even- 
tually, the effort will migrate to a computing environment that 
is more flight-like by using prototype onboard hardware at the 
representative nodes and executing flight type applications soft- 
ware. 

7.0 SIGNIFICANT FUTURE MILESTONES 

Figure 1 (Key Technologies For OMS Future Development), shows two 
technology areas, Expert Systems and Man-Machine Interfaces, 
which are key to the future development of an OMS. In addition, 
this figure identifies the new NASA programs which could benefit 
from these technologies. Advancement of the technology is divided 
into three areas of sponsorship; Research 6; Technology (R&T), 
Advanced Development and program level Design, Development, Test 
& Evaluation (DDT&E). The sponsor for each of these areas would 
carry the technology development through some level of completen- 
ess. These completeness levels, as defined by the Office of Aero- 
nautics and Space Technology (OAST), are identified in the table 
below. 

................................................................ 
DDTCE Level 7 Engineering Model in Space 

Advanced Level 6 Prototype/Engineering Model Tested 
Development Level 5 Component/Brassboard Tested in 

................................................................ 

Relevant Environment ................................................................ 
Level 4 Critical Function/Characteristic 

Demonstration 
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R&T Level 3 Designs Tested Analytically or 

Level 2 Conceptual Design Formulated 
Level 1 Basic Principles Understood 

Experimentally 

................................................................ 
Each of the technologies in Figure 1 would be applied to funda- 
mental operations management tasks ( i.e., planning, diagnosis or 
system control) which are performed by the system to assist the 
human operators.The expert systems technology for control of 
complex dynamic subsystems will evolve from control of single 
sub-systems in the early Space Station era to hierarchical con- 
trol of multiple sub-systems later, and to distributed control of 
many subsystems in the Mars Transfer Vehicles. As the expert 
system capabilities evolves, and as confidence increases, less 
human interaction and monitoring of the system will be requi- 
red. This will free-up onboard crewperson time and reduce the 
number of ground support people. Man-Machine Interface (MMI) 
development must parallel the evolution of the expert system 
technology. Even though an automated capability may be control- 
ling, the user must be provided with sufficient information to 
assess the state of the system and be allowed the option of man- 
ual override at any time without delay. The essence of the MMI is 
to permit the system to smoothly transition between operator 
control and automated control. 

Expert Systems for monitoring and control of space hardware has 
been under development for several years at NASA centers. A n  
important subset of this technology will be Fault Detection, 
Identification and Reconfiguration (FDIR) for flight hardware. 
The Ames Research Center (ARC) and the JSC, as part of the R&T 
base, have jointly developed a thermal control hardware expert 
system called TEXSYS. They are also formulating an electrical 
power Control expert system called PMACS. Later systems will 
combine individual subsystem controllers into multi-subsystem 
monitors which will allow coordinated control of an entire com- 
plex of space hardware. The Integrated Status Assessment (ISA) 
tool which is part of the SSF OMS integrated test bed at the JSC 
is an example of a global level expert system. Another major 
application of expert system technology is in the space mission 
planning and scheduling. In previous space programs, planning and 
scheduling was a manual task requiring a considerable staff of 
highly specialized people. Today, sophisticated software systems 
are being applied to the planning and scheduling tasks, but they 
are more of an aid to the planners rather than a substitute. 
Future systems will contain the added capability to recommend and 
suggest options and produce a conflict free mission plan contain- 
ing a multitude of activities and constraint parameters. Work is 
underway at the GSFC and at the JSC, using the RCT base, to deve- 
lop expert planning systems. The GSFC is currently performing 
proof-of-concept testing on a planning system called the Schedu- 
ling Concepts, Architecture and Networks (SCAN),for NASA operated 
free flyer space platforms. 
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Procedures and checklists have always played an important role in 
the operation of aeronautical and astronautic systems. For future 
systems, these procedures will still exist, but in a different 
form. For SSF and other new manned flight systems, the procedures 
will be in executable electronic form, permitting execution to be 
accomplished in a near manual step-by-step process, in a semi- 
automatic process where the computer and operator share in the 
execution of sequential steps, or fully automated where the oper- 
ator gives permission for the computer to execute the procedure 
and the operator monitors. Prototypes of these procedure execu- 
tors are being developed at the JSC for SSF as part of the SSF 
OMS integrated testbed activities under the SSF DDTCE. Systems 
currently in development use conventional keyboard and mouse 
devices for manual interaction. Future systems will use natural 
language interfaces and utilize higher level input devices such 
as voice recognition systems. 

Development work underway within the NASA to produce advanced 
man-machine interfaces include the Operations and Science 
Instrument Support (OASIS) command and control system software 
created at the University of Colorado at Boulder Laboratory for 
Atmospheric and Space Physics (LASP). This system was originally 
created for remotely controlling the Solar Mesophere Explorer 
(SME) which was an earth-observing satellite that measured 
parameters related to ozone levels in the atmosphere. OASIS is 
now being used as the basic MMI structure for SSF OMS prototype 
development. 

8.0 SUMMARY 

This paper has described concepts for an operations management 
system and has highlighted the key technologies which will be 
required if we are to bring this capability to fruition. Without 
this automation and decision aiding capability, the growing com- 
plexity of avionics will result in an unmanageable workload for 
the operator, ultimately threatening mission success or surviva- 
bility of the aircraft or space system. The key technologies 
include expert system application to operational tasks such as 
replanning, equipment diagnostics and checkout, global system 
management', and advanced man-machine interfaces. The economical 
development of operations management systems, which are largely 
software, will require advancements in other technological areas 
such as software engineering and computer hardware. Also, added 
emphasis on systems engineering and integration, early in the 
design phase, will result in systems which are flexible and 
expandable. Accomplishment of the above technological tasks con- 
sists primarily of emphasizing and strengthening existing 
efforts. Some basic research and development is ongoing in each 
of the areas identified. What is missing, is a focus and unified 
effort to apply these technologies to the operations management 
system problem. 
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9.0 KEY CONTACTS 

The following personnel are currently involved with the develop- 
ment of operations management system capabilities. 

A. E. Brandli, NASA-JSC, 
R. E. Eckelkamp, NASA-JSC 
J. B. Hartley, NASA-GFSC 
L. Henschen, McDonnell Douglas Space Systems Company-Space 

C. M. Kelly, The MITRE Corporation 
W. McCandless, Lockheed Engineering C.$ciences Company 
K. Moe, NASA-GSFC 
D. L. Rue, TRW, System Development Division 

Station Division 
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§TATS White Paper 

0 per at ional Efficiency S ub panel 
Advanced Mission Control 

Peter Friedland 
Ames Research Center 

I n t r o d u c t i o n  

For purposes of this paper, the term "mission control" will be taken 
quite broadly to include both ground- and space-based operations as well as 
the information infrastructure necessary to support such operations. The 
paper will focus on three major technoIogy areas related to advanced mission 
control. These are: 

Intelligent Assistance for Ground-Based Mission 
Controllers and Space-Based Crew: computational systems 
that increase human performance and reduce training time-this 
area will be referred to as IA for the remainder of the paper 

* Autonomous Onboard Monitoring, Control and FDIR: 
computational systems that are independently able to montor, 
control, diagnose, and repair onboard systems when humans are 
unavailable or incapable of performing under the applicable 
realtime constraints-to be referred to as A 0 M 

a Dynamic Corporate Memory Acquired, Maintained, and 
Utilized During the Entire Vehicle Life-Cycle: methods 
for acquiring, storing, preserving, and utilizing knowledge of 
many forms that is gained during design, construction, testing, 
and operations of a vehicle and provides an important basis for 
effective mission control--to be referred to as C M .  

While only the first area falls within the traditional purview of mission 
control, all three contribute substantially to a truly efficient total system for 
operations of the Agency's next generations of space vehicles. 

The paper will survey the current state-of-the-art both within NASA 
and externally for each of the three technology areas and will discuss major 
objectives from a user point-of-view for technology development. Ongoing 
NASA and other-governmental programs will be described (including 
approximate dates of readiness for operational Agency use) along with key 
contacts and facilities (both existing and planned). An analysis of major 
research issues and current "holes" in the program will be provided. Finally, 
the paper will present several recommendations for enhancing the 
technology development and insertion process to create advanced mission 
control environments. 
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Current State-of-the-Art  

Within the I A  area, NASA is considerably behind the industrial state-of- 
the-art. This is an area that has seen enormous advances both in hardware 
(moving from main frame driven alphanumeric displays to powerful 
individual workstation utilizing bit-mapped graphic displays) and software 
(with thousands of fielded knowledge-based systems and recent developments 
in hypercard and related technologies). While the Agency has several 
ongoing efforts to update information management for human mission 
controllers (some are described below), it still uses technology that has not 
advanced significantly since the 1960's in many cases. The contrast to 
industrial practice is seen best by comparison to off-the-shelf systems being 
produced by companies like Measurex to provide "mission control" to highly 
automated factories. The key point here is that, in this author's opinion, 
within the ground-based IA area there is little need for NASA to lead in 
developing new technology, but instead should concentrate on upgrading to 
the very best of current industrial standards. 

For space-based systems there is little industrial or governmental 
precedent (mainly because we have only modest amounts of space-based 
"mission control" at the present). For crew on STS, complex procedure 
manuals and the radio link to help on the ground serve as their major 
information sources. Perhaps the best known work to improve the state-of- 
the-art here is the Pilot's Associate Project sponsored by DARPA and the Air 
Force. Several projects to build intelligent assistants for crew are described 
below; NASA should clearly lead in this area, particularly as it moves to human 
exploration missions where the link to the ground is far more tenuous than it 
is today. 

Within the AOM area, both NASA and outside industry rely mainly on 
conventional algorithmic methods for monitoring and control with few, if 
any, operationally fielded autonomous systems capable of complex diagnosis 
and repair (even if solely by reconfiguration). The "conventional" systems 
can be quite complex (e.g. the systems that control STS ascent), but are poor at 
reacting to unpredicted events outside of a narrow mission envelope. 
Considerable basic research has been accomplished over the last ten to fifteen 
years to improve this situation. The growth of work in "model-based 
reasoning" within the artificial intelligence field is an attempt to expand from 
experience-based heuristic methods (commonly known as expert systems) to 
systems that are capable of reasoning from first principles of science and 
engineering to accomplish control and diagnosis in real time. NASA is 
currently among the leaders in work in this field (see below) and should 
continue its efforts with increased emphasis on technology insertion projects 
as the basic work matures. 

The CM area is viewed by many in the computer science community as 
one of the next great challenges to the field. The goal here is to expand upon 
current data base and knowledge base technology to allow for the automatic 
creation of information systems several orders of magnitude beyond those in 
current use. A current example of a NASA information system is the Space 
Station Freedom Technical and Management Information System (TMIS). 
Ideally TMIS would encapsulate all of the design, construction, testing, and 
operations knowledge (both formal and anecdotal) from dozens of contractors 
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and thousands of engineers in a form that is maintainable and useable (both 
by humans and by automated systems) for the thirty-plus year life span of SSF. 
Pfactically TMIS will be a massive document indexing and retrieval system 
utilizing mainly current data base technology. This does represent the state- 
of-the-art in the field. Efforts (some described below) are underway to 
improve those conditions, but NASA, because of its nearly uniquely complex 
and long-lasting information requirements, is in the ideal position to lead new 
initiatives to improve the state-of-the-art in this area. 

0 bj  e c  t i v e s  

improving mission control environments within NASA. For the IA area the 
major objectives are: 

Each of the three technology areas has several objectives that relate to 

a Reduced manpower needs: current STS operations require 
over 400 support personnel in the FCR and back rooms. 
the-clock SSF operations over thirty-plus years will impose a 
manpower problem (and therefore a cost problem) of massive 
proportions unless technological improvements make a 
substantial contribution. The objective here is to automate as 
many of the back room functions as possible as those personnel 
serve mainly in information gathering roles for FCR officers 
who make critical decisions. 

Round- 

0 Reduced training time: current systems require two years or 
more of extensive training to turn a novice controller into 
an expert. Much of that time is needed to explain abstruse 
displays and terminology to engineers already versed in actual 
vehicle structure and functions. Systems that can deal with 
trained engineers in closer to the normal language of 
engineering (schematic diagrams, technical English, etc.) 
already show strong potential for major reduction of the 
training period. 

a Improved critical decision-making: current systems 
present too much information at a single cognitive level during 
periods of critical, time-limited, decision-making. Intelligent 
assistants that can highlight and focus attention will provide 
substantial improvement in human performance (in essence this 
is the major theme of the DARPA/Air Force Pilot's Associate 
Project--allow the crew to focus on the crisis at hand). 

For the AOM area the major objectives are: 

a Free crew to conduct mission tasks: if automated systems 
can be built to monitor and control routine onboard subsystem 
operations (e.g. power, thermal, communications) and to find and 
in some cases even correct failures, then crew can be freed to 
conduct the real business of reactive space science and 
exploration. This will greatly enhance the effective return of 
major Agency missions. As an interesting note, an informal, but 
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substantial survey of crew done for the SSF Level I Study on 
Advanced Automation showed that crew were overwhelmingly 
in favor of automated systems that would allow them to become 
productive scientists and engineers rather than "on-off switch 
flippers" for Space Station Freedom missions. 

e Provide realtime capabilities beyond human 
performance levels: for many subsystems, humans simply 
cannot react fast enough for major classes of control and fault- 
correction situations. Any enhanced capabilities beyond those 
currently available from algorithmic control will contribute 
substantially to crew safety and mission performance. 

Enhanced mission safety by discovery of incipient 
failures: humans are notoriously poor at tracking thousands of 
engineering parameters over dozens or  hundreds of days. Some 
onboard problems occur with little . warning, but, in theory, many 
could be found in the anomaly, as opposed to failure, stage by 
diligent, autonomous analysis of all telemetry data, carefully 
looking for trends that may lead to failure. 

For the CM area the major objectives are: 

e Capture, represent, and maintain knowledge 
throughout design, construction, test, and operations: 
ideally a corporate memory system would acquire knowledge 
routinely throughout a vehicle's entire life cycle. It is important 
to note that the oft-repeated Agency god of "Design Knowledge 
Capture" tends to obscure the fact that design knowledge is only 
part of the information that can lead to efficient operations since 
enormous amounts of practical information are gained later in 
the life cycle, and that knowledge capture is only part of 
making information useful (after all, the tens of thousands of 
pages of engineering documents "capture" knowledge, they 
just do not make it practically available to problem-solvers). 

Automatically provide focused problem-solving 
capability: 
automatically "compile" specific problem-solving systems from a 
generic corporate memory. This would allow the same 
information to be used effectively in several different problem- 
solving contexts, e.g. diagnosis and re-design without the current 
process of expensive "hand-crafting" of knowledge-based 
systems. While it is unlikely that this objective will be met 
within the short-term, basic research results sponsored by 
NASA have already shown the concept to be viable. 

a long-term objective is to provide the ability to 
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Ongoing Activit ies  

Three NASA programs are conducting research and development 
activities in the technology areas described above. In OAST, the CSTI Artificial 
Intelligence Program (run by Code RC, the Information Sciences and Human 
Factors Division) is responsible for basic scientific research, applied 
engineering development, and significant amounts of applications 
prototyping in all three areas. In fact, the IA,  A O M ,  and CM areas make up 
about 75% of the entire Program, and much of the remaining portions of the 
Program deal with engineering telemetry analysis, of clear peripheral 
relevance to the three areas discussed here. Basic research in planning, 
scheduling, knowledge acquisition, cooperating intelligent systems, machine 
learning, and large-scale knowledge base technology is conducted at ARC and 
its associated grantees and contractors, and at JPL. Engineering development 
of tools for scheduling, modeling and simulation of complex Agency devices, 
integration of symbolic and numeric control methods, and man-machine 
interaction is conducted at ARC, JPL, JSC, and MSFC. Prototype and fielded 
applications for existing mission control environments (e.g. MCC at JSC, Firing 
Room at KSC, POCC at MSFC, and Planetary mission controls at JPL) and planned 
future environments (e.g. SSCC and major onboard subsystems for SSF) are 
being built at all NASA Centers except LaRC and SSC. 
areas in FY 1990 will be approximately $10.5M. 

Total spending in these 

Code MD runs the Advanced Operations Program which supports studies 
The JSC work includes and protoype applications construction at JSC and KSC. 

advanced graphics, simulation tools, and command processing languages for 
MCC, intelligent computer assisted training (ICAT), and autonomous methods 
for such applications as ascent guidance and onboard system management. 
The KSC work includes automated planning and scheduling tools, launch 
decision support systems, ICAT, operations analysis, and natural language 
interfaces. Total spending in these areas in FY 1990 will be approximately 
$4.5M. 

Code MA (formerly Code ST, the SSF Strategic Plans and Programs Office) 
runs the SSF Advanced Development Program. About 75% of that program is 
relevant to the topics of this paper, including work in Flight Systems 
Automation; Ground Operations Automation; Space Station Information 
Systems; and Advanced Automation Software, Hardware, and Human Factors. 
Projects are underway at all NASA Centers except SSC, covering prototyping of 
applications of advanced technology to all major onboard subsystems 
(individual subsystems like power and thermal as well as subsystem 
coordination through OMS), ground-based systems like SSCC, and support 
systems like TMIS. 
approximately $8M. 

Total spending in these areas in FY 1990 will be 

All three programs described above are frequent collaborators, co- 
funding certain activities and developing joint plans for technology transfer. 
One example of inter-program cooperation is the Real Time Data Systems 
(RTDS) series of expert systems applied to MCC at JSC. Early funding was 
provided to the Principal Investigator, John Muratore of JSC, by the OAST 
Artificial Intelligence Program. He developed the INCO Expert System through 
prutotyping, flight testing, and routine use for STS missions. Expansion of the 
concept to other consoles was funded jointly by OAST and Code MD. Code MA 
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has added funding to apply the technology to the development of a Space 
Station Control Center (SSCC). 

External to NASA, the governmental program of greatest relevance is 
that run by the Information Sciences Technology Office (ISTO) at DARPA. ISTO 
has funded basic research and military applications of I A ,  AOM, and C M  since 
the late 1960's through a core technology program and the Strategic 
Computing Program. Of particular relevance to this paper is the Pilot's 
Associate element of Strategic Computing. 
this paper in FY 1990 is $30M. 
DARPADSTO and ARC there is frequent co-funding and joint technology 
planning between ISTO and both the OAST Artificial Intelligence Program and 
Code MA's Advanced Development Program. 

Total spending of work related to 
Through personal contacts and a MOU between 

Key Contacts and Facilities 

OAST AI Program 

MD Advanced Operations Program 
MA Advanced Development Program 
ARC 

GSFC 
JPL 

JSC 

KSC 
LeRC 
MSFC 
DARPADSTO 

Me1 Montemerlo 
Peter Friedland 
Chuck Holliman 
Gregg Swietek 
Peter Friedland 
Monte Zweben 
W a1 t Truszko wski 
David Atkinson 
Richard Doyle 
John Muratore 
Troy Heindel 
Kathy Healey 
Bob Savely 
Astrid Heard 
Karl Faymon 
Tom Dollman 
Steve Cross 

HQ-RC 
ARC-RIA 
HQ-MD 
HQ-MA 
ARC-RIA 
ARC-RIA 
GSFC-522.3 
JPL-366 
JPL-366 
JSC-DF 
JSC-BC341 
JS C-EFS 
JSC-FM721 
KSC-PT-AST 
LeRC-5400 

DARPADSTO 
MSFC-EB44 

this paper takes place in existing Agency Most of the work discussed in 
research and development facilities and is tested in existing (and planned 
future) operations facilities. A 1990 CofF has recently been approved to start 
construction of the Automation Sciences Research Facility at ARC which will 
contain office and laboratory space dedicated to advanced automation for all 
Agency missions. The most important resources are dedicated groups of 
scientists and engineers at a majority of Agency Centers, including world- 
class artificial intelligence research laboratories at ARC and JPL, and 
experienced artificial intelligence applications groups at GSFC, JSC, KSC, LeRC, 
and MSFC. 
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Major Issues and Needs 

Several technical issues seem particularly important for improving 
operational efficiency of future mission control environments at NASA: 

0 The correct mix of humans and machines for decision 
support : taking into account costs, reliability, and capabilities 

interaction concepts (Hypermedia, Data Gloves, etc.): 
mixing AI concepts that allow intelligent assistance with 
recently developed information presentation and manipulation 
methods 

Integration of Artificial Intelligence and advanced 

3 

0 Hardware and software environments for realtime 
behavior: developing computing environments that will 
allow effective use of advanced automation methods under the 
rigors of realtime Agency settings, both ground-based and 
onboard 

Data storage and realtime access for very large-scale 
corporate memory systems: supporting technology for 
information storage and management systems several orders-of- 
magnitude larger than those in common use today 

Knowledge acqusition and maintenance during long- 
term missions: how to make the corporate memory of a major 
Agency system (e.g. STS or SSF) a living entity that is continually 
updated and improved during a multi-decade lifetime. 

It is the author's belief that the existing programs at NASA, primarily in 
OAST and Code M as described above, are well-positioned to meet current and 
future Space Transportation Systems needs in the areas of advanced mission 
control discussed in this paper. Either directly as civil servants or support 
service contractors at Agency Centers, or indirectly as grantees or contractors 
to those Centers, NASA has perhaps the best human resources in the nation in 
the three areas of I A, A 0 M , and C M. However several non-technical issues, 
relating to funding, organizational structures, and the current NASA culture 
(or at least how the culture is perceived) may seriously impact the progress of 
work in the area. Among those issues are: 

0 How seriously does the Agency really take issues of 
life-cycle efficiency: in the initial planning of major 
long-term missions (e.g. SSF) there is much talk of the need 
to consider life-cycle costs for maintenance, modification, 
and utilization. When the inevitable budget cuts arise, all funds 
which are not seen as essential for initial mission deployment 
are put in grave jeopardy. 

47 1 



Why is design discrete from operations: current NASA 
organizational structures seem to segment system designers 
from actual and potential system users. A classic example is 
the Hubble Space Telescope. MSFC is responsible for getting it 
built, while GSFC is responsible for running it when it is built. 
This has led to rivalries as well as duplication of effort in 
designing automated operations systems for HST 

e Why is evolution discrete from operations: current NASA 
organizational structures seem to segment those responsible for 
current systems operations from those responsible for the "next 
generation" of those operations. The JSC Mission Control Center 
is one such example where separate directorates are in charge of 
ongoing operations and design of the next operations 
environment. This, too, has led to rivalries and duplications of 
effort .  

Does the current system of exhaustive verification and 
validation really lead to safer, more reliable mission 
control environments: on the face of it it seems as though 
the more testing the better in potentially life and mission critical 
settings. However, in information critical environments (which 
all missions controls certainly are) it may be better to have more 
information sooner, even if some of it is clearly marked 
"incompletely verified" as long as human decision-makers are 
part of the control loop. Current structures impose huge time 
and cost burdens on making simple changes (perhaps based on 
results from prior missions) to mission control environments. 
Is that always right? 

applications correct: the current NASA environment seems 
to place enormous priority on those efforts which can show 
direct payback to ongoing missions in the very short term (at 
most a year or two). 
of "deliverables" for such work. 
to "sell" expert systems for ground-based information analysis 
and system diagnosis because the technology is "off-the-shelf' 
and construction of such systems can meet the same set of 
schedules expected for any software product. However, it is far 
more difficult to fund or provide precise schedules for longer- 
term topics that promise even greater impact on future mission 
controls; most of the work in the AOM and CM areas described 
in this report falls into that category. 
"somebody else" will do the fundamental work necessary to create 
new off-the-shelf technologies the way DARPA did for expert 
systems over the past twenty years. Is this the best strategy for 
an Agency whose devices and missions are among the most 
complex ever designed by humans? 

e Is the current balance of research, development, and 

Our culture is to demand a precise schedule 
For example, it is relatively easy 

We tend to assume 
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None of the above issues are simple ones. In all ases the "correct" 
solution is most likely somewhere in the middle of two extremes. 
this author's perception that the current Agency culture is too close to one of 
the extremes and some changes may be in order. 
document will make some recommendations. 

However, it is 

The final section of this 

Recommendations 

The following recommendations are those of the author alone, although 
they do attempt to encapsulate many discussions before, during, and after the 
STATS meeting, particularly with John Muratore, Ray Hartenstein and Michael 
See of JSC, Tom Davis and Astrid Heard of KSC, Ann Blackburn of Mitre, and 
Ellen Ochoa and Monte Zweben of ARC. Recommendations will be given in 
three classes: technical, fiscal, and organizational. 

Technical :  

1. Continue the blend of technical topics being supported by the OAST, Code 
MA, and Code MD programs. Particularly encourage those that span several 
disciplines (e.g. artificial intelligence and human factors). 

2. Begin a substantial Agency program (most likely in OAST) in the software 
engineering of large-scale, realtime systems that encompass both traditional 
and advanced automation methods. 

3. Use the existing RTDS work at JSC to do a careful study to attempt to quantify 
increase in safety, reduction in manpower, and reduction and training time 
that will result from judicious use of automation in mission control 
environments. Almost all current work in this area is speculative, and an 
empirical study on the operational MCC systems would help in future decision- 
making. 

4. Use SSF TMIS as a case study of CM systems for major Agency missions. 
Determine what capabilities will actually be provided and which would have 
been available with a 5-10 year research program prior to TMIS initiation. 

Fiscal: 

1. Ensure stable multi-year funding for scientific and engineering research 
and applications prototyping for the areas discussed in this paper. The 
funding should be at a fixed, small percent of operational funds (perhaps 5%),  
but should not be subject to elimination or serious reduction except on 
technical grounds of quality of work. 
life-cycle issues are not the first to be lost under inevitable short-term cost- 
cutting pressures. 

2. Include careful analyses of life-cycle costs in all contractual selections of 
major space transportation subsystems. 
years, then selection should be made on total 30-year cost, not on initial cost of 
flight. 

There is no other way to ensure that 

If the mission is designed to last 30 
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O r g a n i z a t i o n a l :  

1. 
Whenever possible include users as part of design teams, SEB's, and the like in 
more than just a token fashion. Prototype major systems quickly and get user 
feedback from the prototypes instead of relying solely on lengthy, but often 
irrelevant, requirements documents. 

Do a better job of providing user partnership in design decisions. 

2. Do a better job of connecting operational and "future-planning" 
organizations. Ideally, the latter should be part of the former, not a separate, 
often rival, organization. Personnel should flow freely between the two. The 
same comments about prototyping vs. requirements documents as discussed 
above apply. 

3. Respect short, medium and long-term efforts equally within the NASA 
organizational culture. If a careful analysis of current missjons and 
technology reveals a "hole" (such as the CM area) that will take many years of 
research to fill, then commit to supporting internal organizations for that 
necessary time. Recognize that different schedules and performance metrics 
apply to each class of activity. 

4. Analyze and consider early testing, in operational environments, of 
prototype information management systems before exhaustive verification 
and validation. Consider safety and reliability of such systems in a larger 
context than simply ensuring against any possible harmful effects of that 
system. Particularly consider manual, semi-automatic (with human 
intermediaries), and fully automatic methods for providing incremental 
improvement in system operations during and between individual missions. 
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October 25,1989 

Abstract - Space Transportation Avionics Technology Symposium 
November 7-9,1989 

John R. Garman, Johnson Space Center 

ADV ANCE DSO FTWARE INTE GRATION-THECASE F ORLTVF A C IL IT1 E S 

Avionics software development has enjoyed an 
incredible evolution during the last myears. From 
Apollo, through Shuttle, and into the current plans 
for Space Station - the array of technologies and 
methodologies involved in the development and 
integration of avionics software has moved almost 
as rapidly as computer technology itself. 

Future,near futnre,avi~cssy~emsinvolvemajOr 
advances and risks in the following areas: 

a) Complexity 

b) Connectivity 
( technology, functionality) 

( distributed, networks, remote 
resources) 

( privacy, protection, integrity in 
development and maintenance) 

( " never ending" and 
evolutionary ) 

( layers, encapsulation, objects, 
etc.) 

c) security 

d) Duration 

e) SoftwareJ3gbeering 

From an architectural point of view, the systems 
will be much more distribut4 (iiduding 
fljght/ground), invoke "session"-based user 
interfaces, and have the wered architectures 
typified in the "layers of abstraction" concepts 
poOular in nehvorling (eg. OSI) and software 
engineering design standards today. 

Perhapmost important,andtypifiedintheNASA 
SpaceStationF~omprogram,willbethehighly 
distributed nature of sofhvare development itself. 
Whether it be the integration of "off-the-shelf" or 
reusable products, or the integration of 

components separately developed by teams of 
contractors and subcontractors distributed to 
remote locations, it is the "decentralization" of 
software development itself that probably 
contributes the most hdamentai changes in 
avionics software 
management and integration in the 90's. 

Systems corn@ of independent components 
developed in parallel must be bound by rigid 
standards and interfaces, the clean requirements 
and specifications. Nonetheless, it is the 
integration of the separate components into whole 
which provides the real challenge. Avionics 
software providesacompoundhgchallengeinthat 
it can not be "flight tested" until the first time it 
literailyfies. Thisnormallymeansthatman-rated 
or safety criticalavionicssoftwaremust obtain that 
rating and certification in simulated environments 
of the real systems and vehicles. It is this 
c o m b t i o n  of verification in a "virtnal" target 
environmentcoupledwith thedistribntednatureof 
the component development, which led to special 
ITV (Integration, Test, and Verification) concepts 
for the Shuttle, and nuw Space Station Freedom 
Programs. The latter employs a "Multi-System 
Integration Facility" concept for its avionics and 
ground mission systems. While the name and 
scope has and will evolve, the underlying concepts, 
vis a vis software integration remain the same. 

It is the binding of requirements for such an 
integration environment into the advances and 
risks of hture aviamics systems themselves, 
enumerated abme, that form the basis of this 
paper and the basic ITV concept within the 
"neverending" development and integration life 
qde of Space Station Mission and Avionics 
systems. 
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SPACE TRANSPORTATION AVIONICS SYMPOSIUM 
FLIGHTELEMENTS 

ADVANCED AVIONICS SYSTEMS A R C " E m S  

The idea that an avionics system has, or should have, an architecture is a 
notion that has come about slowly over the past twenty years. 
began as individual controllers typically associated with individual vehicle 
subsystems. As the controllers became based on digital technology, opportunities 
for information exchange between subsystems increased because digital data bus 
technology permitted the information to be exchanged without the degradation 
associated with analog signal transmission. Vehicle subsystems became 
integrated by sharing information to improve vehicle performance or to avoid the 
expense and weight of duplicated information sources. The flexibility of digital 
information sharing provided additional opportunities for changing systems once 
they were constructed since all that was required in many cases were software 
changes. The rush to interconnect digital systems has been somewhat of a mixed 
benefit since system complexity grows as at least a power of the number of 
connections and perhaps exponentially. 
information sources and users can become formidable. A result has traditionally 
been that the supposedly "free" information exchange resource becomes choked 
trying to accommodate the transmission requirements imposed after the system 
has been constructed. 
engineering judgement and then bludgeoned into submission on the laboratory 
floor. There is the question of organizational responsibility when subsystems that 
have been the responsibility of separate organizations become interdependent. 
For example, it is feasible to use the high-quality rate information from 
inertial platforms, historically a navigation function, to stabilize the vehicle, a 
control function with much higher reliability requirement. Which organization 
controls the platform? 
traditional boundaries between subsystems break down and the vehicle itself 
becomes the boundary. 
raised as a result of attempting to design integrated system architectures. An 
appropriate limitation of the scope of this topic is to consider the avionic flight 
system as the substrate upon which the applications are built, and as such, must 
support airborne, and one-time ground functions such as guidance and control, 
health monitoring, ground maintenance diagnostics, etc. If a sufficiently good 
understanding of the capabilities and limitations of a useful class of architectures 
and their requirements can be obtained such that it is feasible to make sound 
engineering decisions before fabrication, that would be a reasonable and useful 

Avionic systems 

Even the accounting task of tracking 

All too often systems are designed using the best 

There are many such new questions that come about as 

It is not now feasible to address all questions that can be 



goal. 
separate topic. Fault-tolerance is an aspect of systems architecture that, while it 
may appear to be a cure-all for system failure, has many subtleties that limit its 
effectiveness. 
synchronization and protection against inconsistent data distribution, but a 
general theoretical framework for system architectures is a future goal. 

The study of digital avionics system architectures is just being accepted as a 

Some important concepts have been identified such as system 

Space transportation objectives are associated with transporting materiel from 
Earth to orbit, interplanetary travel and planetary landing. The objectives 
considered here are associated primarily with Earth to orbit transportation. 
good avionics architectural features will support all phases of space 
transportation, but interplanetary transportation poses significantly different 
problems such as long mission times with high-reliability, unattended operation, 
and significantly different opportunities such as long non-operational flight 
segments that can be used for equipment fault diagnosis and repair. Although it 
is not further considered in this write-up, the maintenance of system operation 
for long mission times is a "hole" in current research since fault-tolerance does no 
good .if the underlying physical devices do not exhibit some minimal reliability for 
the entire mission. 
technologies, it is quite likely that heretofore unimportant failure modes will 
become dominant over long mission times. 
Earth to orbit scenario can be years in production and months in assembly and 
checkout on the launch pad. 
with some factors such as acceleration, vibration and temperature dramatically 
different from anything previously encountered other than during system 
qualification in the qualification laboratory. The launches tend to be infrequent 
and very expensive with very expensive payloads. 
launch site personnel servicing a vehicle, using complex scheduling to allow each 
subsystem ertpert time in the very limited area around the vehicle. 
vehicle is ready, the launch is subject to the vagaries of the weather and to the 
pressures of fixed launch windows. 
be designed and fabricated to support worthwhile goals such as low recurring 
hardware and operations cost, launch on demand, flexible and secure interfaces 
for payloads and other integrated non-avionics systems, and be open ended to 
grow and change within the relatively long service life of launch vehicles. Some 
specific objectives for launch vehicle architectures should be selected to achieve 
improved reliability at lower cost. Fault-tolerance can be used to permit 
continued operation with faulty units, not only during launch but also, and 
perhaps with more impact, during pre-launch activities. 
tests without stand-down for avionic systems repair can save facility and 
personnel time that is much more expensive than the electronics. 

Many 

With the trend toward smaller geometries and new physical 

Avionic systems that are used in the 

The system life culminates in a ten minute operation 

They involve hundreds of 

When the 

Avionics systems for launch vehicles should 

Completing subsystem 

This will be 



especially beneficial becaus 
system operates at rated p 
weeks, and may even support factory assembly and health monitoring for 
months. Ground operations can be stressful in ways different from the launch. 
For example, ground temperature stress can vary greatly and be sustained for 
much longer than flight stress. Also, work on other systems can inadvertently 
stress the avionics and vice versa. 
problematical since the idea of committing an expensive vehicle to launch with an 
inexpensive part failed will require a cultural change within the launch vehicle 
community. 
be lowered by permitting launch with faults. Another beneficial specific objective 
is to design avionics subsystems to go from factory to flight without calibration or 
other adjustments. Suitable internal diagnostics and criteria must be provided to 
permit satisfactory operation to be confirmed by launch site personnel and to 
allow ease of fault isolation, change-out and retest in case of failure. 
of system architecture design become established through research, these should 
be applied to all avionic systems across the entire vehicle from sensor to effector 
to provide a uniform basis for measuring avionic system performance through 
such features as common interfaces and subsystem redundancy management 
procedures. The specific physical technologies may be different for different 
functions, for example the engine controller may require high temperature 
electronics, but the underlying elements for functions such as synchronization 
and redundancy management could be uniform over the entire avionic system. 
Diagnostic routines and architecture modeling would then provide detailed insight 
into avionic system health. Since the avionic systems are becoming more capable 
and are not the time or cost drivers for checkout, they will have to aid the 
diagnostics and integration for other subsystems. 
case will be to establish the avionic system capability to accommodate perhaps 
thousands of measurements and hundreds of control functions. This implies a 
large quantity of data, even if individual measurement is taken at a low data rate. 
On-demand subsystem health data has been suggested as a means to gather data 
from subsystems when significant changes occur, thus reducing the background 
data rate to a low level. This approach may be beneficial when subsystem events 
occur at random, but a global event such as a lightning upset could cause many 
subsystems to try to report the event simultaneously causing data overload. 

pt for the factors n 
ance during system 

above, the avionic 
kout, which may take 

Launching the vehicle with faults is 

If acceptable criteria can be established, vehicle life-cycle costs can 

As principles 

An important objective in this 

SIGNIFICANT RESEARCH ACTIVITIES 

The most significant recent research activity targeted at launch vehicle avionics 
has been the Advanced Launch System (ALS) Advanced Development program. 
The Advanced Launch System is conceived to be a series of medium to large 

495 



launch vehicles with the common characteristic that the cost of placing a pound of 
payload in orbit will be roughly an order of magnitude less than the Titan IV 
reference-mission cost. 
advanced, fault-tolerant avionics to support concepts such as knowledge-based 
system diagnostics for autonomous pre-launch checkout and advanced guidance 
and control to permit launches in a wider variety of weather conditions than are 
now possible. The ALS program has, under the title of Multi-path Redundant 
Avionic Systems (MPRAS) leveraged on-going research efforts at both NASA and 
Air Force laboratories to develop the required launch vehicle systems. One such 
effort is being conducted at The Charles Stark Draper Laboratory (CSDL) as the 
NASA-sponsored Advanced Information Processing System (AIPS). The AIPS 
program is developing technology that will apply to a wide variety of system 
needs. It embodies the latest concepts for achieving fault tolerance, graded to be 
appropriate to the individual function being performed and is designed to be 
validated to the required reliability and performance. 
illustrated in figure 1 and embodies the advanced architectural concepts that will. 
be covered in the section on technology issues. Another MPRAS effort is being 
conducted at Boeing Aerospace and is leveraging the Integrated Fault-Tolerant 
Avionic System (IFTAS, figure 2) to provide capabilities similar to those of the 
AIPS. A third MPRAS effort is underway at General Dynamics Space Systems, 
leveraged from Air Force Pave Pillar avionics concepts as illustrated in figure 3. 
Martin Marietta is developing a large laboratory with a focus on developing 
reliable, fault-tolerant systems for launch vehicles. The Space Station Freedom 
data management system architecture illustrated in figure 4 shows a point design 
with many fault-tolerance features. A significant source of fault-tolerant avionics 
experience can be found in aircraft systems. Aircraft systems have not labored 
under the extreme weight sensitivity and reluctance to technological change of 
most launch vehicle avionics systems (Shuttle is one exception), so that 
redundancy has for many years been an accepted way to accommodate aircraft 
system faults. 
tolerant avionics have been successfully used in the operational environment of 
scheduled arrivals and departures to which the space transportation community 
aspires. The consequences of aircraft avionics system failure are typically not 
catastrophic, although both commercial and military systems are close to being 
used for full-time, flight-critical functions where system failure would have the 
same catastrophic impact as a launch vehicle system failure. All of the major U.S. 
airframe manufacturers have, in partnership with avionics manufacturers, fielded 
fault-tolerant avionic systems for high reliability applications, most notably for 
autoland where the autoland function is critical for up to a minute of flight just 
prior to touchdown. 
reasonably well accepted, but the aircraft systems designers are still wrestling 
with the problem of designing vehicle-wide avionic systems that are manageable 
and exhibit sufficiently long time between maintenance. Advanced vehicle-wide 

In order to meet this goal, it is proposed to utilize 

The AIPS concept is 

Both in civilian and military aircraft systems, redundant, fault- 

Fault-tolerance for single function applications appears 
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arc hi tec tures for military 'cations are being p t Wright Research and 
Development Center unde Pave Pillar and Pav programs which feature 
very high performance ctural elements to s rt various fault tolerance 
strategies and which are g rendered into h ng a common module 
approach to promote lower production and mai ts. Honeywell has for 
a number of years been developing the concept of self-checking pairs to achieve 
high fault detection coverage for processors, buses and the checkers themselves. 
This concept is illustrated in figure 5. Self checking pairs is one of the main 
features MPRAS has defined to enhance Pave Pillar designs. There has been 
recently renewed interest in protection of avionic hardware from electromagnetic 
disturbances from natural causes such as lightning or man made high energy 
radio frequency emissions. 
visibly pursued by Honeywell although it is a recognized problem within the 
aerospace industry. Launch vehicle launch-on-demand capabilities are somewhat 
dependent on lightning hardness to minimize the need to avoid lightning strikes 
during ascent. Transients from other, less well defined sources can cause faults in 
the form of single event upsets that, although they cause no permanent damage, 
can alter the performance of avionic systems in harmful ways. 
these efforts many universities have significant results that can be incorporated 
into the design and testing of fault-tolerant avionic systems. Table 1 is a list of 
organizations known to have significant efforts in fault tolerant avionic systems. 
Most aerospace companies now have more than a passing interest in fault tolerant 
systems since their use has become pervasive in flight vehicles. 
some of the more prominent periodica publications and conferences where 
technical discussions of advanced avio s are to be found. 

This aspect of avionic system design is being most 

In addition to 

Table 2 lists 

TECHNOLOGY ISSUES 

Avionic system architecture impacts and is impacted by virtually everything 
within the vehicle since the digital systems are increasingly used to integrate the 
activities. of vehicle subsystems to achieve performance unattainable with more 
traditional engineering approaches. The capability of digital avionics, with logic 
unfettered by the laws of physics, to direct otherwise mundane systems to 
perform brilliantly in concert is a powerful reason to employ such systems. 
Unfortunately, the same logic that can correctly find the few ways to make things 
go right can also make things go wrong in an almost infinite number of ways. The 
unimaginable complexity of digital systems cannot in general be managed by 
appeals to physical properties since they are designed out of practical 
consideration by the nature of the digital logic. 
is a technology issue that becomes increasingly difficult to manage with the trend 
toward distributed, fault-tolerant systems. Since most fault-tolerant architectures 
use replicated, identical elements to protect against random physicd failures, a 
design flaw becomes a generic failure for the entire system. The systems can be 

Correct design of digital systems 
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modeled as an aid to understanding but testing alone cannot be used for system 
validation because of the large state spaces that must be tested. Fault-tolerance 
brings with it the possibility of reducing the failure probability of avionics 
systems to a negligible amount. 
have been covered using fault-tolerance, other fail modes become important 
and they are generally much more subtle and hard to identify, much less 
quantify. 
dependent on the fault-tolerance mechanism. 
reconfigurable fault-tolerant systems since the reconfiguration mechanism can 
disable good units in response to unexpected inputs or its own internal faults. 
Therefore, design correctness and a comprehensive accounting of all possible 
inputs and actions are of paramount importance. 

However, once the more prominent failure modes 

The reliability of the fault-tolerant system becomes almost totally 
This is especially true of 

As the digital processing 'and bus capability keep expanding, and volume per 
MIPS shrinks, the feasibility and benefit of more integrated nonlavionic systems 
has also increased. 
that 1/0 accounts for an estimated 75 percent of the avionic system and an even 
greater portion of system unreliability and cost, because the I/O must service a 
variety of subsystems and cannot be made as uniform and modular as the 
computation system. 
input/output design and validation is a new and different area for the avionic 
systems technologist. 

The mix of computation and input/output is changing such 

The technology to support effective and efficient 

Software development for avionics systems is a critical issue because of the 
special need for correctness of the system software. 
opportunity to check the correctness of system software because the totally 
logical aspects of digital systems typically have fewer independent correctness 
criteria to check against. There is also less time to do checking because the 
system software must be executed more often than application software. 
Software development environments and languages must be tailored to support 
system as well as application development. 
combinations of a small number of well understood building blocks offer a means 
to limit complexity, but the utility of such approaches has yet to be demonstrated. 
Space systems traditionally use single string systems with individual components 
qualified to the highest levels. 
can be assembled using lower reliability parts is an issue currently under 
examination both from technological and cultural standpoints. 
used in commercial or military operational situations can be dispatched with a 
given number of faults, and this is a key to practical systems utilization since it is 
exceedingly difficult to achieve a perfect operational state, especially where the 
systems must be serviced and maintained 
dedicated to particular hardware items. 
external electromagnetic disturbances and random transients is a difficult 

There is much less 

Architectures that are based on 

Whether a less costly system of higher reliability 

Aircraft systems 

by personnel who are not experts 
Hardening avionic systems against 
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problem since the electromagnetic threats and random transients have not been 
completely characterized for all threat sources. 
electromagnetic disturbances on digital systems are difficult to characterize since 
they are less well contained than the isolated one-at-a-time faults that traditional 
fault-tolerance schemes protect against. 

The effects of transients and 

SUMMARY 

Avionics systems are entering a phase of development where the traditional 
approaches to satisfactory systems based on engineering judgement and thorough 
testing will alone no longer be adequate to assure that the required system 
performance can be obtained. A deeper understanding will be required to make 
the effects of obscure design decisions clear at a level where their impact can be 
properly judged. 
techniques that are just now being developed in research laboratories. 
avionics systems will increasingly be the means by which many of the U.S. space 
goals will be accomplished. 
community to step up to placing advanced, fault-tolerant avionic systems into 
general use by building on the experience of the aircraft industry supplemented 
by a .fresh look at the tools and techniques for designing, fabricating and testing 
complex avionics systems. 

This deeper understanding will be provided by tools and 
Digital 

Now is an opportune time for the space vehicle 

Table 1 
Organizations and Contacts 

Organization GQ?lLaa 

NASA Langley Research Center Charles Meissner 
Felix Pitts 

NASA Johnson Spaceflight Center Tom Barry 
J. T. Edge 

C. S. Draper Laboratory Jay Lala 
John Deyst 

Honeywell Systems Research Center Mark Jeppson 

Honeywell Commercial Flight Systems Richard Hess 
Larry Yount 

General Dynamics Space Systems John Karas 
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Table 1 (concluded) 

Martin Marietta Astronautics Group Robert Gates 

Boeing Aerospace 

Lockheed/Sanders 

Wright Research and Dev. Center 

Jet Propulsion Laboratory 

Aerospace Corporation 

Allied Signal ATC 

UCLA 

Fail Safe Technology 

Don Johnson 

Raymond Garbos 

Ron Szkody 
Raymond Bortner 
Jeff Stanley 

David Rennels 

George Gilley 

Chris Walter 

Algirdas Avizienis 

Mike Seavers 

Table 2 
conferences and Periodicals 

Conference/Periodical 

Digital Avionics System Conference 

Computers in Aerospace . Conference 

Fault Tolerant Computing -Symposium 

Reliability and Maintainability symposium 

National Aerospace Electronics Conference 

IEEE Transactions on Reliability 

2iQsma 

IEEE 
AIAA 

AIAA 
IEEE 

IEEE 

IEEE 

IEEE 

IEEE 
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AN ASSESSMENT OF ADVANCED DISPLAYS AND CONTROLS 
TECHNOLOGY APPLICABLE TO FUTURE 

SPACE TRANSPORTATION SYSTEMS 

Jack J. Hatfield 
NASA Langley Research Center 

Hampton, Virginia 23665 

INTRODUCTION 

This paper addresses the topic of advanced 
display and control (D&C) technology, covering 
the major objectives of this technology, the 
current state-of-the-art, major accomplish- 
ments, research programs and facilities, future 
trends, technology issues, space transportation 
systems applications and projected technology 
readiness for these applications. It will also 
address the holes that may exist between the 
technology needs of the transportation systems 
versus the research that is currently under 
way, and will recommend cultural changes that 
might facilitate the incorporation of these 
advanced technologies into future space 
transportation systems. 

ORJECTIVES 

Some of the objectives of advanced D&C are 
synonymous with those of most other advanced 
avionics technology concepts for space 
transportation systems. These include reduced 
life cycle cost, improved reliability and fault 
tolerance, use of standards for the 

Diana Villarreal 
NASA Johnson Space Center 

Houston, Texas 77058 

incorporation of advancing technology, and, of 
course, reduced weight, volume, and power. 
Additional objectives of advanced D&C are to 
reduce the pilot's workload and improve the 
pilot's situational awareness, resulting in 
improved flight safety and operating efficiency. 
This will partially be accomplished through the 
use of integrated, electronic pictorial displays, 
consolidated controls, artificial intelligence and 
human-centered automation tools. Another 
objective is to reduce or eliminate paper/ 
manual clutter, such as the Shuttle flight data 
file, through the use of interactive optical disk 
technology. The proposed Orbiter Glass Cockpit 
Display Upgrade Program is an example of a 
system which attempts to implement some of 
these objectives. This program will be 
discussed in a later paragraph. 

CURRENT STAT E-0 F-T H E-ART 

The current state-of the-art, as well as a 
potential future direction, in advanced D&C 
technology is indicated in Figure 1. Repre- 
senting the state of current D&C technology is 

~ 

Figure 1.- State-of-the-art transport cockpit (MD 11)  and a vision for future cockpits. 
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the McDonnell Douglas MD11 transport aircraft 
cockpit. Here, a clean, uncluttered pilot 
interface is provided by an "all-glass" cockpit 
configuration. Display information is 
computer-generated on full-color cathode ray 
tube (CRT) displays. The displays are six side- 
by-side form-factor I'D" units, having a 6.25 
x 6.25" display surface. Even though the 
displays are electronic, the format of the 
presentations are largely renditions of earlier 
electromechanical displays, such as those 
presently used in the Space Shuttle. Flight 
control and engine status information is 
presented on the two outside primary flight 
displays (PFD's) and the two inside engine- 
monitoring/systems status displays. 
Navigational information, in the form of 
navigational charts (maps) or horizontal 
situation indicators (compass rose), is 
presented on the two inside displays that are 
between the PFD's and the two center displays. 
Pilots interface with the aircraft control 
system and the navigational system primarily 
via the glare-shield control panel and the 
navigation controlldisplay units (keyboard/ 
display units shown in the center console). The 
MD 11 employs extensive use of reliable digital 
avionics and automation to aid the pilots in 
flight management, aircraft control, and on- 
board systems monitoring. 

A vision for the future cockpit is shown also by 
Figure 1 , an advanced cockpit technology 
concept emanating from the aero human factors 
R&T base program at Langley Research Center 
(LaRC). Depicted here is an advanced, "all- 
glass'' flight deck which is unusually clean and 
uncluttered and which makes use of large- 
screen, integrated, pictorial display technology 
and human-centered automation. This concept 
and the technology which it embodies will be 
discussed in a paragraph below. 

A major thrust that is underway in the research 
and development community is the replacement 
of the color CRT display technology with flat- 
panel display technology. The main thrust of 
these flat panel display devices is to minimize 
depth, weight, and power consumption, as well 
as to improve reliability and sunlight view- 
ability. The potential advantages of flat-panel 
technology vs. CRT technology are presented in 
Figure 2. 

Figure 2-. Potential advantages of flat-panel 
display technology over the CRT. 

Currently, the most promising full-color flat- 
panel technology is the Active-Matrix Liquid 
Crystal Display (LCD). One such device, made 
by General Electric, is currently undergoing 
bench testing in the Advanced Systems 
Development Laboratory at Johnson Space 
Center (JSC). It has a 6.25" x 6.25" usable 
screen area, and is capable of high-resolution 
(1024 X 1024 picture elements) graphics 
andlor video with 16 gray scale levels. An 
example of a this display is shown in Figure 3, 
which illustrates a typical primary flight 
display (PFD) format. 

Figure 3.- State-of-the-art color LCD. 

Such a device is typical of what might be 
installed in Shuttle, as part of the proposed 
Orbiter Glass Cockpit Upgrade Program, to 
achieve the advantages indicated by Figure 2. 
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MAJOR ACCOMPLISHMENTS 

Some of the major accomplishments which have 
occurred in the area of advanced D&C during 
this decade will be discussed next. 

The most notable accomplishment is the emer- 
gence of several glass cockpits in commercial 
and military aircraft such as the Boeing 747- 
400, the Gulfstream G IV, and the McDonnell 
Douglas MD11. In these cockpits, the 
conventional electromechanical flight 
instruments have been replaced with color 
CRT's driven by modern processors. Since the 
displays and processors are on a bus, the 
system can be readily reconfigured in the event 
of hardware failures. Additionally, these 
cockpits have made extensive use of built-in- 
test-equipment (BITE) to ease the maintenance 
task. This allows the rapid identification and 
replacement of the particular hardware device 
that failed without the need for extensive 
ground-support equipment. 

Other notable accomplishments have occurred 
in the area of flat-panel displays. Five of the 
leading candidates for color, electronic display 
in flight are: the CRT; active-matrix LCD; 
thin-film electroluminescent (TFEL) display; 
light-emitting diode (LED) display; and plasma 
panel display (PDP). Of these candidates, the 
latter four are flat-panel technologies. The 
potential advantages of flat-panel technologies 
have already been provided in Figure 2. 
However, Figure 4 provides the key advantages 
and limitations of each technology as compared 
to the CRT. Although PDP technology is not 
represented in Figure 4, its advantages and 
limitations will be discussed below. 

Figure 4. Four leading candidates for color, 
electronic flight display. 

The color CRT provides the advantages of low 
cost (because of its maturity) and high 
resolution display. However, it has the 
disadvantages of large depth and non-graceful 
degradation. Further, it is susceptible to 
"washout" under high levels of ambient light. 
TFEL flat-panel technology has made great 
strides through research supported by the 
Army and LaRC. It has achieved full-color 
capability with small depth and environmental 
tolerance, however, its brightness limits its 
present use to low-ambient light environments. 
The color LED flat-panel technology has the 
advantages of very high reliability and bright- 
ness, but it is achieved at the cost of high power 
consumption. Further, full-color has not been 
achieved because of the lack of a bright blue LED 
capability. The color active-matrix LCD 
technology, described in the above section and 
shown in Figures 3 and 4, has the additional 
advantages of low-voltage operation and high 
brightness in conjunction with high resistance 
to "washout" in high-ambient light environ- 
ments. Color PDP technology has the advantage 
of large screen size, however, it is achieved at 
the cost of additional weight in comparison with 
the other flat-panel technologies. Clearly, the 
color LCD technology is the leading flat-panel 
display candidate and has gained much confi- 
dence for potential use in both the Space Station 
MPAC and the Orbiter Glass Cockpit Upgrade, 
and will undoubtedly be a prime candidate for 
future advanced space transportation systems. 

Another area of major accomplishment during 
the 1980's is the remarkable advancement in 
real-time graphics compu te rs/g en erators. 
Laboratory-based graphics generators are now 
available that provide the following high- 
performance characteristics: 

- RESOLUTION: 1280x1 024 Pixels 
- REFRESH: 30 or 60 Hz 
- 3-D TRANSFORM: 500K/Sec. 
- POLYGONS/SEC.: 100K (4-Sided) 
- c a O m  16M 
- OTHER FEATURES: Hidden Surfaces; 

Light Sources for 
Shading 

Such generators are being employed in the Aero 
Human Factors R&T base efforts at LaRC since 
they offer, for the first time (in a package that 
might be considered small enough to ruggedize 
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for flight applications), the opportunity to 
present pilots flight control information in a 
high-fidelity, 3-0, "real-world" format that is 
easier for a pilot to assimilate and act upon. 
Figure 5, for example, shows one of the "real- 
world '' formats that has been studied at LaRC. 

Figure 5.- Example of a "real-world 3-0 
display format studied at LaRC. 

The most prominent feature of this flight 
display is the "pathway-in-the-sky" 
symbology. This type of "real-world symbology 
has been shown, in both DOD and NASA 
research, to enable highly-precise flightpath 
control, especially for vehicles requiring 
complex curved flight paths. 

The generation equipment described above also 
permits the real-time generation of displays, 
such as the format shown in Figure 5, in stereo, 
thus, enabling the exploitation of "stereopsis" 
or true-depth in "real-world" pictorial 
displays. Figure 6 shows the technique being 
used at LaRC for generating pictorial flight 
displays in stereo 3-D. Separate left- and 
right-eye views of the 3-0 flight display are 
provided to the pilot through time-multi- 
plexing using liquid-crystal goggles, as 
indicated by Figure 6. The pilot's brain fuses 
the disparate views into a 3-0 image having 
true depth. Since each eye is shuttered at a 60 
Hz rate (overall display frame rate is 120 Hz), 
there is no flicker. The technique does result in 
a reduction of vertical resolution by one-half, 
thus, providing a stereo display having 512 X 
1280 picture elements (Pixels). Research at 
LaRC has shown that presenting pictorial 

displays in stereo can provide increased pilot 
performance and situational awareness. 

Figure 6. - Technique for generating real-time 
pictorial flight displays in stereo. 

RESEARCH PROGRAMS AND FAClUTlES 

Several government and industry research 
programs around the United States are 
furthering the state-of-the-art in advanced 
D&C technology or are evaluating the products 
of advanced development. At NASNJSC, flat- 
panel displays and hand controllers are 
evaluated in the D&C portion of the Advanced 
Systems Development Laboratory which is 
headed by Andrew Farkas. In addition to the 
color active-matrix LCD evaluations mentioned 
in the above section on Current State-of-the- 
Art, NASNJSC will be evaluating a 17" full- 
color plasma flat-panel display to be received 
within the next year. This device is being 
developed under a Phase II Small Business 
Innovative Research grant from NASA. Another 
effort under way in this laboratory is the 
development of a hand controller test bed. 
Several examples of commercially available 
hand controllers have been procured and will be 
evaluated in this test bed, with a special 
emphasis on determining which hand 
controllers are best suited to perform robotics 
tasks with systems such as the Mobile Servicing 
Center, the Shuttle Remote Manipulator 
System, and the Flight Telerobotic Servicer. In 
addition to these activities, this laboratory has 
developed a simulated Flight Telerobotic 
Servicer Aft Orbiter Workstation, and a Space 
Station Multi-Purpose Applications Console 
(MPAC). These facilities are intended to be 
used for the determination of requirements for 
the actual systems. 
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NASNJSC also has the Systems Engineering 
Simulator which is used to perform real-time 
man-in-the-loop simulations of most Shuttle 
and Space Station tasks. Functional mockups of 
the Shuttle Forward and Aft stat' 
and of the Space Station Cupola 
simulated systems. 

NASNLaRC and NASNARC have several 
interrelated research programs that have 
resulted or will result in advances in D&C 
technology. These programs and their 
relationships are shown in Figure 7. 

Figure 7.- Research programs at LaRC and ARC 
related to advanced D&C fechnology. 

The Aero R&T Base program has primary 
thrusts in the areas of artifical intelligence 
(knowledge-based systems for pilot aiding), in 
integration of display information, in advanced 
crew interface technology, and in human factors 
methodologies and guidelines for the application 
of these new technologies. The Aviation Safety/ 
Automation program is a joint program with 
Ames Research Center (ARC) which has the 
thrust of providing advanced human-centered 
automation technologies and application 
guidelines for both pilots and air traffic 
controllers. The ATOPS (Advanced Transport 
Operating Systems) program has the research 
thrusts of improving aircraft/ATC systems 
integration, increasing ATC system capacity, 
and enhancing aircraft operating efficiency. 
The ATOPS program, which employs an advanced 

B-737 Transport Systems Research Vehi 
d in more detail below, 
flight validation of 
technology. The Advanced 

ent Technology program 
ARC) is a 
emphasize 

transports and high- 
speed civil transport applications and would 
provide the mechanism for integration of 
advanced concepts and technologies emanating 
from the other programs and for providing an 
advanced technology base which would enhance 
national competitiveness. Much of this 
technology base, in the area of advanced D&C, 
will be applicable to future space systems. 

NASNLaRC and NASNARC have extensive 
cockpit simulation facilities which support the 
above and other research programs. At LaRC 
the facilities include a Visual Motion Simu- 
lator(VMS), a DC-9 Simulator, an "all glass" 
Advanced Concepts Simulator (ACS), a Trans- 
port Systems Research Vehicle (TSRV) Simu- 
lator and companion TSRV B-737 research 
aircraft, and a Crew Station Systems Research 
Lab with associated Advanced Display Evaluation 
Cockpit (ADEC) simulator and Aircraft Cockpit 
Ambient Lighting Simulation System (ACALSS). 
At ARC the facilities include a Flight Simulation 
Complex and a Man Vehicle Systems Research 
Facility. Two of the major tools within these 
facilities are the Vertical Motion Simulator and 
the Advanced Concepts Simulator (ACS). The 
ACS at ARC is a companion simulator to the ACS 
(mentioned above) at LaRC (see Figure 8) and 

Figure 8.- LaRC Advanced Concepts Simulator 

OWlGiMAL PAGE 
K AND WHITE PHOTOGRAPH 
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will be used for joint studies with LaRC, 
particularly in the area of the Aviation Safety/ 
Automation program. The ACS at LaRC is shown 
in Figure 8 along with an example of bioinstru- 
mentation used by the Human Engineering 
Methods group to assess the physiological 
impact of new automation and D&C technology on 
humans. 

The TSRV 8-737 aircraft facility at LaRC is 
quite unusual in that the research cockpit, a 
full-color, "all glass," electronic flight deck, is 
located aft of the standard cockpit and can be 
utilized to fly the aircraft in a variety of 
research studies, including approach and 
landing maneuvers. The airborne TSRV Aft 
Flight Deck is shown in Figure 9. 

Figure 9.- The LaRC TSRVAft Flight Deck 
onboard the B-737 aircraft. 

The TSRV aircraft represents a unique flying 
testbed that has already been used extensively 
in studies investigating methods for improving 
the safety, efficiency, and capacity of the 
National Airspace System, as well as for landing 
studies, investigating helmet-mounted display 
(HMD) technology, in support of the National 
Aerospace Plane (NASP) program. 

Other research programs and associated 
facilities of interest to this assessment include 
the Super Cockpit Program , headed by Dean 
Kocian of the Air Force Wright Research and 
Development Center (WRDC), and the Cockpit 
Integration Directorate program, headed by 
Terry Emerson of WRDC. The former program 
has the thrust of providing the technology for an 
integrated, "virtual cockpit" through use of 
advanced display generation and HMD 

technologies. The virtual interface of the Super 
Cockpit Program is depicted by Figure 10. 

Figure 70.- "Virtual Cockpit" provided by HMD 
technology in the Super Cockpit Program. 

The latter program (Cockpit Integration 
Directorate) is doing research on pictorial 
flight display formats for integration of 
information, on stereo 3-0 displays, and on 
color LCD technology for military applications. 
A major facility used for this research is their 
"Magic Cockpit," an "all-glass" fighter cockpit 
with rapidly reconfigurable display capability. 
WRDC has also supported "Big Picture" 
research at McDonnel Aircraft, under Gene 
Adam, the thrust of which is to study the 
benefits of providing enhanced situational 
awareness and planning information to pilots of 
tactical aircraft via HMDs and large-screen 
electronic displays. Another important 
government research program is the Pilot's 
Associate Program, headed by Doc Dougherfy at 
DARPA. This program is investigating the 
extensive application of artificaf intelligence to 
future military cockpits in the form of an 
"electronic associate." 

FUTURE TRENDS 

The 1990's will undoubtedly bring further 
advancements in the the fields of voice, touch, 
and hand-controller input technologies, in flat 
panel technologies, in HMD's, in artificial 
intelligence techniques, and in flight worthy 
graphics generators capable of integrated, 
"real-world" pictorial display formats. 
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In voice technology, for example, the 1990's 
should see further enhancement in continuous- 
speech, speaker-independent voice recognition 
technology which will result in systems that 
allow the operator to keep hidher hands on the 
controls during critical or dangerous opera- 
tions. Human factors research has found that 
voice recognition systems are much more 
effective when the operator is allowed to speak 
in a continuous, comfortable manner with 
commonly used expressions rather than 
speaking with isolated words, as is required in 
older voice recognition systems. 

Large-screen flat-panel or projection display 
technology, coupled with advances in real-time 
graphics generators, may enable the type of 
advanced-concept future cockpit depicted in 
Figure 1, wherein total integration of the 
crew's information requirements is achieved 
through panoramic, wide-field-of-view, 
integrated pictorial displays. Already, LaRC is 
developing a flexible panoramic display 
research system (depicted in Figure 11) 
employing dual, full-color, CRT projectors in 
conjunction with rapid display prototyping 
graphics systems and software to explore the 
advantages and limitations of panoramic and 
large-screen, reconfigurable display concepts. 
More extensive R&D will be enabled in these 
areas by the proposed ARC/LaRC Advanced 
Cockpit/Flight Management Technology 
program. 

Figure 7 7 .- Large-screen/panoramic display 
research system being developed at LaRC. 

The Human Factors R&T base and Aviation 
Safety/Automation programs at LaRC and ARC 
should produce significant advances in appli- 

cation of human-centered automation and 
systems in aiding crews of 
Iready, the efforts have 

produced important advances in intelligent 
cockpit aids for fault management, flight 
planning and replanning, flight phase 
management, and check-list and advisory 
systems. 

Also, DARPA has launched an effort to get the 
U.S. up to speed in the area of High-Definition 
Television (HDTV), a field which has undergone 
extensive development in Japan and Europe. 
DARPA has funded several commercial sources 
to do research in this area which will most 
likely result in further advancements in large- 
screen projection and flat-panel technologies. 
Further, the HDTV technology is indicated for 
many applications which require live video 
images, such as teleoperations and telerobotics. 

TEcHNoLxx;YlssuEs 

This next section will attempt to address 
technology issues specific to the area of 
advanced D&C for space transportation systems. 
The first issue is the maturity of advanced 
display media. CRT's have for many years been 
the basic display device for image generation, 
including computer-generated raster graphics. 
The CRT and its associated raster-scan 
generators have evolved dramatically 
throughout their lifetime to provide a high level 
of reliability, photographic clarity, high-speed 
animation, and an unlimited range of colors. 
However, functional requirements have also 
evolved, and these changes have had effects on 
display device technology. As indicated above, 
various technologies for producing visual 
images have emerged that may eventually 
replace the CRT. 

For most of the space transportation systems, 
such as the Orbiter Glass Cockpit and the Space 
Station MPAC, it is necessary to include 
displays which consume very little power and 
are sunlight legible in approximately 1OK ft- 
candles of ambient light. Currently, the active- 
matrix LCD is the front runner in the flat panel 
display race, with TFEL and plasma lagging 
somewhat behind. However, it is expected that 
one or more of these technologies will be ready 
to meet the needs of advanced transportation 
systems of the 1990's. 
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Another key technological issue is the method by 
which the human interacts with the displays and 
controls system. In the past such methods 
required the use of, for the most part, dedicated 
controls and switches for man-machine 
operation. Meaningful research has already 
been performed on how multi-functional 
controls, such as keyboards, touch overlays, 
voice recognition, and programmable, 
variable-legend switches, may decrease the 
number of dedicated items, without affecting 
operator efficiency, to provide a clean and 
uncluttered work area. However, care must be 
taken to avoid man-machine interaction 
techniques which result in an unreasonable 
amount of heads-down time during critical 
operations such as aircraft take-off and landing. 
For example, some pilots have criticized the 
Control Display Units (CDU) flown in modern 
cockpits for this reason. These devices consist 
of a small scratch-pad display and a multi- 
function keyboard which at times require 
several keystrokes to initiate certain 
operations should changes occur in the flight 
plan. An additional concern is the inevitable 
impact that electronic displays and controls 
(Le. all-glass cockpits) will have on crew 
training. Flight crews will obviously have to be 
re-trained to become proficient with these new 
systems. 

Another area which requires further study is 
the area of advanced display symbology. The 
goal is to give the pilot or operator an easily 
interpreted indication of the vehicle state and 
onboard systems status. Visual and auditory 
means are used to provide information to the 
human operator. Visual images, however, have 
the highest content of information that may be 
interpreted within the shortest amount of time. 
This characteristic is even further enhanced 
when such information is preprocessed into a 
form in which the human brain can grasp the 
information content with minimal mental 
interpretation. This processing is done with a 
graphics processor, which consists of some sort 
of display generator driven by a computer 
designed to generate graphical and alphanumeric 
output. Graphics generators range in 
capabilities from mere text information 
displays to high-end, real-time 3-D computer 
image generators (as described above). To 
achieve maximum capabilities with minimal 

hardware, a flexible graphics system must be 
incorporated into the man-machine system 
architecture which will be capable of meeting 
present needs, yet will be adaptable for more 
advanced needs. 

The area of artificial intelligence for cockpit 
automation is one which requires further 
research. The goal is to develop techniques to 
monitor and assist the operator rather than to 
replace him/her and to anticipate future 
problems rather than giving a warning once a 
fault or error has occurred. The danger of 
making the crew bored or mere machine- 
minders must be avoided through the judicious 
selection of tasks to be automated. Clearly, 
computers lack the creative ability and 
cognitive characteristics which permit humans 
to interpret and integrate relationships between 
data for working around faults or problems 
which may not have been foreseen. However, 
properly designed expert systems could offer 
capabilities for safety and efficiency unmatched 
by today's systems. 

Before artificial intelligence can be success- 
fully utilized in space transportation systems, a 
cultural change will be required at NASA to 
overcome the resistance to this technology. The 
advent of advanced D&C coupled with expert 
systems technology could produce more auto- 
nomous vehicles and greatly reduce require- 
ments for large ground facilities with "march- 
ing armies" to support them. 

SPACE TRANSPORTATION SYSTEM 
APPLICATIONS 

The following paragraphs will attempt to 
identify the space transportation systems which 
could benefit from the advanced display and 
control concepts previously discussed. First is 
the proposed Orbiter Glass Cockpit Display 
Upgrade Program, which is a candidate for 
Assured Shuttle Availability (ASA) funding for 
1991. Today's Shuttle cockpit consists of 
electromechanical flight instruments which 
were designed in the early 1970's and have 
been operating for over ten years. As a result 
of their age and extensive use, these mechanical 
devices have gradually begun to show signs of 
wearout and have become an increasing 
maintenance problem. They are experiencing 
an increasing number of failures, and the 
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problem is further complicated due to parts and 
skills obsolescence and limited availability of 
spares. In addition to these problems, the 
Multipurpose CRT Display System (MCDS), 
which consists of four monochrome 5" x 7" 
displays and four Display Electronics Units 
(DEU) has had a history of extremely high 
failure rates. The baseline design of the 
proposed Orbiter Glass Cockpit Display Upgrade 

program attempts to eliminate the problems of 
both of these sets of hardware by evolving to an 
advanced display system which utilizes state- 
of-the-art flat panel flight displays and modern 
processors integrated on a high speed data bus. 
Similar systems are already flying in several 
commercial and military aircraft cockpits. The 
proposed panel layouts and architecture are 
shown in Figures 12 and 13, respectively. 

AFT ADI 

Figure 12.- Orbiter conceptual glass cockpit layout. 
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Figure 13. - Orbiter glass cockpit conceptual baseline architecture. 
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Some of the goals of the new system are that it 
be transparent to the orbiter General Purpose 
Computer (GPC) hardware and software, that it 
exhibit improved reliability and fault tolerance 
and reduced life cycle costs, and that it employ 
standard interfaces for subsequent incorpor- 
ation of advancing technology. It should also 
have sufficient growth margins to support new 
functions which may arise in the future. One 
potential upgrade to this proposed system which 
has received some discussion is the implemen- 
tation of a combined aft cockpit manipulator 
workstation. When one considers that the 
Shuttle Remote Manipulator System (RMS), the 
Space Station Freedom (SSF) RMS, the Flight 
Telerobotic Servicer, the Canadian Special 
Purpose Dextrous Manipulator, the Satellite 
Servicer, and the OMV must all be controlled 
from the orbiter, it is quite apparent that 
insufficient real-estate exists for the use of 
special-purpose displays and controls for all 
these systems. It would be quite feasible to 
install additional hardware on the Glass Cockpit 
data buses to implement a workstation capable 
of handling all these devices. 

The SSF Multi-Purpose Applications Console 
(MPAC) and the Assured Crew Return Vehicle - 
Crew Emergency Return Vehicle (ACRV - CERV) 
are other near-term programs which are 
benefiting from research and accomplishments 
in the area of advanced D&C. The current MPAC 
design employs modern processors, three 15" 
color flat panel displays, a QWERTY keyboard, a 
trackball, and two six degree-of-freedom 
force-reflecting hand controllers. The ASRC - 
CERV design employs 2 flat panel displays, a 
keyboard, modern processors, and other 
dedicated displays and controls. 

Although conceptual designs for the displays and 
controls which may be needed for far-term 
programs such as the manned Lunar and manned 
Mars missions have not yet been defined, it is 
certain that they well incorporate advances 
made during the next several years. The 

authors envision very large multi-function flat 
panel pictorial displays driven by real-time 3- 
dimensional graphics processors, multifunction 
controls (i.e. minimal use of hard-wired single 
function switches), and extensive use of 
human-centered automation and expert systems 
technology. 

RECOMMENDATIONS 

Two "holes" were identified during the STATS 
proceedings. The first one is that present 
funding levels in the research and technology 
base and in advanced development programs do 
not provide the timely capability to influence or 
adapt commercial D&C technology to the 
specialized needs of space. The problem is 

;. further compounded by the fact that NASA only 
procures a relatively small quantity of the end- 
product. The second hole is the need for a 
focused technology program to integrate 
advances being made in display devices, 
graphics engines and pictorial formats, expert 
systems, and human-centered automation to 
provide technology readiness and validate 
projected gains in safety and operational 
efficiency for future space transportation 
systems. To fill the first "hole," it is recom- 
mended that funding levels for advanced D&C 
research and development be increased. To fill 
the second "hole," it is recommended that early 
development be undertaken at JSC on a "next 
generation" orbiter experimental cockpit 
facility . 

SUMMARY 

An attempt has been made in this paper to 
discuss the current state-of-the-art of D&C 
technology, to identify key issues and 
accomplishments, and to show where the 
technology is headed. In addition, cultural 
changes that would facilitate the migration to 
advanced D&C technology in advanced programs 
and the general applicability of advanced D&C to 
specific near-term and far-term space 
transportation systems have been discussed. 
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Background 

NASA i s  c u r r e n t l y  i nves t i ga t i ng  the  readiness o f  Advanced Sensors and 
Inst rumentat ion t o  meet the requirements o f  our na t i on ' s  new i n i t i a t i v e s  i n  
space. Pre-symposium, Space Transportat ion Avion ic  Technology (STATS), 
ad-hoc discussions were focused on i d e n t i f y i n g  s t r a t e g i c  sensor and 
inst rumentat ion technologies. The content o f  t h i s  paper resu l ted  from 
discussions between members o f  the technica l  s t a f f s  a t  Langley, Johnson, 
Marshall ,  and Rockwell In te rna t iona l .  Summary suggestions per  organizat ion 
are attached as appendixes t o  t h i s  whi te  paper. 

The STAT presentat ion was focused around the  8 quad charts, see Figures 1 
and 2. 

Not knowing the s p e c i f i c  technica l  ob jec t ives  o f  i nd i v idua l  missions, the  
group i d e n t i f i e d  and discussed the  fo l l ow ing  s t r a t e g i c  technologies: 

0 
0 
0 
0 
@ 
e 
0 
0 
0 
0 

Smart and non in t rus ive  sensors 
On-board s ignal  and data processing 
High capaci ty  and r a t e  adaptive data a c q u i s i t i o n  systems 
On-board computing 
High capaci ty  and r a t e  on-board storage 
E f f i c i e n t  on-board data d i s t r i b u t i o n  
High capaci ty  te lemetry  
Ground and f l i g h t  t e s t  support inst rumentat ion 
Power d i s t r i b u t i o n  
Workstations, v ideo/ l  i g h t i n g  

The goal o f  t h i s  wh i te  paper i s  t o  capture the  substance o f  t he  
presentat ion and technology discussions dur ing  the subpanel meeting. 
The requirements f o r  h igher  f i d e l  i ty  data (accuracy, frequency, quant i ty ,  
s p a t i a l  reso lu t ion)  i n  h o s t i l e  environments w i l l  continue t o  push the  
technology developers and users t o  extend the  performance o f  t h e i r  products 
and t o  develop new generations. I n  some technology areas, t h i s  process may 
acqui re a strong a c t i v e  leadership from NASA. Thus, there i s  a need f o r  a 
workshop j u s t  f o r  Advanced Sensors and Instrumentation. 
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Smart and Nonintrusive Sensors 

Forecasts f o r  the fu tu re  include t h i r d  and fou r th  generation sensor 
technology. Sensors w i t h  d i g i t a l  outputs, a t  sensor locat ion,  i n  
engineering formats f o r  d i s t r i bu t i on .  Sensors w i t h  advanced dedicated 
signal processing such as f a s t  f o u r i e r  transform and d i g i t a l  f i l t e r s  a t  the 
sensing location. I n  many appl icat ions the sensors w i l l  have t o  be 
embedded i n  the surface o r  structure. 

The nondestructive Measurement Science Branch, a t  Langley Research Center, 
i s  cu r ren t l y  i nves t i ga t i ng  innovat ive techniques i n  making nonintrusive 
measurements, f o r  example, see Figures 3 through 6, Other nonintrusive 
techniques h igh l ighted a t  the symposium included laser-based a i r  data, 
Rendezvous/proximi ty, large space structures, and planetary surveys 
systems, see Figures 7 and 8. 

Langley Research Center has i n i t i a t e d  development studies f o r  a laser-based 
a i r  data system t o  replace the cu r ren t l y  used p i l o t / s t a t i c  pressure, 
angle-of-attack, and angle-of-sidesl ip vane measurement system. 
Appl icat ion o f  t h i s  system could extend t o  space t ranspor tat ion vehicles, 
and compliment the Shut t le  Entry A i r  Data System (SEADS). Addi t ional  
research funds are needed t o  make required advances i n  opt ics,  lasers, and 
detectors t o  b r i n g  laser  a i r  data t o  f r u i t i o n .  Other key sensor areas 
discussed include: vehic le heal th performance monitoring, g lobal  p o s i t i o n  
sensing, and guidance navigation and control. 

Signal and Data Processing Instrumentation 

As w i t h  other instrumentation, signal condi t ioning must be optimum 'in 
u t i l i z a t i o n  o f  weight, volume, and power. Advances i n  micro-miniaturi-  
zat ion; and hybr id  e lect ron ics are enabling i n t e l l i g e n t  processing a t  the 
measurement location. Thus, al lowing on-si te bandwidth reduction and 
d i g i t a l  outputs. Continued improvements along these l i n e s  provide 
e f f i c i e n t  bandwidth u t i l i z a t i o n  and weight reduction using state-of-the-art 
data buss technology. 

High Capacity and Rate Adaptive Data Acquis i t ion 

Current sensing instrument requirements (Eos) are exceeding the TDRSS data 
rates, see Figure 9. Therefore, the t rend w i l l  be t o  develop on-board 
bandwidth reduction techniques, high capacity and high r a t e  data bu f fe r i ng  
storage devices, and higher capacity comnunication systems. The signal and 
data processing instrumentation w i l l  have t o  be a r t i f i c i a l  i n te l l i gence /  
expert system-based. These systems w i l l  have t o  manage the l i m i t e d  
bandwidth very e f f i c i e n t l y .  

System Checkout, Cal ibrat ion,  and Test A b i l i t y  

Throughout the discussions, the questions seem t o  lead t o  assurance 
test ing,  va l idat ion,  t e s t a b i l i t y ,  and mainta inabi l i ty .  The general 
concensus was t h a t  Advanced Sensors and Instrumentation developers should 
be brought t o  the system design tab le  a t  the s t a r t  o f  the program and not 
as an afterthought. T e s t a b i l i t y  and m a i n t a i n a b i l i t y  must be b u i l t  i n t o  the 
o r i g i n a l  designs and f a c i l i t a t e  ca l i b ra t i on ,  check-out, and va l i da t i on  
dur ing operational phases. 
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Sumnary 

There were many good questions asked.and discussions focused around t y p i c a l  
engineering concerns: 

0 Increased r e l i a b i l i t y  and accuracy f o r  performance evaluat ion 

e How t o  p re - f l i gh t ,  checkout, ca l ibrate,  and p o s t - f l i g h t  maintenance 

0 Reduce quant i ty  t o  cables f o r  data col  lect ion/sensor i n te r roga t ion  

0 How t o  va l i da te  expert systems? 

0 I n t e l l i g e n t  data reduction on-board 

Most o f  the technical issues discussed are captured i n  the quad charts. 
Major cont r ibutors '  on-going research areas are displayed i n  the 
appendixes. 
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ADVANCED SENSORS & INSTRUMENTATION 

ADVANCED SENSORS & INSTRUMENTATION 

M i  cro-gravi t y  Transducers 
Thin F i  l m  Transducers 
F iber  Opt ic  Transducers and Transmission Lines 
Smart Skins: 

Micro-machined Transducers: Employing c lass i ca l  semiconductor processing 

Smart Transducers: I n t e g r a t i o n  o f  a transducer, s ignal  condi t ion ing,  
programnable embedded micro-contro l lers ;  
Advanced Instrumentation: I n t e g r a t i o n  o f  Smart Transducers i n t o  a 
d i s t r i b u t e d  bus o r  f a u l t  t o l e r a n t  Local Area Network (LAN); 
Hybr id  E lec t ron ics  and Surface Mount Technology 

F ibe r  Opt ic  Transducers and Transmission l i n e s  embedded i n  
advanced composites; 

techniques t o  b u i l d  mechanical s t ruc tu res  and transducers; 

MAJOR OBJECTIVES 

Low cos t  
Low Weight 
Small Volume 
Low Power 
Higher Accuracy: Local Signal Condi t ion ing and Data Conversion 
S e l f  Ca l ib ra t ion ,  Zero Of fset ,  and Zero D r i f t  
Function i n  Remote Locations and Severe Environments 
Adaptable t o  f u t u r e  data processing requirements ( D i g i t a l  Input/Output) 
Provides a technology base f o r  next generation inst rumentat ion systems 

KEY CONTACTS 

R. Ca l l  oway/LaRC 
M. Gaudiano/JSC EH6 
G. Harmon/JSC EH6 
K. Douglas/Lockheed 
K. Peterson/Nova Sensors 

MAJOR MILESTONES 

Review Technology (1990) 
Es tab l i sh  In te r face  and Archi tectures 
Define Hierarchy o f  Functions (1991) 
Analys is  and Demo i n  the Laboratory (1992) 

TECHNOLOGY ISSUES 

I n t e g r a t i o n  o f  d iverse  transducers and d i f f e r e n t  signa types i n t o  a Smart 

Radio Frequency Transmission, F iber  Opt ic  Links, I n f r a r e d  Transmission 
D i g i t a l  Input/Output In te r faces  
Continued progress i n  Smart Skins (demonstration phase only)  
Continued advances i n  micro-machining o f  transducers 
Standards yet t o  evolve f o r  Surface Mount Technology 

Transducer Module 
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CANDIDATE PROGRAMS 

Shu t t l e  C 
Manned Missions t o  Mars 
Space S ta t i on  Freedom 
Lunar Base 
Upgrade/Replacement of Orb i te r  Modular Auxi 1 iary Data System (MADS) 

Stand-Alone Inst rumentat ion Systems 

MAJOR ACCOMPLISHMENTS 

Components 

Progress i n  Micro-Machined Transducers 
Demonstration of Smart Skins 
Surface Mount Technology and Hybr id  E lec t ron ics  
High Pressure Stand-Alone Pressure Measurement Device (HP-SAPMD) 

SIGN I F I  CANT M I  LESTONES 

Research and Technology Base 
Define In te r faces  and Hierarchy 
Demonstration i n  Laboratory 
Deta i led  Test Objectives and In teg ra t i on  i n t o  Future Programs 
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General 

Research and development programs are  being conducted f o r  improvement o f  
sensors used on present Space Transportat ion Systems, p rov id ing  sensors f o r  
cur ren t  engine requirements where no p r a c t i c a l  measurement techniques are  
commercially ava i lab le ,  and t o  assure a v a i l a b i l i t y  o f  measurement 
technology t o  meet f u t u r e  Space Transportat ion Avion ics System 
requirements. Bene f i t i ng  programs w i l l  inc lude the  Space Shu t t l e  Elements 
(SSME and SRB), Advanced Launch Vehicle, O r b i t a l  Transfer  Vehicles, and 
long-duration space f l i g h t s  o r  exp lo ra t ion  program. 

Earth-To-Orbit Propulsion Program 

One group o f  research p r o j e c t s  being conducted i s  under the  C i v i l  Space 
Transpor tat ion I n i t i a t i v e  (CSTI )  and s p e c i f i c a l l y  the Earth-To-Orbit (ETO) 
Chemical Propulsion program. The ET0 program i s  a j o i n t  MSFC and LaRC 
e f f o r t  w i t h  research p r o j e c t s  being performed in-house and through outs ide 
contracts  w i t h  other  Government agencies, un i ve rs i t i es ,  and p r i v a t e  
industry. The emphasis o f  the ET0 program i s  the cont inu ing enhancement o f  
knowledge, understanding, and design methodology app l icab le  t o  t h e  
development o f  advanced Oxygen/Hydrogen and Oxygen/Hydrocarbon propuls ion 
systems. S i g n i f i c a n t  research a c t i v i t i e s  i n  the ET0 program are  summarized 
i n  the fo l l ow ing  paragraphs. 

An Opt ica l  Plume Anomaly Detector (OPAD) i s  being developed t o  view and 
analyze the  SSME exhaust plume w i t h  the i n t e n t  o f  ob ta in ing  in fo rmat ion  
t h a t  would prov ide e a r l y  i nd i ca t i ons  o f  engine component degradation and/or 
precursors t o  a catast rophic  engine f a i l u r e .  OPAD components inc lude h igh  
reso lu t i on  spectrometers and o p t i c a l  multi-channel analyzers. Test ing o f  
the OPAD dur ing  SSME engine f i r i n g s  a t  the Stennis Space Center (SSC) and 
a t  MSFC has been extremely successful and plans are  being made t o  i n s t a l l  
ground-based OPAD systems a t  each t e s t  and launch f a c i l i t y .  The p o t e n t i a l  
o f  a f l y a b l e  OPAD i s  a lso  being inves t iga ted  t o  prov ide i npu t  t o  a hea l th  
moni tor ing system. An i n - f l i g h t  system could a l so  prov ide in fo rmat ion  on 
normal engine component wear and poss ib ly  reduce the  amount o f  disassembly 
and phys ica l  inspect ions o f  the engines a f t e r  each f l i g h t .  

Advanced cryogenic flowmeters are being developed f o r  use on SSME c lass  
engines. Vortex shedding flowmeters have been designed and tes ted  w i t h  
promising r e s u l t s  i n  some o f  the SSME ducts. Nonint rus ive u l t r a s o n i c  
flowmeters are a l so  scheduled f o r  f e a s i b i l i t y  t e s t i n g  i n  the  FY 90-91 t ime 
frame . 
Other non in t rus ive  sensors under development f o r  use on the  SSME includes 
electromagnetic speed sensors f o r  moni tor ing turbo pump speed, i n f r a r e d  ho t  
gas temperature sensor f o r  moni tor ing tu rb ine  exhaust temperatures, and a 
Raman backscatter thermometer f o r  determination o f  temperature d i s t r i b u t i o n  
w i t h i n  the  pre-burners o f  the SSME. These sensors have successfu l ly  
completed labora tory  evaluat ion t e s t i n g  and are i n  the  design phase f o r  
t e s t i n g  i n  an engine environment. 

So l id -s ta te  and f i b e r  o p t i c  based pressure sensors a re  being inves t iga ted  
f o r  p o t e n t i a l  use on the  SSME. These devices are  being designed f o r  d i r e c t  
mounting on cryogenic ducts t o  replace e x i s t i n g  sensors which have t o  be 
off-mounted due t o  thermal s e n s i t i v i t y  o f  the  cond i t ion ing  e lect ron ics.  
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Gaseous leak detect ion techniques are being invest igated and developed f o r  
remote sensing o f  hydrogen leaks from space vehic le plumbing systems. 
Current sensing techniques are l i m i t e d  t o  po in t  sensors which requires 
p r i o r  knowledge o f  the locat ion o f  the leak o r  an extremely large number of 
sensors located around the vehicle t o  e f f e c t i v e l y  quant i fy  the leakage. 

A nozzle e x i t  plane measurement system i s  being developed f o r  
i d e n t i f i c a t i o n  o f  species and f low ve loc i t y  determination a t  the e x i t  o f  
the SSME nozzle. The system uses laser-induced flourescence t o  tag 
molecules i n  the f low stream f o r  processing t o  determine specie 
concentrations and veloci t ies.  The system i s  being developed f o r  
combustion code va l idat ions and engine performance analysis. 

Thin f i l m  sensors are being developed for deposit ion on turb ine blades and 
other engine components which require minimally i n t r u s i v e  diagnostics. 
F i l m  deposit ion processes have been developed f o r  measurement o f  
temperature and heat f l u x  on SSME turbine blades. I n i t i a l  t e s t i n g  o f  
instrumented blades has been accomplished on the Turbine Blade Tester a t  
MSFC w i t h  promising resul ts.  

So l i d  Propulsion I n t e g r i t y  Program 

Another group o f  research pro jects  under the CSTI  program are included i n  
the So l i d  Propulsion I n t e g r i t y  Program (SPIP). The instrumentation 
development task i s  a sub-element o f  a Nozzles Technology e f f o r t  monitored 
by MSFC. Instrumentation research includes invest igat ions and development 
o f  new o r  advanced measurement techniques f o r  use on o r  i n  composite 
mater ia ls o f  s o l i d  rocket motor  nozzles. Emphasis i s  on high temperature, 
high response sensors f o r  the measurement o f  temperature, s t ra in ,  pressure, 
and stress i n  the composite materials. Tasks include invest igat ion o f  
attachment techniques and operational capab i l i t i es  t o  the 1100°C 
temperature range f o r  s t ra in ,  stress, and pressure sensors. Fiber op t i c  
techniques are being studied f o r  these applications. Attachment techniques 
include both surface mounted and embedded sensors. Another type sensor 
under invest igat ion i s  a recession gage t o  measure erosion o f  the throat  
mater ia l  during a motor f i r i n g .  Sensors developed under the SPIP program 
w i l l  be tested and evaluated i n  the s o l i d  rocket motor t e s t  beds a t  MSFC. 

Space Stat ion Freedom Related 

Three s i g n i f i c a n t  development pro jects  are being conducted w i t h  
appl icat ions on long-duration manned space ventures. A l l  are involved w i th  
monitoring the atmosphere w i t h i n  a habitable enclosure. 

An advanced Tandem Mass Spectrometer i s  being developed f o r  t race 
contaminant monitoring. This spectrometer w i  11 reduce the time required t o  
obtain a readout o f  the contaminant present from 30 minutes t o  5 minutes, 
g i v i n g  near rea?-time warning of hazardous conditions. The development 
e f f o r t  i s  i n  Phase I 1  o f  a Small Business Innovative Research (SBIR) 
program. 

Another Phase I1  SBIR i s  being supported f o r  the development o f  a Trace 
Atmospheric Carbon Monoxide Sensor. The object ive i s  t o  develop a Compact, 
sens i t ive CO sensor which i s  species se lect ive and has low power 
consumption. The sensor uses a nondispersive i n f ra red  technique. 
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A Hazardous Mater ia ls Monitor (HMM) system i s  a l s  
monitoring 5 groups o f  contaminants which might b 
module. The groups are: meta l l i c  vapors; me ta l l i c  aerosols; organic 
solvent vapors; gases, fuels, and combustion products; and etchants. The 
HMM w i l l  be used t o  sense inadvertent leaks o f  hazardous substances from 
experiments on-board Space Stat ion Freedom and provide ear ly  warning f o r  
the crew t o  take appropriate edial  or evasive action. There i s  
presently no other such monitoring system planned f o r  the space stat ion. 

nder invest igat ion f o r  
ound i n  a space s ta t ion  
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Advanced Sensor and Inst rumentat ion development work a t  Rocketdyne and i n  
the  rocket  engine world i n  general has been d r i ven  p r i m a r i l y  by sa fe ty  and 
maintenance considerations ra the r  than cont ro l  needs. The des i re  i s  t o  
de tec t  degradation i n  the  engine i n  t ime t o  a l t e r  operat ion (shutdown o r  
t h r o t t l e  back) t o  p r o t e c t  the crew and mission and/or diagnose condi t ion,  
p r e d i c t  l i f e ,  schedule maintenance, and support automation o f  ground 
operations. To these ends, s tud ies da t ing  back t o  1980 have analyzed 
actual  engine f i e l d  operat ional  recorded t o  determine h i s t o r i c  degradation 
modes (example-89CA-079-41) and estimated cur ren t  design and development 
in fo rmat ion  on cur ren t  designs. These modes and the  component most 
a f fec ted  by them are  sumnarized i n  tab le  89CA-079-42. Measurements have 
been i d e n t i f i e d  a t  each stage o f  the degrddation process and surveys o f  
sensor technologies have been conducted t o  i d e n t i f y  concepts w i t h  maximum 
payof f  po ten t i a l .  Table 490-660A i d e n t i f i e s  the  technologies c u r r e n t l y  
under development f o r  app l i ca t i on  t o  rocket  engines. 

M u l t i - d i s c i p l i n a r y  issues must be addressed i n  any sensor system concept. 
An in teg ra ted  approach t o  system d e f i n i t i o n  invo lves the  engine system and 
component designers who de f ine  the  measurants o f  i n t e r e s t  and requ i red  data 
rates; the  engine cont ro l  system designer addressing func t i ona l  
d i s t r i b u t i o n  o f  processing, bus data rates, etc.; and the sensor design 
team i t s e l f  which includes the  sensor designer(s), the  designer(s) o f  the 
p a r t  t o  which the sensor i s  mounted, associated s t ress,  s t r u c t u r a l  
dynamics, thermal analys is ,  and the process p h y s i c i s t  who r e l a t e s  the  
measurement o f  i n t e r e s t  t o  what i s  recorded by the  sensor. I n  the  context 
o f  t h i s  in tegra ted  approach, smart sensors, i n  which the  transducer i t s e l f  
outputs a d i g i t a l  data stream, o p t i c a l  sensors capable o f  e a s i l y  
i n t e g r a t i n g  d i r e c t l y  w i t h  f i b e r o p t i c  data buses and t o l e r a t i n g  extreme 
environments, and non- in t rus ive sensor technologies which don ' t  penetrate 
pressure containers o r  i n t e r f e r e  w i t h  the process being measured a re  
cur ren t  thrusts .  
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ADVANCED INSTRUMENTATION TECHNOLOGIES AND PROGRAMS 

Sumnaries a re  given below o f  representative advanced instrumentation 
technologies under development f o r  rocket engine applications. Research 
re fe r red  t o  includes t h a t  being performed by Rocketdyne Instrumentation 
personnel under IR&D, SSME Technology Test Bed, and Orb i ta l  Transfer 
Vehicle Engine tasks. 

The general goal o f  these e f f o r t s  i s  t o  improve mission safety, confidence, 
readiness, and l i f e  cycle costs. Coro l lary  goals are t o  accelerate 
turnaround times and t o  help reduce the "standing army" associated w i t h  
between f l i g h t  inspect ion and q u a l i f i c a t i o n  o f  reusable engines. 
addi t ion,  nonintrusive and/or nonprotrusive technologies are being 
developed t o  reduce the hazard associated w i t h  conventional measurement 
technologies o r  t o  provide valuable diagnost ic data cu r ren t l y  unobtainable 
because o f  h o s t i l e  engine environments. 

Several technologies developed f o r  space t ranspor tat ion may be adaptable t o  
manufacturing appl icat ions (e.g. leak tes ts  and weld inspections). One o f  
the underaddressed appl icat ions o f  advanced instrumentation f o r  space 
t ranspor tat ion i n  general i s  i t s  r o l e  i n  manufacturing processes. Focusing 
on monitoring and inspection c a p a b i l i t i e s  over the e n t i r e  l i f e  cyc le  o f  the 
system, from the s t a r t  o f  manufacturing and throughout the system operating 
l i f e ,  would provide the greatest  gains i n  reduced l i f e  cycle costs and 
improved mission readiness. 

I n  

No fundamental c u l t u r a l  changes a t  NASA seem necessary t o  support 
development o f  these technologies: 
support t h i s  development. Nevertheless, improved comnunication and 
coordination would be he lp fu l  between the d i f f e r e n t  NASA d iv is ions,  between 
NASA and other Government agencies, and between NASA and companies 
developing o r  p o t e n t i a l l y  using these technologies. This w i l l  provide a 
b e t t e r  br idge between the development o f  these technologies and t h e i r  
app l i ca t i on  i n  t ranspor tat ion systems. I n  t h i s  regard, accelerated funding 
i s  ca l l ed  f o r  t o  a l low t imely implementation o f  the most promising o f  these 
techno1 ogies. 

numerous programs are i n i t i a t e d  t o  

Beari ng Def 1 ectome t ry 

Descript ion: A probe containing an op t i ca l  f i b e r  bundle i s  mounted i n  the 
engine w i t h  i t s  t i p  i n  close proximity t o  the outside o f  a bearing race. 
Based on the i n t e n s i t y  o f  l i g h t  re f l ec ted  from the race and back i n t o  the 
probe, minute def lect ions o f  the race surface are monitored a t  high 
frequency. This has proven i n  turbopump testbed appl icat ions t o  be a very 
sensi t ive i nd i ca to r  o f  bearing v ibrat ions which can be corre la ted t o  
bearing condi t ion i n  real-time. 

Programs: SSME Technology Testbed 

Key Researchers: J .  C o l l i n s  and C. Mart inet  

Addressed Transportat ion Needs: 
turn-around times, disassembly f o r  cause rather  than schedule, reduced l i f e  
cycle costs, and improved mission confidence. 

Improved f l i g h t  safety, accelerated 
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Time f o r  Implementation Readiness: ca 1991 

Re 1 a t  i onsh i p be tween techno 1 ogy devel opmen t and t ranspo r t a  t i dn sys tem 
development f o r  t h i s  top ic :  Prov is ions f o r  incorpora t ion  o f  t he  
f i b e r  o p t i c  probe(s) should be included i n  the  engine design process. An 
h i s t o r i c a l  database should be developed t o  q u a n t i t a t i v e l y  c o r r e l a t e  bearing 
deflectometer signatures t o  bearing condi t ions i n  operat ing engines. 

Isotope Wear Analys is  

Descript ion: P r i o r  t o  engine assembly, a selected component i s  endowed 
w i t h  a low leve l  o f  r a d i o a c t i v i t y  on a p o r t i o n  o f  i t s  surface. A f t e r  
assembly, the l e v e l  o f  r a d i o a c t i v i t y  i s  monitored between f i r i n g s  w i t h  a 
detector/analyzer operat ing e x t e r n a l l y  t o  the  engine. The loss o f  
r a d i o a c t i v i t y  i s  co r re la ted  t o  mass loss  a t  the component surface w i t h  a 
reso lu t i on  on the  order o f  micrograms. The determined mass loss  can be 
used t o  ca l cu la te  remaining l i f e  o f  the component accura te ly  w i thout  
requ i r i ng  engine disassembly. 

Key Researchers: J. Co l l i ns ,  M. Randall, and S. Barkhoudarian 

Addressed Transpor tat ion Needs: Accelerated turn-around times, disassembly 
f o r  cause ra the r  than schedule, reduced l i f e  cyc le  costs, and improved 
mission confidence. 

Time f o r  Implementation Readiness: ca 1990 

Relat ionship between technology development and t ranspor ta t i on  system 
development f o r  t h i s  top ic :  P re - i r rad ia t i on  o f  components requ i r i ng  wear 
moni tor ing should be inc luded as p a r t  o f  engine f a b r i c a t i o n  procedures. 
This w i l l  a l l ow  a p p l i c a t i o n  o f  t h i s  non in t rus ive  technology. 

F iber  Opt ic  Turbine Blade Pyrometry 

Descr ip t ion:  A f i b e r  o p t i c  probe i s  used t o  c o l l e c t  i n f r a r e d  thermal 
r a d i a t i o n  from tu rb ine  blades as they r o t a t e  past  the  probe. Th is  
r a d i a t i o n  i s  analyzed t o  determine temperature p r o f i l e s  o f  each blade i n  
real-time. This  in format ion i s  used t o  i d e n t i f y  small blade cracks which 
create ho t  spots, and other  i nd i ca to rs  o f  i n c i p i e n t  blade f a i l u r e .  

Programs: SSME Technology Testbed, Reusable Rocket Engine Turbopump Health 
Moni tor ing Program 

Key Researchers: 3. C o l l i n s  and M. Randall 

Addressed Transpor tat ion Needs: 
turn-around times, disassembly f o r  cause ra the r  than schedule, reduced l i f e  
cyc le  costs, and improved mission confidence. 

Improved f l i g h t  safety ,  accelerated 

Time f o r  Implementation Readiness: ca 1992 

Relat ionship between technology development and t ranspor ta t i on  system 
development f o r  t h i s  top ic :  
f i b e r  o p t i c  probe should be included i n  the engine design process. A 
h i s t o r i c a l  database should be developed t o  q u a n t i t a t i v e l y  co r re la te  

Prov is ions f o r  incorpora t ion  o f  t he  
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pyrometer signatures t o  blade condit ions i n  operating rocket engines, 

Between-Flight Opt ical  Leak Detection 

Descript ion: During between-f l ight inspection, an engine o r  other 
component i s  pressurized w i t h  an i n e r t  infrared-absorbing gas. The engine 
i s  i l l um ina ted  w i t h  i n f r a r e d  l i g h t  and monitored w i t h  an i n f r a r e d  camera. 
An i n f r a r e d  image o f  the engine, w i t h  leaking gas appearing as dark clouds 
i n  the v i c i n i t y  o f  the leak, i s  provided by the i n f r a r e d  camera. Leaks 
from large sections o f  the engine are thereby monitored simultaneously and 
r a p i d l y  w i t h  high s e n s i t i v i t y  (down t o  5 x 10-4 scim). This technology i s  
subs tan t i a l l y  more amendable t o  automation than cu r ren t l y  used techniques 
f o r  leak l oca t i on  and quant i f icat ion.  This would make possible system leak 
inspect ion times on the order o f  a few minutes. Current programs: SSME 
Technology Testbed, Rocketdyne Advanced Instrumentation IR&D. 

Key Researchers: R. Delcher, M. Randall, and J. Maram 

Addressed Transportat ion Needs: 
turn-around times, disassembly f o r  cause rather  than schedule, reduced l i f e  
cycle costs, and improved mission confidence. 

Time f o r  Implementation Readiness: ca 1990 

Improved f l i g h t  safety, accelerated 

Relat ionship between technology development and t ranspor tat ion system 
development f o r  t h i s  topic:  Q u a l i f i c a t i o n  o f  an appropriate pressurant gas 
f o r  o p t i c a l  leak checks should be p a r t  o f  the t ranspor tat ion system 
development. 

I n - f l i g h t  (Propellant) Optical Leak Detection 

Descript ion: Opt ical  methods are being developed f o r  real- t ime detection, 
locat ion,  and quan t i f i ca t i on  o f  propel lant  leaks i n  f l i g h t  o r  i n  space. 
Among the methods being considered are 1 i g h t  absorption/imaging techniques 
i n  the i n f r a r e d  o r  u l t r a v i o l e t  s i m i l a r  t o  the method described f o r  
between-f l ight leak detection. Other op t i ca l  techniques, inc lud ing Raman 
scatter ing,  a lso show s i g n i f i c a n t  promise and are being investigated. 

Key Researchers: R. Delcher, D. Gobeli, and J .  Maram 

Addressed Transportat ion Needs: 
turn-around times, disassembly f o r  cause rather  than schedule, reduced l i f e  
cycle costs, and improved mission confidence. 

Time f o r  Implementation Readiness: 

Relat ionship between technology development and t ranspor tat ion system 
development f o r  t h i s  topic:  Provisions f o r  o p t i c a l  a c c e s s i b i l i t y  t o  
external engine components would improve the ef fect iveness o f  t h i s  
technology. 

Improved f l i g h t  safety, accelerated 

ca 1993 

Remote Plume Spectrometry 

Descript ion: 
ground-based optics. The l i g h t  i s  analyzed spectrometr ical ly t o  detect  and 

L igh t  from rocket engine plumes i s  monitored w i t h  remote, 
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measure the quant i ty  o f  molecular and atomic const i tuents i n  the plume. 
Such measurements have been made a t  Rocketdyne and a t  SSC i n  over a hundred 
engine t e s t  f i r i ngs .  These measurements are valuable too l s  i n  
character iz ing and d is t inguish ing nominal and anomalous engine conditions. 
Furthermore, measured leve ls  o f  several key plume const i tuents can serve as 
ef fect ive ind icators  o f  anomalous component wear and provide an e a r l y  
i nd i ca to r  o f  po ten t i a l  engine fai lure.  For example, calcium-based 
const i tuents are cha rac te r i s t i c  of plume spectra from rocket engines such 
as the SSME, corresponding t o  nominal bearing cage wear. Plume spectra 
recorded i n  engine tes ts  resu l t i ng  i n  bearing cage f a i l u r e  have indicated 
substantial r i s e  i n  these calcium-based consti tuents up t o  hundreds o f  
seconds before red l i ne  detect ion and shutdown. Ear ly  detect ion o f  
anomalous wear i n  n icke l -a l loy and copper components has a lso been 
accomplished by t h i s  means. Such diagnostics s t rongly  suggest themselves 
as too l s  f o r  ea r l y  detect ion and minimization o f  f a i l u r e  damage. 

Key Researchers: L. Wyett, J .  Reinert, and D. Gobeli 

Addressed Transportat ion Needs: Engine characterization, improved f l i g h t  
safety, accelerated turn-around times, disassembly f o r  cause rather  than 
schedule, reduced l i f e  cycle costs, and improved mission confidence. 

F a c i l i t i e s  i n  Use: Rocketdyne Advanced Snstrumentation Laboratory, Santa 
Susana F i e l d  Laboratories, and Stennis Space Center 

Time f o r  Implementation Readiness: 

Relat ionship between technology development and transportat ion system 
development f o r  t h i s  topic: Provisions f o r  op t i ca l  a c c e s s i b i l i t y  t o  
external engine components would improve the effect iveness o f  t h i s  
techno1 ogy. 

ca 1991 

Ultrasonic Flowmetrv 

Description: An u l t rasonic  flowmeter i s  used as a nonintrusive means t o  
measure propel lant  flow. A p a i r  o f  u l t rasonic  transducers are mounted on a 
propel lant  duct. Ul t rasonic signals are transmitted and received between 
the two transducers. The propel lant  f low ve loc i t y  i s  determined by the 
frequency s h i f t  i n  the u l t rasonic  signals, i n  a ca lcu lat ion independent o f  
propel lant  densi ty and temperature. This flowmeter i s  designed t o  replace 
i n t r u s i v e  turb ine flowmeters conventionally used i n  rocket engines. 
SSME Technology Testbed program, the u l t rasonic  flowmeter i s  being 
evaluated t o  replace the ox id izer  flowmeter which was deemed unacceptable 
for the SSME and removed because o f  i t s  intrusiveness. 

I n  the 

Key Researchers: B. Szemenyei and S. Barkhoudarian 

Addressed Transportation Needs: Engine character izat ion and improved 
f l i g h t  safety. 

Time f o r  Implementation Readiness: ca 1991 

Relat ionship between technology development and transportat ion system 
development f o r  t h i s  topic: Provisions f o r  mounting the u l t rason ic  
transducers should be included i n  the selected duct design. 
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Nonintrusive Speed Sensing 

Description: An external ly  mounted, nonintrusive sensor i s  used t o  measure 
turbopump shaf t  speed. Measurements are made by detection o f  f luc tuat ions 
i n  magnetic f i e l d  a t  the sensor caused by the per iod ic  passage o f  permanent 
magnets embedded i n  the turbo pump speed nut. This technology has been 
developed t o  replace the i n t rus i ve  magnetic speed sensor formerly used on 
the SSME oxid izer  turbo pump. 

Programs: None cu r ren t l y  funded (formerly SSME Technology Testbed) 

Key Researchers: L. Wyett, 3. Reinert, and S. Barkhoudarian 

Addressed Transportation Needs: 
mission confidence. 

Improved f l i g h t  safety and improved 

Time f o r  Implementation Readiness: ca 1991 

Relat ionship between technology development and transportat ion System 
development f o r  t h i s  topic: 
used, provis ions f o r  incorporation o f  the magnets i n t o  the r o t a t i n g  
assembly should be included i n  the engine design process. 

I n  vehicles where t h i s  technology i s  t o  be 
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FLIGHT ELEMENTS 
FAULT DETECTION AND FAULT MANAGEMENT 

WHITE PAPER 

H. Lum, A. Patterson-Hine, J. T. Edge, D. Lawler 
November 17, 1989 

Implementation of high-performance on-board intelligent computational systems is required to 
meet the requirements envisioned for NASA's current missions and the missions projected for 
the year 2000 era. Intelligent computational systems must be capable of: integrating, inter- 
preting, and understanding sensor input information; correlating that information to the 
"world model" stored within its data base and understanding the differences, if any; defining, 
verifying, and validating a command sequence to merge the "external world" with the "internal 
world model"; and controlling the vehicle and/or platform to meet the scientific and engineer- 
ing mission objectives. Critical to the implementation of such a system is an evolutionary ap- 
proach taken to establish the baseline infrastructure for a real-tinie fault detection and fault 
management/reconfiguration system; the computational requirements for both ground mission 
operations and in-flight monitoring and operations will be highly dependent on the use of paral- 
lel and distributed computing in a fault-tolerant environment not totally dictated by the tradi- 
tional implementation of triple redundancy. Decreases in mission operations costs while, at the 
same time, preserving the safety and reliability of flight missions, require a new and evolu- 
tionary approach to fault detection and fault management especially with the development and 
implementation of expert systems for system monitoring and advise. Currently, Mission 
Operations are left on their own to reverse-engineer the system designs to determine the conse- 
quences of failures on systems and functions, which involves a labor-intensive operation for 
both the design analysis and the mission operations support. Even the use of expert systems to 
automate failure analysis will not solve the problem of converting the systems schematics to the 
representation required by expert systems, nor will it provide the assurance that the software 
has been properly validated for mission critical use. The analysis of complex systems utilizing 
advanced automation and robotics must include an analysis of the software required by these 
systems as well as the hardware architecture. Techniques for modeling hardware systems and 
components need to be extended to represent the behavior of the software and to characterize the 
hardwarelsoftware interfaces. Traditional hardware fault management strategies such as hier- 
archical failure containment must also be applied to software components and addressed from an 
overall system fault management concept. 

Fault management for an intelligent computational system must be developed using a "top- 
down" integrated engineering approach. Previous fault tolerant systems have been developed 
from a "bottom-up" approach, Le., emphasizing the architecture required for a fault tolerant 
system rather than integrating the architecture with the overall mission requirements includ- 
ing the spacecraft design, ground and in-flight mission operations, and the design knowledge ob- 
tained from conceptual design through simulation, tests, integration, and flight operations. The 
proposed approach includes integrating the overall environment involving sensors and their as- 
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sociated data; design knowledge capture; operations; fault detection, identification, and reconfig- 
uration; testability; causal models including digraph matrix analysis: and, overall performance 
impacts on the hardware and software architecture. Finally, the overall concept will be evalu- 
ated in testbeds simulating an operational environment to demonstrate technology readi- 
ness/feasibility for user transfer, establish user confidence in the technology , and validate the 
hardwarehoftware architecture including the cost models for project implementation. 

Implementation of the concept to achieve a real-time intelligent fault detection and management 
system will be accomplished via the implementation of several major objectives which consti- 
tute the elements of the basic system infrastructure. These objectives are as follows: 

a. Development of fault tolerant/FDIR requirements and specifications from a systems level 
which will carry through from conceptual design through implementation and mission opera- 
tions. This element includes design data capture and acquisition throughout the life cycle of the 
project/mission. Figure 1 , FT/RM Analysis Environment represents a realistic conceptual ap- 
proach which will comply with the requirements of this objective. 

b. Implementation of monitoring, diagnosis, and reconfiguration at all system levels providing 
the capability for unambiguous isolation of failures and integration of all systems aspects with 
mission maintenance support and operations. 

c. Optimize system operations to manage degraded system performance through "top-down" 
system integration of all interacting elements with highest priority given to system availability 
through reconfiguration of hardware, software, and communications data networks, protocols, 
and interfaces. 

d. Lower development and operations costs through the implementation of an intelligent real- 
time fault detection and fault management system including the development of an unified infor- 
mation management system (UNIS). UNIS will provide the capability for users to access the 
database at all levels independent of the skill level of the user thereby allowing real-time 
planning and scheduling consistent with program changes and deviations. Figure 2, FT/RM 
Analysis Process in the Space Station Program, is an example of an UNIS-type implementation 
to meet this objective. 

Current R e s e d  . . .  

The proposed effort for Fault Detection and Fault Management will leverage current on-going 
activities currently being sponsored by the Office of Space Station Freedom, the Defense 
Advanced Research Projects Agency (DARPA), and the Office of Naval Research (ONR). As a re- 
sult, the required technology development program to meet the proposed objectives will "in- 
herit" the underlying basic research and development and will represent a cost-effective pro- 
gram. In addition, Space Station Freedom is already addressing some of the technology elements 
in its Advanced Technology Development Program and these efforts can also be applied to the de- 
velopment of the basic infrastructure of the Intelligent Fault Detection and Fault Management 
System using data obtained from existing Space Station testbeds and the Space Shuttie Program. 
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Early milestones which can be achieved are as follows: 

CY-90: Review technology and investigateldefine leveraging opportunities; define concept and 
develop integrated program technology development and integration plan 

CY-91: Complete detailed definition of the integrated program plan and implementation of the 
supporting R & D technology base 

CY-92: Test and evaluation of the integrated design strategies through simulations and testbed 
demonstrations. A proposed testbed demonstration is described below: 

System concepts for software reliability and fault management will be validated using 
the advanced automated Space Station Freedom's Thermal Control System (TCS) jointly devel- 
oped by ARC and JSC. Rapid prototyping capabilities and simulations will be conducted on ARC'S 
TCS Research Testbed and system verification and validation will be conducted on JSC's TCS 
Testbed simulating the operational environment. System analysis will include both hardware 
and software. Techniques for modeling hardware systems will be extended to represent the be- 
havior of the software and to characterize the hardware and software interfaces. Traditional 
hardware fault management strategies such as hierarchical failure containment will be applied 
to software components. The end product will be the demonstration of a fully automated, real- 
time fault management and control system utilizing advanced automation technologies and a sys- 
tem causal model for developing the criteria and evaluation of potential systems for implemen- 
tation in a flight and/or operational environment. This demonstration will be a joint effort be- 
tween ARC and JSC and will extend and leverage the original TCS effort sponsored jointly by 
OAST and OSS under the Systems Autonomy Demonstration Project (SADP) effort. 

CY-93: Proof-of-Concept demonstration in an operational environment and optimization of the 
systems requirements document 

CY-94 and beyond: Optimization of the hardware and software architectures to correct identi- 
fied system design deficiencies, if any, and improve run-time performance. 
Initiate validation procedures for technology to be transferred to the user. 

Current key researchers for the proposed effort are as follows: 

Ames Research Center : Dr. Ann Patterson-Hine (Point of Contact) 
Dr. Henry Lum 

Johnson Space Center : J. T. Edge (Point of Contact) 
Dennis Lawler 

Langley Research Center: Chuck Meissner (Point of Contact) 

Marshall Space Flight Center: David Weeks (Point of Contact) 

Major participants at the present time. 
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Note: The research and development collaboration for this effort will also utilize the on-going 
collaborative efforts with industry and academia. Figure 3 shows the collaborative research 
team which currently exists at Ames and can be leveraged to support the program. 

Key facilities are identified below and represent existing facilities which may be augmented to 
support the proposed effort: 

Ames Research Center: Advanced Architectures Testbed, ALS/UNIS Testbed, and Space Station 
TCS Research Testbed. Figure 4 is an example of an existing testbed. 

Johnson Space Center: Various Space Station and Space Shuttle Testbeds 

Marshall Space Flight Center: SSM/PMAD and ECLSS Testbeds 

No new facilities are required for this effort. 

The programs which will benefit from this effort include Space Shuttle, Space Station Freedom, 
NASA/AF Advanced Launch Systems (ALS), and the Lunar/Mars Missions. It is expected that 
Space Shuttle will be an early benefactor and the technologies transferred to the Space Shuttle 
environment will serve as the basic infrastructure for Space Station Freedom which will then 
be augmented to provide the additional required capabilities. 

Major system needs which will be satisfied by this effort will be a decrease in the long-term 
mission operations costs through the development of a robust, intelligent fault detection and 
management system, higher quality decisions rendered during periods of uncertainty, and pres- 
ervation of the "corporate knowledge" for long-life missions/projects. "Short-term" savings 
are not expected due to "up-front" implementation costs although efficiencies in personnel uti- 
lization for ground mission operations can be anticipated. 

Major technology issues/holes are as follows: 

a. Validation methodologies for integrated knowledge-based systems (KBS) - Verification and 
validation (V&V) techniques are not tried (proven beyond doubt) and integrated for knowledge- 
based systems, Le., systems that integrate both algorithmic and heuristic information. 
Validation processes are required before knowledge-based systems (also known as expert sys- 
tems, intelligent systems, autonomous systems, and/or smart systems) will be incorporated 
into flight elements and in-line ground mission operations. Technical issues include: integra- 
tion of validation processes; risk level permitted; applicable functional uses, Le., critical 
and/or non-critical functions; languages; and validated software development tools. 

b. Advanced integrated space-qualified multiprocessing architectures for intelligent fault de- 
tection, management, and control systems - Projected space-qualified architectures and pro- 
cessors do not address the hardware and software issues associated with highly automated fault 
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detection and management systems. This problem is increased when parallel processors, dis- 
tributed processors, and knowledge-based systems are integrated into a heterogeneous comput- 
ing environment. Issues include adaptive operating systems, languages; dynamic memory man- 
agement and reallocation; ne 
(truth maintenance); and v 

anagement; dynamic database management and consistency 
on-chip testability functions. 

c. Realistic causal model as the basis for automated fault detection, management, and control 
systems and general systems engineering analyses - A realistic causal model does not exist for 
the implementation of an automated (knowledge-based) fault detection, management, and control 
system and systems analysis. As a result, project managers cannot evaluate the effectiveness of 
automated systems. The automated Thermal Control System, jointly developed by Ames Research 
Center and Johnson Space Center, represents a start in the development of a realistic causal 
model. The effort has to be extended to reflect the entire system (only 25% of the system was 
automated for the Space Station Freedom engineering demonstration). Such a "core" model 
must support, in a principle manner, a broad range of systems engineering analysis such as: 
cost analysis, risk analysis, OPS analysis, FMEA, testability analysis, integration analysis, and 
automation analysis. (This concept is shown in Figure 1 .) 

d. Development and Maintenance of a reliability database - Reliability data is historically not 
available for NASA programs in a timely manner and is constrained by procurement procedures. 
Hence, NASA must develop the required databases using small samples which can be scalable. 

e. Development of a theoretical foundation for systems engineering and integration - Only ad hoc 
techniques and techniques applicable to isolated systems and functions are currently available. 
A accepted general theory is not available to support the broad integrated analysis for the launch 
system as an entire system throughout the system lifecycfe. Specific quantitative metrics are 
required for system engineers to accurately judge the consistency and completeness with which 
a current design meets systems requirements and constraints. 

t 
The following NASA cultural changes are recommended to facilitate this technology development: 

a. Acceptance of fault detection, fault management, and control as an INTEGRATED SYSTEM 
ENGINEERING DISCIPLINE and not as a R&QA requirement, Le., use a top-down integrated engi- 
neering approach. 

b. Acceptance of fault management and control as a complementary approach to the classical 
(traditional) fault tolerant approach (triple redundancy). Maximize system availability with 
minimum system degradation. 

c. Relaxation of validation requirements for knowledge-based systems, i.e., determination of an 
acceptable level of risk for systems incorporating heuristic (non-deterministic) information. 

d. Incorporate systems engineering and integration as a driving force/organization in large 
complex system developments. Currently this discipline shares equal levels of design influence 
with areas such as OPS. This is inappropriate for driving the required functionality into the 
design while meeting other design constraints such as cost and fault tolerance. 

. .  
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ADVANCED ELECTRICAL POWER, 
DlSTRl8UTlON AND CONTROL 

FOR THE 
SPACE TRANSPORTATION SYSTEM 

WHTE PAPER 

IRVING G. HANSEN 
HENRY W. BRANDHORST, JR. 

54001POWER TECHNOLOGY DIVISION 
NASA LEWIS RESEARCH CENTER 

CLEVELAND, OHIO 441 35 

NOVEMBER, 1989 

BACKGROUND 

MAJOR OBJECTIVES 

SIGNIFICANT RESEARCH ACTIVITIES 

KEY RESEARCHERS AND FACILITIES 
The key people involved in various activities su porting the electrical actuation and 
power system work and the major facilities are P isted in the quad charts. 

TECHNOLOGY ISSUES AND MAJOR ACCOMPLISHMENTS 
The quad charts list the key issues and major accomplishments to date that 
will impact the Space TTansportation System. 

CONCLUSIONS 
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TECHNICAL ISSUES 

Electrical system reliability is in reality the probability of 

suitable electrical power being available to user loads. Long 

term reliability is achieved by parallel redundant elements in a 

single distribution block consisting of a source, storage (if 

required), and a distribution system all under active control and 

management. Uninterruptible, or secure power, for critical loads 

may be implemented by an additional block, or blocks, depending 

upon the requirements. Within a single block, fault limiting, 

fault isolation, and fault recovery through reconfiguration are 

implemented to maintain as much post fault capability as 

possible. This capability (fault tolerance) involves status 

sensing, intelligence, current limiting, and active switching. 

When all available technologies are fully reviewed, it becomes 

obvious that these requirements may be much more easily met by 

utilizing a distributed, alternating current (AC) system. The 

system physics, the system fault recoverability, and the 

overwhelming terrestrial experience support this conclusion. 

Given an AC system several engineering decisions remain as 

regards the distribution voltage, waveform, and frequencies. 

While each specific application must be evaluated, point designs 

and operating experience to date support the selection of 

ultrasonic, sinusoidal power systems operated at the highest 

voltage appropriate to the situation. 

SIGNIFICANT RESEARCH ACTIVITIES 

A s  the accompanying quad-charts show there are six candidate 

Government supported programs working on relevant technologies 
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with significant applications for electric actuators and 

integrated power distribution and control systems. The programs 

are listed below with a brief explanation and noteworthy 

technology. 

ADVANCED LAUNCH SYSTEM 

Four Advanced Development Tasks are directed to the development 

and demonstration of electrical actuators and electrical power 

systems for the proposed new family of heavy lift launch 

vehicles. Actuators for thrust vector control (TVC), fuel valves 

and others with ratings in the ranges of 5, 70, and 7 5  Hp are 

being developed with subsystem demonstrations scheduled before 

March 1992. Figure 2 shows the ALS EMA system demonstration 

activities and milestones. An additional task is being conducted 

by LeRC to provide advanced motor drive technology, motor 

designs, BITE concepts, and transfer the technologies directly to 

all the prime contractors. The 5 Hp drive has already been 

demonstrated, the 25 Hp drive and actuator will be tested in 

March 1990, and the 30 and 4 0  Hp actuators will be ready by early 

1991. 

The power semiconductors necessary to meet the peak horsepower 

ratings are now available and improved MOSFET Controlled 

Thyristors (MCT) will be available in six months. Circuit 

topologies and system architectures are available which meet 

required redundancy, fault tolerance and fault containment. An 

appropriate power control and distribution system integrated with 

an avionic and propulsion system will be demonstrated in 1992. 

ASSURED SHUTTLE AVAILABILITY 
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A preliminary ASA study by Rockwell Downey concluded that 

electric actuation was feasible, the technology was ready, and a 

five to six year schedule was reasonable to accomplish the DDT&E 

required to retrofit electric actuators into the existing Shuttle 

Orbiters. JSC is also supporting an analysis of ten Shuttle 

subsystem processing costs and turn-around flows. The EMA system 

is planned as the vanguard item to trade against the existing 

hydraulic systems. 

CIVIL TRANSPORT: POWER-BY-WIRE/FLY-BY-LIGHT 

This program is a planned new initiative for FY91. 

by-wire (PBW) portion of the program includes an all electric 

secondary electrical power system that includes electrical 

actuators, embedded engine generators, fixed bleed turbine 

engines, advanced power distribution architectures, BITE and 

electric driven environmental control systems. Studies at LeRC 

on a 767 class aircraft have shown a potential weight and fuel 

savings of nearly 10% by using the PBW approach. Plans in this 

initiative include development, fabrication, testing and flight 

evaluation of engineering prototypes by 1996. 

LUNAR/MARS INITIATIVE 

The power- 

Preliminary assessments have been made by the agency fo r  a report 

to the Space Counoil. Several scenarios, require relatively high 

power, long duration, automated, distribution systems. Surface 

rovers and mining vehicles will require reliable, power efficient 

actuation and variable speed motor drive systems. 

AF/WRDC - MORE E LECTRIC AIRPLANE - RETROFIT OF F-16 
Wright Research and Development Center under their More Electric 
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Airplane Program has contracted General Dynamics of 

Fort Worth, TX to do a trade study of the F-16 resulting in 

development costs, risks, and payoffs expected by replacing 

hydraulics with electrical actuation systems. Performance, 

operability, maintainability and recurring cost reductions axe 

the main drivers. This work is jointly sponsored by NASA LeRC. 

DAVID TAYLOR SHIP R&D CENTER - ELECTRONIC NAVY 
The US Navy has begun a massive joint program with DARPA to 

develop technologies that will enable all electric variable speed 

drivers of both the main propulsion engines and new weapon 

systems. This will require megawatts of power generation and 

distribution capability with new types of electronic control and 

mqtor drives. They plan to demonstrate a 200 Hp drive by the end 

of 1991 and work toward a capability to drive 3600 Hp induction 

motors. Motor drives and the required very high power MCTs and 

associated electronic components are already under intensive 

development and planned qualification. New programs include 

development of electric actuators to replace many hydraulic 

actuation systems, 

BUILT-IN TEST EQUIPMENT (BITE) 

The maximum advantage of BITE will be *d rpalized I when the 

capability is introduced into the equip,ment at manufacture. The 

BITE may then be calibrated and compared during all following 

acceptance testing. 

As presently conceived, BITE will support system checkout and 

verification for ALS, and eventually provide the system status 

information allowing automatic control of long duration power 
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requirements. 

distribution systems., the advantage of pushing intelligence 

deeply into the system cannot be minimized. With centralized 

intelligence software complexity, and its attendant verification 

problems, grows much more rapidly than the system does. However, 

as intelligence is pushed down, the problem approaches that of 

the verification of replicated simple instructions. Finally, it 

is intended to use BITE to provide the physical foundation, and 

experience base for the eventual incorporation of trend analysis, 

failure prediction, and expert systems in general. 

When considering large multinode power 

BACKGROUND 

For over a decade NASA LeRC has been evaluating, and defining 

power components and system characteristics as part of our OAST 

charter. This work provided a foundation for the Advanced 

Aircraft Secondary Power System Study in 1985 which concluded 

that a 20 kHz AC system had great advantages particularly when 

multikilowatt, multiply redundant, distribution was involved. 

This study also recognized the advantage of high frequency power 

for motor operation was proposed. In the intervening years, the 

technology has been reduced to practice and evaluate with several 

full power testbeds. The baseline 2 0  M z  power distribution f,or 

Space Station is shown in..the diagram. The system comprised two 

independantly powered feeders (left and right) similar to 

conventional aircraft practice. All loads had current limiting 

remote power controllers (RPC's) and could draw power from either 

feeder subject to power management. 

Differential protection was provided between nodes to monitor 
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soft and hard faults. 

for: off., on, trip level, monitors indicated switch status, the 

current flowing, and produced a flag when over current trips 

occurred. Similar instrumentation, but no current limiting or 

tripping, was provided by the node switches or remote bus 

isolators (RBI's), This system was assembled at Lewis and 

operated with total success for over a year. 

It is the confidence gained from the Space Station Testbeds, 

advanced components, and operating experinece that forms the 

foundation for advanced electrical power, distribution, and 

control. These advances in power control and newly demonstrated 

capabilities for control of a larger class of inherently rugged, 

induction motors using pulse-population-modulation with field- 

oriented control from a high frequency source makes this approach 

even more attractive. For example, selective steering of high 

frequency, small energy pulses and switching at zero crossing 

significantly reduces the size and weight of the electronics 

while practically eliminating EMI/EMC effects. 

In this system the RPC's were programmable 

CONCLUSIONS 

High frequency power distribution and management is a technology- 

ready state of development. A s  such, a system employs the fewest 

power conversion steps, and employs zero current switching for 

those steps. 

parts system count when equivalent systems are compared. 

operating voltage and frequency are application specific trade 

off parameters. However, a 20 kHz Hertz system is suitable for 

wide range systems. 

It results in the most efficiency, and lowest total 

The 
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It is a well known fact that  computer generated training videotapes can 
significantly enhance perception of procedures and sequences such as on- 
orbit assembly of structures. It is much easier to show a videotape of how 
something works then i t  is to try to describe i t  verbally or with text and 
2-D drawings. One can carry this observation one step further - to actually 
project the trainee into a lifelike computer generated 3-D training scenario 
with a Helmet Display System. 
It  is easier to relate to a videatape because i t  communicates thru graphical 
means - easy and natural for everybody to understand. 
is only playing a passive role of an  observer - he can't reach out and 
interact with objects on a videotape, just as he can't change the viewing 
angle. Helmet Mounted Displays make i t  possible for someone to actually 
project himself into a virtual environment and take an  active role in their 
training. Just like the video training films are stored 
lifelike 3-D training scenarios can be stored in cassete modules. Instead of 
placing a videotape in a VCR, the trainee plugs in a scenario module into 
the computer and puts on 
surrounded by that scenario. Here is one possible application for such 
system : 
A system on board of Space Station Freedom develope a fault. A decision is 
made to repair the fault locally with minimum loss of t ime None of the 
crew, however, has been trained to deal with this particular emergency. 
The selected Astronaut has to quickly absorb the maitenance procedures, 
make few practice runs to build up confidence and finally perform the actual 
repair. 
The crewperson loads the' simulated mission cartridge, dGns the Helmet 
Mounted Display and is immiediately projected into a "3-D training ma- 
nual". Unlike a conventional repair manual this one has no pages, instead 
i t  surrounds the trainee with a lifelike S-dimensional representation of the 

Still the trainee 

on cassette tapes, 

a Helmet Mounted Display to find himself 
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faulty system and it's surroundings. On .the first pass the trainee can simply 
sit back and watch the faulty system repair itself. If a different viewing 
angle is desired, all the trainee has to d o  is to move his head to a new 
viewing position. T h e  view changes automatically just as i t  would in real 
life. In this part of the accelerated training the astronaut is assuming a passive 
role of essentially watching a, 34imensional videotape of repair procedures. 
Following, a few minutes of passive observation the astronaut can place his hand 
on, for example, a module being replaced in a chassis. He can now actively follow 
the repair sequence by interacting with moving objects in the scenario. This active 
participation in the simulation scenario has the feel and sound of hands-on training. 
After several active passes in the virtual (computer generated) environment the crew 
is now ready to repeat the repair on the real system with full confidence. 
The in-flight crew trainer -will provide more effective training simulations thru video 
or animated task descriptions and interactive training environments. The  latter will 
include computer generated, synthetic 3-D training scenarios and active computer 
control of hand input peripherals for tactile training during scene playback. The 
system will provide accelerated in-flight training capability by refreshing crew skills 
and practicing unplanned contingency operations in a realistic environment. The  in- 
flight crew trainer will also enhance crew preparedness and safety. 
The in-flight crew trainer is a stand alone system consisting of up  to five nodes 
(two helmets per node). Each node uses three digital signal processors (two DSP's to 
compute the graphics, the third acting as a simulation host) and four graphics pro- 
cessors on a single printed circuit board. The simulated environment comprises a 
series of wireframe and solid-shaded images. All system calculation are real-time, so 
as soon as the wearer moves his head, the image also moves. 

The  "Helmet Mounted Display System" and "Part  Task Trainer" are two projects 
currently underway that are closely related to the in-flight crew training concept. The  
first project is a training simulator and an engineering analysis tool. T h e  simulator's 
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unique helmet mounted display actually projects the wearer into the simulated 
environment of three-dimensional space. Miniature monitors are mounted in front of 
the wearers eyes. T h e  images are slaved to a head tracking device which allows the 
system to sense that  the wearer has turned 180 degrees for example, and projects the 
images which were previously behinnd the wearer. The  system can simulate (in real 
time) the actions of astronauts in the Space Station Freedom cupola, Shuttle 01 
Manned Maneuvering Unit (MMU) for coordinated training of up  to ten crew mem- 
bers. Partial Task Trainer (PTT) is a kinematic simulator for the Shuttle Remote 
Manipulator System (RMS). The  simulator consists of a high end graphics work- 
station with a high resolution color screen and a number of input peripherals 
(including the " Handcontroller Chair") that  create a functional equivalent of the 
RMS control panel in the back of the Orbiter. PTT is being used in the training 
cycle for Shuttle crew members. It provides inexpensive hands-on training in an  
environment where mistakes can cause no damage to hardware. PTT has been 
designed to augument large scale simulators that  are expensive to operate. I t  
allows the crew members more time to work with the Shuttle RMS and learn 
different modes of operation. Activities are curently underway to expand the capabi- 
lity of the Helmet Display System and the Partial Task Trainer. Lower system 
complexity, higher fidelity graphics and improved processing speed are among many 
performance improvements that  could benefit the respective projects as well as the 
in-flight crew trainer. 

Researchers involved in these projects include Peter Galicki (NASA/JSC) and David 
Shores (Barrios Technology). Peter Galicki is conducting research in real-time 
computer hardware and interfacing. He is also involved in the development of 
Helmet Display technology and it's applications to JSC programs. David Shores is a 

computer graphics software engineer specializing in simulation development and 
synthesis for high end, color graphics workstations. 
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Most of the research for the in-flight crew trainer will be conducted at JSC's Integ- 
rated Graphics and Operations Analysis Laboratory (IGOAL). IGOAL's staff and 
high performance graphics workstations are dedicated to development of simulation 
and engineering analysis tools as well as graphics synthesis algorithms. IGOAL's 
man-in-the-loop simulators include Shuttle Remote Manipulator System (RMS) 
simulator and Space Station RMS simulator. Proximity operations simulators in the IGOAL 
support Shuttle, Shuttle-C, OMV and MMU. IGOAL is also involved in the development 
of Helmet Display technology with one Helmet System operational and an upgraded 
system under development. In addition a custom peripheral decelopment facility 
within IGOAL provides a capability to interface it's computer systems to the real 
world. Appart from IGOAL JSC Systems Engineering Simulator will also take part 
in the study of an in-flight crew trainer. 

This proposed training system concept is based on many new technological breakthrus 
some of which are more mature then others. Third generation digital signal proces- 
sors and highly integrated graphics chips dramatically improve data processing 
performance making it  possible to shrink the entire processing system to a single 
board. After the graphical images are computed they require a high resolution color 
miniature monitor for display. Color miniature displays that can be mounted on a 
helmet are not currently readily available and could represent a potential " hole" 
On the other hand, real-time head trackers are in production and their operation 
and interfacing are well understood. Integration of the trainer with existing flight 
systems should be straight forward and could provide for the interaction of multiple 
trainees within a common simulated environment. Low weight, volume and power 
requirements should be met by high component integration. Local storage of 
"digital" training scenarios are being investigated as well as remote transmission of 
training sessions from the ground. 
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SPACE TRANSPORTATION AVIONICS TECHNOLOGY SYMPOSIUM 
PAYLOAD ACCOMMODATIONS 

AVIONICS PAYLOAD SUPPORT ARCHITECTURE 
JSC/SUSAN L. CREASY/HEAD, PAYLOAD SUPPORT OPERATIONS SECTION 

MMAG/C. D . LEVY / MANAGER OF HOUSTON OPERAT IONS 
NOVEMBER 1989 

OV E RV I E W 

This paper addresses concepts for vehicle and payload avionics architectures 
for future NASA programs, including the Assured Shuttle Access program, Space 
Station Freedom (SSF), Shuttle-C, Advanced Manned Launch System (AMLS), and 
the Lunar/Mars programs. Emphasis is on the potential available to Increase 
payload services which will be required in the future, while decreasing the 
operational cost/complexity by utilizing state of the art advanced avionics 
systems and a distributed processing architecture. Also addressed are the 
trade studies required to determine the optimal degree of vehicle (NASA) to 
payload (customer) separation and the ramifications. o f  these decisions. 

MAJOR OBJECTIVES 

The avionics payload support architecture for future NASA space programs is 
designed to meet several major objectives. The typical customer vehicle 
avionics requirements i ncl ude re1 iabl e prow i sion for command, telemetry, 
video services, onboard data storage capability, and the capability to access 
vehicle data (e.g., attitude, state vehicle, timing, etc.) through some sort 
of "gateway". The extent and requirement for these serviqes depends upon the 
type of payload (deployable, attached, scientific experiment, etc.) and the 
type of mission (e.g., short versus long duration). A deployable payload 
which only resides in the NSTS orbiter for a few hours on-orbit typically 
requires different services than wi 1 1  attached SSF scientific experiments. 

From the NASA budgetary perspective, it is important to utilize an avionics 
payload support architecture which reduces the labor intensive integration, 
f 1 ight to f 1 ight reconf iguration process, mission operations support and 
crew/controller training. 

In order to accomplish this, it is desirable to reduce the interdependence of 
the veh.ic1e and payload where practical . By selectively designing the 
payload architecture to include a separate distributed payload data 
management system, including separate data storage as well as processing 
equipment, the payload capabilities are not limited by competition with the 
vehicle's requirements and the payload schedule is not tied to a mature 
vehicle's reconfiguration schedule. (See figure 1.) It would also be 
desirable to have a separate uplink and downlink capability for the same 
reasons as outllned above. This capability may be more of a cost impact and 
must be weighed as such. 

An additional consideration in the design of the avionics payload support 
architecture is the utilization of government or industry standards such as 
the 80386 processor, the 1750A processor, the 1553 data bus, etc. This will 
enhance the budgetary aspect of the program by allowing the use of commercial 
off-the-shelf (COTS) hardware and software, as we1 1 as providing the customer 
with standards for their design and software development that match those 
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available on the open market. Additionally, a customer could then transition 
easily from host program to host program (e.g., Shuttle to Space Station 
Freedom) without major electronic redesign. Other benefits to this approach 
would be derived if the system was designed to allow provision for program 
interchangeabi 1 ity of components and the capabi 1 i ty to easily upgrade the 
system as new capabilities are developed. 

MAJOR MILESTONES 

The concept of the use of a distributed avionics support architecture for 
payload applications is not a new one. It was proposed in the 1970's during 
the design phase for the NSTS orbiter. It was not implemented due to 
philosophical and budgetary considerations. As a result, the STS currently 
assumes an increased cost for payload reconf iguration f 1 ight to P1 ight, does 
not provide sophistication in payload software control, provides minimal 
payload data storage capability, provides only minimal vehicle data to major 
payloads, and provides no vehicle avionics services to the scientific 
experiments flown in the middeck. In order to alleviate some of these 
concerns, and with the advent of the microcomputer technology, the STS is now 
providing customers with the option of using the STS payload and general 
support computer (PGSC), which is a modified GRID 1530. The STS-provided 
PGSC is flight qualified. 
the STS relative to the user interface. This insures s~andardiza~ion in 
order to reduce crew/ground training and simp1 ify procedure development. The 
Interface Control Document (ICD) and user guidelines for the PGSC were 
published in 1989 and the system flew on STS-30 and STS-34 for the Fluids 
Experiment Apparatus (FEA) and Polymer Morphology (PM) payloads, 
respectively. Numerous other payloads have requested its use. 
is the Tethered Satellite System (TSS). 

Its utilization is under configuration control by 

The PGSC does not directly have a link to the orbiter communication system 
which limits ground control of experiments. This, in turn, potentially 
limits scientific return from payloads and also places greater burden on 
the flightcrew (training and timeline impact). 
TSS, this is overcome by use of the STS smart flexible 
multiplexer/demultiplexer (SFMDM) which is connected to both the orbiter 
communications system, as well the PGSC. 

In some applications, such as 

Another major milestone toward the recommended payload support architecture 
was the original SSF payload support architecture definition. 
distributed processing architecture, standardized testing, checkout, and 
training, and, in general ,a decoupling of vehicle and payload services. 
Unfortunately, the 1989 budgetary scrub exercise resulted in the potential 
deletion of many of the distributed payload avionics capabilities at the 
Permanent Manned Configuration (PMC) such as a separate payload local area 
network (LAN), separate payload data storage capabi 1 i ty, and separate payload 
command uplink capability. 
eventually upgraded with the later full-up configuration. Of concern is that 
the full-up configuration is not funded and will itself probably be 
confronted with a stringent budget. In addition, the cost and labor required 
to upgrade the system by the astronauts will be time consuming and complex. 

The Shuttle-C payload services definition served as another milestone. 
Although the proposed payload services provided by the Shuttle-C are somewhat 

It included a 

It was proposed that this configuration would be 
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minimal, it did propose placing the majority of 
responsibility on the payload customer and thus 
integration and operat ions costs. 

TECHNOLOGY ISSUES 

Some technology issues exist for the above m 
orbiter, the issues and work that 
Access program include replacing 
modulator master unit (PCMMU)/payload data in r (POI) due to parts 
obsolescence. This opens the opportunity to enhance the down1 ink data 
capability as well as provides redundancy in the payload POI link. Cost, 
schedule impacts to vehicles in the flow, and compatibility with the orbiter 
communications system are issues being worked in this area. Another item 
under investigation is the replacement of the orbiter payload recorder with 
one more suitable to the typical payload's bit rates and data recording 
requirements. Another technology issue relates to the need for further 
advances in connector and cabling design in order to reduce both volume and 
weight. This is, of course, a concern with all of the programs. Another 
area that needs further work is to develop a capability, via modem or a 
separate SFMDM type "black box", to provided communication services to 
orbiter payloads, such as middeck scientific experiments. 

payload services 
lifying the payload 

The major technology issues for the SSF program, relative to avionics payload 
support architecture, are in the integration of existing avionics 
technologies to control multiple real-time systems and limited vehicle 
resources, such as power, communication, assets, etc. 

The Lunar/Mars programs require more sophisticated avionics capabilities in 
order to meet the expected needs of these payloads over extended periods of 
time and with a greater communication lag between the ground operation team 
(including scientists) and the vehicle. This will lead to an increased 
requirement for automation and expert systems capability. 
estimated that the data storage capability required for some payloads which 
are proposed for the Mars mission would be on the order of 1X10E12 bytes, 
which is two orders of magnitude greater than what is currently available. 
In addition to this need for increased onboard data storage, it is 
anticipated that there will be a requirement for some level of 
pretransmission data compression for the Mars mission which has historically 
been a concern to the vehicle and scientific communities. 

In addition, it is 

Another area which warrants further exploration for each of the NASA programs 
is advancement in technology to increase the operational efficiency of the 
above programs in areas such as automation, robotics, expert systems, voice 
recognition, speaker independent systems,enhanced video display capability, 
etc . 
TRAOE STUDIES 

Perhaps more important than the technology issues mentioned above are the 
trade studies that are required to determine the NASA position relative to 
the payload community. The overall concern is the appropriate degree Qf 
NASA/user separation. This lies at the heart of many policy decisions 
relative to the handling of payloads. The question concerns the balance of 
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common services provided by the vehicle (NASA responsibility) versus those 
provided by the customer (user responsibility), For example, if the Agency 
were to provide an industry standard architecture ( S A )  processor with 
display capability, an I/O consisting of MIL-STD-1553B data busses, storage 
medium, and access to vehicle system data via a gateway, should the Agency 
provide the real-time ADA operating system with the application software 
being the responsibility o f  the user? If so, what is the interface criteria 
between the operating system ana the application programs? Where does the 
responsi bi 1 i ty 1 ie between NASA and the customer? Would NASA supply the 
background display structure and the customer provide the dynamic fi l l  to 
reduce and minimize crew training, whether ground or flight? Is there sbme 
interface line that can be drawn between host vehicle and user 
responsibi 1 ities that is beneficial to both in cost and integration schedule 
flexibility? If this type of standardization is used (in the example), the 
customer can uti1 ize relatively inexpensive ground versions of the flight 
hardware for software development, Val idation, and payload checkout. When 
drawing this "line1', developing a policy, or developing a criteria, serious 
deliberation and consideration should be given to safety (i.e., when can 
closed loop control not be implemented by the customer), mission success, 
reliability and/or redundancy, minimizing crew training, Integration of the 
cargo complement (i.e. , multiple payloads), and data processing security 
(i .e., protection of customer proprietary information) . 
SUMMARY /RECOMMENDATIONS 

In summary, it is important to keep in mind that the major goal of the 
operational NASA missions is related to payload/experiment activity, be it 
deployment of a satellite or a long-range scientific experiment. 
important to insure that the NASA programs provide services to make those 
programs, whether it is Shuttle-11, SSF, or some advanced upper stage, 
accessible to users. 
responsible decisions in the design of its programs to insure that they have 
not cut costs for DDT&E, which will result in increased costs in the out- 
years that significantly exceed what would have been the initial DDT&E cost 
investment . It is time for the Agency to address comonal i ty between 
programs to reduce DDT&E cost and "redesign the wheel" tendencies. It is 
equally important that these designs provide the user a low cost means to 
utilize the host vehicle capabilities without complex, time consuming 
integration processes, which is a major complaint of shuttle users. Program 
commonality and simplified integration processes with respect to payload 
accolrmodations provides the same cost and labor benefits to the customer that 
could be realized by NASA. Commonality provides options to the user for 
access to space. 
be started, developed, and flown for the same budget, if cross program 
avionics commonality is imposed in the out years. However, DDT&E monies must 
be expended now to realize such a benefit. 

In order to further pursue these areas, several things must be accomplished. 
Development of a payload/host vehicle policy is required to distribute 
responsibility, when practical and cost effective, to the user. 
necessary to rearrange these responsibilities based on the type of host 
vehicle (i .e., Shuttle-I1 versus Shuttle-C) . Whatever the result, this 
policy should provide a framework for avionics hardware and software 

It is 

In addition, it is important for NASA to make 

In simple terms, more programs and more experiments could 

It may be 
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commonality between all host vehicle programs and should delineate the 
separation of responsibilities between host vehicle and user. 

An avionics payload support architecture must then be developed to support 
the resultant policies. Paramount to this design is addressing 
standardization-use of those industry or government standards that impose 
program cross utilization, a means of technology evolution to resolve parts 
obsolescence concerns. The final system should also include functions that 
minimize the out years operating base, such as built in test and checkout. 

It is in NASA's best interest to develop such a payload support architecture 
for use across programs to use new avionics technology to increase operations 
efficiency and thus reduce recurring operations costs. 

KEY CONTACTS 

Other sources of information on these areas are as follows: 
Stan Blackmer/JSC/TJ2 (STS) 
Bi 11 Mal lary/JSC/EH (SSF) 
Ned Trahan /JSC/EH 
Char1 ie Price /JSC/EF 
C. 0. Levy/MMC, Houston 
Steve Elrod/MSFC (Shutt le-C) 
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PAYLOAD ACCOMMODATIONS 

SATELLITE SERVICING SUPPORT 

INTRODUCTION 

On-orbit satellite servicing is expected to be a major focus o f  future U.S. space 
activities, with increasing emphasis on the use of unmanned vehicles and the 
potential for high frequency operations of manned vehicles. Such servicing will 
require rendezvous and docking/berthing operations by the space transportation 
system. These operations are currently performed manually by the flight crew 
in manned space transportation systems or by remote piloting for the first 
generation o f  unmanned space transportation systems. Autonomous rendezvous and 
docking capabilities will increase the effectiveness and availability of space 
transportation support of these operations. 

The NASA Office of Aeronautics and Space Technology is currently funding research 
in technologies required for autonomous rendezvous and docking, including 
relative navigation sensors and guidance, navigation and control system 
algorithms. These technologies and their applicability to sate1 1 ite servicing 
will be addressed. The Satellite Servicer System F1 ight Demonstrations, which 
will incorporate an autonomous rendezvous and docking capabi 1 i ty i nto the Orbital 
Maneuvering Vehicle (OMV), are considered to be a near-term target for a subset 
of these technologies. 

This report describes the proposed technology studies discussed at the Space 
Transportation Avionics Symposium in Williamsburg, VA on 7 - 9 November 1989. 
The discussions and findings of  the Payload Accommodations Subpanel are also 
summarized. 

OBJECT I VES 
The major objective of the proposed focused technology development is to develop 
and demonstrate (ground and flight) autonomous rendezvous, proximity operations, 
and docking/berthing capabilities to support satellite servicing. It is expected 
that autonomous rendezvous and docking (AR&O) capabilities will benefit both the 
users (e.g., satellite developers and operators) and the transportation system 
developers and operators. 

AR&D will provide increased availability of rendezvous and docking services by 
reducing the operational constraints associated with current capabil i ties. These 
constraints include specific 1 ighting conditions, continuous space-to-ground 
communications, and lengthy ground tracking periods. AR&D will provide increased 
cost efficiency with the potential for reduced propellant expenditures and 
workloads (flight and/or ground crews). The AR&D operations will be more 
consistent allowing more flexibility in the design of the satellite control 
system and docking/berthing mechanisms. 
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TECHNOLOGY ISSUES 

The major technology issues are the development of relative navigation sensors; 
development and integration of guidance, navigation and control (GN&C) algorithms 
and techniques; and integration of sensors, effectors, GN&C algorithms and 
techniques, and docking/berthing mechanisms into a total system capability. Each 
o f  these areas is discuss in more detail below. 

Relative Naviaation Sensor Considerations 

Relative navigation sensors are required to support the operations spanning the 
rendezvous, proximity operations, and docking/berthing phases and is one of the 
major technology drivers for development of AR&D capabilities. One immediate 
issue .t.s.wwhsther the technology thrust should be focused on a single sensor which 
spans all these phases, or a sensor suite, with various components supporting 
the different phases. Another consideration is the choice of active or passive 
sensor systems. Active sensor systems include the installation of equipment such 
as transponders or reflectors on the target vehicle to support the return of RF 
signals or light waves being transmitted by the chaser vehicle. Passive systems 
would rely on optical image processing by the chaser vehicle with little, if any, 
support by the target vehicle. The support might be a specified target form on 
the target vehicle. 

As a result, there are a number of options for relative navigation sensors 
including radars, lasers, and optical imaging systems. These options are in 
various states of technology development. The technology studies range from 
proof-of-concept demonstrations to performance enhanaements , where performance 
includes not only accuracies, but range of operation, size, weight, and power 
requirements. Indeed, under Project Pathfinder, JSC is performing a sensor 
survey and trade study to identify candidate sensors and their characteristics. 

NASA/JSC is developing a laser docking sensor, a laser radar (LADAR) and LADAR 
imaging system, and an optical imaging system for the identification and tracking 
of a target. NASA/MSFC is also developing an optical imaging system for 
potential application to the OMV. The European 'Space Agency (ESA) is planning 
to use the Global Positioning Satellite (GPS) system and optical sensors to 
support the autonomous rendezvous, proximity operations and berthing of the Man- 
Tended Free Flyer (MTFF) . 
Applications of such sensors for exploration missions, particularly Mars 
missions, will place a premium on ability to withstand long periods of dormancy, 
light weight, small size and low power demands. Most of these attributes will 
also benefit their appl-ication to satellite servicing support, by reducing the 
resource requirements to be provided by the chaser vehicle. 

Tra.iectorv Desiqn Considerations 

Increased avai 1 abil i ty and high probabi 1 i ty of successful rendezvous and docking 
operations would greatly benefit users. Trajectory designs are a major 
influence, Trajectory designs to support satellite servicing, using AR&D, will 
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focus on maximizing the launch windows, minimizing operational constraints such 
as lighting and communications and tracking coverage, adaptability to 
contingencies, and safety (e.g., passive collision avoidance). 

The trajectory designs will be integrated with the relative navigation sensor 
capabllities to accommodate the sensor field-of-view and required tracking arcs. 
For some sensors, lighting conditions may impact the trajectory design. Although 
there will be a focus on reducing the requirement for continuous communications 
between the orbiting spacecraft and the ground, the trajectory designs will need 
to address space-to-space communications coverage between the chaser and target 
vehicles. 

The trajectories must also be designed to accommodate manual takeover, either 
by the flight .crew in manned spacecraft or by remote pilots for unmanned 
vehicles, The manual intervention will at least be required to support aborts 
and contingencies. The requirement for completion of a failed automatic 
rendezvous and docking by manual means must be investigated. 

Guidance. Naviqation, and Control Alqorithms 

Navigation filters must be designed to estimate relative state (positions and 
velocities - translational and rotational) using outputs of the selected relative 
navigation sensors. The adaptability of the navigation algorithm to failed 
sensors must be addressed. These developments are not expected to be technology 
drivers, but require a integrated development process. 

Guidance .and targetJng..algorithms must be designed. such that the targeted 
maneuvers- are within the acquisition range of the relative navigation sensors. 
They must handle a broad spectrum of dispersions. The guidance routines must 
be tuned to the performance of the navigation system. 

The flight control system design and its impact on proximity operations and 
docking/berthing are highly dependent on the configurations of the chaser and 
target vehicles. The configurations and types of control effectors (e.g., hot 
gas, cold gas, reaction wheels, control moment gyros) will impact proximity 
operations performance. Therefore, a generic fl ight control system cannot be 
developed for all possible spacecrafts. 

The development of the flight control system must be iterated with the design 
of the docking/berthing mechanisms. Preliminary allocations of performance 
budgets can be estabJished, but it is expected that design studies will dictate 
the need to modify’ these allocations based on maturing assessments of 
capabilities, cost impacts, and technical risks. 

A control system moding strategy must be developed to support the 
docking/berthing operations. Also, the approach to damping the transients 
resulting from docking/berthing and assured stability of the mated configuration 
must be developed. 
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Dockina Mechanism$ 

I n  general docking/berthing mechanisms w i l l  be customized t o  spec i f i c  vehicles 
and/or services. A NASA standard grapple f i x t u r e  f o r  the Shutt le Remote 
Manipulator System (RMS) has already been established. The OMV Program had 
o r i g i n a l l y  planned t o  develop a Three-Point Docking Mechanism (TPDM) and a RMS 
Grapple Docking Mechanism (RGDM) t o  support s a t e l l i t e  servic ing by the OMV. 
Recent funding l i m i t s  have resul ted i n  the e l iminat ion o f  the development o f  the 
TPDM. However, NASA s t i l l  desires t o  develop standard docking/berthing 
mechanisms, which can support s a t e l l i t e  servicing. 

The in te rna t i ona l  docking study may also establ ish standard docking/berthing 
mechanism requirements. These requirements would be re f l ec ted  i n  the AR&D 
development . 
Svstems In tea ra t i on  

A major e f f o r t  w i l l  be required t o  in tegrate the sensor, ef fector,  GNIC, 
t ra jectory ,  and mechanisms "point  designs" i n t o  a t o t a l  package which meets the 
performance requirements and accommodates d i s  ersions and fa i lures.  It i s  

e f f e c t i v e  a l l oca t i on  of the t o t a l  system performance requirements among the 
sensors, GNU, and mechanisms. The evolv ing designs o f  these elements w i l l  
i d e n t i f y  cost, schedule and r i s k  impacts, which must be accommodated. 

Ground demonstrations are proposed t o  provide proof-of-concept and proof-of- 
design before commitment t o  development o f  the f l i g h t  systems. The ground 
demonstrations w i l l  encompass the cos t -e f fec t i ve  use o f  engineering simulations, 
f l a t - f l o o r  simulations, and mechanisms t e s t  f a c i l i t i e s .  The benef i ts  and costs 
o f  implementations f o r  these various f a c i l i t i e s  must be assessed and an 
integrated plan f o r  t h e i r  u t i 1  i z a t i o n  developed. 

F1 i g h t  demonstrations are proposed t o  provide proof-of-design before commitment 
t o  operational use. It i s  expected t h a t  the f l i g h t  demonstrations w i l l  involve 
the Space Shutt le. A major SE&I task w i l l  be development o f  f l i g h t  demonstration 
plans which make maximum use o f  the Shut t le  whi le accommodating the p o t e n t i a l l y  
extensive i n teg ra t i on  with the NSTS Program. F1 i g h t  demonstrations must take 
i n t o  account o r b i t e r  f l i g h t  and ground crew monitoring and overr ide capabi l i t ies .  

expected t h a t  tradeoffs and i t e r a t i o n s  w i l ?  ! e required t o  converge on an 

TECHNOLOGY DEVELOPMENT APPROACH 

It i s  proposed t h a t  a work breakdown st ructure patterned a f t e r  the Pathfinder 
AR&D Pro ject  be used t o  focus the AR&D technology development t o  support 
s a t e l l i t e  servicing. This WBS i s  shown *in Figure 1. 

Also, i t  i s  proposed t h a t  the AR&D development f o r  s a t e l l i t e  serv ic ing be aligned 
with the proposed S a t e l l i t e  Servicer System F1 i g h t  Demonstrations. The Orb i ta l  
Maneuvering Vehicle (OMV) w i l l  be used as the chaser vehicle. Sensor options 
would be evaluated through a ser ies o f  staged f l i g h t  demonstrations o f  AR&D 
capab i l i t i es .  The ta rge t  vehic le  w i l l  be one o f  opportunity. The Orb i ter  w i l l  
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provide the orbital delivery of the OMV and target vehicle and provide the base 
for flight crew monitoring and supervision of the flight demonstrations. 

SYSTEMS INTEGRATION GN&C DEVELOPMENT SENSORS 81 MECHANISMS 

- SYSTEM REQUIRE- 
MENTS DEFINITION 

- TRAJECTORY CONTROL 
RQMTS DEFINITION 

- SCENARIO ASSESS- 
MENT 

- PROGRAM 
PLANNING 

- RELATIVE GUIDANCE - RELATIVE NAVIGATION 

- AUTOMATIC PROXIMITY 
SENSORS 

OPERATIONS - SENSOR TRADES 

- COOPERATIVE - MECHANISMS 
CONTROL APPL I CAT I ON 

- ARTIFICIAL 
INTELLIGENCE 
APPLICATIONS 

Figure 1. AR&D Work Breakdown Structure 

MAJOR MILESTONES 

A top-level definition of milestones was established for technology development 
and demonstration of AR&D capabilities to support satellite servicing. These 
milestones cover the period from CY 1990 through CY 1995. 

0 Define AR&D system iequirements - 1991 

0 Develop sensor breadboard( s) - 1991 

0 Develop validated G N U  software - 1992 

0 Develop prel iminary docking mechanism - 1992 

0 Imp1 ement ground demonstration(s) - Late 1992 
0 Develop plans for flight demonstrations - 1993 

0 Integrate and implement Satellite Servicer 
System (SSS) AR&Q, demonstration flights 
o Demonstration Flight 1 
o Demonstration Flight 3 

- Late 1993 - 1995 
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CANDIDATE PROGRAMS 

An assessment was made of programs which might benefit from the development of 
AR&D capabilities. The near-term focus will be on the Satellite Servicer System 
F1 ight Demonstrations. 
Lunar and Mars exploration will definitely require AR&D capabilities for unmanned 
vehicle operations to overcome the signal delays and communications blockages, 
which preclude effective remote control. Manned Mars missions can benefit from 
AR&D because flight crew proficiency will be degraded by the long mission 
durations. 

It is expected that future logistics support and orbital operations of the Space 
Station will involve unmanned transportation vehicles and high frequency 
operations of manned vehicles. AR&D will allow cost effective operations from 
the standpoint of resources, man power, and time lines. 

The Shuttle Evolution, Assured Shuttle Availability, and Next Manned 
Transportation System Programs will emphasize user support for orbital 
operations. AR&D will be a significant enhancing technology for these orbital 
operations . 
MAJOR ACCOMPLISHMENTS 

Although there has not been a specific technology program focused on development 
of AR&D capabilities for satellite servicing, a number of technology studies are 
under way, which are directly applicable. 

NASA/JSC is funding the development of laser docking sensors and optical sensors. 
One o f  the laser docking sensors was originally manifested for a flight test on 
an Orbiter flight, but has recently been reassigned to the Satellite Servicer 
System F1 ight Demonstration. An optical sensor is currently under development 
by NASA/MSFC and is being demonstrated in their ground test facilities. 
The AR&D Project under the Pathfinder Program has been under way for nine months. 
A detailed project plan, mission scenarios, and preliminary system requirements 
have been developed. / GN&C algorithm development, a sensor trade study, 
trajectory designs, and basic research in mechanisms are under way. 

The release of Request for Proposals for the Satellite Servicer System Phase B 
Study is imminent. The development of the Orbital Maneuvering Vehicle is in 
progress. A standard FSSTS grapple fixture has been established and the Satellite 
Services System Working Group is sponsoring the development o f  standard docking 
and grapple mechanisms. NASA is participating in an International Docking Study 
to explore the potential for standard docking mechanisms across international 
space elements . 
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FAC I LIT I ES 

The facilities to be used in the development of AR&D capabilities include six 
and twelve degree-of-freedom engineering simulations, which currently exist at 
various NASA centers and contractors. No major new simulations are proposed. 
The significant effort will be the incorporation of pertinent hardware models 
and applications software into these simulations 

Flat-floor facilities exist at JSC and MSFC which would allow limited ground 
demonstrations of AR&D capabilities with some true degrees of dynamic motion. 
No major upgrades to the basic facilities are anticipated. However, installation 
of the AR&D-unique hardware, hardware emulators, or math models will be required 
in these facilities. 

Jhermal/Vacuum facllities exist at 3sC and MSFC to provide environmental testing 
bf AR&D"components, including sensors and mechanisms. No upgrades are required 
for these facilities to accommodate the AR&D elements. 

Docking mechanism test facilities exist at JSC and MSFC. These hydraulically 
actuated systems will allow the ground demonstration of docking/berthing 
mechanisms associated wS th sate1 1 i te servicing. No upgrades are expected for 
these facilities. However, the unique mechanisms must be provided to these labs. 

KEY CONTACTS 

The following NASA personnel are currently involved with the development of 
technologies which are applicable to AR&D capabilities. 

flASA/JSC : 

0 Steve Lamkin, Pathfinder AR&D Project Manager 
0 Char1 es Gott, Trajectory Control Analysis 
0 Robert Savely, Artificial Intel1 igence Development 

NASA/MSFC : 

0 
0 Richard Dabney, OMV 
0 Ricky Howard, Flight Robotics 
0 E. C. Smith 

Tom Bryan, Autonomous Rendezvous and Docking Devel opment 

MAJOR FINDINGS/RECOMMENDATIONS FROM STATS PAYLOAD ACCOMMODATION SUBPANEL 

Following the briefings to the Subpanel , the participants were requested to 
identify the technology "holes" in their areas and to correlate the ability of 
the proposed technologies to meet a set of prescribed "needs." The following 
provides a compilation of the material provided to the Subpanel chairmen, who 
condensed these inputs into a composite Subpanel summary for subsequent 
presentation at the closing plenary session. 
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Pavl oad Accommodation Techno1 oqv Hol es 
o Autonomous Rendezvous and Docking Capabi 1 it i es 

0 Systems engineering to develop design and test requirements for AR&0 
matched to user/mi ssion needs 

0 Potential commonality in hardware, software, and trajectory requirements 

0 Low-cost flight demonstrations 

0 

0 

0 

Independent assess of appl icable DoD techno1 ogies 

Identification of other operations which can use AR&D technologies (e.g. , 
assembly, berthing) 

Assessment of benefits and impacts of AR&D capabilities in ongoing systems 
(e.g. , Orbiter, Orbiter RMS, OMV, Space Station). 

Correlation of AR&O Technoloqv to "Needs" 

Increased Re1 i abi 1 i ty 
- AR&D provides increased consistency' of proxim 

Increased Safety 
- Provides local control versus remote control - Use real-time, full -state information 

Decrease Operational Costs 

ty operat ons 

- Will generally decrease operational costs, but the extent will be 
proportional to the level of trust vested in the autonomous ,system 

coverage,' communications coverage periods, 1 ighting conditions) 
resul ti ng in increased avai 1 abi 1 i ty of rendezvous and docking 
services . 
flight and ground) 

- keduces the current operational constraints (e.g. , ground tracking 

- Reduces resource requirements (e.g., propel1 ant and crew time - 

Lower Hardware Costs 
- Reduces mechanisms costs because o f  lower contact dynamics 

Increased Robustness/Fl exi bi 1 i ty 
- Allows more operational flexibility - Is adaptable to off-nominal conditions. 
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PAYLOAD DEPLOYMENT SYSTEMS AND ADVANCED MANIPULATORS 

This paper p r e s e n t s  t h e  results of d i scuss i  
development of avionics t o  suppor t  p 
advanced manipulators. The d iscuss io  
during t h e  Space Transportat ion Avionics Tech 
Willaimsburg, Virginia on Nov 7-9, 1989. 

The quad charts fo r  t h i s  subtopic  were genera ted  by C. Gott, D. 
Homan, and E. Bains/NASA-JSC, P. Swaim/MDSSC, and R. Haken/TRW. 
During the  symposium signif icant  contr ibut ions were a l s o  made by 
6. Price/NASA-JSC and M. White/RI-D. 

Symposium par t iuc ipants  agreed t h a t  t h i s  subpanel would have 
benefited from more par t ic ipat ion by users. It w a s  suggested 
t h a t  inputs  from Shut t le  payload u s e r s  should be incorporated, 
either by direct discussions with users or by incorporating 
comments from u s e r s  as kept by Payload Accomodations. JPL, 
Goddard, and Langley, as builders of payloads, and t h e  Space 
S ta t ion  Utilization Office could a l s o  provide usefu l  inputs. 
Other po ten t i a l  users f o r  f u t u r e  systems should a l s o  be 
identified as e a r l y  as possible t o  determine what t hey  an t ic ipa te  
the i r  needs t o  be. 

Symposium par t ic ipants  a l s o  recognized t h a t  payload deployment is 
normally not  a safety critical area, and as  such, is vulnerable 
t o  budget c u t s  t h a t  defer c o s t s  from development t o  operations.  
Th i s  does  give opportuni t ies  f o r  upgrades of operat ional  systems, 
b u t  these must be very c o s t  e f f ec t ive  t o  compete w i t h  vehicle 
requirements t h a t  enhance safety o r  increase  lifetime. 

The quad charts prepared f o r  t he  symposium are shown in Figures 1 
and 2. These p r e s e n t  p rogres s  and needs in f ive major areas. 
These are (1) Fault to le rance  and redundancy management; (2) 
Hardware upgrades t o  increase  longeviety; (3)  Development of 
basic capabili ty f o r  f u t u r e  systems; ( 4 )  Improvements t o  enhance 
crew effectiveness/autonomous operations;  and (5) Enhancements 
t h a t  decrease s e n s i t i v i t y  of t h e  base vehicle t o  manipulator 
operations.  

The quad charts s'howed improved redundancy/ f a u l t  to le rance  as a 
major object ive f o r  payload deployment systems. Discussion a t  
the  symposium ident i f ied t h i s  as a major need f o r  the Shut t le  
RMS, b u t  one t h a t  is n o t  in work a t  present ,  Redundancy 
management as applied t o  t he  Shu t t l e  GN6C is considered desirable 
f o r  use  with SRMS, b u t  there is no a c t i v i t y  in  t h i s  area a t  
present .  In addition, no f u t u r e  programs were identified as 
having a c t i v e  programs t o  incorporate  redundancy management in to  
their designs; adding t h i s  t o  t he  SRMS would be likely to bring 
it in to  f u t u r e  programs also.  

Hardware upgrades t h a t  could reduce stress on t h e  manipulator 
were a l s o  considered a major sou rce  of system lifetime 
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improvement. While most hardware changes t o  manipulators may 
not  be in t h e  area of avionics, load sensing/relief is a n  a c t i v e  
and poten t ia l ly  valuable avionics upgrade. A load s e n s o r  f o r  
t h e  SRMS is cur ren t ly  under development by JPL, and successful 
demonstation of t h i s  capabi l i ty  would provide a valuable leadin 
f o r  f u t u r e  ssystems. This capabili ty would be extremely 
valuable f o r  autonomous systems such a s  would be needed f o r  
unmanned fl ights t o  Mars. 

The third area, development of basic capability f o r  f u t u r e  
systems, has a great deal of a c t i v i t y  f o r  space s t a t ion ,  bu t  very  
little a c t i v i t y  f o r  o the r  f u t u r e  systems. Space s t a t i o n  work h a s  
included development and evaluat ion of manipulator con t ro l  laws, 
and f u t u r e  work is ant icpa ted  t o  include path planning 
algorithms, coll ision avoidance algorithms, and con t ro l  f o r  more 
than one manipulator in  parallel operation. While there is 
vi r tua l ly  no active work f o r  f u t u r e  systems o the r  than space 
s t a t ion ,  t h e  requirements f o r  t hose  systems must a l s o  be defined. 

The existing s h u t t l e  RMS sof tware  and t h e  space s t a t i o n  work, 
both t h a t  cu r ren t ly  being done and t h a t  being planned, provide a 
sol id  base f o r  o the r  systems when requirements become firm. 

Many improvements t o  enhance crew e f fec t iveness  or t o  suppor t  
autonomous operat ions were suggested.  The quad charts identified 
path planning and coll ision avoidance as  reducing t ra ining 
requirements and on-orbit planning. Collision avoidance w a s  a l s o  
mentioned in  discussion as a requirement f o r  systems operat ing 
outs ide  a fixed work cell, par t icu lar ly  with multi-arm 
operations.  Improvements in  information display were a l s o  
discussed, and were agreed t o  have high po ten t i a l  payback. EVA 
requirements could be greatly reduced with dexterous handling, 
b u t  t h i s  has  a high in i t i a l  c o s t  t h a t  may make it hard t o  sell. 
Areas t h a t  have a l ready  shown major accomplishments in  enhancing 
crew e f fec t iveness  in ground tests include helmet mounted 
displays and s t e reoscop ic  vision systems. Other systems t h a t  
were mentioned during symposium discussions as  having po ten t i a l  
for  great benefit without great c o s t  included con t ro l  of cameras 
by voice o r  by automatic tracking of a selected point such as t h e  
End Effector.  

Finally, pre-mission planning of base vehicle cont ro l  could be 
made a great deal simpler and cheaper by reducing the  response of 
t h e  base vehicle t o  manipulator operations.  Changes t o  t he  
S h u t t l e  on-orbit DAP have a l ready  been approved t o  improve 
vehicle con t ro l  during SRMS operations,  and f u r t h e r  improvements 
are possible. This  area is also under active invest igat ion for  
space s t a t ion .  The need and benef i t s  from t h i s  a c t i v i t y  seem 
clearly established. 

In summary, redundancy management fo r  t he  s h u t t l e  RMS w a s  
mentioned as a major need t h a t  is no t  cu r ren t ly  being addressed. 
For f u t u r e  systems, coll ision avoidance, simpler user in t e r f ace  
with manipulators, and incorporation of fo rce  feedback systems 
were mentioned as major areas needing work. 
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ADVANCED TELEMETRY SYSTEMS FOR PAYLOADS 
TECHNOLOGY NEEDS, OBJECTIVES & ISSUES: A WHITE PAPER 

In troduct ion 

Payloads refer to systems and users in space. They are usually 
launched or carried by a space transportation system but are not in 
any way a functional part of the transportation system. Unmanned 
spacecrafts, specifically come under this category. 

There are two kinds of payloads, those which remain "attached" to 
the transportation system and those which are separated and 
become "detached". Detached payloads are transported to 
geosynchronous or other Earth orbits, placed on deep space 
trajectories or simply operate (free flyers) in co-orbit. The attached 
payloads are usually serviced via hardwire links while detached 
payloads use RF channels. Attached payloads communicate to ground 
terminals generally via the space transportation system( STS). The 
STS provides for transmission of data from these payloads, by 
providing standard or non-standard on board equipment. Standard 
accomodations usually meets all the user standard data 
requirements, and provides maximum flexibility and reliability, 
minimum cost and minimum concern for the services. A non- 
standard accomodation deviaties from the standard equipment 
requiring special equipment for a specific payload. 

In terms of services to users, functional links to payloads consist of 
command and low rate telemetry for the forward link, and high rate 
telemetry (and/or video) for the return link. The return link, usually 
a high data rate continuous information transmission, requires 
special processing at suitable nodes of the network path (from the 
source in the payload to the sink on the ground). 

Currently the NASA Space Transportation System supports standard 
and non-standard users both in 'attached' and 'detached' payload 
configurations. Onboard avionics supporting th& standard user in 

665 

T FlL 



each category provides onboard processing of the telemetry data 
while the non-standard users either process the data to comply with 
standard interface requirements, or non-standard data is routed by 
the STS unprocessed in a 'bentpipe' mode. 

With the growth in the number of users (spacecraft payloads) and 
the deployment of new facilities in space,. the existing scenario for 
payload telemetry systems will be impacted. Higher data rates will 
need to be telemetered on the ground in some flexible format. In 
many cases a near real-time data reception will be required. How can 
advanced avionics technologies solve the real space transportation 
problems of payload telemetry? Namely, support the higher data 
rates, provide a near real-time data on the ground, and reduce the 
cost of payload accomodation. 

Advanced payload telemetry system development should be focused 
in the following areas; bulk data transmission, distributed processing, 
use of networking methods and application of intelligent systems 
technology. Higher reliability and efficiency are additional concerns 
for advanced technologies. The development of these technologies 
are interdependent; for example, bulk data transmission will utilize 
applications of distributed processing, artificial intelligence 
technology, and networking methods to achieve higher throughput 
and efficiency. 

Tec hnolow Needs. Ob! 'ectives and Issues 

Advanced technologies currently identified for support of the STS 
payload telemetry 'system include the following; 
1. Integrated data systems 
2. Intelligent system approach 
3. Advanced signal processing 
4. Payload interface technology 
5.  Data distribution processing 
6. Information compression 
7. Voice and data encryption 
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8. Mass data storage and retrieval 

9. Advanced modulation and coding. 
and 

The current trend in the development of advanced technologies is to 
integrate all types of data (voice, text, data, graphics and video) such 
that the signals appear 'alike' 
approach provides commonality of processing, particularly at the 
intermediate transmission nodes. It also provides transparent 
communication as far as the end-to-end channel is concerned. 

to the transmission channel. Such an 

Recent developments in the practical artificial intelligence(A1) 
hardware/software such as expert systems and artificial neural 
networks show great promise for advanced telemetry applications. 
A I  concepts for data compression/selection are already being 
implemented in new designs. Raw sensor data is subjected to 
'intelligent conditioning' to help reduce the data volume and 
monitor key trends in data changes. Knowledge enhancement/ 
adaptive sensor techniques are being successfully applied in 
telemetry systems. Natural user interfaces are similarly upgraded on 
these lines. The AI concepts are generally implemented as a part of 
'embedded' software/hardware architecture. Fault diagnosis 
applications have become very common. Neural net applications in 
text/graphic and video are gaining grounds. Reliability of such 
systems for unsupervised operation is not well established but the 
systems currently show a great potential in supervised or operator- 
intensive operation. In cases where intensive decision-making is 
involved, speed of operation is questionable for real-time operations. 
A real-time integration issue to be addressed in an intelligent 
systems approach is an intervention by the operator in a situation 
where a human life is in danger. 

to 

Advanced signal processing refers to implementing standard as well 
as new innovative algorithms in higher speed technologies to cope 
with higher mass of data. Both the data compression and data 
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integration techniques are involved. Data compression is used to 
remove the redundancy in the source information and save for 
transmission only the information that is unknown. Data integration 
refers to the need to 'translate' various kinds of source data-- voice, 
computer data, video, graphics, etc --into a common data type that 
will respond to the rigors of channel transmission. The key issue in 
the signal processing implementation, building a standard 
architecture for the high-speed digital signal processor, has been 
solved. Several 'common' signal processors based on variations of 
common architectures far DOD standard avionics high-speed signal 
processors (parallel pipeline processing architecture) have been 
designed by vendors such as IBM, Hughes, AT&T, and Northrup. 
These are characterized by modular design, standard interconnection 
backplane, test/maintenance bus, data transfer network, etc. They 
provide processing of feature extractions, images and signatures, and 
have global memory elements. The state-of-the-art, Le., vector 
quantization for images, LPC for voice, etc., appear adequate for the 
need as most of the hardware is available to implement real-time 
operation in a space-qualified environment. AI technology of neural 
networks is being applied to the data analysis tasks successfully. 

Payload interface technology is yet another area which is being 
developed. The effort is to design a standard interface such that the 
system is easily reconfigurable. Interface parameters include data 
and clock rates and mode of transfer at the physical interfaces. 
Protocols for data transfers and provisions for standard user 
interfaces for log-on, dial-up, or menu/selection tree (user-friendly), 
have been developed. AI techniques will find good applications in 
interface reconfiguration. 

The payload telemetry system should be capable of routine 
extraction/ formatting/manipulation of user data and user data 
monitoring, for example, histogrammming, plotting, spectral 
transforms, etc. These services, if offered, may involve special data 
protocols, data rates, and link services (full duplex, half duplex, etc). 
An economic as well as technical issue will be involved in the 

668 



partitioning between onboard, and distributed processing. The level 
of processing by the user, on the ground and onboard at different 
transmission nodes will provide a variety of burdens for both the 
user and the space transportation system. For efficient distribution, 
advanced higher speed multiplexers and statistical concentrator 
algorithms will be employed. Network technology to move the data 
around efficiently will be used. The use of fiber optics for internal 
networking and distribution is well recognized. 

In order to have an effective handle on the data flow from/to the 
payload, the size of the payload data traffic should be reduced by an 
efficient lossless compression. Straight forward data compression of 
channel bit rate will be clearly desirable, but there will probably also 
be a clear trend for analyzed data only, with temporary backup 
storage and transmission of stored data. This information 
compression processing involves new approaches to noiseless coding 
(LPC/vector quantization extension) and provision for signal 
transformation, statistical analysis, and efficient presentation 
formats. 

The space transportation system environment will be used by a 
variety of common authorized users with at least indirect access to 
the total transmission media. Therefore some degree of privacy 
(e.g. encryption of virtual channels) will be required wherein users 
will be able to utilize only the data specifically addressed to them, 
even though they may be able to access the entire multiplexed data 
stream contained on the transmission media. The virtual channel 
between the payload and the ground, which is independent of actual 
routing path, will facilitate privacy. In theory, the technology to 
assure privacy is available today. The data encryption standard (DES) 
for commercial activities is sufficient for protection against all except 
concerted attack. However, three issues need consideration. The first 
issue is speed of operation. Operation of encryption technology at 
very high data rates is yet to be developed. The second issue is the 
key distribution problem similar to computer access passwords 
today. Standards provide ways of implementing/managing keys with 
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varying levels of privacy assurances, but implementing a uniform 
system-wide management strategy will be difficult. In a large 
multiport, multimode environment, the assurance mechanism that 
keeps keys up-to-date 
task. A possible AI application may be inevitable. The third issue is 
the interaction of the encryption mechanism with the channel error 
coding and addressing (routing) protocols. The transmission medium 
must have either unencrypted or commonly encrypted routing 
information to properly forward data via the designated virtual 
channel. Further, the encryption mechanism is useless if it cannot 
cope with the reality that the channel will itself provide corrupted 
data to the end user. 

and properly distributed will not be a simple 

With the growth of the payload data, mass data storage and retrieval 
will become very important. The data will probably be stored on 
optical disks with very high readlwrite rates and will have up to 
tera-byte capacity. With such a large quantity, a provision for fast 
retrieval of data will be needed. An intelligent data base that can 
provide resource management, allocate services to competing users 
and interface with the ground user to set up comunications, will 
become part of the system. 

The objective of advanced modulation and coding is to provide 
improved system performance in terms of increased bandwidth and 
power efficiency while minimizing transmission errors and the 
effects of interference. New techniques that combine both the 
modulation and coding 
modulation (QAM) is a digital modulation scheme designed for a 
ground based micfowave telephone link to provide premium 
bandwidth conservation. Trellis modulation (TCM), by virtue of 
adding the error-correction code as part of the modulation, is a prime 
candidate for high data rate transmission. Other schemes based on 
spectrum, spreading such as CDMA and FH provide interference 
immunity. They are also characterized by slowly degrading 
performance as the signal to noise ratio is reduced. It is also likely 
that synchronization will be an issue for the advanced modulation 

are being developed. Quadrature amplitude 
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scheme. Parallel prokessing architectures are being evolved to handle 
the high data rates. 

The current trends in advanced payload telemetry are the new 
developments in advanced modulation/coding, the applications of 
'intelligent' techniques, data distribution processing, and advanced 
signal processing methodologies. Concerted efforts will be required to 
design ultra reliable man-rated software to cope with these 
applications. The 'intelligence' embedded and distributed throughout 
various segments of the telemetry system will need to be overridden 
by an operator in case of life-threatening situations, making it a real- 
time integration issue. Suitable MIL standards on physical interfaces 
and protocols will be adopted to suit the payload telemetry system. 
New technologies and techniques will be developed for fast retrieval 
of mass data. 

Currently, these technology issues are being addressed to provide 
more efficient, reliable, and reconfigurable systems. There is a need, 
however, to change the operation culture. The current role of NASA 
as a leader in developing all the new innovative hardware should be 
altered to save both time and money. We should use all the available 
hardware/ software developed by the industry and use the existing 
standards such as FDDI, ISO/OSI, STDN, rather than inventing our 
own. 
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INTRODUCTION 

T H I S  PAPER I S  CONCERNED W I T H  THE PROBLEM OF HOW TO PUT 

TOGETHER AN INTEGRATED, PHASED, AND AFFORDABLE A V I O N I C S  

ADVANCED DEVELOPMENT PROGRAM THAT L INKS AND A P P L I E S  TO 

OPERATIONAL,  EVOLVING,  AND DEVELOPING PROGRAMS/VEHICLES, 

AS-WELL-AS THOSE I N  THE PLANNING PHASES. COLLECTING TECHNOLOGY 

NEEDS FROM I N D I V I D U A L  PROGRAMS/VEHICLES AND PROPOSED 

TECHNOLOGY I T E M S  FROM I N D I V I D U A L  DEVELOPERS USUALLY RESULTS I N  

A MISMATCH AND SOMETHING THAT I S  UNAFFORDABLE. A STRATEGY TO 

ADDRESS T H I S  PROBLEM WILL BE OUTLINED W I T H  TASK D E F I N I T I O N S  

WHICH WILL L E A D  TO A V I O N I C S  ADVANCED DEVELOPMENT I T E M S  THAT 

WILL F I T  W I T H I N  AN OVERALL FRAMEWORK, P R I O R I T I Z E D  TO SUPPORT 

BUDGETING, AND SUPPORT THE SCOPE OF NASA SPACE TRANSPORTATIONS 

NEEDS. 

SCOPE OF NASCI SPACE TRANSPORTATION 

THE SCOPE OF SPACE TRANSPORTATION SYSTEMS UNDER CONSIDERATION 

CAN B E  GROUPED BY MAJOR FUNCTIONAL AREAS: CARGO TO 

LOW-EARTH-ORBIT ( L E O ) ,  CARGO AND PEOPLE TO LEO AND RETURN TO 

EARTH, ON-ORBIT TRANSPORTATION AND SERVICES,  PEOPLE RESCUE, 

L E O  F A C I L I T Y ,  FIND MARS EXPLORATION. THESE ARE SHOWN I N  F I G U R E  

1; ALONG W I T H  THE V E H I C L E S  W I T H I N  THOSE AREAS AND T H E I R  

DEGREES OF MATURITY.  VERY FEW ARE OPERATIONAL,  WITH SOME I N  
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PHASE C / D  DEVELOPMENT, BUT MOST ARE I N  P R E L I M I N A R Y  D E F I N I T I O N  

PHASES. THESE MAJOR F U N C T I O N A L  AREAS WILL BE REQUIRED TO 

SUPPORT NASA PROGRAMMATIC GOALS FUR A T  L E A S T  THE NEXT 20 YEARS 

AND PROBABLY LONGER. THEREFORE, LJPGRAD I N G  AND EVOLVII \ lG 

E X I S T I N G  V E H I C L E S  AND C A P A B I L I T I E S  BECOMES AN ADDED DII'IENSION 

TO D E F I N I N G ,  B U I L D I N G  AND P H A S I N G  I N  NEW V E H I C L E S  AND 

C A P A B I L I T I E S .  

MANY S T U D I E S  ARE UNDERWAY W I T H I N  THESE F U N C T I O N A L  AREAS TO 

I N V E S T I G A T E  O P T I O N S  CONCERNING UPGRADING AND E V O L V I N G  E X I S T I N G  

C A P A B I L I T I E S ,  AUGMENTING W I T H  NEW C A P A B I L I T I E S  AND/OR S T A R T I N G  

OVER W I T H  A "CLEAN SHEET" DESIGN.  FOR EXAMPLE THE NEXT MANNED 

TRANSPORTATION STUDY HAS COMPLETED PHASE I WHICH LOOKED AT 

TRANSPORTATION ARCHITECTURAL OPTIONS ASSOCIATED WITH THE CARGO 

TO L E O  AND CARGO AND PEOPLE TO L E O  AND RETURN TO GROUND 

F U N C T I O N A L  AREAS. T H I S  STUDY I S  PLANNED TO CONTINUE 

I N T O  PHASE I 1  W I T H  MORE D E T A I L E D  D E F I N I T I O N  

AND COSTING S T U D I E S .  I N  THE AREAS OF ON-ORBIT TRANSPORTATION 

AND S E R V I C E S  A D D I T I O N A L  S T U D I E S  WILL B E / A R E  B E I N G  MADE TO 

UNDERSTAND THE E V O L U T I O N  O F  THE OMV, D E F I N I T I O N  OF THE OTV, 

ROBOTIC SERVICER, PLATFORMS, AND FREE FLYERS.  THE SPACE 

S T A T I O N  ( L E O  F A C I L I T Y )  IS NOT A TRANSPORTATION V E H I C L E  PER SE 

BUT I 5  A V I T A L  PART OF THE TOTAL SPACE TRANSPORTATION P I C T U R E  

I N  THAT S I G N I F I C A N T  REQUIREMENTS ARE PLACED ON OTHER 

TRANSPORTATION F U N C T I O N A L  AREAS BY I T  AND I T  CAN ALSO BE A 

JUMPING O F F  P O I N T  (TRANSPORTATION NODE) FOR VARIOUS MARS 

EXPLORAT I ON SCENAR 10s. SPACE STAT I ON EVOLUT I ON STUD I ES ARE I N 

PROGRESS. 
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EXPLORATION S T U D I E S  ARE UNDERWAY TO 

D E F I N E  TECHNICAL AND PLANNING INFORMATION W D  SHOULD BE 

A V A I L A B L E  I N  EARLY 1990. WHILE VARIOUS ASPECTS AND 

R E L A T I O N S H I P S  ACROSS THE FUNCTIONAL AREAS ARE CONSIDERED 

DURING THESE STUDIES,  AN END-TO END ASSESSMENT AND D E F I N I T I O N  

I S  REQUIRED TO UNDERSTAND AND D E R I V E  AN INTEGRATED AND PHASED 

SET OF A V I O N I C S  ADVANCED DEVELOPMENT NEEDS. 

STRATEGY DEVELOPMENT 

T H I S  TOP DOWN APPROACH TO D E F I N I N G  AN A V I O N I C S  ADVANCED 

DEVELOPMENT PROGRAM INVOLVES SEVERAL STEPS:  D E F I N I N G  

PROGRAMMATIC GOALS AND REQUIREMENTS, PERFORMING ASSESSMENTS, 

D E R I V I N G  A V I O N I C S  TECHNOLOGY NEEDS, E S T A B L I S H I N G  S E L E C T I O N  

C R I T E R I A ,  AND A P P L Y I N G  TKE C R I T E R I A  TO PROPOSED TECHNOLOGY 

DEVELOPMENTS. 

THE PROPOSED STRATEGY DEVELOPMENT WOULD B E G I N  WITH THE 

COLLECTION O F  CANDIDATE/PROPOSED SPACE TRANSPORTATION SYSTEMS, 

CONCEPTS, AND SCENARIOS AS D E F I N E D  BY THE ABOVE MENTIONED 

STUDIES.  ESTABLISHMENT O F  NASA PROGRAMMATIC/USER NEEDS, 

P R I O R I T I E S ,  AND,SCHEDULES: F I R S T ,  THOSE ASSUMED W I T H I N  EACH 

STUDY, AND SECOND, THOSE WHICH WOULD APPLY ACROSS FUNCTIONAL 

AREAS WOULD BE THE SECOND TASK. THE NEXT TASK WOULD I N V O L V E  AN 

ASSESSMENT O F  M I X E D  F L E E T  OPERATIONS ACROSS A L L  FUNCTIONAL 

AREAS TO DETERMINE ALTERNATE V E H I C L E  S T R A T E G I E S  AND 

S Y N E R G I S T I C  =ET C A P A B I L I T I E S .  W I T H  THE M I X E D  F L E E T  

OPERATIONS UNDERSTOOD, THE V E H I C L E ,  SYSTEM, AND OPERATIONS 
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DDT&E DRIVERS AND PRIORITIES CAN BE DEFINED. THE NEXT STEP IS 

TO CORRELATE THE DDT&E D R I V E R S  TO A V I O N I C S  TECHNOLOGY DRIVERS.  

THE PAYBACKS AND R I S K S  OF EACH OF THESE D R I V E R S  SHOULD B E  

EVALUATED AND UNDERSTOOD. W I T H  T H I S  COMPOSITE SET OF DATA AND 

INFORMATION THE ESTABLISHMENT OF A SET OF TECHNOLOGY S E L E C T I O N  

AND E V A L U A T I O N  C R I T E R I A  BECOMES THE NEXT TASK. T H I S  C R I T E R I A  

COULD I N V O L V E  MANY PARAMETERS SUCH AS; T I M I N G ,  F L I G H T  TEST 

REQUIREMENTS, GREATEST PAYBACK ACROSS FUNCTIONAL AREAS, ETC. 

SOME OF THE A V I O N I C S  TECHNOLOGY DRIVERS CAN BE GROUPED 

ACCORDING TO T H E I R  T I M E  PHASED SUPPORT TO SEVERAL 

PROGRAMS/VEHICLES. THESE SHOULD B E  I D E N T I F I E D  AND WORKED BY 

ONE SOURCE OVER A LONGER P E R I O D  O F  T I M E  I N  A B U I L D  UP F A S H I O N  

TO SUPPORT THE VARIOUS PROGRAMS/VEHICLES. F I G U R E  2 SHOWS 

THREE EXAMPLES WHICH APPLY TO OPERATIONAL PROGRAMS AS-WELL-AS 

PLANNED PROGRAMS/VEHICLES. I F  THESE TECHNOLOGIES ARE WORKED AS 

A FUNCTIONAL TYPE (RATHER THAN BY PROGRAM/VEHICLE) 

M U L T I P L E  START UP COSTS AND " R E I N V E N T I O N  O F  THE 

WHEEL" CAN BE AVOIDED. ALSO THE FUNDING TO SUPPORT THESE TYPE 

EFFORTS CAN BE BUDGETED OUT OVER THE YEARS TO MATCH THE T I M I N G  

REQUIREMENTS O F  THE TECHNOLOGY NEEDS. 

RECOMMENDATION 

EARLY I N  1990 MUCH O F  THE I N P U T  DATA AND INFORMATION NEEDED T O  

I N I T I A T E  THE ABOVE TASKS W I L L  B E  A V A I L A B L E .  I T  I S  RECOMMENDED 

THAT A S M A L L ' U J R K I N G  GROUP BE FORMED AND TASKED TO WORK T H I S  

AVIONICS ADVANCED DEVELOPMENT STRATEGY. THE OBJECTIVE BEING ra 
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DEVELOP A FRAMEWORK FOR ASSESSING AND INTEGRATING AVIONICS 

ADVANCED DEVELOPMENTS WHICH WILL RESULT IN A PRIORITIZED AND 

PHASED DEVELOPMENT ITEMS TO SUPPORT NASA SPACE TRANSPORTATION 

NEEDS. 
\ 

SYMPOSIUM FEEDBACK AND OBSERVATIONS 

COMMENT FROM ALS: THEY ARE SKEPTICAL THAT A PRIORITIZED SET OF 
ADVANCED DEVELOPMENT ITEMS CAN BE DEVELOPED 
BASED ONLY ON TECHNICAL MERIT. ALS HAD TRIED 
TO DO BUT HAD RUN INTO TOO MANY POLITICAL 
FACTORS. 

COMMENT FROM MDAC: FIN ANALYTICAL TOOL EXIST THAT WILL 
PRIORITIZE ITEMS BASED ON VARIOUS 
COMBINATIONS OF WEIGHTING FACTORS. 

OBSERVATIONS: 1. 

2. 

THE AVIONICS TECHNOLOGY NEEDS TO SUPPORT THE 
VARIOUS PROGRAMS/VEHICLES WERE NOT SPECIFIC 
OR COMPLETE ENOUGH; ESPECIALLY, FOR THE 
ON-ORBIT TRANSPORTATION AND SERVICES, SPACE 
STATION, AND LUNAR/MARS EXPLORATIONS 
PROGRAMS. 

IT IS NOT CLEAR WHERE QUESTIONS THAT ARE 
CONCERNED WITH TRADES BETWEEN NASA HQ CODES 
SHOULD BE REFERRED TO. THE REQUIREMENT FOR A 
NASA CHIEF ENGINEER TYPE FUNCTION AT HQ W A S  
DISCUSSED. 
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ACRC - ASSURED CREW RETURN C A P A B I L I T Y  

A L S  - ADVANCED LAUNCH SYSTEM 

AMLS - ADVANCED MANNED LAUNCH SYSTEM 

CERV - CREW EMERGENCY RETURN V E H I C L E  

CRS - CREW RESCUE SYSTEM 

CRV - CARGO RETURN V E H I C L E  

E D 0  - EXTENDED DURATION ON-ORBIT 

OMV - O R B I T A L  MANEUVERING V E H I C L E  

OTV - O R B I T A L  TRANSFER V E H I C L E  

PLS - PERSONNEL LAUNCH SYSTEM 

STS - SPACE TRANSPORTATION SYSTEM ( S H U T T L E )  

SS - SPACE S T A T I O N  

SSF - SPACE S T A T I O N  FREEDOM 
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RISK ANALYSIS AND MANAGEMENT 
H. E. Smith 

Lockheed Engineering & Sciences Company 

BACKGROUND AND NEED 

The complexity and life cycle of both NASA flight and ground systems 
have undergone a significant increase over the past generation. Addi- 
tionally, the personnel who possess the design, programmatic and 
operati onal know1 edge o f  these systems are becoming unavai 1 ab1 e. These 
changes in turn have dictated the need for a methodology (Figure 1) 
which provides a common backbone for the forms of risk assessments and 
analyses which are described in NASA Management Instruction 8070.4, 
"Risk Management Policy for NASA Manned F1 ight Programs". The subject 
NMI provides the following definitions: 

1. RISK is exposure to the chance of injury or loss.  It 
It is a function of the possible frequency of the occur- 
rence o f  an undesired event, of the potential severity of 
the resulting consequences, and the uncertainties associ - 
ated with frequency and severity. 

2. RISK ASSESSMENT is the process of qualitative risk cate- 
gorization or quantitative risk estimation, followed by 
the evaluation of risk significance. 

3. RISK MANAGEMENT is the process of balancing risk with 
cost, schedule, and other programmatic considerations. It 
consists o f  risk identification, risk assessment, deci- 
sion-making on the disposition of risk (acceptance, 
tolerance through waivers, or mitigation), and tracking 
the effectiveness of the results of the action resulting 
from the decision. 

Presently, the practiced forms of risk assessment (Failure Modes and 
Effects Analyses -FMEA's, Fault Tree Analyses-FTA's and Quantitative 
Risk Assessments -QRA's) are labor-intensive and unique to the system 
configuration which was investigated. Basically, they do not lend 
themselves to easy change following a system niodification. It appears 
that a need exists for a methodology (and associated tools) which 
allows users to: 

1) rapidly define and modify system failure paths for both 
single and multiple failure sources and targets; 

2) provide easy reconfiguration of the system design to 
understand its behavior in failure space in light of 
design modifications or, in the case of test or flight 
operations, its tolerance to the next failure; (Note: 
Behavior in "failure space" is the logical definition of 
how systems fail as compared to "success space'' wherein 
functional flow diagrams describe how systems operate.) 
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3) quantitatively define and assess risk for appropriate 
component, subsystem and system analyses. The program- 
matic use o f  the tools associated with this methodology 
also provides an approach to the capture and maintenance 
o f  the system design knowledge. The tools would readily 
support design and program decisions, test and flight 
operations; and personnel training. 

TECHNOLOGY STATUS 

During the post-Challenger investigation, the National Research Coun- 
cil Shuttle Criticality Review and Hazard Analysis Audit Committee 
expressed concern that the 1,300 safety-critical failure points were 
not prioritized based on probability of occurrence. They suggested 
that an integrated systems assessment be devised which would provide 
for failure probability quantification. 

Pi 1 ot Studies 

During 1987, several studies (sponsored primarily by various Space 
Shuttle Program and Project Offices) were undertaken to evaluate the 
usefulness of QRA methodology, and also identify any areas of concern 
not previously established. 

Reference 1 identifies the most significant lessons learned from these 
studies. The lessons include the positive value of QRA to: 

1) provide quantified risk ranking relative to specified 
top- 1 eve1 events ; 

2) capture "corporate knowledge" of the system-under-study 
far beyond their obvious intent; 

3) provide a common forum which encouraged inputs from the 
various Engineering and SR&QA disciplines; 

4) provide a convenient tool for management, in that the 
resulting risk hierarchy aids in the allocation of nor- 
mal ly scarce engineering resources. 

On the minus side, the magnitude of the project (assessment of Shuttle 
systems) taxed the existing software tools to their limit. It was 
clear that new software support i s  necessary, and full flight systems 
studies will require expansions of tool capability. 
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The final lesson focused on the value of system descriptions for the 
failure space models. These descriptions were found to be necessary in 
order to define basic failure events. Analysis personnel found the 
failure-space model definition to be a labor-intensive paper-and- 
pencil activity. The value of the model was also diminished with 
modifications to the system-under-study, and the results were 1 imited 
to unsharable hardcopy. 

Tool Prototypi ng 

The National Space Transportation System Program Office sponsored the 
Shuttle Critical Function Audit (SCFA) Pathfinder Study during 1988 
and 1989. Its objectives are to provide organization of the Shuttle 
Program know1 edge base through system diagrams, descriptions and fault 
tolerance models; the development of a comprehensive risk assessment 
database; a QRA capability; and the development of a user interface to 
the model and data. 

Directed graph (digraph) modeling is used to provide the medium for 
analysis of the failure space models. Modeling experience from this 
program has indicated the need for providing a user-friendly approach 
to the simultaneous display of conventional system schematics and 
failure-space models provided by the digraphs. 

Digraph Processor 

Presently, the standard for digraph model interpretation is the series 
of Digraph Matrix Analysis programs which were developed by Analytic 
Information Processing, Inc. The batch-type programs have been found 
to be satisfactory in the non-realtime failure-space analysis of large 
complex systems. However, the programs require significant manual 
effort in analysis of the digraph model’s failure reachability infor- 
mation which result from the mainframe processing. Presently, the 
vendor is developing a faster PC-based version, which will be avail- 
able for demonstration, but which still requires manual analysis of 
the results. 

Another prototyping effort, under the leadership of the JSC Avionics 
Systems Division, i s  the development of a digraph-based failure analy- 
sis algorithm. Their Fault Identification and Risk Management (FIRM) 
program is currently undergoing beta testing. 
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User Inte 

Loc kheed Eng i n e w  i ng & 
Aanalysi s Envi r 
graphics interf 
to the digraph processor for anal then display the results in 
color either independently or linked to a subsystem schematic. The 
prototype tool is undergoing beta testing within the company and 
elements o f  the Lyndon B. Johnson Space Center (JSC). 

The Mission Operations Directorate of JSC has developed the Shuttle 
Configuration Analysis Program (SCAP), which provides a ground-based 
diagnostic capability for indicated Space Shuttle system failure 
symptoms. The tool demonstrates an application which must be supported 
by emerging risk assessment technology. 

Summary 

Present software development accomplishments are indicative of the 
emerging interest in and increasing efforts to provide risk assessment 
backbone tools in the manned spacecraft engineering community. Refer- 
ence 2 indicates that similar efforts are underway in the chemical 
processes industry and are probably being planned for other complex 
high-risk ground-based environments. However, it appears that complex 
flight systems intended for extended manned planetary exploration will 
drive the technology. 
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TECHNOLOGY ISSUES AND LESSONS LEARNED 

1. The protoyping efforts performed to date have indicated 
promising concepts toward a flexible and maintainable 
risk assessment methodology. It appears very important to 
understand and document the various users' needs which 
will drive the evolving methodology. The existing proto- 
type tools should be used to confirm the methodology 
through a series o f  user-oriented demonstrations. The 
demonstrations will result in constructive criticism 
which can lead to customer acceptance of the methodology 
as it evolves, It is absolutely necessary that the var- 
ious users in the Design, SR&QA, Test and Operations 
communities become advocates of the methodology in order 
to meet the intent of NMI 8070.4. 

2. The resulting tools must possess satisfactory portability 
and fl exi bi 1 i ty to a1 1 ow rehosti ng across computer sys- 
tems with no significant degradation in usability. The 
goal is to integrate the tools into major program tool- 
sets. 

3. The toolset should provide for easy user training, appli- 
cations development and operations. Although there will 
be a need for configuration control in the methodology, 
it should not preclude the user from being able to trans- 
port his application (via floppy disks, if necessary) for 
discussion with members o f  the community. 

4. A process for establishing and maintaining validity of 
the models must be included in the methodology. 

5. The major using Programs must acknowledge and accept the 
costs of implementing and maintaining the tools. 
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Ed Dean/LaRC 
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Space Transportation Avionics hardware and software cost has 
traditionally been estimated in Phase A and B using cost 
techniques which predict cost as a function of various cost 
predictive variables such as weight, lines of code, functions to 
be performed, quantities of test hardware, quantities of flight 
hardware, design and development heritage, complexity, etc. 
(Figure 1). The output of such analyses has been life cycle 
costs, economic benefits and related data. The major objectives 
of Cost Estimation and Benefits analysis, as an SE&I discipline 
are twofold: (1) to play a role in the evaluation of potential 
new space transportation avionics technologies and ( 2 )  as a 
discipline itself, benefit from emerging technological 
innovations. This paper will discuss both aspects of cost 
estimation and technology. 

First, the role of cost analysis in the evaluation of potential 
technologies should be one of offering additional quantitative and 
qualitative information to aid decision-making. Historically life 
cycle cost analyses, sensitivity studies, risk analysis, and 
discounted benefits analyses have been utilized to provide 
comparative economic data to decision-makers on competing 
technological investment alternatives. Current cost estimating 
state of the art generally uses parametric estimating approaches 
in pre-phase A through Phase B for both hardware and software. 
The design of future launch vehicle avionics will be cost driven. 
In order to insure that the most cost effective options are 
identified and accurately compared in total life cycle cost with 
other options, more accurate cost estimates are needed at all 
phases of definition. 

The cost analyses process needs to be fully integrated into the 
design process in such a way that cost trades, optimizations and 
sensitivities are, understood. Current hardware cost models tend 
to primarily use weights, functional specifications, quantities, 
design heritage and complexity as metrics to predict cost. 
Software models mostly use functionality, volume of code, heritage 
and complexity as cost descriptive variables. While these cost 
metrics have served the aerospace community for over two decades, 
basic research needs to be initiated to develop metrics more 
responsive to the trades which are required for future launch 
vehicle avionics systems. These would include cost estimating 
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capabilities that are sensitive to technological innovations such 
as improved materials and fabrication processes, computer aided 
design and manufacturing, self checkout and many others. Such 
improvements in the cost estimating process must consider DDTCE, 
Production and Operations i 
life cycle implications of potential new technologies. 

In addition to basic cost estimating improvements, the process 
must be sensitive to the fact that no cost estimate can be quoted 
without also quoting a confidence associated with the estimate. 
In order to achieve this, better cost risk evaluation techniques 
are needed as well as improved usage of risk data by 
decision-makers. More and better ways to display and communicate 
cost and cost risk to management are required. 

order to adequately address the total 

A real time responsiveness in the cost estimating process is 
needed. This is hampered in current cost estimating by extensive 
requirement's placed on the analyst's time for data manipulation. 
More effective cost models can be instrumental in freeing the cost 
analysts from much of the low value work involved in estimating 
and allowing the estimator to concentrate his resources on 
understanding the technologies being estimated and properly 
modeling those technologies. While the cost analyst will continue 
to be a required ingredient, new software techniques approaching 
and borrowing from expert system technologies may have application 
to the process. The ultimate in real time response would be a 
wedding of the CAD/CAM/Cost such that as a designer contemplates a 
material improvement, a tolerance change or an alternate process, 
the cost implications could be immediately calculated and 
displayed. 

The technology issues associated with these improvements include 
the requirements for a better data collection and analysis process 
so that the real cost driving influences in the historical data 
base are understood (Figure 2). This would lead to improvement, 
as already discussed, in the development of more accurate hardware 
and software cost metrics. Finally, the technology of cost 
modeling needs user friendly, standardized and more capable 
applications. 

There have been notable accomplishments in aerospace cost 
estimating. First, a data base based on 30 years of missions has 
been collected. Many first generation cost models have been 
developed over the years and successfully used. A few second 
generation models- which are more responsive to technological 
innovation parameters have been developed. 
and needs to be continued to improve this evolutionary process. A 
host of potential future launch vehicle and non-launch vehicle 
projects are candidates for the type of improvements in cost 
estimating discussed here. Each of these projects also requires 
extensive trades between competing technologies in avionics and in 
other areas as well. These programs are the leading edge avionics 
applications now being pursued by both NASA and the DOD and 

Research is ongoing 
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include Shuttle-C, the Advanced Launch System, the Next Manned 
Transportation System, Shuttle and Expendable Launch Vehicle 
improvements, Space Station Freedom, the Lunar/Mars New Initiative 
and others. 
understanding the economics of these systems and to apply the 
resulting improved techniques to the systems engineering of these 
projects, the nation can maximize the return on technological 
innovation. 

By proceeding now to both improve the technology of 
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SE&I SYSTEM TESTABILITY 
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TERRANCE SCHEF;T;ER-MCDONNELL DOUGLAS SPACE SYSTEMS COMPANY 

LYNN R. SMALL-IBM 
RICHARD MOMS - HARRIS CORPORATION/GSSD 

INTRODUCTlON 

Space Transportation systems of the future 
will be required to operate in an autonomous 
fashion for several years at a time in very 
remote environments (low earth orbit, on the 
moon, and other planets). This fact coupled with 
the fact that maintenance man hours will be 
severely limited and ground based personnel 
implementation of test and diagnostics will be 
too costly for even the most optimistic budget 
scenario leads us to conclude that on orbit test, 
checkout and diagnostics must be highly 
automated and implemented with the same 
degree of emphasis and importance as functional 
capabilities. 

At the recent space transportation avionics 
technology symposium, it was pointed out that 
over 50% of the space shuttle budget is reqgired 
for operations. All attendees agreed that a 
primary contributor to this fact was the lack of 
automation in the test and checkout process and 
the FDIR system. Future systems must 
incorporate automated systems, which are well 
within our present state of the art capability. 
The Department of Defense has made major 
strides to eliminate operational costs via the 
implementation of self-diagnosing systems on all 
major new aircraft and weapon systems. 

The key to implementing self-diagnosing 
design is a systems engineering task focused on 
design for testability concurrent with design for 
functionality. 

The design for testability process described 
herein is the product of several years of DOD 
study and experience. Its application to the 
space station has begun on Work Package I1 
under NASA and McDonnell direction. Other 
work package teams are being briefed by Harris 
Corporation (with hope) of convincing them to 
embrace the process. 

WHAT IS TESTABILITY 

For the purpose of this discussion the term 
testability is used to describe the systems 

engineering process by which designers can 
assure themselves and their reviewers that their 
designs are "TESTABLE," that is they will support 
the downstream process of determining their 
functionality. Due to the complexity and density 
of present-day state-of-the-art designs, such as 
pipeline processors and high-speed integrated 
circuit technology, testability feature design is a 
critical requirement of the functional design 
process. 

THE OBJECTlVE OF TESTABILITY 

In most cases an individual is interested in 
only one of many uses or reasons for making an 
item "TESTABLE" or they are involved in only 
one step in the testability process. However, the 
needs for testability in a product cover such 
areas as FDIR, maintainability, safety, design 
verification, and acceptance testing of the "as- 
built" product. Each of these uses has special 
requirements which can be met through 
p rov id ing  embedded  t e s t  p o i n t s  o r  
instrumentation, providing means to open closed 
loop systems, and using other approaches which 
increase ones  abi l i ty  to  measure the 
functionality of the product, and to some level of 
detail, it's component parts. This is usually 
accomplished with some associated processing 
software either embedded or in test equipment. 
The key objectives of the manned space program 
testability design process are listed in Figure 1. 

* Optimize System FDIR 
0 Optimize System Test and Verification 

Interfaces 
Minimize Weight and Power of BITE 

Figure 1. 

THEPROCESS 

Figure 2 depicts the flow of system/ORU 
testability and test procedure development 
activities which should be integrated into the 
system/ORU design process. 
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Maintenance man-hour constraints, astronaut 
skill level, and other logistics analysis constraints 
are used to determine on orbit testing 
requirements. The level of ground participation 
in operational testing as well as pre-launch test 
and verification needs are summed up as ground 
test requirements. With this data the systems 
engineering process of testability design can 
begin. 

The first step in the process is to allocate 
testability requirements to BIT vs. on-orbit 
management systems vs. ground-based work 
centers. These requirements which involve built 
in system/ORU interfaces and/or processing for a 
summary list of testability requirements which 
must be addressed by system/ORU designers. 
Items such as fault isolation to one or more 
ORU's with attendant confidence factor would be 
a particular element of such a requirements 
document as would mean time to isolate, etc. 

Given these requirements the systems 
engineering team can concurrently design to the 
functionality and testability requirements of 
their system/ORU. 

The testability analysis process is one in 
which the design as defined by a CAE net list or 
equivalent representation is evaluated manually 
or computer aided by a system* testability 
analysis software tool to detect design features 
which t.hreaten the downstream testing process. 
Such features as closed loop processes, which 
have no mechanism built in to break the loop, 
are typical. So the CAE design is iteratively 
challenged prior to completing detail design to 
insure testability. A second step in the process 
involves the generation of a suitable monitoring 

and diagnostic strategy for the item being 
designed. This process as was the case in 
testability analysis can be accomplished in a 
manual fashion or computer aided using the 
system testability analysis model. The product 
of this task is the detail definition of built in test 
functions such as test points, signal conditioning, 
and/or data processing which are required to 
implement the monitoringldiagnostic process. 
As the system is being designed and developed a 
parallel activity is conducted by the diagnostics 
engineer, which will yield test software for both 
the embedded (on orbit) and off-line (most 
likely ground based) fault management system. 
As in the case of testability analysis, this 
software generation process can be accomplished 
using computer based software products which 
will generate machine code to match detail 
t es t ing  procedures  fo r  both embedded 
diagnostics and off-line ATE diagnostics. 

At the present time Harris Corporation and 
McDonnell Douglas are applying computer aided 
testability analyses to the systems of Work 
Package 11. Figure 2 depicts the process which is 
being implemented. Using JSC 3 1000 guidance, 
testability requirements are being documented 
in a station level FDIR specification. These 
requirements are supplemented with RM+S data 
to form a complete set of station level data. The 
first task in this process is to develop a 
dependency model description of the station 
level connectivity of the Work Package I1 
systems. The testability analysis process is then 
used to  describe a station level diagnostic 
strategy. The main task of this diagnostic 
strategy is to do  the  processing and control 
functions which are  necessary t o  resolve 
conflicts between systems. It is that software 

........................................... i ..........\\\\... 4 \...\.\. \.\. 
SYSTEMIORU 
DESIGN 
P R 0 CESS 

TESTABILITY 
DESIGN 
PROCESS 
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which resolves multiple fault alarms and covers 
those faults which cannot be handled by the 
individual systems FDIR software. 

Having completed this first step, a 
specification will be developed which will 
describe the functions which must be 
implemented by the OMS system and it will 
describe for the individual systems design teams 
(COM + TRACK, GNC, DMS, etc.) the data which 
they must deliver to OMS to support the station 
level diagnostics process. 

The remainder of Figure 3 shows the activity 
which will take place within the system level 
design teams organizations. 

The overall impact of this analytically derived 
top down test strategy development process is 
an optimization of test point allocation and 
minimization of data bus traffic, since only data 
necessary to satisfy the next level of test will be 
passed from individual built-in test processors. 
Experience on several large DOD Programs has 
shown that unless this process is implemented, 
each system and ORU designer will make a 
judgment as to what data could be used by the 
next level diagnostic processor and this leads to 
computational and data handling explosion. 

TESTABILITY TOOLS 

Over the past 10 years there have been 
various pockets of energy within major 
corporations and small systems engineering 
houses to develop testability analysis tools. In 

JSC STATION R/U/S 
31000 REQUIREMENTS 

general all of the tools approach the problem 
from the perspective of modeling the 
system/ORU under test using dependency model 
representation. Once the computer aided design 
work station has developed this representation, 
several processor functions are called in to 
assess testability and interact with the design 
engineer in a user friendly fashion to help him 
correct problems noted. Once the system/ORU 
testability features are included in the design, 
work begins on the process of selecting optimum 
search strategies which form the diagnostic 
(fault tree) approach. Having arrived at this 
point in the process, an optimum set of test 
points and test procedures are developed for 
implementation. 

One such testability analysis model has been 
selected for the Space Station Freedom Work 
Package I1 activity. The selected tool is a 
product of a DOD development contract and as 
such is available to prime and subcontractor 
teams. The System Testability Analyzer Tool 
(STAT) will also be added to the space station 
Software Support System Environment (SSSE) 
tool set. Although this tool is being used for the 
station level work described above by 
McDonnell/Harris, other subcontractors may be 
more comfortable with their in-house tool. 

The space station testability analysis tool 
(STAT) is identical to the DOD Weapon System 
Testability Analyzer (WSTA) tool; this tool is 
described in detail in Reference I to this paper. 
Harris Corporation is the developer of this 
product and may be called for more detailed 

SYSTEM LEVEL 
TESTABILITY TESTABIL ITY 

SYSTEM LEVEL 

IC 2944 

Figure 3. A Top-Down Systems Approach to FD/FI Design 
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information. The Harris contact is Dr. Bruce 
Rosenberg and he may be reached at (516) 677- 
2769. A compatible set of implementation tools 
are also being developed by the DOD and Harris 
Corporation which will soon be available to all 
contractors. The key tool among these is a 
generic expert diagnostics software package 
which is designed to be an embedded processor 
to execute the STAT developed test strategy 
within a system/ORU or /OMS processor. This 
tool has data bases which support improvement 
of testing efficiency over time and a rule based 
reasoner to accommodate multiple alarms and 
false alarm discrimination, It is expected that 
this DOD product will be widely used in both on 
orbit and ground based testing systems. 

IMPLEMENTATION OF TESTABILITY ON SPACE 
STATION FREEDOM (SSF) 

As d e s c r i b e d  a b o v e ,  t e s t a b i l i t y  
implementation on SSF is a distributed task. The 
prime contractor MDAC i n  the  case of Work 
Package I1 will implement station level 
tes tab i l i ty  I analys is  and tes t  s t ra tegy  
development which will be executed by the OMS. 
Each of the sub tier contractors (RCA, IBM. 
Honeywell, etc.) will implement system/ORU 
testability using software and processors within 
their systems. Since the  SSF STAT will be 
available to all work package contractors via the 
SSE tool box, it is expected that they will use it. 
This tool will be configuration managed by the 
DOD and Harris Corporation. 

TECHNOLOGY ISSUES IN TESTABILITY 

Figure 4 lists some of the technology issues 
being addressed by the SSF contractors and 
NASA. Although the STAT tool is available 

TIMELY ACCEPTANCE BY SYSTEM DEVELOPERS 

LACK OF NASA APPLICATIONlPROOF OF CONCEPT 

HOW MUCH TESTABILITY IS ENOUGH 

QUANTITATIVE RELATIONSHIP OF TESTABILITY 
AND AVAILABILITY 

NON-UNIFORMITY OF CAE TO TESTABILITY TOOLS 
INTERFACES 

TOOL USER FRIENDLINESS 

Figure 4. Testability Technology Issues 

today, the system developers are not yet totally 
aware of it. SSF will be the first real application 
of testability analysis and development within 
the space program. It is generally agreed that 
the process is required to insure maximum 
operational availability of SSF functions, but this 
must be communicated across all work packages. 
To accommodate automatic transfer of CAD data 
(net lists, etc.) to the STAT tool data base, 
preprocessors will be required for each CAD 
system. Two presently exist for Daisy and HP 
CAD systems. 

CONCLUSION 

A systematic approach to Space systems test 
and checkout as well as FDFIR will minimize 
operational costs and maximize operational 
efficiency. An effective design for the testability 
program must be 
to insure meeting 
well understood 
support it. 

implemented by all contractors 
this objective. The process is 
and technology is here to 
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Weapon System Testability Analyzer 

John R. Franco, Jr 
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Space Transport at ion Avionics Technology S y m pod urn 
Systems Engineering and Integration 

Advanced Avionics Laboratories 

The simulation, development, and verification of advanced avionics systems for 
launch vehicles have become increasingly complex and expensive tasks. In the past, 
launch vehicle manufacturers, subsystem vendors, and customers have independently 
developed specialized laboratories to support their individual needs. This independent 
development has resulted in duplication of facilities, equipment, software, and labor, and 
also has resulted in hardware and software incompatibilities between facilities. As our 
avionics systems move into the 1990’~~ the laboratory environments in which they are 
developed must keep pace with technology while also contributing to system cost 
reductions. A method for accomplishing these seemingly contradictory goals of flexibility 
and cost reduction is to implemRnt the following Advanced Avionics Laboratory concepts: 

allow support of differing configurations of avionics for one program or multiple 
programs at a single labratory facility 

* standardize concepts of operation and interfaces used in laboratories of this type so that 
hardware, software, and results are compatible and may be shared and compared 
between labs 

such as Fault Tolerance, Integrated Vehicle Health Monitoring, and Adaptive 
Guidance, Navigation, and Co~h-01 

provide a suitable proving ground for potentially cost-saving advanced avionics concepts 

A capsule description of these concepts for Advanced Avionics Laboratories was 
presented at the NASA Space Transportation Avionics Technology Symposium (STATS) 
in Williamsburg, VA on November 7-9, 1989. Representatives €tom each of the major 
NASA centers and the major aerospace contractors were in attendance, resulting in an 
unusual opportunity for interchange on current capabilities and needs for the future. 

This white paper will describe the presentation on Advanced Avionics Labs at 
STATS, present the salient points of the ensuing discussion between attendees, and then 
focus on the necessary areas of concentration in developing the requirements for 
laboratories which will implement the advanced concepts described above. 
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The STATS presentation on Advanced Avionics Laboratories was produced with 

the assistance of the subpanel members and presented in a quad chart format (Figures 1 & 
2). The subpanel members contributing to the generation of these charts wm: Bud Gates 
and David Hudson of Martin Marietta, Don Johnson of Boeing, Fred Kuenzel of General 
Dynamics, and Ron White of NASA-Marshall Space Flight Center. The purpose of this 
presentation was to identify the current state-of-the-art in Avionics Laboratories and the 
direction that future Laboratory development should take to support the major NASA Space 
Transportation programs. 

The primary objective of Advanced Avionics Laboratory development as identified 
in the presentation is to provide a "proving ground" for emerging avionics technologies 
such as: Fault Tolerance; Adaptive Guidance, Navigation, and Control; and Integrated 
Vehicle Health Monitoring. In meeting this main objective, other impartant considerations 
for new laboratories are to reduce development, validation, and verification costs, to 
encourage resource and data sharing between programs, and to use flexible design and 
interface techniques to allow for future growth and technology improvements. One method 
identified for accomplishing these objectives is to implement a "common core" laboratory 
concept where a central core area with high-cost items may be shared between a number of 
separate program development activities. Each program would have its own separate 
development area adjacent to the central core. The equipment identified for the common 
area might include precision inertial guidance test equipment, optical test and development 
equipment, and graphic display equipment for real-time presentations to large groups. The 
program-specific areas would contain items such as software and hardware development 
workstations, "hot-bench" areas suitable for standalone static subsystem testing, and 
flexible microprocessor-based interface electronics to connect to the core area for real-time 
operations. Standard networking tools such as Ethernet, TCP/IP, NFS, X-Windows, etc. 
would be implemented for non-time-critical data transmission &ween lab areas. 

A number of technology issues were identified as important to the development of 
these multi-purpose laboratories including: 

trade-offs between real-time, hardware-in-the-loop capabilities and non-real-time, ail 

4 development of database technoIogies to allow data sharing acLloss programs 
software simulations 

710 



* providing COrrmKlnality the modeling/analysis t and the real-time 

0 defining hardware and so€twarc apprapriate for common 
simulationenvironment 

S. 

0 pviding stkdalone as well as httgraed testing capabili 
providing easy recOnfiguraton s to support varying hardware and software 

rsquinements 

candidate programs identified as potentially benefitting from Advanced Avionics 
Laboratories were virtually all major NASA programs including ALS (Advanced Launch 
System), existing Expendable Launch Vehicle Upgrade Programs, Space Shuttle, Shuttle- 
C, National Aerospace Plane, Advanced Upper Stages such as the Space Transfer Vehicle, 
Spacecraft programs including the Advanced X-Ray Astronomic, Facility, and the 
Lunar/Mars Initiative. 

3 A number of past, present, md future milestones in Avionics Laboratory 
development were identified including the AWS (Advanced Information Processing 
System) demos at C.S. Draper Laboratory through October 1989, planned MPRAS (Multi- 
Path Redundarrt Avionics Suite) demos in 1990-92, and the A L S  Vehicle Avionics 
Simulation Laboratory at NASA/Marshall planned for 1991. 

TS D- 

Following the Quad Chart presentation, a spirited frfeen-minute discussion ensued 
in which the major points of the presentation were debated and amplified. A major point 
was made and re-emphasized that a common laboratory design was needed among the 
NASA centers and the contractors in order to improve communication, data sharing, and 
the validity of comparisons between sites. Currently, isolation of effort between the 
centers is the norm because of,a lack of standardization. This isolation results in 
dupiication of &ort and wasted t h e  and talents. It was stated that avionics laboratories are 
needed most duxing the &velopment and system integration phases and .serious operational 
problems can arise when attempting to use labs for both development and options such 
as validation and verification. Concern was expressed that the common core idea is good 
in theory, but in reality each program manager will want his own lab dedicated entirely to 
his program. Cultural changes and efficient design will be necessary in order to ease this 
concern, One point made repeatedly was that the feasibility of the common laboratory 
design concept is highly dependent on the development of common software interfaces and 
models, a difficult technical issue. This issue is particularly a problem with regard to 
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currently underway such as the Space Shuttle and Space 
the value of designing a lab to accommodate future 

memts if existing technology works and is efficient. The primary thrust 
t Advanced Avionics Laboratories will be a critical part of the 

SA pmgrams and vehicles and that major changes in 
of lab development wid be necessary to meet f u m e  demands. 

lowing the Quad Chart presentations for each subtopic, a summary 
Systems Engineering and Integration subpanel to determine the 

cts of the previous day's discussions. For the Advanced Avionics 
t was generally agreed that new, multi-purpose labs providing 

d software interfaces will be needed at each NASA avionics center 
tor. These physically distributed facilities could be connected 
Avionics Test Facility" similar to the National Test Bed under 
gic Defense Initiative. Security considerations would be 

t for such a project but are considered manageable. In order to 
onal Avionics Test Facility, the source of funding would have to be 

~ u ~ e ~ o u s  discussions between participants also took place outside the formal 
garding Advanced Avionics Laboratories. A number of participants 
nality of operating environments between design, analysis, and lab 

simulations is highly desirable. Ideally, a flight controls analyst should be able to sit at a 
workstation, develop a flight control algorithm, M a software simulation against a realistic 

el, and then run an actual hardware-in-the-loop simulation for verification 
without having to change his operating environment for each phase of the process. This 

ality could greatly reduce time spent and risk incurred due to interchange 
of analysts, engineers, and programmers all working on different 
rms and in different environments. Although there is no currently 

available single operating environment which can encompass all disciplines efficiently, 
workstation technology is advancing at such a pace that this goal may soon be achievable. 

ntation of this goal is ensuring that hadware and software interfaces are 
here flight hardware is in the simulation loop the time constraints 

er than from any one program. 
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Although Advanced Avionics Laboratories was a separate subtopic at the 
Symposium, there were also discussions concerning adv boratories during many of 
the other subtopic presentations. In these other areas the n thread was that advanced 
laboratory exhonments are necessary in order to develop and prove advanced avionics 
concepts. Examples include the Advanced Prcxxssors, Advanced Displays and Controls, 
and Low Cost Avionics subtopics. This widespread recognition of the need for these iabs 
emphasizes the importance of the Advanced Avionics Laboratories concepts previously 
discussed. 

Cost reduction is the primary factor driving the need for a laborato 
multiple avionics development efforts. The high-performance simulation and development 
environments needed to support state-of-the-art avionics mandate large investments in 
facilities and high-fidelity test equipment. Development of a "Common Area" housing 
these high-cost items and sharing these items wherever possible between development 
efforts can result in tremendous savings. 

When considering the concqt of a laboratory to be used for multiple development 
activities, certain trade-offs must be made in order to determine the functions best suited for 
a common area. One of these trade-offs involves deterrninimg when dynamic simulations 
with flight or breadboard hardware in the loop are appropriate. Certain operations will 
require hardware-in-the-loop for fidelity during simulations, particularly inertial 
measurement unit and optical sensor calibration, characterization, and evaluation 
operations. In order to provide a high-fidelity test environment for these systems, a 
seismically stable environment must be provided, generally implemented using massive 
concrete piers isolated from the laboratory structure. To provide a dynamic, flight-like 
environment for the sensors, a three-axis inertial test table is required. Coordinating table 
movement profiles with the sensor data in real time during simulations requires a real-time 
oriented pmessor with fast inpudoutput capabilities. All of these items are quite expensive 
and large savings can be realized by providing the p r o p  interfacing to allow multiple 
programs to use them on a time-sharing basis. Other operations such as standalone 
subsystem testing and fully software based simulations are more user-specific and require 
smaller investments in equipment and facilities. These program-specific areas could be 
located adjacent to the common core and contain flexible microprocessor-based interface 
electronics to tie them in to the hardware under test in the core. Highcost items necessary 
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for modeling, characterization, and hardware-in-the-loop simulation of avionics 
components include: 

Seismidyquiet environments for IMU evaluation and testing 
0 Three-axis inertial test tables and indexing heads for IMU evaluation and testing 

Real-time hardware-in-the-loop oriented simulation host computers 
0 Graphic display systems to aid data interpretation 
Optical testing environments for star trackers, star scanmm, etc. 
Analysis equipment including spectrum analyzers, signal analyzers, etc. 

Each of these items could be candidates for location in a central core m a  accessible on a 
time-sharing basis to multiple development efforts. The use of a common core labor force 
able to support hardware-in-the-loop simulations for multiple programs can also result in 
large labor savings. To date, the tasks of configuring a simulation system for real-time 
runs, managing databases, operating the system, and acquiring and reducing data have 
required large staffs, duplicated for each laboratory. Advances in technology will allow 
reductions in the size of this labor force, and a common area implementation will allow 
sharing of the labor cost between programs. An example of a laboratory configuration 
which could support multiple develcpment efforts is shown in Figure 3. 

Another factor supporting the development of multi-purpose laboratories is the 
potential benefit from sharing data between related avionics development efforts. 
Typically, avionics laboratories produce tremendous quantities of raw data from 
simulation, and use a large nuxhber of personnel to reduce that data and draw results. 
Providing the data and results in a form usable by multiple development activities can also 
result in less duplicated effort. The key component necessary to allow this data sharing 
activity is commonality of software models, databases, and operating environments. In 
addition, common data transfer formats and media between facilities must be provided to 
permit timely data transfers between geographically separated laboratories. 

The real-time control and simulation requirements for particular programs and 
particular disciplines within programs may vary greatly with regard to the hardware 
interfaces to flight-type equipment. For example, a simulation laboratory for an advanced 
expendable launch vehicle may require relatively slow loop rates in the 10- 100 Hz range for 
vehicle guidance and control functions, but may require rates of 100-10oO Hz for high- 
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speed engine control and monitor functions. A flexible, expandable real-time interfacing 
architecture is a must for an advanced, multi-purpose avionics laboratory. The real-time 
operating environment should be standardized across geographically separate laboratories 
to maximize the validity of data sharing and comparisons Sites. 

In order to provide maximum flexibility and minimize costs due to interface 
incompatibilities, standard hardware and software should be used wherever possible. 
Examples of current standards which may be applicable to the Advanced Avionics 
Laboratory architecture include FDDI, Ethernet, NFS, and TCPIP for networking, X- 
Windows and PHIGS for graphics software, UNJX for workstation operating systems, 
Ada for software development, VMEBus, Multibus, and Futurebus for microcomputer 
backplanes, and the Mil-Std- 1553B avionics bus. 

The hardware and software architecture must be modularized to the greatest extent 
possible to provide expandability and adaptation to f u m  changes in requirements. The 
central host computer, graphics workstations, and interface electronics must all have a 
modular design in order to accommodate anticipated changes in requirements for the 
number and types of processors, number and types of hardware interfaces, Input/Output 
bandwidth and communications bandwidth. To pmvide true flexibility of operations, each 
program's facility and the subsystems within must be able to operate independently of the 
others. To meet this goal, each facility must contain a certain amount of development 
capability as well as the operational interfaces to connect it to the Common &re Area. The 
software architecture for the labs must also be modularized with the goal of providing rapid 
prototyping capabilities. Easy transitions from software simulations to simulations with 
various configurations of flight-type hardware will greatly enhance the efficiency and 
productivity of the laboratory. 

Certain special considerations are necessary when defining the electronics for a real- 
time simulation facility which will contain hardware in the control loops and will be used to 

support multiple development efforts. These special considerations have a great deal of 
impact on the overall system architecture, particularly with regard to inter-computer 
communications and connections from computer-based controllers to simulated flight 
hardware, breadboards or actual flight articles. 
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imulations 

Full bftware simulations of complex electromechanical control systems are 
possible using the quickly evolving high speed families of desktop workstations. These 
stations can perform extremely high definition simulations and have become the 
workhorses for Computer Assisted Desigdcomputer Assisted Engineering (CAD/CAE) 
applications. The operating system of choice on most high perfonnancc workstations is 
UNIX, providing a high degree of portability for applications. UNIX is flexible, powerful, 
and capable of handling the most difficult simulation problems. The drawback to using a 
UNIX-based engine for simulation is its inability to operate in real-time and control actual 
hardware. This however is generally not a problem during the initial system, componmt, 
and algorithm development stages. High definition graphics output, coupled with the 
workstations' power to solve complex math-intensive problems, allows the control systems 
designer to see the results of changing control algorithms, plant dynamics, and other 
control critical parameters without having to deal with cumbersome pieces of hardware and 
test equipment. 

When simulations are performed completely in software without hardware 
stimulation and response, synchronization of the various parts of the simulation is not a 
time-critical concern and the phase relationship between various operations may be 
controlled with relative ease. The introduction of hardware into a control system simulator 
brings with it a whole new family of problems. Hardware-in-the-loop simulations are 
generally time and phase critical and must be closely synchronized to the digital control 
processors used to close the loops. Deterministic control algorithms must be designed to 
insure that timing errors such as control frame overruns can not occur. The hardware must 
be designed to minimize latency of responses to external events and to insure that no 
undefined timing jitter will be added by the interfaces. Any timing uncertainties induced by 
algorithms or hardware will result in undesirable phase errors and time aliasing creeping 
into the control loops. These types of errors will result in the inability to time correlate 
multiple control loops and will cause umliable test results and output data. 
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The design of true real-time control system hardware requires the design of 
dedicated intufacc electronics with embedded microprocessor controllers. These dedicated 
interfaces pmvide the wide UO bandwidths and high-speed mathematics necessary to close 
robust precision servo loops. Hardware-In-The-Loop Simulations require very high 
bandwidth local control loops to ensure sufficient phase margins for an unconditionally 
stable system. These types of local loops generally require embedded controllers running at 
control loop frequencies 10 to 100 times faster than the host computer loop frequencies. 
The embedded controllers are typically responsible for the mathematics required to 
compensate local control loops, such as State Variable Control and Proportional, 
Integrator, Differentiator (PID) types of compensators. Wide bandwidth dedicated buses 
are used to ensure that data is always available to the processors and to the actuators at the 
same time in each frame. This guarantees that there will be no timing inconsistencies to 
cause loop o v e m  errors or time aliasing. Fast interpn>cessor communications atr: required 
for concurrent algorithm processing. Intermediate control variables to be passed from 
conmller to oonmller or to the data logger interface are passed on this type of interface. 

In order to provide extremely accurate and reliable control of sensor and actuator 
interfaces, precise and noise-& analog interfaces must be implemented. To provide the 
maximum noise immunity for analog signals, a low impedance balanced differential signal 
path must be used and the physical distance between drivers and receivers must be 
minimized. When these guidelines are followed, accuracies of up to 15 bits during D/A 
and A/D conversions may be attained. This level of accuracy will allow precise control of 
actuators and minimize jitter due to quantization noise. The sampling and command rates 
for all servo hardware must be completely synchronous and phase-locked. A flexible 
scheme of diseibuting a hardware synchronization pulse to the remote analog and digital 
data acquisition electronics and the controlling computer systems must be implemented. 
The hardware synchronization system should be capable of providing phase-locked 
synchronization pulses throughout the system at frequencies varying fn>m 10 Hz to 10 
KHz. Where possible, sensors should be sampled at a rate ten times the command 
frequency in order to maximize the phase margin for each control loop. Anti-aliasing filters 
must be implemented for each sensor input and data smoothing filters for each actuator 
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output to eliminate aliasing errors and undesired high-frequency signal components. 
Power for the hardware under test should be isolated as much as possible from the 
electrically noisy computer environment in order to provide maximum noise immunity. 
This may be 'accomplished by mcans of fiber optic data links and opto-isolators at critical 
interfaces. As stated above, distribution of analog signals should be by means of 
differential amplifiers and rccciva wherever possible. 

Typically, a real-time simulation laboratory will require the use of a modem high 
speed, multiple processor, concurrent algorithm computer. This computer will handle the 
high level mathematics, simulation control, and man-machine interfaces for the entire 
laboratory complex. The real-time frame rate for the host machine will generally be from 10 
to 100 times slower than the rate for the the local control processors. The host will be 
required to handle most of the mathematics associated with the equations of motion and will 
be required to solve math intensive problems including rigid and flexible body mechanics. 
The host computer must be capable of very wide VO and interprocessor backplane 
bandwidths. Data must be passed to and h r n  local control processors quickly in order to 
avoid an adverse impact on the processing time available to the local controllers. Data and 
intermediate control variables must also be passed between CPUs inside of the host 
computer system to allow for interaction between concurrently operating servos and 
algorithms. 

In order to develop the new generation of avionics which will be necessary for 
upcoming programs such as the Lunarmars Initiative, Advanced Launch System, and the 
National Aerospace Plane, new Advanced Avionics Laboratories are required. To 
minimize costs and maximize benefits, these laboratories should be capable of supporting 
multiple avionics development efforts at a single location, and should be of a common 
design to support and encourage data sharing. Recent technological advances provide the 
capability of letting the designer or analyst perform simulations and testing in an 
environment similar to his engineering environment and these features should be 
incorporated into the new laboratories. Existing and emerging hardware and software 
standards must be incorporated wherever possible to provide additional cost savings and 
compatibility. Special care must be taken to design the laboratories such that real-time 
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hardware-in-the-loop perfor’ce is not sacr i f iced  in the pwsuit of these goals. A special 
program-independent funding source should be i d e n a d  for the development of Advanced 
Avionics Laboratories as m m e s  supporting a wide range of upcoming NASA programs. 
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