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SECTION 1–INTRODUCTION
SECTION 1 - INTRODUCTION

This document is a collection of selected technical papers produced by participants in the Software Engineering Laboratory (SEL) during the period November 1989, through October 1990. The purpose of the document is to make available, in one reference, some results of SEL research that originally appeared in a number of different forums. This is the eighth such volume of technical papers produced by the SEL. Although these papers cover several topics related to software engineering, they do not encompass the entire scope of SEL activities and interests. Additional information about the SEL and its research efforts may be obtained from the sources listed in the bibliography at the end of this document.

For the convenience of this presentation, the seven papers contained here are grouped into four major categories:

- Software Measurement Studies
- Software Models Studies
- Software Tools Studies
- Ada Technology Studies

The first category presents experimental research and evaluation of software measurement; the second category presents studies on models for software reuse; the third category presents a software tool evaluation; the last category represents Ada technology and includes studies in the areas of reuse and specifications.

The SEL is actively working to understand and improve the software development process at Goddard Space Flight Center (GSFC). Future efforts will be documented in additional volumes of the Collected Software Engineering Papers and other SEL publications.
SECTION 2—SOFTWARE MEASUREMENT STUDIES
SECTION 2 - SOFTWARE MEASUREMENT STUDIES

The technical paper included in this section was originally prepared as indicated below.

Design Measurement: Some Lessons Learned

H. Dieter Rombach, University of Maryland at College Park

Measurement is becoming recognized as a useful way to soundly plan and control the execution of software projects. However, current measurement practices are deficient in four ways:

- They emphasize the back end of development, mainly the coding and testing phases;
- They are biased toward software products, as opposed to processes;
- They are based on unsound measurement methodologies; and
- They are not integrated with development activities.

In short, most software measurements are derived solely from source code. Design measurement — as Figure 1 illustrates — is the application of measurement to design process (the word I use to refer to all kinds of activities) and/or the resulting design product (the word I use to refer to all kinds of documents).

Design measurement is a desirable addition to traditional code-based measures because it lets you capture important aspects of the product and the process earlier in the life cycle so you can take corrective actions earlier. In turn, this benefit leads to a potentially high payoff, since we know that errors are more costly if committed early in the life cycle and not caught until much later.

In this article, I extract from several measurement projects some of the important lessons I have learned about measurement in general and design measurement in particular. I have synthesized these lessons into a design-measurement framework in an attempt to communicate my personal measurement experience to other software engineers.

My general measurement experience was gained on the Disos/Incas' project at the University of Kaiserslautern, West Germany; several projects at the National Aeronautics and Space Administration's Software Engineering Laboratory at the

March 1990

0740-7459/90/0000-0175 $1.00 © 1990 IEEE
Goddard Space Flight Center in Greenbelt, Md.; and the Tailoring a Measurement Environment project at the University of Maryland.

My design-measurement experience was gained on the Distos/Incas project, which measured intercomponent dependencies to predict future maintenance behavior: a study at the University of Maryland that compared the effect of various design methods; and various studies at the Software Engineering Laboratory to develop quantitative design baselines.

Measurement

From each of these projects, I learned important lessons about "effective" software measurement. These lessons tended to fall in three areas:

* How measurement must be applied in individual experiments or case studies.
* How measurement can help continuously improve an organization's state of the practice, and
* Why measurement requires automated support.

Experiments and case studies. As part of the Distos/Incas project on distributed systems, my colleagues and I developed the object-oriented language Lady.1 One objective of this language was to improve the maintainability of the distributed software written in it. The funding agency, the German Ministry for Research and Technology, requested empirical evidence of whether (and to what degree) this objective had been met. To find out, we conducted a large, controlled experiment in which we developed 12 systems, six in Lady and six in a traditional procedural language. We then studied their consequent maintenance.2

This experiment has taught us seven lessons:

* There are many types of measurement goals. Measurement goals can differ in the type of object the measurement focuses on, in their intended effect on the object, and in the people interested in them. A measurement goal may focus on object types such as processes, products, languages, methods, and tools. Its intended effect is either passive (when you want to understand the object) or active (when you want to predict, control, and improve the object). The people interested range from language and tool developers to customers and users.

In the Distos/Incas experiment, we had two main goals. First, we wanted to determine and explain differences in the maintenance behavior of systems implemented in Lady and those implemented in the traditional language. Second, we wanted to predict the maintenance behavior of Lady systems based on structural complexity.

The first goal focused on the languages used; its intended effect was passive because it was meant to help us understand Lady's effect on maintainability; and it reflected the interest of the language designers. The second goal focused on the product and maintenance process: its intended effect was active because it was meant to help us guide and control the appropriate use of Lady to build maintainable systems and it reflected the interest of the managers and developers planning to use Lady.

* Models and measures are inseparable. Measures are intended to characterize some aspect of a software object in quantitative terms, but different models of the same aspect are possible. Without an explicit specification of the chosen model, it is impossible to judge the appropriateness of the quantitative measures selected.

In the Distos/Incas experiment, the maintainability model was based on the cost required to perform a change during maintenance and the effect of the change on the maintained product. With this model, measures like "effort in staff hours to perform a change" and "number of modules affected by a change" were justified. To predict maintenance behavior based on structural complexity, we chose Salle Henry and Dennis Kalmar's model for information flow between components.3 In this model, measures such as "number of incoming information flows per module" and "number of outgoing information flows per module" were justified.

* You need different types of measures. We learned that you need both abstract and specific measures, process and product measures, direct and indirect measures, and objective and subjective measures.

Most measures reported in the literature are based on some abstract model (for example, control-flow measures based on abstract program graphs). Such abstract measures must be tailored to the specific characteristics of the object to be measured (for example, Ada control-flow measures must be based on Ada's specific control-flow measures).

Product measures (such as design complexity) are not sufficient to support active measurement goals. Planned improvement of quality and productivity is only possible through measurable improved (such as fewer design errors) development processes.

Direct measures are intended to quantify some quality aspect (the number of staff hours spent on design is a direct measure of design cost, for example); indirect measures of some quality aspect are in-
tended to predict this quality based on other information that can be derived earlier (for example, the number of product requirements may be an indirect measure to predict the number of staff hours you expect to be spent on design).

Objective measures (such as lines of code) are defined well enough so that two people should compute the identical value from the same object independently. Subjective measures (such as staff experience) are computed based on a subjective estimation or a compromise among a group of people. Objective measures are easier to automate than subjective measures.

In the Distos/Incas experiment, the measure "number of incoming information flows per module" is an abstract measure. To collect this measure, we had to determine how "incoming information flow" could be measured from programs implemented in Lady. The maintenance-effort measures are process measures; the structural-complexity measures are product measures. The maintenance-effort measures are direct measures of cost; the structural-complexity measures are direct measures of product complexity and indirect measures of maintenance cost and effect—the do not directly characterize maintenance cost and effect but are expected to help predict them.

* Measurement-based analysis results are only as good as the data they are based on. It is important to recognize the limits of interpreting measures depending on their scale (that is, nominal, ordinal, interval, or ratio) and the validity of the underlying data. Validating data is a very time-consuming and often underestimated task. However, the sensitive task of interpreting data becomes guesswork if you try to use inappropriate interpretations or fail to consider the validity of the underlying data.

In the Distos/Incas experiment, we used the complexity measures only as ordinal measures because we felt that they could predict that a more complex Lady system would require more effort per maintenance change, but not how much more. About half my time on the Distos/Incas experiment was spent on data validation.

* You need a sound experimental approach. A measurement-based experiment requires extensive planning, tedious data collection and validation, and careful interpretation of the collected data. As in other experimental disciplines, you need a formal approach to experimentation.

In the Distos/Incas experiment, we formulated an approach for the experimental validation of structural-complexity measures. Our approach has six steps:

1. Model the quality of interest (maintainability, in this case) and quantify it into direct measures.
2. Model the product complexity in a way that lets you identify all the aspects that may affect the quality of interest.

**A measurement-based experiment requires extensive planning, tedious data collection and validation, and careful interpretation.**

3. Explicitly state your hypotheses about the effect of product complexity on the quality of interest.
4. Plan and perform an appropriate experiment or case study, including the collection and validation of the prescribed data.
5. Analyze the data and validate the hypotheses.
6. Assess the just-completed experimental validation and, if necessary, prepare for future experimental validations by refining the quality and product-complexity models, your hypotheses, the experiment itself, and the procedures used for data collection, validation, and analysis. In a way, this step is a built-in validation and improvement of the experimental validation itself.

* You must report specific measurement results in context. It is not useful to report measurement results from an experiment or case study without carefully characterizing the study's context. The way you present your results should put the reader in a position to repeat the experiment or case study. Only then can the reader agree or disagree with your conclusions. It is not only useless to present results out of context, it is also dangerous, because it may lead to inappropriate perceptions.

I have published some of the results of the Distos/Incas experiment together with the necessary context information. The results suggest that Lady programs are more maintainable than traditional-language programs and that structural complexity is a useful predictor for a component's maintainability.

The advantage of providing the experimental context is that readers can agree or disagree with the experimental approach chosen. For readers who disagree with the approach, the results have no value; for readers who agree with the approach, the results may confirm or add to their current understanding. In the Distos/Incas experiment, we found that structural complexity cannot be compared across language boundaries based on the suggested language-specific complexity measures. However, the proposed abstract complexity measures seem appropriate.

* You must assess each experimental validation itself. It is important to transfer knowledge gained from one experiment to the next. This lets you state better goals, use better measures, and interpret the results in a broader context.

In the Distos/Incas experiment, this assessment was explicitly integrated, as step 5, into our experimental approach. As a consequence of this postmortem assessment, we posed many new questions, some of which led to the follow-up experiments I outline later.

Continuous improvement. At the University of Maryland, we have developed a general measurement approach called the goal/question/metric paradigm. The GQM paradigm is broader in scope and formulated in more operational terms than the specific experimental approach applied in the Distos/Incas experiment. However, both agree on two major measurement principles: First, measurement must be top-down—measurement goals define what measures should be collected. Second, the data interpretation must take place in the context of some
goal and hypothesis.

The GQM paradigm has four steps:

1. State measurement goals in operational terms. You do this step using templates, which help you formulate goals and refine them into questions and measures.

2. Plan measurement procedures to support the collection and validation of data needed to compute the measures prescribed in step 1.

3. Collect and validate data.

4. Analyze and interpret the collected data and measures in the context of the questions and goals stated in step 1.

We have expanded the GQM paradigm into the quality-improvement paradigm, which aims to facilitate continuous improvement of an organization's software-engineering practices. The quality-improvement paradigm embodies three basic measurement principles: First, measurement must be applied continuously to all projects in an organization. Second, measurement must be an integral part of each project — "development" must include both software construction and measurement. Third, the experience gained from each project must be recorded in a measurement database and be made available to future projects.

The quality-improvement paradigm has six steps:

1. Characterize the project environment.

2. State improvement goals in operational terms. Again, this is done through templates that help you formulate goals and refine them into questions and measures.

3. Plan the project (by selecting appropriate methods and tools) and the measurement procedures to support the collection and validation of data prescribed in step 2.

4. Perform the project and the data collection and validation.

5. Analyze and interpret the collected data in the context of the questions and improvement goals stated in step 2.

6. Return to step 1 armed with the experience gained from this project.

Applying the quality-improvement paradigm at NASA's Software Engineering Laboratory has led to a broad body of measurement experience. At the SEL, the quality-improvement paradigm is now an integral part of development (and just recently maintenance) activities to identify the quality goals of interest, use standard measurement procedures to collect the necessary data from ongoing production projects, validate and interpret the data, and maintain a corporate measurement database.

The Goddard Space Flight Center has benefited from this measurement-based improvement approach in many ways, ranging from a better understanding of the weaknesses and strengths of its environment, to better planning, to the development of a new standard set of development methods and tools, to higher productivity and the production of higher quality software.

My own active involvement in the SEL has helped me better understand several issues related to the introduction of measurement into a production environment:

- Introducing measurement has far-reaching consequences. Introducing measurement to improve an organization's development practices requires fundamental changes of the organization. It does not just add data collection to the existing development activities — it really changes the existing development activities by making them more transparent.

In addition, the effective incorporation of measurement into an organization requires changes in the reward structure so it is consistent with the goals motivated by measurement and so the additional efforts spent on data collection and validation are rewarded. All in all, measurement can reveal the advantages and disadvantages of current practices and spur changes. Inappropriate measures can be counterproductive because they may cause the wrong changes.

At the SEL, each project member fills out a data-collection form every time he makes a change — to capture the nature, cost, and effect of that change — and weekly — to capture the effort spent on activities and products. Filling out these forms has become as routine as writing code. Special measurement employees validate the collected forms, maintain the measurement database, and produce periodical reports.

- You must justify the cost of measurement. Measurement costs! The cost is acceptable if it is justified by the expected quality and productivity improvements. Measurement itself can be used to quantify the improvement potential by capturing the amount of rework, for example. The GQM paradigm itself helps you build the case that investment in capturing certain measures may pay off by giving them to an organization's obvious improvement needs.

At the SEL, each project spends, on average, 3 percent of its budget on data collection and validation. The organization spends an additional 4 to 6 percent on off-line data processing and analysis. However, you should expect a higher investment up front to build a new program.

- We must address both technology-transfer and research issues. The technology to establish an improvement program exists, as the SEL and other organizations have shown. Using the available technology is mainly a technology-transfer problem.

However, there are important areas that need more research. These areas include the formalization of measurement planning, support for data interpretation, support for learning based on measurement results and reusing what has been learned across projects and environments, and the appropriate automated support for all these activities, especially the appropriate organization of corporate measurement databases.

One of the largest corporate measurement databases exists at the SEL. Built over the last 12 years, it includes measurement data on product characteristics (size and complexity), process characteristics (effort, changes, and defects), the effec-
Automated support. Much research remains to be done to properly integrate measurement into software development and maintenance and to provide automated support in the form of software-engineering environments.

In the Tailoring a Measurement Environment project at the University of Maryland, we address all these measurement-related issues in the context of the framework provided by the quality-improvement paradigm.4 We try to formalize models and support characterizing corporate environments, planning construction and measurement activities, collecting, validating, and analyzing data, and learning from the measurement results to do a better job in the next project. We are developing a series of TAME prototypes based on an architecture that supports all these activities.

From the TAME project, we have learned that:

1. You need automated support. The amount of information accumulated in an organization that applies a measurement-based improvement approach cannot be handled manually. Also, without automated support, results cannot be made available to interested people in real time so they can be used to support project decisions.

2. In establishing the SEL program, we initially collected data without database support. After about six months of collecting maintenance data from only two projects, we depended on database support to maintain control of the data-collection process.

3. It takes more than just tools to support the automated collection of product data. We also need automated support that spans the entire set of measurement activities suggested by the quality-improvement paradigm. In the TAME project, we are developing tool support for the formulation of goals, the derivation of measures, the interpretation of data, the reporting of measurement results, and the maintenance of an experience base.

4. You must integrate construction and measurement support. Measurement processes must be tailored to the construction processes they are to measure. The construction processes, on the other hand, must be designed to be measurable to the degree necessary.

Often, measurement is expected to answer questions about the construction process that cannot be answered based on the way construction is performed. Very often, the reason for such inconsistencies is that there exists no explicit agreement on how construction is or should be performed.

| I distinguish between two design steps: architectural, or high-level, design and algorithmic, or low-level, design. |

It is very hard to tailor measurement to heuristic construction processes. To address this problem, we are developing a language that lets us model any development process explicitly and instrument that process for measurement. The explicit specification of some construction process may help clarify what the limitations for measuring it are and whether the need for additional measurements is urgent enough to consider changing the construction process to make it more measurable.

Design measurement

I distinguish between two design steps: architectural, or high-level, design and algorithmic, or low-level, design. Architectural design involves identifying software components and their interconnection; algorithmic design involves identifying data structures and the control flow within the architectural components.

Most design measurement reported in the literature measures product complexity at the end of the algorithmic design phase from program-design-language documents. Many of these measures (such as Tom McCabe's cyclomatic-complexity measure) capture product aspects equally well from program-design-language documents and source code, so it is not surprising that the results derived through these design measures do not differ from results derived through corresponding source-code measures.

In this article, I use the term "design measure" to refer to architectural design measures. In this context, the measurement of designs is more complicated because typically less information is documented in a formal, measurable way at this early stage.

When you try to measure software design, you realize that the potential for measurement is limited by the measurability of the design documents. There is very often a discrepancy between the need for measuring a design aspect (such as number of separate design decisions) and its measurability or lack thereof (many design decisions are documented very informally or not at all).

Therefore, design measurement, more so than code measurement, can not only capture design aspects quantitatively, but it can also drive the development and use of more formal, better measurable design approaches. The same argument can be made in the case of design processes, which are typically heuristic rather than formally specified.

Design characterization. We need a way to characterize software designs based on architectural design measures. In the DISQ/Incas experiment, we developed design measures accidentally when we tried to compare the structural complexity of products implemented in languages based on different structural concepts. To do so, we had to resort to comparisons at some abstract level.

We defined an abstract model that was general enough to be instantiated into the precise models underlying each language. In that regard, the abstract structural model represented the greatest common denominator between the different language-specific structural concepts (I have described the abstract model's in-
We then realized that the abstract model could also be instantiated to measure intercomponent complexity during design — completely for collection at the end of algorithmic design, partially at the end of architectural design.

From this experience, we have learned:

* Specific measures derived from the same abstract model can easily be compared across life-cycle phases. Abstract models and measures let you instantiate compatible measures to trace some design aspect across several life-cycle phases.

Compatible measures help identify the life-cycle phases in which the aspect of interest (in our case, structural complexity) is predominantly addressed.

In the Distos/Incas experiment, we measured and traced structural complexity through several consecutive life-cycle phases — from architectural design through coding. It became obvious that most of the important structural decisions had been made irreversibly by the end of architectural design.

* It is difficult to isolate and understand the effects of design methods. This is due in part to the creative nature of the design process itself and in part to the heuristic and therefore unpredictable (as to their effect) nature of most design methods.

In the Distos/Incas experiment, we were tempted to attribute the observed superiority of systems implemented in Lady to the language's advanced structural features. This seemed to be a valid conclusion because we had kept all the other potentially contributing factors as constant as possible (we had trained students similarly, used the same design-tool support, and so on).

However, follow-up interviews led us to believe that the major contributor was the object-oriented design approach that we had tailored to support Lady's structural concepts. This means that, in this study, the synergy of language concepts and design support contributed the real benefits. However, we were convinced that appropriate design support in isolation promises more payoff than language support in isolation. Our conclusion agrees with other experience (in the Ada community, for example) that the best language concepts are useless without guidelines and support for their effective use.

Later studies at the SEL evaluated the potential effect of different design approaches on the resulting design documents. These results made us question our previous conclusion because they revealed that the designer's experience and background is much more important than the design approach used. 6

* Architectural design information has more influence on maintainability than algorithmic design information. Several publications have described the relative importance of different algorithmically oriented design-complexity measures. Our experience suggests that it may not be worth distinguishing among them because they all seem to be relatively unimportant compared to intercomponent complexity.

In the Distos/Incas experiment, we compared some algorithmic design measures (such as lines of code and McCabe's cyclomatic-complexity measure), some architectural design measures (such as Henry and Kushida's information-flow measure), and some hybrid design measures (combinations of architectural and algorithmic measures) regarding their ability to predict maintenance behavior.

As Figure 2 shows, in isolation, the algorithmic measures showed no significant correlation with maintainability. However, the architectural measures did (correlations in the range of 0.7 to 0.8, with a significance level of less than 0.01). The hybrid measures had only a slightly higher correlation with maintainability than the architectural measures, but there was no difference among them based on the algorithmic measure used. Overall, the correlations of hybrid design measures with maintainability were only about 0.1 lower than the correlations of the same measures computed from source code.

* The dependency between construction and measurement is even more obvious during design than it was during coding. If we believe it is important to measure certain architectural design product or process aspects, we must ensure their measurability.

Design product documentation methods vary in formality — ranging from informal English to (semi)formal graph notations. Most design product measures are tailored to capture the aspects formally specified according to a specific method. Thus, they cannot be applied across environments that use different design methods.

The creative nature of the design process means that many aspects cannot be formalized, and consequently measured, at all. While formalization (and consequent automation) is a solution for more mechanical processes (such as compilation), it is not feasible for design processes. The only feasible way to make complex creative processes more manageable and measurable is to divide them into smaller processes with well-defined interfaces that can be checked — the divide-and-conquer principle.

In the Distos/Incas project, we applied the divide-and-conquer principle in the form of a stepwise, refinement-oriented design process. (The Cleanroom method uses a similar but much more formal approach. 4) In our approach, formal specifications were iteratively refined into lower level specifications. After each refinement step, the result is proven correct with respect to the input specification. This approach lets us control the design process and lent itself to measurement (such as the number of design decisions and how much complexity each design step adds to the design document).

Design predictability. We must develop ways to predict maintainability with architectural design measures. This means that we must understand the relationship between a component's design characteristics and its maintenance behavior.

In the Distos/Incas project, we used our stepwise design approach and measured
the architecture of Lady components. We then measured their maintenance behavior with some effort- and error-based measures.

From this, we learned that:

- Manual design measures to predict maintainability. Generally, the design phase is considered to be where the structure of a system is created. If we can measure during that phase, we should be able to use this information to predict many process and product aspects as the life cycle progresses.

In the Distos/Incas experiment, we found that design measures could predict maintenance, locality, isolation effort, modification, and understandability almost as well as the corresponding code measures. Some of the measures were applicable as early as the end of architectural design.

- We should expand the definition of design measures. The Distos/Incas experiment supports the belief that true leverage is possible from measuring and understanding the architectural aspects of the design product and process, as opposed to the algorithmic aspects measured by traditional design measures. For example, design-process measures could capture design effort, errors committed and corrected during design, the effectiveness of design methods in supporting fundamental design principles, and the human aspect in assessing design alternatives and resolving conflicts.

In the Distos/Incas experiment, we concentrated on measuring the structural aspects of design products. However, we also evaluated the stability of designs created according to design methods that supported different structural language concepts. It was very clear from comparisons of the evolving design versions and from the designers' comments that the design method tailored to the Lady language (which identifies three structural levels) resulted in fewer redesigns than the method tailored to traditional languages (which typically identify only two structural levels).

In the SEL, we use a wide spectrum of design measures, ranging from subjective measures that capture the human experience with design methods, to measures that capture the effectiveness of design methods in preventing certain errors, to effort and error measures.

- It is important to document all design decisions. It has long been recognized that missing design information makes it extremely difficult to maintain software efficiently. While the final design is important, the design rationale is at least as important if you are to understand design decisions and avoid recreating previously rejected design alternatives.

In the Distos/Incas experiment, we used more explicit design documents than are used in most production environments. However, the information-flow measures derived from the final design document had only average predictive capabilities. Further analysis revealed that whenever a component had implicit dependencies with other components, its maintenance behavior was poorly predicted. Implicit dependencies between components included the use of the same algorithm, and architectural dependencies.
These design decisions were not reflected explicitly in the final design document. Fortunately, we had stored all the versions created during development, so we could do a postmortem analysis to identify many implicit dependencies. This caused us to extend Henry and Kafura's information-flow model with implicit, global information flows.\textsuperscript{1} The new design measure, which combines explicit and implicit information flows, was significantly more reliable in predicting maintenance behavior.

Research framework

Measurement is useful to understand, control, and improve products and processes based on objective data rather than subjective judgment. It also helps you build better models of processes and products. However, successful measurement requires more than a set of measures, just as successful design requires more than a set of design tools.

I suggest the following comprehensive design-measurement framework, which includes measurement approaches, mechanisms to model design aspects, the entire range of candidate design measures, and guidelines for reporting design-measurement results:

- Choose and tailor an effective measurement approach. I suggest the QCM and quality-improvement paradigms for both individual experiments and case studies as well as continuous organizational improvement. Both paradigms theoretically can exist without measurement, but you must measure if you want to evaluate and improve based on objective data rather than just subjective judgment.

Both paradigms incorporate measurement in a goal-oriented fashion: Measures serve goals! Both must be institutionalized into an operational approach tailored to the specific environment characteristics.\textsuperscript{1} In the TAME project, we developed templates and guidelines to help formally support the setting of goals and the derivation of measures.\textsuperscript{1}

- Model the design aspects of interest. To use the paradigms properly, you must model the product and process aspects of interest. The product aspects of interest are those addressed and documented during the design phase (such as data and intercomponent structure, and control and information flow). The process aspects of interest are harder to model. In a separate project at the University of Maryland, we are developing a process-modeling language that acknowledges the need to specify mechanical and creative design aspects by combining imperative and constraint-oriented language principles.\textsuperscript{1}

- Consider a variety of design measures. Candidate design measures address the design process and product, characterize design aspects directly and use design measures as indirect measures to help predict other qualities of interest (such as maintainability), and represent design information objectively, subjectively, and on different scales.

Design-process measures may capture effort distributions, defect profiles, or patterns of design-conflict resolutions. Design-product measures include measures of length, structural complexity, data-structure and dataflow complexity, and information-structure and information-flow complexity.

A direct design measure characterizes a design aspect. In comparing Lady systems to systems implemented in a traditional language, the measure "structural complexity in terms of incoming and outgoing information flows" was used as a direct measure of design-product complexity and the measure "effort in staff-hours spent on designing" as a direct measure of design cost.

An indirect design measure helps predict the expected value of a direct measure. To measure maintainability, meaningful direct measures might be "effort per maintenance change." The indirect design measure "structural complexity" has been identified in the Disney/Lucas experiment to be a useful indirect measure for predicting maintainability.

Knowing the relationship between indirect and direct measures for a particular characteristic lets you predict whether requirements for this characteristic can be fulfilled and in turn, where necessary, to correct developments.

Objective design measures are preferred over subjective design measures. Examples of typical objective measures are "effort in staff-hours spent on design" and "number of design components." Examples of typical subjective measures are "degree to which a design method was used" and "experience of staff with the design method." It is important to understand the scale of a given design measure and the corresponding implications on its interpretation.

- Define guidelines for reporting measurement results. The QCM and quality-improvement paradigms provide not only a good context for measurement but sound guidelines for reporting measurement results as well. You can use the steps of the quality-improvement paradigm as a structure to report results:

1. Characterize the environment to the degree necessary to understand the measurement goals, the experimental design, and the data interpretations.
2. Describe the measurement goals.
3. Describe the measures chosen.
4. Describe the experimental design, including procedures for data collection, validation, and analysis, as well as hypotheses.
5. Characterize the collected data.
6. Present the analysis results and validate the hypotheses.
7. Summarize the contribution of the results to the original goals and outline possible lessons for future measurement tasks.

Effective design measurement promises to contribute to quality and productivity. Design measurement has many dimensions and should be closely tied to the design methodology used. There are components of design-measurement technology available today, including general measurement approaches — the first TAME prototype is composed largely of available measurement technology.\textsuperscript{4}

Design-measurement areas that require further research include the development of traceable (or measurable) design methods, the further formalization of measurement approaches, the identification of important design principles that need to be better understood through design measures, the integration of construction and measurement, and the quantification of intellectual design activities such as exploring and rejecting design alternatives.
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ABSTRACT

Reuse of products, processes and related knowledge will be the key to enable the software industry to achieve the dramatic improvement in productivity and quality required to satisfy the anticipated growing demands. We need a comprehensive framework of models and model-based characterization schemes for better understanding, evaluating, and planning all aspects of reuse. In this paper we define requirements for comprehensive reuse models and related characterization schemes, assess state-of-the-art reuse characterization schemes relative to these requirements and motivate the need for more comprehensive reuse characterization schemes. We introduce a characterization scheme based upon a general reuse model, apply it and discuss its benefits, and suggest a model for integrating reuse into software development.
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1. INTRODUCTION

The existing gap between demand and our ability to produce high quality software cost-effectively calls for an improved software development technology. A reuse oriented development technology can significantly contribute to higher quality and productivity. Quality should improve by reusing proven experience in the form of products, processes and related knowledge such as plans, measurement data and lessons learned. Productivity should increase by using existing experience rather than creating everything from scratch. Many different approaches to reuse have appeared in the literature (e.g., [7, 9, 11, 13, 14, 15, 16, 21, 22, 23]).

Reusing existing experience is a key ingredient to progress in any area. Without reuse everything must be re-learned and re-created; progress in an economical fashion is unlikely. The goal of research in the area of reuse is the achievement of systematic approaches for effectively reusing existing experience to maximize quality and cost benefits.

This paper defines and demonstrates the usefulness of model-based reuse characterization schemes. From a number of important assumptions regarding the nature of software development and reuse we derive four essential requirements for any useful reuse models and related characterization schemes (Section 2). Existing models and characterization schemes are assessed with respect to these assumptions and the need for more comprehensive models and characterization schemes is established (Section 3). We introduce a reuse characterization scheme based on a general model of reuse (Section 4), and discuss its practical application and benefits (Section 5). Throughout the paper we use examples of reusing generic Ada packages, design inspections, and cost models to demonstrate our approach. Finally, we present a model for integrating and supporting reuse in software development (Section 6).
2. BASIC REQUIREMENTS FOR A REUSE CHARACTERIZATION SCHEME

The reuse approach presented in this paper is based on a number of assumptions regarding software development in general and reuse in particular. These assumptions are based on more than ten years of analyzing software processes and products [1, 3, 4, 5, 6, 19]. This section states our assumptions regarding development and reuse (Sections 2.1 and 2.2, respectively), and derives a set of characteristics required for any useful reuse characterization scheme (Section 2.3).

2.1. Software Development Assumptions

According to a common software development project model depicted in Figure 1, the goal of software development is to produce project deliverables (i.e., project output) that satisfy project needs (i.e., project input) [25]. This goal is achieved according to some development process model which coordinates personnel, practices, methods and tools.

![Figure 1: Software Development Project Model](image-url)

Figure 1: Software Development Project Model
With regard to software development we make the following assumptions:

(D1) A single software development process model cannot be assumed for all software development projects: Different project needs and other project characteristics may suggest and justify different development process models. The potential differences may range from different development process models themselves to different practices, methods and tools supporting these development process models to different personnel.

(D2) Practices, methods and tools — including reuse-related ones — need to be tailored to the project needs and characteristics: Under the assumption that practices, methods and tools support a particular development project, they need to be tailored to the needs and objectives, development process model, and other characteristics of that project.

2.2. Software Reuse Assumptions

Reuse-oriented software development (depicted in Figure 2) assumes that, given the project-specific need to develop an object 'x' that meets specification 'T', we take advantage of some already existing object 'x_k' e {'x_1', ..., 'x_n'} instead of developing 'x' from scratch. In this case, 'T' is not only the specification for 'x' but also the reuse specification for the set of reuse candidates 'x_1', ..., 'x_n'. Reuse includes the identification of a set of reuse candidates {'x_1', ..., 'x_k', ..., 'x_n'}, the evaluation of their potential to satisfy reuse specification 'T' effectively and the selection of the best-suited candidate 'x_k', the possible modification of the chosen candidate 'x_k' into 'x', and the integration of 'x' into the development process of the current project.
With regard to software reuse we make the following assumptions:

(R1) All experience can be reused: Typically, the emphasis is on reusing objects of type 'source code'. This limitation reflects the traditional view that software equals code. It ignores the importance of reusing software products across the entire life-cycle (which includes the planning as well as the production phases of a software development project), software processes and methods, and other kinds of knowledge such as models, measurement data or lessons learned.

The reuse of 'generic Ada packages' represents an example of product reuse. Generic Ada packages represent templates for instantiating specific package objects according to a parameter mechanisms. The reuse of 'design inspections' represents an example of process reuse. Design inspections are off-line fault detection and isolation methods applied during the module design phase. They can be based on different techniques for reading (e.g., ad hoc, sequential, control flow oriented, stepwise abstraction oriented). The reuse of 'cost models' represents an example of knowledge reuse. Cost models are used in the estimation, evaluation and control of project cost. They predict cost (e.g., in the form of staff-months) based on a number of characteristic project parameters (e.g., estimated product size in KLoC, product complexity, methodology level).

(R2) Reuse typically requires some modification of the object being reused: Under the assumption that software developments may be different in some way, modification of
experience from prior projects must be anticipated. The degree of modification depends on how many, and to what degree, existing object characteristics differ from their desired characteristics.

To reuse an Ada package 'list of integers' to organize a 'list of reals' we need to modify it. We can either modify the existing package by hand, or we can use a generic package 'list' which can be instantiated via a parameter mechanism for any base type.

To reuse a design inspection method across projects characterized by significantly different fault profiles, the underlying reading technique may need to be tailored to the respective fault profiles. If 'interface faults' replace 'control flow faults' as the most common fault type, we can either select a different reading technique all together (e.g., step-wise abstraction instead of control-flow oriented) or we can establish specific guidelines for identifying interface faults.

To reuse a cost model across projects characterized by different application domains, we may have to change the number and type of characteristic project parameters used for estimating cost as well as their impact on cost. If 'commercial software' is developed instead of 'real-time software', we may have to consider re-defining 'estimated product size' to be measured in terms of 'data structures' instead of 'lines of code' or re-computing the impact of the existing parameters on cost. Using a cost model effectively implies a constant updating of our understanding of the relationship between project parameters and cost.

(R3) Analysis is necessary to determine when and if reuse is appropriate: The decision to reuse existing experience as well as how and when to reuse it needs to be based on an analysis of the payoff. Reuse payoff is not always easy to evaluate. We need to understand (i) the objectives of reuse, (ii) how well the available reuse candidates are qualified to meet these objectives, and (iii) the mechanisms available to perform the necessary modification.

Assume the existence of a set of Ada generics which represent application-specific components of a satellite control system. The objective may be to reuse such components to build a new satellite control system of a similar type, but with higher precision. Whether the existing generics are suitable depends on a variety of characteristics: Their correctness and reliability, their performance in prior instances of reuse, their ease of integration into a new system, the potential for achieving the higher degree of precision through instantiation, the degree of change needed, and the existence of reuse mechanisms that support this change process. Candidate Ada generics may theoretically be well suited for reuse; however, without knowing the answers to these questions, they may not be reused due to lack of confidence that reuse will pay off.

Assume the existence of a design inspection method based on ad-hoc reading which has been used successfully on past satellite control software developments within a standard waterfall model. The objective may be to reuse the method in the context of the Cleanroom development method [18, 20]. In this case, the method needs to be applied in the context of a different life-cycle model, different design approach, and different design representations. Whether and how the existing method can be reused depends on our ability to tailor the reading technique to the stepwise refinement oriented design technique used in Cleanroom, and the required intensity of
reading due to the omission of developer testing. This results in the definition of the stepwise abstraction oriented reading technique [8].

Assume the existence of a cost model that has been validated for the development of satellite control software based on a waterfall life-cycle model, functional decomposition oriented design techniques, and functional and structural testing. The objective may be to reuse the model in the context of Cleanroom development. Whether the cost model can be reused at all, how it needs to be calibrated, or whether a completely different model may be more appropriate depends on whether the model contains the appropriate variables needed for the prediction of cost change or whether they simply need to be re-calibrated. This question can only be answered through thorough analysis of a number of Cleanroom projects.

(R4) Reuse must be integrated into the specific software development: Reuse is intended to make software development more effective. In order to achieve this objective we need to tailor reuse practices, methods and tools towards the respective development process.

We have to decide when and how to identify, modify and integrate existing Ada packages. If we assume identification of Ada generics by name, and modification by the generic parameter mechanism, we require a repository consisting of Ada generics together with a description of the instantiation parameters. If we assume identification by specification, and modification of the generic's code by hand, we require a suitable specification of each generic, a definition of semantic closeness of specifications so we can find suitable reuse candidates, and the appropriate source code documentation to allow for ease of modification. In the case of identification by specification we may consider identifying reuse candidates at high-level design (i.e., when the component specifications for the new product exist) or even when defining the requirements.

We have to decide on how often, when, and how design inspections should be integrated into the development process. If we assume a waterfall-based development life-cycle, we need to determine how many design inspections need to be performed and when (e.g., once for all modules at the end of module design, once for all modules of a subsystem, or once for each module). We need to state which documents are required as input to the design inspection, what results are to be produced, what actions are to be taken, and when, in case the results are insufficient, and who is supposed to participate.

We have to decide when to initially estimate cost and when to update the initial estimate. If we assume a waterfall-based development life-cycle, we may estimate cost initially based on estimated product and process parameters (e.g., estimated product size). After each milestone, the estimated cost can be compared with the actual cost. Possible deviations are used to correct the estimate for the remainder of the project.

2.3. Software Reuse Characteristics

The above software reuse assumptions suggest that 'reuse' is a complex concept. We need to build models and characterization schemes that allow us to define and understand, compare and evaluate, and plan the objectives of reuse, the candidate objects of reuse, the reuse process itself,
and the potential for effective reuse. Based upon the above assumptions, such models and characterization schemes need to exhibit the following characteristics:

(C1) Applicable to all types of reuse objects: We want to be able to characterize products, processes and all other types of related knowledge such as plans, measurement data or lessons learned.

(C2) Capable of characterizing objects—before—reuse and objects—after—reuse: We want to be able to characterize the reuse candidates (from here on called 'objects—before—reuse') as well as the object actually being reused in the current project (from here on called 'object—after—reuse'). This will enable us to (i) judge the suitability of a given reuse candidate based on the distance between its actual before—reuse and desired after—reuse characteristics, and (ii) establish criteria for useful reuse candidates (object—before—reuse characteristics) based on anticipated objectives for their (re)use (object—after—reuse characteristics).

(C3) Capable of characterising the reuse process itself: We want to be able to (i) judge the ease of bridging the gap between different object characteristics before— and after—reuse, and (ii) derive additional criteria for useful reuse candidates based on characteristics of the reuse process itself.

(C4) Capable of being systematically tailored to specific project (i.e., development and reuse) needs and other characteristics: We want to be able to adjust a given reuse characterization scheme to changing needs in a systematic way. This requires not only the ability to change the scheme, but also some kind of rationale that ties the given reuse characterization scheme back to its underlying model and assumptions. Such a rationale enables us to identify the impact of different environments and modify the scheme in a systematic way.
3. STATE-OF-THE-ART REUSE CHARACTERIZATION SCHEMES

A number of research groups have developed characterization schemes for reuse (e.g., [9, 11, 13, 21, 22]). The schemes can be distinguished as special purpose schemes and meta schemes.

The large majority of published characterization schemes have been developed for a special purpose. They consist of a fixed number of characterization dimensions. Their intention is to characterize software products as they exist. Typical dimensions for characterizing source code objects in a repository are "function", "size", or "type of problem". Examples schemes include the schemes published in [11, 13], the ACM Computing Reviews Scheme, AFIPS's Taxonomy of Computer Science and Engineering, schemes for functional collections (e.g., GAMS, SHARE, SSP, SPSS, IMSL) and schemes for commercial software catalogs (e.g., ICP, IDS, IBM Software Catalog, Apple Book). It is obvious that special purpose schemes are not designed to satisfy the reuse modeling characteristics of section 2.3.

A few characterization schemes can be instantiated for different purposes. They explicitly acknowledge the need for different schemes (or the expansion of existing ones) due to different or changing needs of an organization. They, therefore, allow the instantiation of any imaginable scheme. An excellent example is Ruben Prieto-Diaz's facet-based meta-characterization scheme [14, 17]. Theoretically, meta schemes are flexible enough to allow the capturing of any reuse aspect. However, based on known examples of actual uses of meta schemes, such broadness seems not intended. Instead, most examples focus on product reuse, are limited to the objects–before–reuse, and ignore the reuse process entirely. Meta schemes were also not designed to satisfy the reuse modeling characteristics of section 2.3.

We have found that existing schemes – special purpose as well as meta schemes – do not satisfy our requirements. To illustrate the problems associated with their limitations, we use the following example scheme which can be viewed either as a special-purpose scheme or a specific
Each reuse candidate is characterized in terms of

- **name**: What is the object's name? (e.g., buffer.ada, sel_inspection, sel_cost_model)
- **function**: What is the functional specification or purpose of the object? (e.g., integer_queue, <element>_buffer, sensor control system, certify appropriateness of design documents, predict project cost)
- **use**: How can the object be used? (e.g., product, process, knowledge)
- **type**: What type of object is it? (e.g., requirements document, code document, inspection method, coding method, specification tool, graphic tool, process model, cost model)
- **granularity**: What is the object's scope? (e.g., system level, subsystem level, component level, module - package, procedure, function - level, entire life cycle, design stage, coding stage)
- **representation**: How is the object represented? (e.g., data, informal set of guidelines, schematized templates, formal mathematical model, languages such as Ada, automated tools)
- **input/output**: What are the external input/output dependencies of the object needed to completely define/extract it as a self-contained entity? (e.g., global data referenced by a code unit, formal and actual input/output parameters of a procedure, instantiation parameters of a generic Ada package, specification and design documents needed to perform a design inspection, defect data produced by a design inspection, variables of a cost model)
- **dependencies**: What are additional assumptions and dependencies needed to understand the object? (e.g., assumption on user's qualification such as knowledge of Ada or qualification to read, specification document to understand a code unit, readability of design document, homogeneity of problem classes and environments underlying a cost model)
- **application domain**: What application classes was the object developed for? (e.g. ground support software for satellites, business software for banking, payroll software)
- **solution domain**: What environment classes was the object developed in? (e.g., waterfall life-cycle model, spiral life-cycle model, iterative enhancement life-cycle model, functional decomposition design method, standard set of methods)
- **object quality**: What qualities does the object exhibit? (e.g., level of reliability, correctness, user-friendliness, defect detection rate, predictability)

Let's assess the above reuse characterization scheme relative to the four desired characteristics of section 2.3:

(C1) It is theoretically possible to characterize all types of experience according to the above scheme (in case of a meta scheme we could even create new ones). For example, a generic Ada package 'buffer.ada' may be characterized as having identifier 'buffer.ada', offering the function '<element>_buffer', being usable as a 'product' of type 'code document' at the 'package module level', and being represented in 'Ada'. The self-contained definition of the package requires knowledge regarding the instantiation parameters as well as its visibility of externally

* Characterization dimensions are marked with "-"; example categories for each dimension are listed in parenthesis.
defined objects (e.g., explicit access through \texttt{WITH} clauses, implicit access according to nesting structure). In addition, effective use of the object may require some basic knowledge of the language Ada and assume thorough documentation of the object itself. It may have been developed within the application domain 'ground support software', according to a 'waterfall life-cycle' and 'functional decomposition design', and exhibiting high quality in terms of 'reliability'.

(C2) The scheme is used to characterize reuse candidates (i.e., objects-before-reuse) only. However, in order to evaluate the reuse potential of an object-before-reuse in a given reuse scenario, one needs to understand the distance between its characteristics and the characteristics of the desired object (i.e., object-after-reuse). In the case of the Ada package example, the required function may be different, the quality requirements with respect to reliability may be higher, or the design method used in the current project may be different from the one according to which the package has been created originally. Without understanding the distance to be bridged between reuse requirements and reuse candidates it is hard to (a) predict the cost involved in reusing a particular object, and (b) establish criteria for populating a reuse repository that supports cost-effective reuse.

(C3) The scheme is not intended to characterize the reuse process at all. To really predict the cost of reuse we do not only have to understand the distance to be bridged between objects-before and objects-after-reuse (as pointed out above), but also the intended process to bridge it (i.e., the reuse process). For example, it can be expected that it is easier to bridge the distance with respect to function by using a parameterized instantiation mechanism rather than modifying the existing package by hand.

(C4) There is no explicit rationale for the eleven dimensions of the example scheme. That makes it hard to reason about its appropriateness as well as modify it in any systematic way. There is no guidance in tailoring the example scheme to new needs neither with respect to what is to changed (e.g., only some categories, dimensions, or the entire implicitly underlying model) nor
how it is to be changed.

The result of this assessment suggests the urgent need for new, better reuse characterization schemes. In the next section, we suggest a model-based scheme which satisfies all four characteristics.

4. MODEL-BASED REUSE CHARACTERIZATION SCHEMES

In this section we define a model-based reuse characterization scheme satisfying the characteristics (C1-4) stated in section 2.3. We start this modeling approach with a very general reuse model satisfying the reuse assumptions, refine it step by step until it generates reuse characterization dimensions at the level of detail needed to understand, evaluate, motivate or improve reuse. This modeling approach allows us to deal with the complexity of the modeling task itself, and document an explicit rationale for the resulting model.

4.1. The Abstract Reuse Model

The general reuse model used in this section is consistent with the view of reuse represented in section 2.2. It assumes the existence of objects-before-reuse and objects-after-reuse, and a transformation between the two:
The objects-before-reuse represent experience from prior projects, have been evaluated as being of potential reuse value, and have been made available in some form of a repository. The objects-after-reuse are the (potentially modified) versions of objects-before-reuse integrated into some project other than the one they were initially created for. Object-after-reuse characteristics represent the 'reuse specification' for any candidate 'object-before-reuse'. Both the objects-before-reuse and the objects-after-reuse may represent any type of experience accumulated in the context of software projects ranging from products to processes to knowledge. The reuse process transforms objects-before-reuse into objects-after-reuse.

4.2. The First Model Refinement Level

Figure 4 depicts the result of the first refinement step of the general model of Figure 3.
Each object-before-reuse is a specific candidate for reuse. It has various attributes that describe and bound the object. Most objects are physically part of a system, i.e. they interact with other objects to create some greater object. If we want to reuse an object we must understand its interaction with other objects in the system in order to extract it as a unit, i.e. object interface. Objects were created in some environment which leaves its characteristics on the object, even though those characteristics may not be visible. We call this the object context.

The object-after-reuse is a specification for a set of before-reuse candidates. Therefore, we may have to consider different attributes. The system in which the transformed object is integrated and the system context in which the system is developed must also be classified.

The reuse process is aimed at extracting the object-before-reuse from a repository based on the available object-after-reuse characteristics, and making it ready for reuse in the system and context in which it will be reused. We must describe the various reuse activities and classify them. The reuse activities need to be integrated into the reuse-enabling software development process. The means of integration constitute the activity interface. Reuse requires the transfer of experience across project boundaries. The organizational support provided for this experience transfer is referred to as activity context.
Based upon the goals for the specific project, as well as the organization, we must evaluate (i) the required qualities of the object-after-reuse, (ii) the quality of the reuse process, especially its integration into the enabling software evolution process, and (iii) the quality of the existing objects-before-reuse.

4.3. The Second Model Refinement Level

Each component of the First Model Refinement (Figure 4) is further refined as depicted in Figures 5(a–c). It needs to be noted that these refinements are based on our current understanding of reuse and may, therefore, change in the future.

4.3.1. Objects-Before-Reuse

In order to characterize the object itself, we have chosen to provide the following six dimensions and supplementing categories: the object's name (e.g., buffer.ada), its function (e.g., integer_buffer), its possible use (e.g., product), its type (e.g., requirements document), its granularity (e.g., module), and its representation (e.g., Ada language). The object interface consists of such things as what are the explicit inputs/outputs needed to define and extract the object as a self-contained unit (e.g., instantiation parameters in the case of a generic Ada package), and what are additionally required assumptions and dependencies (e.g., user's knowledge of Ada). Whereas the object and object interface dimensions provide us with a snapshot of the object at hand, the object context dimension provides us with historical information such as the application classes the object was developed for (e.g., ground support software for satellites), the environment the object was developed in (e.g., waterfall life-cycle model), and its validated or anticipated quality (e.g., reliability).

The resulting model refinement is depicted in Figure 5a.
A detailed definition of the above eleven dimensions – together with example categories – has already been presented in Section 3. In contrast to Section 3, we now have (i) a rationale for these dimensions (see Figure 5a) and (ii) understand that they cover only part (i.e., the objects-before-reuse) of the comprehensive reuse model depicted in Figure 4.

4.3.2. Objects-After-Reuse

In order to characterize objects-after-reuse, we have chosen the same eleven dimensions and supporting categories as for the objects-before-reuse. The resulting model refinement is depicted in Figure 5b:
However, an object may change its characteristics during the actual process of reuse. Therefore, its characterizations before-reuse and after-reuse can be expected to be different. For example, an object-before-reuse may be a compiler (type) product (use), and may have been developed according to a waterfall life-cycle approach (solution domain). The object-after-reuse may be a compiler (type) process (use) integrated into a project based on iterative enhancement (solution domain).

This means that despite the similarity between the refined models of objects-before-reuse and objects-after-reuse, there exists a significant difference in emphasis: In the former case the emphasis is on the potentially reusable objects themselves; in the latter case, the emphasis is on the system in which these object(s) are (or are expected to be) reused. This explains the use of different dimension names: 'system' and 'system context' instead of 'object interface' and 'object context'.

The distance between the characteristics of an object-before-reuse and an object-after-reuse give an indication of the gap to be bridged in the event of reuse.
4.3.3. Reuse Process

The reuse process consists of several activities. In the remainder of this paper, we will use a model consisting of four basic activities: identification, evaluation, modification, and integration. In order to characterize each reuse activity we may be interested in its name (e.g., modify p1), its function (e.g., modify an identified reuse candidate to entirely satisfy given object-after-reuse characteristics), its type (e.g., modification), and the mechanism used to perform its function (e.g., modification via parameterization). The interface of each activity may consist of such things as what the explicit input/output interfaces between the activity and the enabling software evolution environment are (e.g., in the case of modification: performed during the coding phase, assumes the existence of a specification), and what other assumptions regarding the evolution environment need to be satisfied (e.g., existence of certain configuration control policies). The activity context may include information about how experience is transferred from the object-before-reuse domain to the object-after-reuse domain (experience transfer), and the quality of each reuse activity (e.g., reliability, productivity).

This refinement of the reuse process is depicted in Figure 5c.

![Reuse Model](image)

Figure 5c: Reuse Model (Reuse Process / Refinement level 2)

In more detail, the dimensions and example categories for characterizing the reuse process are:
• REUSE PROCESS: For each reuse activity characterize:

+ Activity:
  - **name**: What is the name of the activity? (e.g., identify.generics, evaluate.generics, modify.generics, integrate.generics)
  - **function**: What is the function performed by the activity? (e.g., select candidate objects \(x_i\) which satisfy certain object categories of the object–after–reuse specification \(X\); evaluate the potential of the selected candidate objects of satisfying the given system and system context dimensions of the object–after–reuse specification \(X\); and pick the most suited candidate \(x_k\); modify \(x_k\) to entirely satisfy \(X\); integrate object \(x\) into the current development project)
  - **type**: What is the type of the activity? (e.g., identification, evaluation, modification, integration)
  - **mechanism**: How is the activity performed? (e.g., by name, by function, by type and function; in the case of evaluation: e.g., by subjective judgement, by evaluation of historical baseline measurement data; in the case of modification: e.g., verbatim, parameterized, template-based, unconstrained; in the case of integration: e.g., according to the system configuration plan, according to the project/process plan)

+ Activity Interface:
  - **input/output**: What are explicit input and output interfaces between the reuse activity and the enabling software evolution environment? (in the case of identification: e.g., specification for the needed object–after–reuse / set of candidate objects–before–reuse; in the case of modification: e.g., one selected object–before–reuse, specification for the needed object–after–reuse / object–after–reuse)
  - **dependencies**: What are other implicit assumptions and dependencies on data and information regarding the software evolution environment? (e.g., time at which reuse activity is performed – relative to the enabling development process: e.g., during design or coding stages; additional information needed to perform the reuse activity effectively: e.g., package specification to instantiate a generic package, knowledge of system configuration plan, configuration management procedures, or project plan)

+ Activity Context:
  - **experience transfer**: What are the support mechanisms for transferring experience across projects? (e.g., human, experience base, automated)
  - **reuse quality**: What is the quality of each reuse activity? (e.g., high reliability, high predictability of modification cost, correctness, average performance)
5. APPLYING MODEL-BASED REUSE CHARACTERIZATION SCHEMES

We demonstrate the applicability of our model-based reuse scheme by characterizing three hypothetical reuse scenarios related to product, process and knowledge reuse: Ada generics, design inspections, and cost models (Section 5.1). The characterization of the Ada generics scenario is furthermore used to demonstrate the benefits of model-based characterizations to describe/understand/motivate a given reuse scenario (Section 5.2), to evaluate the cost of reuse (Section 5.3), and to plan the population of a reuse repository (Section 5.4).

5.1. Example Reuse Characterizations

The characterization scheme of section 4 has been applied to the three examples of product, process and knowledge reuse introduced in section 2. The resulting characterizations are contained in tables 2, 3, and 4:
<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Ada generic</th>
<th>Reuse Examples</th>
<th>cost model</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>buffer.ada</td>
<td>sel_inspection_waterfall</td>
<td>sel_cost_model.fortran</td>
</tr>
<tr>
<td>function</td>
<td>&lt;element&gt;_buffer</td>
<td>certify appropriateness of design documents</td>
<td>predict project cost</td>
</tr>
<tr>
<td>use</td>
<td>product</td>
<td>process</td>
<td>knowledge</td>
</tr>
<tr>
<td>type</td>
<td>code document,</td>
<td>inspection method</td>
<td>cost model</td>
</tr>
<tr>
<td>granularity</td>
<td>package</td>
<td>design stage</td>
<td>entire life cycle</td>
</tr>
<tr>
<td>representation</td>
<td>Ada/generic package</td>
<td>informal set of guidelines</td>
<td>formal mathematical model</td>
</tr>
<tr>
<td>input/output</td>
<td>formal and actual instantiation params</td>
<td>specification and design document needed, defect data produced</td>
<td>estimated product size in KLOC, complexity rating, methodology level, cost in staff_hours</td>
</tr>
<tr>
<td>dependencies</td>
<td>assumes Ada knowledge</td>
<td>assumes a readable design, qualified reader</td>
<td>assumes a relatively homogeneous class of problems and environments</td>
</tr>
<tr>
<td>application domain</td>
<td>ground support sw for satellites</td>
<td>ground support sw for satellites</td>
<td>ground support sw for satellites</td>
</tr>
<tr>
<td>solution domain</td>
<td>waterfall (Fortran)</td>
<td>waterfall (Fortran)</td>
<td>waterfall (Fortran)</td>
</tr>
<tr>
<td></td>
<td>life-cycle model, functional decomposition design method</td>
<td>life-cycle model, standard set of methods</td>
<td>life-cycle model standard set of methods</td>
</tr>
<tr>
<td>object quality</td>
<td>high reliability</td>
<td>average defect detection rate</td>
<td>average predictability</td>
</tr>
<tr>
<td></td>
<td>(e.g., &lt; 0.1 defects per KLOC for a given set of acceptance tests)</td>
<td>(e.g., &gt; 0.5 defects detected per staff_hour)</td>
<td>(e.g., &lt; 5% prediction error)</td>
</tr>
</tbody>
</table>

Table 2: Characterization of Example Reuse Objects—Before—Reuse
<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Ada generics</th>
<th>design inspection</th>
<th>cost model</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>string_buffer.ada</td>
<td>sel_inspection.cleanroom</td>
<td>sel_cost_model.ada</td>
</tr>
<tr>
<td>function</td>
<td>string_buffer</td>
<td>certify appropriateness of design documents</td>
<td>predict project cost</td>
</tr>
<tr>
<td>use</td>
<td>product</td>
<td>process</td>
<td>knowledge</td>
</tr>
<tr>
<td>type</td>
<td>code document,</td>
<td>inspection method</td>
<td>cost model</td>
</tr>
<tr>
<td>granularity</td>
<td>package</td>
<td>design stage</td>
<td>entire life cycle</td>
</tr>
<tr>
<td>representation</td>
<td>Ada</td>
<td>informal set of guidelines</td>
<td>formal mathematical model</td>
</tr>
<tr>
<td>input/output</td>
<td>formal and actual instantiation params</td>
<td>specification and design document needed, defect data produced</td>
<td>estimated product size in KLOC, complexity rating, methodology level, cost in staff hours</td>
</tr>
<tr>
<td>dependencies</td>
<td>assumes Ada knowledge</td>
<td>assumes a readable design, qualified reader</td>
<td>assumes a relatively homogeneous class of problems and environments</td>
</tr>
<tr>
<td>application domain</td>
<td>ground support sw for satellites</td>
<td>ground support sw for satellites</td>
<td>ground support sw for satellites</td>
</tr>
<tr>
<td>solution domain</td>
<td>waterfall (Ada)</td>
<td>Cleanroom (Fortran) development model, stepped refinement oriented design, statistical testing</td>
<td>waterfall (Ada) life-cycle model, revised set of methods</td>
</tr>
<tr>
<td>object quality</td>
<td>high reliability</td>
<td>high defect detection rate</td>
<td>high predictability</td>
</tr>
<tr>
<td></td>
<td>(e.g., &lt; 0.1 defects per KLoC for a given set of acceptance tests), high performance (e.g., max. response times for a set of tests)</td>
<td>(e.g., &gt; 1.0 defects detected per staff hour) wrt. interface faults</td>
<td>(e.g., &lt; 2% prediction error)</td>
</tr>
</tbody>
</table>

Table 3: Characterization of Example Reuse Objects—After—Reuse
5.2. Describing/Understanding/Motivating Reuse Scenarios

We will demonstrate the benefits of our reuse characterization scheme to describe, understand, and motivate the reuse of Ada generics as characterized in section 5.1.

We assume that in some project the need has arisen to have an Ada package implementing a 'string_buffer' with high 'reliability and performance' characteristics. This need may have been established during the project planning phase based on domain analysis, or during the design or coding stages. This package will be integrated into a software system designed according to

Table 4: Characterization of Example Reuse Processes

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Ada generics</th>
<th>design inspection</th>
<th>cost model</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>modify generics</td>
<td>modify inspections</td>
<td>modify.cost_models</td>
</tr>
<tr>
<td>function</td>
<td>modify to satisfy target specification</td>
<td>modify to satisfy target specification</td>
<td>modify to satisfy target specification</td>
</tr>
<tr>
<td>type</td>
<td>modification</td>
<td>modification</td>
<td>modification</td>
</tr>
<tr>
<td>mechanism</td>
<td>parameterized (generic mechanism)</td>
<td>unconstrained</td>
<td>template-based</td>
</tr>
<tr>
<td>input/output</td>
<td>buffer.ada, reuse specification/ string_buffer.ada</td>
<td>seI_inspection.waterfall, reuse specification/ seI_inspection.cle aroom</td>
<td>seI_cost_model.fortran, reuse specification/ seI_cost_model.ada</td>
</tr>
<tr>
<td>dependencies</td>
<td>performed during coding stage, package specification needed, knowledge of system configuration plan</td>
<td>performed during planning stage, knowledge of project plan</td>
<td>performed during planning stage, knowledge of historical project profiles</td>
</tr>
<tr>
<td>experience transfer</td>
<td>experience base</td>
<td>human and experience base</td>
<td>human and experience base</td>
</tr>
<tr>
<td>reuse quality</td>
<td>correctness</td>
<td>correctness</td>
<td>correctness</td>
</tr>
</tbody>
</table>
object-oriented principles. The complete reuse specification is contained in Table 3.

First, we identify candidate objects based on some subset of the object related characteristics stated in Table 3: string_buffer.ada, string_buffer, product, code document, package, Ada. The more characteristics we use for identification, the smaller the resulting set of candidate objects will be. For example, if we include the name itself, we will either find exactly one object or none. Identification may take place during any project stage. We will assume that the set of successfully identified reuse candidates contains 'buffer.ada', the object characterized in Table 2.

Now we need to evaluate whether and to what degree 'buffer.ada' (as well as any other identified candidate) needs to be modified and estimate the cost of such modification compared to the cost required for creating the desired object 'string_buffer' from scratch. Three characteristics of the chosen reuse candidate deviate from the expected ones: it is more general than needed (see function dimension), it has been developed according to a different design approach (see solution domain dimension), and it does not contain any information about its performance behavior (see object quality dimension). The functional discrepancy requires instantiating object 'buffer.ada' for data type 'string'. The cost of this modification is extremely low due to the fact that the generic instantiation mechanism in Ada can be used for modification (see Table 4). The remaining two discrepancies cannot be evaluated based on the information available through the characterizations in section 5.1. On the one hand, ignoring the solution domain discrepancy may result in problems during the integration phase. On the other hand, it may be hard to predict the cost of transforming 'buffer.ada' to adhere to object-oriented principles. Without additional information about either the integration of non-object-oriented packages or the cost of modification, we only have the choice between two risks. Predicting the cost of changes necessary to satisfy the stated object performance requirements is impossible because we have no information about the candidate's performance behavior. It is noteworthy that very often practical reuse seems to fail because of lack of appropriate information to evaluate the reuse implications a-priori, rather than because of technical infeasibility.
In case the object characterized in Table 2 has been modified successfully to satisfy the specification in Table 3, we need to integrate it into the ongoing development process. This task needs to be performed consistently with the system configuration plan and the process plan used in this project.

The characterization of both objects (before/after-reuse) and the reuse process allow us to understand some of the implications and risks associated with discrepancies between identified reuse candidates and target reuse specification. Problems arise when we have either insufficient information about the existence of a discrepancy (e.g., object performance quality in our example), or no understanding of the implications of an identified discrepancy (e.g., solution domain in our example). In order to avoid the first type of problem, one may either constrain the identification process further by including characteristics other than just the object related ones, or not have any objects without 'performance' data in the reuse repository. If we had included 'desired solution domain' and 'object performance' as additional criteria in our identification process, we may not have selected object 'buffer.ada' at all. If every object in our repository would have performance data attached to it, we at least would be able to establish the fact that there exists a discrepancy. In order to avoid the second type of problem, we need have some (semi-) automated modification mechanism, or at least historical data about the cost involved in similar past situations. It is clear that in our example any functional discrepancy within the scope of the instantiation parameters is easy to bridge due to the availability of a completely automated modification mechanism (i.e., generic instantiation in Ada). Any functional discrepancy that cannot be bridged through this mechanisms poses a larger and possibly unpredictable risk. Whether it is more costly to re-design 'buffer.ada' in order to adhere to object oriented design principles or to re-develop it from scratch is not obvious without past experience.

Based on the preceding discussion, the motivational benefits are that we have a sound rationale for suggesting the use of certain reuse mechanisms (e.g., automated in the case of Ada packages to reduce the modification cost), criteria for populating a reuse repository (e.g., do
exclude objects without performance data to avoid the unnecessary expansion of the search space), criteria for identifying reuse candidates effectively according to some reuse specification (e.g., do include solution domain to avoid the identification of candidates with unpredictable modification cost), or certain types of reuse specifications (e.g., require that each reuse request is specified in terms of all object dimensions, except probably name, and all system context dimensions).

5.3. Evaluating the Cost of Reuse

We will demonstrate the benefits of our reuse characterization scheme to evaluate the cost of reusing Ada generics as characterized in section 5.1.

The general evaluation goals are (i) characterize the degree of discrepancies between a given reuse specification (see Table 3) and a given reuse candidate (Table 2), and (ii) what is the cost of bridging the gap between before-reuse and after-reuse characteristics. The first type of evaluation goal can be achieved by capturing detailed information with respect to the object-before-reuse and object-after-reuse dimensions. The second goal requires the inclusion of data characterizing the reuse process itself and past experience about similar reuse activities.

We use the goal/question/metric paradigm to perform the above kind of goal-oriented evaluation [6, 8, 10]. It provides templates for guiding the selection of appropriate metrics based on a precise definition of the evaluation goal. Guidance exists at the level of identifying certain types of metrics (e.g., to quantify the object of interest, to quantify the perspective of interest, to quantify the quality aspect of interest). Using the goal/question/metric paradigm in conjunction with reuse characterizations like the ones depicted in Tables 2, 3, and 4, provides very detailed guidance as to what exact metrics need to be used. For example, evaluation of the Ada generic example suggests metrics to characterize discrepancies between the desired object-after-reuse and all before-reuse candidates in terms of (i) function, use, type, granularity, and representation on a nominal scale defined by the respective categories, (ii) input/output interface on an ordinal scale
'number of instantiation params', (iii) application and solution domains on nominal scales, and (iv) qualities such as performance based on benchmark tests.

5.4. Planning the Population of Reuse Repositories

We will demonstrate the benefits of our reuse characterization scheme to populate a reuse repository with generic Ada packages as characterized in section 5.1.

Reuse is economical from a project perspective if the effort required to bridge the gap between an object—before—reuse (available in some experience base) and the desired object—after—reuse is less than the effort required to create the object—after—reuse from scratch. Reuse is economical from an organization's perspective if the effort required for creating the reuse repository is less than the sum of all project—specific savings based on reuse.

Based on the above statement, populating a reuse repository constitutes an optimization problem for the organization. For example, high effort for populating a reuse repository may be justified if (i) small savings in many projects are expected, or (ii) large savings in a small number of projects are expected. For example, object 'buffer.ada' could have been transformed to adhere to object oriented principles prior to introducing it into the repository. This would have excluded the project specific risk and cost.

The cost of reusing an object—before—reuse from an experience base depends on its distance to the desired object—after—reuse and the mechanisms employed to bridge that distance. The cost of populating a reuse repository depends on how much effort is required to transform existing objects into objects—before—reuse. Both efforts together are aimed at bridging the gap between the project in which some objects were produced and the projects in which they are intended to be reused. The inclusion of a generic package 'buffer.ada' into the repository instead of specific instances 'integer_buffer.ada' and 'real_buffer.ada' requires some up—front transformation (i.e., abstraction). The advantage of creating an object 'buffer.ada' is that it reduces the project—specific cost of creating object 'string_buffer.ads' (or any other buffer for that matter) and
quantifies the cost of modification.

Finding the appropriate characteristics for objects-before-reuse to minimize project-specific reuse costs requires a good understanding of future reuse needs (objects-after-reuse) and the reuse processes to be employed (reuse process). The more one knows about future reuse needs within an organization, the better job one can do of populating a repository. For example, the object-before-reuse characteristics of Ada generics in Table 2 were derived from the corresponding object-after-reuse and reuse process characteristics in Tables 3 and 4. It would have made no sense to include Ada generics into the experience base that (i) are not based on the same instantiation parameters as all anticipated objects-after-reuse because modification is assumed via parameterized instantiation, (ii) do not exhibit high reliability and performance, and (iii) have not the same solution domain except we understand the implication of different solution domains. Without any knowledge of the object-after-reuse and reuse process characteristics, the task of populating a reuse repository is about as meaningful as investing in the mass-production of concrete components in the area of civil engineering without knowing whether we want to build bridges, town houses or high-rise buildings.

8. A REUSE–ORIENTED SOFTWARE ENVIRONMENT MODEL

Effective reuse according to the reuse–oriented software development model depicted in Figure 2 of Section 2 needs to take place in an environment that supports continuous improvement, i.e., recording of experience across all projects, appropriate packaging and storing of recorded experience, and reusing existing experience whenever feasible. Figure 6 depicts such an environment model.
Each project is performed according to an organization process model based on the improvement paradigm [2, 5]:

1. Characterize: Identify characteristics of the current project environment so that the
appropriate past experience can be made available to the current project.

2. Plan: (A) Set up the goals for the project and refine them into quantifiable questions and metrics for successful project performance and improvement over previous project performances (e.g., based upon the goal/question/metric paradigm [6]). (B) Choose the appropriate software development process model for this project with the supporting methods and tools - both for construction and analysis.

3. Execute: (A) Construct the products according to the chosen development process model, methods and tools. (B) Collect the prescribed data, validate and analyze it to provide feedback in real-time for corrective action on the current project.

4. Feedback: (A) Analyze the data to evaluate the current practices, determine problems, record findings and make recommendations for improvement for future projects. (B) Package the experiences in the form of updated and refined models and other forms of structured knowledge gained from this and previous projects, and save it in an experience base so it can be available to future projects.

The experience base is not a passive entity that simply stores experience. It is an active organizational entity in the context of the reuse-oriented environment model which - in addition to storing experience in a variety of repositories - involves the constant modification of experience to increase its reuse potential. It plays the role of an organizational "server" aimed at satisfying project-specific requests effectively. The constant collection of measurement data regarding objects-after-reuse and the reuse processes themselves enables the judgements needed to populate the experience base effectively and to select the best suited objects-before-reuse to satisfy project-specific reuse needs based upon experiences. The organizational process model based on the improvement paradigm supports the integration of measurement-based analysis and construction.
For more detail about the reuse-oriented environment model, the reader is referred to [7].

7. CONCLUSIONS

The model-based reuse characterization scheme introduced in this paper has advantages over existing schemes in that it (a) allows us to capture the reuse of any type of experience, (b) distinguishes between objects-before-reuse, objects-after-reuse, and the reuse process itself, and (c) provides a rationale for the chosen characterizing dimensions. In the past most the scope of reuse schemes was limited to objects-before-reuse.

We have demonstrated the advantages of such a model-based scheme by applying it to the characterization of example reuse scenarios. Especially its usefulness for evaluating the cost of reuse and planning the population of reuse repositories were stressed.

Finally, we gave a model how we believe reuse should be integrated into an environment aimed at continuous improvement based on learning and reuse. A specific instantiation of such an environment, the 'code factory', is currently being developed at the University of Maryland [12]. In order to make reuse a reality, more research is required towards understanding and conceptualizing activities and aspects related to reuse, learning and the experience base.
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Viewing Maintenance as Reuse-Oriented Software Development

Victor R. Basili, University of Maryland at College Park

Treating maintenance as a reuse-oriented development process provides a choice of maintenance approaches and improves the overall evolution process.

If you believe that software should be developed with the goal of maximizing the reuse of experience in the form of knowledge, processes, products, and tools, the maintenance process is logically and ideally suited to a reuse-oriented development process. There are many reuse models, but the key issue is which process model is best suited to the maintenance problem at hand.

In this article, I present a high-level organizational paradigm for development and maintenance in which an organization can learn from development and maintenance tasks and then apply that paradigm to several maintenance process models. Associated with the paradigm is a mechanism for setting measurable goals so you can evaluate the process and the product and learn from experience.

An earlier version of this article was given as the keynote presentation at the Conference on Software Maintenance in October 1988.

Maintenance models

Most software systems are complex, and modification requires a deep understanding of the functional and non-functional requirements, the mapping of functions to system components, and the interaction of components. Without good documentation of the requirements, design, and code with respect to function, traceability, and structure, maintenance becomes a difficult, expensive, and error-prone task. As early as 1976, Les Belady and Manny Lehman reported on the problems with the evolution of IBM OS/360. The literature is filled with similar examples.

Maintenance comprises several types of activities: correcting faults in the system, adapting the system to a changing operating environment (such as new terminals and operating-system modifications), and adapting the system to changes in the original requirements. The new system
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like the old system, yet it is also different in a specific set of characteristics. You can view the new version of the system as a modification of the old system or as a new system that reuses many of the old system’s components. Although these two views have many aspects in common, they are very different in how you organize the maintenance process, the effects on future products, and the support environments required.

Consider the following three maintenance process models:
1. the quick-fix model,
2. the iterative-enhancement model, and
3. the full-reuse model.

All three models reuse the old system and so are reuse-oriented. Which model you choose for a particular modification is determined by a combination of management and technical decisions that depend on the characteristics of the modification, the future evolution of the product line, and the support environment available.

Each model assumes that there is a complete and consistent set of documents describing the existing system, from requirements through code. Although this may be a naive assumption in practice, a side effect of this article’s presentation should be to motivate organizations to gain the benefits of having such documentation.

**Quick-fix model.** The quick-fix model represents an abstraction of the typical approach to software maintenance. In the quick-fix model, you take the existing system, usually just the source code, and make the necessary changes to the code and the accompanying documentation and recompile the system as a new version. This may be as straightforward as a change to some internal component, like an error correction involving a single component or a structural change or even some functional enhancement.

![Figure 1. Quick-fix process model.](image)

**Iterative-enhancement model.** Iterative enhancement is an evolutionary model proposed for development in environments where the complete set of requirements for a system was not fully understood or where the developer did not know how to build the full system. Although iterative enhancement was proposed as a development model, it is well suited to maintenance. It assumes a complete and consistent set of documents describing the system. The iterative-enhancement model
- starts with the existing system’s requirements, design, code, test, and analysis documents;
- modifies the set of documents, starting with the highest-level document affected by the changes, propagating the changes down through the full set of documents; and
- at each step of the evolutionary process, less you redesign the system, based on analysis of the existing system.

The process assumes that the maintenance organization can analyze the existing product, characterize the proposed set of modifications, and redesign the current version where necessary for the new capabilities.

![Figure 2. Iterative-enhancement model.](image)

**Full-reuse model.** While iterative enhancement starts with evaluating the existing system for redesign and modification, a full-reuse process model starts with the requirements analysis and design of the new system and reuses the appropriate requirements, design, and code from any earlier versions of the old system. It assumes a repository of documents and components defining earlier versions of the current system and similar systems. The full-reuse model
- starts with the requirements for the new system, reusing as much of the old system as feasible, and
- builds a new system using documents and components from the old system and from other systems available in your repository; you develop new documents and components where necessary.

Here, reuse is explicit. Packaging of existing components is necessary, and analysis is required to select the appropriate components.

![Figure 3. Full-reuse model.](image)

Figure 3 demonstrates the flow of various documents into the various document repositories (which are all part of the larger repository) and how those repositories are accessed for documents for the new development. There is an assumption that the items in the repository are classified according to a variety of characteristics, some of which I describe later in the article.

This repository may contain more than just the documents from the earlier system — it may contain documents from earlier versions, documents from other products in the product line, and some...
generic reusable forms of documents. An environment that supports the full-reuse model clearly supports the other two models.

Model differences. The difference between the last two approaches is more one of perspective than style. The full-reuse model frees you to design the new system's solution from the set of solutions of similar systems. The iterative-enhancement model takes the last version of the current system and enhances it.

Both approaches encourage redesign, but the full-reuse model offers a broader set of items for reuse and can lead to the development of more reusable components for future systems. By contrast, the iterative-enhancement model encourages you to tailor existing systems to get the extensions for the new system.

Reuse framework

The existence of multiple maintenance models raises several questions. Which is the most appropriate model for a particular environment? A particular system? A particular set of changes? The task at hand? How do you improve each step in the process model you have chosen? How do you minimize overall cost and maximize overall quality?

To answer these questions, you need a model of the object of reuse, a model of the process that adapts that object to its target application, and a model of the reused object within its target application. Figure 4 shows a simple model for reuse. In this model, an object is any software process or product and a transformation is the set of activities performed when reusing that object.

The model steps are:
- identifying the candidate reusable pieces of the old object,
- understanding them,
- modifying them to your needs, and
- integrating them into the process.

To flesh out the model, you need a framework for categorizing objects, transformations, and their context. The framework should cover various categories. For example, is the object of reuse a process or a product? In each category, there are various classification schemes for the product (such as requirements documents, code module, and test plan) and for the process (such as cost estimation, risk analysis, and design).

Framework dimensions. There are a variety of approaches to classifying reusable objects, most notably the faceted scheme offered by Ruben Prieto-Diaz and Peter Freeman. I offer here a scheme that categorizes three aspects of reuse: the reusable object, the reusable object's context, and the process of transforming that object.

![Figure 4. Simple reuse model.](image)

I offer here a scheme that categorizes three aspects of reuse: the reusable object, the reusable object's context, and the process of transforming that object.

- Reuse-object type. What is the characterization of the candidate reuse object? Sample process classifications include a design method and a test technique; product classifications include source code and requirements documents.
- Self-containedness. How independent and understandable is the candidate object? Sample classifications include syntactic independence (such as a data-coupling measure and specification precision (such as functional notation and English))
- Reuse-object quality. How good is the candidate reuse object? Sample classifications include maturity (such as the number of systems using it), complexity (such as cyclomatic complexity), and reliability (such as the number of failures during previous use).

Context dimensions include:
- Requirements domain. How similar are the requirements domains of the candidate reuse object and the current project? Sample classifications are application (such as ground-support software for satellites) and distance (such as same application or similar algorithms but different problem focus).
- Solution domain. How similar are the evolution processes that resulted in the candidate reuse objects and the ones used in the current project? Sample classifications are process model (such as the waterfall model), design method (such as function decomposition), and language (such as Fortran).
- Knowledge-transfer mechanism. How is information about the candidate reuse objects and their context passed to current and future projects? People, such as a subset of the development team, provide a common knowledge-transfer mechanism.

Transformation dimensions include:
- Transformation type. How do you characterize transformation activities? Sample classifications include percent of change required, direction of change (such as general to domain-specific or project-specific to domain-specific), modification mechanism (such as verbatim, parameterized, template-based, or unconstrained), and identification mechanism (such as by name or by functional requirements).
- Activity integration. How do you integrate the transformation activities into the new system development? One sample classification is the phase where the activity is performed in the new development (for example, planning, requirements development, and design).
- Transformed quality. What is the contribution of the reuse object to the new system compared to the objectives set for it? Sample classifications are reliability (such as no failures associated with that component) and performance (such as satisfying a timing requirement).
Comparing the models. When applying the reuse framework to maintenance, the set of objects is a set of product documents. You compare the models to see which is appropriate for the current set of changes according to the framework's three dimensions.

First consider the reuse-object dimension:

The objects of the quick-fix and iterative-enhancement models are the set of documents representing the old system. The object of the full-reuse model is any appropriate document in the repository.

For self-containedness, all the models depend on the unit of change. The quick-fix model depends on how much evolution has taken place, since the system may have lost structure over time as objects were added, modified, and deleted. Iterative enhancement, the evolved system's structure and understandability should improve with respect to the application and the classes of changes made so far. In the full-reuse model, the evolved system's structure, understandability, and generality should improve; the degree of improvement will depend on the quality and maturity of the repository.

For reuse-object quality, the quick-fix model offers little knowledge about the old object's quality. In iterative enhancement, the analysis phase provides a fair assessment of the system's quality. In full reuse, you have an assessment of the reuse object's quality across several systems.

Now consider the context dimensions:

For the requirements domain, the quick-fix and iterative-enhancement models assume that you are reusing the same application — in fact, the same project. The full-reuse model allows manageable variation in the application domain, depending on what is available in the repository.

For the solution domain, the quick-fix model assumes the same solution structure exists during maintenance as during development. There is no change in the basic design or structure of the new system. In iterative enhancement, some modification to the solution structure is allowed because redesign is a part of the model. The full-reuse model allows major differences in the solution structure. You can completely redesign the system from a structure based on functional decomposition to one based on object-oriented design, for example.

For the knowledge-transfer mechanism, the quick-fix and iterative-enhancement models work best when the same people are developing and maintaining the system. The full-reuse model can compensate for having a different team, assuming that you have application specialists and a well-documented reuse-object repository.

The quick-fix model's weaknesses are that the modification is usually a patch that is not well-documented, partly destroying the system structure and hindering future evolution.

Last, consider the transformation dimension:

For the transformation type, the quick-fix model typically uses activities like source-code lookup, reading for understanding, unconstrained modification, and recompilation. Iterative enhancement typically begins with a search through the highest-level (most abstract) document affected by the modification, changing it and evolving the subsequent documents to be consistent, using several modification mechanisms. The full-reuse model uses a library search and several modification mechanisms; those selected depend on the type of change. In full reuse, modification is done off-line.

For activity integration, all activities are performed at same time in the quick-fix model. Iterative enhancement associates the activities with all the normal development phases. In full reuse, you identify the candidate reusable pieces during project planning and perform the other activities during development.

For transformed quality, the quick-fix model usually works best on small, well-contained modifications because their effects on the system can be understood and verified in context. Iterative enhancement is more appropriate for larger changes where the analysis phase can provide better assessment of the full effects of changes. Full reuse is appropriate for large changes and major redesigns. Here, analysis and performance history of the reuse objects support quality.

Applying the models. Given these differences, you can analyze the maintenance process models and recommend where they might be most applicable.

But first, consider the relationship between the development and maintenance process models. You can consider development to be a subset of maintenance. Maintenance environments differ from development environments in the constraints on the solution, customer demand, timeliness of response, and organization.

Most maintenance organizations are set up for the quick-fix model but not for the iterative-enhancement or full-reuse models, since they are responding to timeliness — a system failure needs to be fixed immediately or a customer demands a modification of the system's functionality. This is best used when there is little chance the system will be modified again.

Clearly, these are the quick-fix model's strengths. But its weaknesses are that the modification is usually a patch that is not well-documented, the structure of the system has been partly destroyed, making future evolution of the system difficult and error-ridden, and the model is not compatible with development processes.

The iterative-enhancement model allows redesign that lets the system evolve making future modifications easier. It focuses on making the system as good as possible. It is compatible with development process models. It is a good approach to use when the product will have a long life and evolve over time. In this case, if timeliness is also a constraint, you can use the quick-fix model for patches and the iterative-enhancement model for long-term change, replacing the patches. The drawbacks are that it is a more costly and possibly less timely approach (in the
short run) than the quick-fix model and provides little support for generic components of future, similar systems.

The full-reuse model gives the maintainer the greatest degree of freedom for change, focusing on long-range development for a set of products, which has the side effect of creating reusable components of all kinds for future developments. It is compatible with development process models and, in fact, is the way development models should evolve. It is best used when you have multiproduct environments or generic development where the product line has a long life. Its drawback is that it is more costly in the short run and is not appropriate for small modifications (although you can combine it with other models for such changes).

My assessment of when to apply these models is informal and intuitive, since it is a qualitative analysis. To do a quantitative analysis, you would need quantitative models of the reuse objects, transformations, and context. You would need a measurement framework to characterize (via classification), evaluate, predict, and monitor management and technical decisions. To do this, you would need to apply to the models a mechanism for generating and interpreting quantitative measurement, like the goal/question/metric paradigm.4• (See the box on p. 24 for a description of this paradigm and its application to choosing the appropriate maintenance process model.)

**Reuse enablers**

There are many support mechanisms necessary to achieve maximum reuse that have not been sufficiently emphasized in the literature. In this article, I have presented several: a set of maintenance models, a mechanism for choosing the appropriate models based on the goals and characteristics of the problem at hand, and a measurement and evaluation mechanism. To support these activities, there is a need for an improvement paradigm that helps organizations evaluate, learn, and enhance their software processes and products, a reuse-oriented evolution environment that encourages and supports reuse, and automated support for both the paradigm and environment as well as for measurement and evaluation.

**Improvement paradigm.** The improvement paradigm is a high-level organizational process model in which the organization learns how to improve its products and process. In this model, the organization should learn how to make better decisions on which process model to use for the maintenance of its future products based on past performance. The paradigm has three parts: planning, analysis, and learning and feedback.

In planning, there are three integrated activities that are iteratively applied:

- Characterize the current project environment to provide a quantitative analysis of the environment and a model of the project in the context of that environment. For maintenance, the characterization provides product-dimension data, change and defect data, cost data and customer-context data for earlier versions of the system, information about the classes of candidate components available in the repository for the new system, and any feedback from previous projects with experience with different models for the types of modifications required.
- Set up goals and refine them into quantifiable questions and metrics using the goal/question/metric paradigm to get performance that has improved compared to previous projects. This consists of a top-down analysis of goals that iteratively decomposes high-level goals into detailed subgoals. The iteration terminates with subgoals that you can measure directly.
- Choose and tailor the appropriate construction model for this project and the supporting methods and tools to satisfy the project goals. Understanding the environment quantitatively lets you choose the appropriate process model and fine-tune the methods and tools needed to be most effective. For example, knowing the effect of earlier applications of the maintenance models and methods in creating new projects from old systems lets you choose and fine-tune the appropriate process model and methods that have been most effective in creating new systems of the type required from older versions and component parts in the repository.

In analysis, you evaluate the current practices, determine problems, record the findings, and make recommendations for improvement. You must conduct data analysis during and after the project. The goal/question/metric paradigm lets you trace from goals to metrics and back, which lets you interpret the measurement in context to ensure a focused, simpler analysis. The goal-driven operational measures provide a framework for the kind of analysis you need.

In learning and feedback, you organize and encode the quantitative and qualitative experience gained from the current project into a corporate information base to help improve planning, development, and assessment for future projects. You can feed the results of the analysis and interpretation phase back to the organization to change how it does business based on explicitly determined successes and failures.

In this way, you can learn how to improve quality and productivity and how to improve goal definition and assessment. You can start the next project with the experience gained from this and previous projects. For example, understanding the problems associated with each new version of a system provides insights into the need for redesign and redevelopment.

**Reuse-oriented environment.** Reuse can be more effectively achieved in an environment that supports reuse. (See the article by Ted Biggerstaff and Charles Richter for a set of reusability technologies and the article by myself and Diet Rombach for a set of environment
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Goal/question/metric paradigm

The goal/question/metric paradigm represents a systematic approach for setting project goals (tailored to the needs of an organization) and defining them in operational, tractable ways. Goals are associated with a set of quantifiable questions and models that specify metrics and data for collection. The tractability of this software-engineering process supports the analysis of the collected data and computed metrics in the appropriate context of the questions, models, and goals. Feedback (by integrating constructive and analytic activities), and learning (by defining the appropriate synthesis procedure for lower level into higher level pieces of experience.)

The goals are defined in terms of purpose (why the project is being analyzed), perspective (the models of interest and the point of view of the analyst), and the environment (the context of the project). When measuring a product or process, you ask questions in three general categories:
- Product or process definition.
- Definition of the quality perspectives of interest, and
- Feedback.

Product definition includes physical attributes of the product, cost, changes and defects, and the context in which the product will be used. Process definition includes a model of the process, an evaluation of conformance to the model, and an assessment of the process-specific documents and experiences with the application.

Definition of the quality perspectives of interest includes the quality models used (such as reliability and user friendliness) and the interpretation of the data collected relative to the models.

Feedback involves the return of information for improving the product and process based on the quality perspective of interest.

The following is an informal application of the goal/question/metric paradigm to a particular maintenance problem. The answers to some of the questions are obvious. The answers to others assume a database of experience that management must estimate if it is not available.

Goals The goal-definition phase has three parts:
- Purpose: Analyze the new product requirements to determine the appropriate evolution model.
- Perspective: Examine the cost of the current enhancement and future evolution of the system from the organization's point of view.
- Environment: Along with the standard environmental factors, like resource and problem factors, you would like to pay special attention to the context dimensions in the reuse framework.

The requirements domain, you typically use product objects from the same application domain, although you can choose objects from other domains in the repository, if they are generally applicable.

The solution domain defines the process models, methods, and tools used in the development of the old product. If you plan to use the same processes for the evolving product, there is no problem with reuse. If future evolution dictates changes to the solution domain, the full-reuse model lets you make these changes, but at the cost of reusing less of the old product.

For knowledge-transfer mechanism, you must determine what form of documentation is needed to transfer the required application, process, and product knowledge to the maintainers. If the maintenance group is the same as the development group, the major transfer mechanism is the people.

Product definition. With the goal defined, you then define your product. In this example, there are several products: the new product to be built (the new version of the system), the old versions, and any other relevant objects in the repository that may be reused.

For the category of physical attributes, sample questions are:

- How many requirements are there for the new system? What is the mapping of the requirements to system components in the old system? How independent are the components to be modified in the old system? What is the complexity of the old system and its individual components? What candidate objects are available in the repository and what are their object, context, and transformation classifications? How many new requirements, categorized by class (such as size, type, and whether it is a new, modified, or deleted requirement) are there that are not in the old system? How many components, categorized by class (such as size and type of change) in the old system must be changed, added, and deleted?

For the category of changes and defects, sample questions are:

- How many errors, faults, and failures (categorized by class) are there associated with the requirements and components that need to be changed? What is the profile of past and future changes to the system, categorized by class (such as cost and number of times a component has been and must be changed)?

- For the category of cost, sample questions are: What was the cost of the original system? What was the cost of each prior version? What is the cost of each prior requirement change by class? What is the estimated cost of modifying the old system to meet the new requirements? What is the estimated cost of building a new system, reusing the experience and parts of the old system and the repository?

- For the category of customer context, sample questions are: What is the evolution of the old system? What is the evolution of the new system? What are the estimated future enhancements based on your analysis of future profiles, past modifications, and the state of technology in the application domain?

Quality perspective of interest. With the product defined, you now define the perspectives for the qualities that you are trying to achieve.

You should make a model of the system's evolution, along with its associated costs. Based on the data from the evolution of this system and other systems, as well as on the characteristics of the set of new requirements, the model should let you estimate the cost and benefits associated with each of the three process models and let you choose the appropriate one. Parameters for the model will include such items as the projected system lifetime, the number of future related systems, and the projected cost of changes for various classes of requirements.

Feedback. With the quality perspectives defined, you can now get the information needed to improve the product or process. The feedback should provide with deeper insights into the model and our environment.

Sample questions include: Is the model appropriate? How can the model be improved? How can the classifications be improved?

Other goals. There are many relevant goals. Consider the following examples:

- Evaluate the modification activities in the reuse model to improve them. Examine the cost and correctness of the resulting objects from the customer's point of view.

- Evaluate the components of the existing system to determine whether to reuse them. Examine their independence and functional appropriateness from the viewpoint of reuse in future systems.

- Predict the ability of a set of code components to be integrated into the current system from the developer's point of view.

- Encourage the reuse of a set of repository components built for reuse. Examine the reward structure from the manager's and developer's points of view.
characteristics. Software-engineering environments provide such things as project databases and support the interaction of people with methods, tools, and project data. However, experience is not controlled by the project database nor owned by the organization—so reuse exists only implicitly.

For effective reuse, you need to be able to incorporate the reuse process model in the context of development. You need to combine the development and maintenance models to maximize the context dimensions. You need to integrate characterization, evaluation, prediction, and motivation into the process. You need to support learning and feedback to make reuse viable. I propose that the reuse model can exist in the context of the improvement paradigm, making it possible to support all these requirements.

Automated support. The improvement paradigm and the reuse-oriented process model require automated support for the database, encoded experience, and the repository of previous projects and reusable components. A special issue of IEEE Software offered a set of automated and automatable technologies for reuse. You need to automate as much of the measurement process as possible and to provide a tool environment for managers and engineers to develop project-specific goals and generate operational definitions based on these goals that specify the metrics needed for evaluation. This evaluation and feedback cannot be done in real time without automated support.

Furthermore, automated support will help in the postmortem analysis. For example, a system like Tailoring a Measurement Environment, whose goal is to instantiate and integrate the improvement and goal/question/metric paradigms and help tailor the development process, can help support the reuse-oriented process model because it contains mechanisms to support systematic learning and reuse.

Applying the TAME concept to maintenance provides a mechanism for choosing the appropriate maintenance process model for a particular project and provides data to help you learn how to do a better job of maintenance.

The approach you take to maintenance depends on the nature of the problem and the size and complexity of the modification. Viewing maintenance as a reuse-oriented process in the context of the improvement paradigm gives you a choice of maintenance models and a measurement framework. You can evaluate the strengths and weaknesses of the different maintenance approaches, learn how to refine the various process models, and create an experience base from which to support further management and technical decisions.

If you do not adapt the maintenance approach, you will find it difficult to know which process model to use for a particular project, whether you are evolving the system appropriately, and whether you are maximizing quality and minimizing cost over the system lifetime.
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Evolution towards specifications environment: experiences with syntax editors

M V Zelkowitz

Language-based editors have been thoroughly studied over the last 10 years and have been found to be less effective than originally thought. This paper reviews some relevant aspects of such editors, describes experiences with one such editor (Support), and then describes two current projects that extend the syntax-editing paradigm to the specifications and design phases of the software life-cycle.

SYNTAX EDITORS

Syntax-editing (or alternatively language-based editing) is a technique that had its beginning about 20 years ago (e.g., Emily) and blossomed into a major research activity 10 years later (e.g., Mentor; CPS). During the mid-1980s, major conferences were often dominated by syntax-editing techniques. Many of these projects, however, have since been terminated or have taken a much lower profile. There are few widely used commercial products that use this technology. Why?

This paper briefly introduces the concept of syntax editing, describes one particular editor, and explains some experiences in using it. It is then shown how the syntax-editing paradigm is powerful but perhaps misapplied in the domain of source-program generation.

Just using a syntax editor for source-code production does not result in significantly higher productivity. By integrating specification generation with this source-code production, however, the author believes that increased productivity can be provided by making more of the life-cycle visible to the programmer. Two extensions to the current environment are described that apply syntax editing within a specifications environment to provide additional functionality over that of standard syntax editors.

With a conventional editor, the user may insert an arbitrary string of characters at any point in a file, and a later compilation phase will determine if there are any errors. With a syntax editor, however, only those choices permitted by the language grammar can be inserted, and the generation of source program and the processing of the program's syntax are intertwined operations. For example, for the statement nonterminal <stmt>, there are only a limited set of statement types that are permitted and only those legal strings can be entered by the user in response to that nonterminal on the screen.

The user interface is a major component of syntax editors. Depending on editor design, syntactic constructs can be specified via a mouse and pull-down menus, function keys on the keyboard, or special editing prompt commands. If the cursor is pointing to the <stmt> syntactic unit and the user specifies the if statement, then the text

if <expr> then
<stmt>
else <stmt>

will replace <stmt> on the screen. Each nonterminal <...> is considered as a single editing character and syntactic constructs must be added or deleted in their entirety. In essence, the programmer is building the source-program parse tree in a top-down manner.

Pure syntax-editing is a simple macro-like substitution, and such macro substitutions exist in several conventional editors. For example, Emacs and Digital's LBE (Language Based Editor) both permit such substitutions anywhere in a program. Here, however, editors that go beyond simple substitution are being considered. Screen layout is often specified (e.g., unparsable the program tree to a 'pretty-printed' display), semantic information is usually checked (e.g., variable declarations, mixed types), and often the editor is part of an integrated package or environment of editor, interpreter, and debugging and testing tools.

Early on, many advantages of a syntax editor were stated:

- Source-program generation would be efficient as a single mouse or function key click would generate an entire construct.
- Productivity would increase as numerous errors such as missing begin—end pairs could not occur and mixed mode expressions would immediately be found by the editor at the point of insertion. Users could more easily use an unfamiliar language.
- Screen layout would be predefined, providing a uniform structure to all programs.
The integrated package of tools enables testing and debugging to proceed more rapidly.

As shall be seen, the last of these reasons does indeed seem to be true: each of the others, however, seems to have a serious drawback as well as the supposed benefit. As an example, the Support environment, designed by the author, is briefly described as an instance of the integrated syntax-editing genre. It has many of the features implemented in such tools and is the basis for the extensions to specifications described later.

Support design

Support is an integrated environment built to process the CF-PASCAL subset of PASCAL and was used for three years (until the course contents changed) as the programming tool in the introductory programming course at the University of Maryland. It runs on both Berkeley Unix and IBM PC systems.

Design

Major features of Support include the following.

Text input Support uses both the command and function key mechanisms for input. If the cursor (represented by reverse video) covers the $<stmt>$ unit, a menu at the bottom of the screen gives the available choices. For example, to insert an if statement, either a response of 2 or depressing function key 2 (on the PC keyboard) will insert the if construct.

Support also permits textual substitution for any syntactic unit. A user can type in an arbitrary line of characters, and an internal LALR parser builds the subtree for that construct. If the root of that subtree is permitted by the current cursor position, then it is attached to the program tree at that cursor position.

Using either input mechanisms, invalid syntax can never be entered. Using the menu for input permits only correct responses, and, for textual input, if the parser cannot resolve the typed-in text to a correct syntactic unit, an error is displayed and the program is not modified.

Windows Horizontal windows dividing the CRT screen are the major interface with the user. Each tool within Support controls its own window, and from two to four windows will typically be displayed at any one time.

Tools Various tools within Support aid in program design and development. The relationship among procedures in a program is handled by the Design window; an interpreter executes partially developed programs and includes features such as variable and statement tracing and breakdown monitoring. Statement trace and statement coverage windows are part of this structure. Data are displayed via the variable trace and the run-time display windows.

As an extension to the textual input mode, a small (i.e., size of screen) text editor called the Character Oriented Editor (or COED) was implemented. Users insert or modify arbitrary sequences of characters in this window, have the text processed by the LALR parser mentioned above, and then have the text inserted into the program tree at the appropriate place in the program. The user can also pull an arbitrary section of program text into this window for modification. This also gave an easy cut-and-paste feature and the ability to move sections of code around in the program as a means to address some of the syntax-editing deficiencies that turned up.

Language and screen displays The grammar processed by Support (e.g., CF-PASCAL) is defined via an external data file that defines the syntax, some semantics, and screen layout. This feature turned out to be a major factor in allowing Support to be extended for other applications.

Experiences

Support was used from 1986 until 1989 in Computer Science I by approximately 200 to 300 students each semester. During the first two semesters data were collected from the 543 students that enrolled in the course. The background of the students is summarized in Table 1. As shown, about 75% had previous experience with programming and about half own their own computer.

Based on a 1 to 5 rating scale (1 = poor), students who owned their own computer (and presumably had more experience in programming) rated satisfaction with Support lower than those without their own computer (2.8 to 3.2). More revealing, students rated Support's text-editing capabilities much lower than those of an IBM mainframe also used during the semester (2.7 versus 3.7 for one semester, 3.3 versus 3.8 for the other). The author believes that users with experience with general text editors felt more restricted by the syntax-editing paradigm. On the other hand, novices with no previous experience felt aided by such restrictions.

Students using Support rates its debugging capabilities higher than those available on the IBM mainframe (3.8 versus 3.1 for one semester, 3.0 versus 2.9 for the other). The PC system was also rated as more available compared with the mainframe (3.9 versus 2.8 for one semester, 3.0 versus 2.9 for the other). Other results are presented elsewhere.

In summary, syntax editing seems to be viewed as a restriction on program development, but the integrated development and testing environment appears to be desired. A tool that simply develops source text does not seem to produce a large productivity increase. The results here are comparable to those found with other editing environments.

<table>
<thead>
<tr>
<th>Table 1. Background of students</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>First university computer course (%)</td>
</tr>
<tr>
<td>Took this course previously (%)</td>
</tr>
<tr>
<td>Took high-school course (%)</td>
</tr>
<tr>
<td>Never previously used computer (%)</td>
</tr>
<tr>
<td>Own microcomputer (%)</td>
</tr>
</tbody>
</table>

Based on a 1 to 5 rating scale (1 = poor), students who owned their own computer (and presumably had more experience in programming) rated satisfaction with Support lower than those without their own computer (2.8 to 3.2). More revealing, students rated Support's text-editing capabilities much lower than those of an IBM mainframe also used during the semester (2.7 versus 3.7 for one semester, 3.3 versus 3.8 for the other). The author believes that users with experience with general text editors felt more restricted by the syntax-editing paradigm. On the other hand, novices with no previous experience felt aided by such restrictions.

Students using Support rates its debugging capabilities higher than those available on the IBM mainframe (3.8 versus 3.1 for one semester, 3.0 versus 2.9 for the other). The PC system was also rated as more available compared with the mainframe (3.9 versus 2.8 for one semester, 3.0 versus 2.9 for the other). Other results are presented elsewhere.

In summary, syntax editing seems to be viewed as a restriction on program development, but the integrated development and testing environment appears to be desired. A tool that simply develops source text does not seem to produce a large productivity increase. The results here are comparable to those found with other editing environments.
Retrospective

After several years of use and several redesigns and enhancements based on user needs and experiences, the four advantages claimed for such editors can be addressed more clearly. As shall be seen, for most of the advantages, there are some serious problems to overcome.

Efficient generation of source programs

For entering much of the text of a program, this is true, but unfortunately there are enough complications to slow down experienced programmers. For example, the PASCAL if statement has an optional else clause. Should the editor automatically insert the else and have the programmer delete it if not desired, or should it not be included with the corresponding need to add it if wanted? Support chose the latter model, but in either case the editor will be wrong about half of the time.

In Support's case, the screen displays no information about optional syntactic units, so the user needs to know where such units are located. There are two modes of moving forward through a program: the → key moves to the next syntactic unit displayed on the screen, while the enter key is similar but will insert any optional phrases between displayed syntactic units as it moves. In POE's case the opposite occurs. All optional units are displayed initially, and the user must delete them if not specifically wanted.

A more serious consequence is that syntactic units are added top-down, but programmers usually think of algorithms as sequential actions. For adding new statements, there is not much difference between sequential insertion and top-down development of the BNF:

```plaintext
< stmt list > ::= < stmt > ; < stmt list > |
< stmt >
```

as both generate statements in a left-to-right manner. Insertion of expressions such as A + B*C, however, essentially means to build the tree in postfix order (e.g., "A", "A", "*", "B", "C"), which is not the natural sequence.

In some environments, such as CMU's GandalP, this top-down linking to the program's parse tree is embedded in the user interface; in Support's case, however, the LALR parser mentioned earlier was added. Straight text will be parsed and entered in its true infix format. The COED editor within Support was a valuable extension that permitted programmers to add small sections of program text (up to 22 lines of input) without violating the basic top-down nature of program generation in a syntax editor.

Early detection of syntax and semantic errors

While true, this is not much of a benefit if its consequences are considered. Experienced programmers generally do not make many syntax errors as they enter text, although novices do. (This might explain Support's greater popularity among non-programmers than among programmers.)

There are cases where this supposed benefit is actually a hindrance. If an experienced programmer thinks of a sequence of code to enter and makes an error in input, a standard editor will ignore the error and continue entering data. After finishing entering code, the programmer can fix the earlier problem. With a syntax editor, however, only correct syntax can be entered. The system will usually halt and beep until corrective action is taken. There is a disruption in a train of thought where some deep semantic issue needs to be put aside (and forgotten?) to fix some simple syntax.

Looking at both of these reasons, as languages get more complex (e.g., ADA) syntax editing might make more sense, but in relatively simple languages, like PASCAL and C, there seems to be few benefits. There is little experience with such editors for complex languages. Arcurus® is a prototype of an ADA editor, but it was not made commercially available.

Screen layout is predefined

This is also true, but again the predefined layout might not be what the programmer wants in all cases. It certainly helps the novice generate nicely indented listings, but as the programming task grows more complex, the number of special cases increases.

The placement of comments seems to pose a problem with all such editors. Comments are generally outside the language's defining BNF. Where do they appear in the listing? In Support they are tagged before the defining nonterminal. This works in some cases, but not all.

Uniform debugging and testing tools

This again is true, but a syntax editor is not needed for this feature. An integrated framework and data repository are needed for a source program. The current interest in CASE (computer-aided software engineering) tools exemplifies this, and Support is simply a CASE tool with a syntax editor for a base.

In summary, the experiences with Support are by no means unique and closely mimic experiences others have had with syntax editors. For example, Mentor, initially developed about eight years earlier at INRIA, has had a similar pattern of development and use11. Similar to experiences with Support:

- Novices used menus but experienced programmers rarely did.
- Experienced programmers wanted the full-screen Emacs editor for textual input and modification (providing functionality similar to the COED editor described here) using automatic parsing and unparsing of the Mentor input.
- Switching between Mentor and Emacs was difficult due to the inherent problems in placement of comments. On the other hand, Mentor was a powerful source-code maintenance system due to the integration of many program analysis tools for obtaining semantic information about a program. But just as in Support's case, such tools are mostly a function of
SUPPORT, two such extensions were developed that are designed to manipulate multiple windows simultaneously. Using ties to read input, parse text, build parse trees, and integrated environments.

Given the powerful syntax editing paradigm and its relative inability at improving source-code generation, the author decided to investigate it within a specification domain. After all, most specification languages have a syntax and semantics more complex than most programming languages, and some anecdotal data do seem to indicate that programmers would prefer syntax editors for sufficiently complex languages.

As stated previously, Support processes a language defined by an external grammar file, and it is constructed as a set of independent tools, each writing to virtual windows that are mapped to the actual computer screen. By modifying this grammar and by adding new support tools, Support becomes an interface 'shell' for a series of integrated environments. It can be used as a language processing meta-environment by providing the capabilities to read input, parse text, build parse trees, and manipulate multiple windows simultaneously. Using Support, two such extensions were developed that are described here: AS* (based on algebraic specifications) and FSQ (based on functional specifications).

In conclusion, the drawbacks seem to be as serious as the advantage in syntax editing, which probably explains their lack of growth and popularity since the early '80s. As a final comment, source-code development is often stated as 15% of total life-cycle costs. Even if the editor reduced coding time to zero, that would still mean a productivity improvement of only 15%. Industry is looking for more than that.

SPECIFICATIONS

The previous discussion indicates that while syntax editing of source programs is a powerful technique, it probably has minimal effect on programmer productivity. As requirements, specification and coding take up to 75% of the costs to develop a system, however, improving those phases of the life-cycle might have a more dramatic impact on productivity. In addition, a mechanism to improve the flow between specifications to design to code would probably lead to fewer interface errors, hence decreasing the effort needed in testing and further increasing improved productivity.

For coding source programs, there are several programming techniques: procedural languages (e.g., PASCAL, C, ADA, COBOL), applicative languages (e.g., LISP, PROLOG), object-oriented programming (e.g., SMALLTALK, C++, etc). Their relative strengths and weaknesses for specific applications are fairly well established. For specification of a program, there are also several models (e.g., axiomatic, denotational, algebraic, functional); however, as yet there is no clear consensus as to which is most effective and how each applies to different application domains. This is still very much an open research question, with many ongoing projects studying various specification strategies.

Given the powerful syntax editing paradigm and its relative inability at improving source-code generation, the author decided to investigate it within a specification domain. After all, most specification languages have a syntax and semantics more complex than most programming languages, and some anecdotal data do seem to indicate that programmers would prefer syntax editors for sufficiently complex languages.

As stated previously, Support processes a language defined by an external grammar file, and it is constructed as a set of independent tools, each writing to virtual windows that are mapped to the actual computer screen. By modifying this grammar and by adding new support tools, Support becomes an interface 'shell' for a series of integrated environments. It can be used as a language processing meta-environment by providing the capabilities to read input, parse text, build parse trees, and manipulate multiple windows simultaneously. Using Support, two such extensions were developed that are described here: AS* (based on algebraic specifications) and FSQ (based on functional specifications).

AS* for executable specifications

An algebraic specification is a series of axioms that link together the operations that can be applied to an abstract data type. As an extension to the Support environment, a specifications extension based on these algebraic axioms has been defined.

An AS* specification contains three features:

- a set of sort names that define new abstract objects and their constructors
- a signature, which defines a set of defined operations for manipulating the abstract objects
- a set of oriented equations (or axioms) that relate the defined operations and constructors to each other

Figure 1 gives a simple example of a specification for a sequence. Line (1) specifies that a class of objects of sort (i.e., type) 'sequence' is being defined and indicates that the new object will require as a parameter a sort 'something' that will be specified in a later binding. A generic class of sequences that will be instantiated by this later binding to 'something' is being defined. Lines (2)–(4) define the two constructors needed to create an object of this sort: 'epsilon' to return the empty object of sort 'sequence' and 'cons', which takes an element and a sequence and returns a new sequence with the element in it. The functionality of each constructor is given after its name with the sort name 'sequence implied as last (e.g., 'epsilon' returns an empty 'sequence' and 'cons' requires a 'something' and a 'sequence' and returns a 'sequence'). 'Epsilon' initializes objects of this sort and 'cons' creates new complex objects.

This object is manipulated by means of a set of defined operations. In this simple example, operations 'head' and 'count' are given with their signatures on lines (5) and (8). They are defined by the rewrite rules (axioms) on lines (6)–(10). 'Head' says to return the element last included into the sequence by the 'cons' function, while 'count' returns 0 for 'epsilon' (i.e., an empty list) or 1 plus the size of any non-null list with the first element removed. As can be seen, the formal definitions of each function includes recursive algorithms for computing its value by reducing any complex object to a finite set of applications of the constructor functions. The '?' on line (6) is equivalent to an error condition, and the implementation stops execution and issues an error message when
this occurs. (That is, it is illegal to take the ‘head’ of an empty list.)

For example, the list <X,Y,Z> is created by the construction:

\[
\text{cons}(X, \text{cons}(Y, \text{cons}(Z, \epsilon)))
\]

and the operation ‘count’ uses this construction, as in:

\[
\begin{align*}
\text{count}(<X,Y,Z>) &= \\
1 + 1 + \text{count}(<Y,Z>) &= \\
1 + 1 + 1 + \text{count}(<Z>) &= \\
1 + 1 + 1 + 0 &= 3
\end{align*}
\]

The use of the Knuth—Bendix algorithm \(^2\) defines a proof of adequacy of the resulting algebraic equations by showing the equivalence of supposedly equal terms to the same ground (i.e., constant) terms. As the Knuth—Bendix algorithm is based on an ordering transformation from one term to a ‘simpler’ term, however, the algorithm defines an operation that can be ‘executed’ and proven to terminate. Therefore, any set of axioms that is Knuth—Bendix can be transformed mechanically into a series of transformations that can be executed in some programming language, in this case PASCAL.

Similar to Larch and Larch/CLU \(^1\), AS\(^*\) specifications are independent of the underlying programming language and must be defined relative to any concrete language. Libraries of generic specifications can be used to form the basis of a reuse methodology where the generic specification is refined to an explicit specification in a specific programming language by binding the generic sorts to specific programming language types. In this case PASCAL is considered as the implementation vehicle, so to create ASPascal, the extension to PASCAL that contains AS\(^*\) specifications, a link between a PASCAL object and an AS\(^*\) sort must be indicated.

An explicit specification is created by a refinement of a generic specification via the use clause, as in:

\[
\text{sort intsequence is} \\
\text{use sequence [integer]} \\
\text{end;}
\]

which refines the generic sort ‘sequence’ given earlier and indicates that a new sort ‘intsequence’ is created by modifying ‘sequence’ with a binding of PASCAL integers to the free sort ‘something’ of Figure 1. The operations ‘head’ and ‘count’ in ‘sequence’ change to ‘intsequence…head’ and ‘intsequence…count’ in the new sort, although the actual mapping to their new names is handled automatically and of no concern to the programmer.

The interface assumption is made that an explicit sort specification

\[
\text{sort newsort is} ...
\]

is equivalent to the PASCAL type declaration

\[
\text{type newsort =} ...
\]

The primitive PASCAL scalar types (char, Boolean, integer, real) may all be used in abstract sort definitions, and any explicit sort may also be used in a refinement. Thus

\[
\text{var A: intsequence;}
\]

simply creates a PASCAL variable A, which is of type ‘intsequence’.

The power of this system is in alternative bindings. For example, real sequences could be created as

\[
\text{sort realsequence is use sequence [real] end;}
\]

Similarly, a sort such as a ‘book’ could be used to create a type ‘library’ as

\[
\text{sort library is use sequence [book] end;}
\]

As stated earlier, syntax editors might have greater use with more complex source languages, and the integrated tool set forms an effective basis for a CASE tool. Therefore, a prototype AS\(^*\) system was built on top of the existing Support environment. Figure 2 represents this initial system that has been constructed. The four components are as follows.

AS/Support

AS/Support is a modification to the Support environment described earlier, which provides text-editing capabilities for creating specifications. It is also the control module that invokes the verification tool. AS/Support first checks axioms within operations for syntactic consistency. Because of the language-based design of the underlying environment, only syntactically correct axioms with the syntax

\[
\text{operation...name( <expression_list> ) = = <expression>}
\]

can be entered by the user. After the user builds a sort, AS/Support formats the sort syntax into an appropriate format suitable for PROLOG and invokes AS/Verifier as a subprocess. AS/Verifier reads these axioms and checks executability. After passing all executability checks through AS/Verifier, the user may save the ASPascal program in a library for later translation by AS/PC or for later incorporation into another ASPascal program.
In case of failure, the causing axiom, if it can be determined, is highlighted to allow the user an interactive mechanism to change the specifications.

AS/Verifier
AS/Verifier, a PROLOG program, is called by AS/Support and verifies the set of axioms via the Knuth-Bendix algorithm. In general the axioms need to be a noetherian term rewriting system, and, if possible, AS/Verifier makes this determination. Of course, as the general problem is undecidable, in some cases the results are inconclusive. In any case, after one pass through the axioms, AS/Verifier will either succeed or indicate which axiom is currently failing so that the user may modify the definition and try again. As stated previously, if any error is found, an appropriate message is relayed back to AS/Support and displayed to the user. (As an example, the 'sequence' definition of Figure 1 will be converted to the following clauses and passed to AS/Verifier:

\[
\begin{align*}
\text{as} & \rightarrow \text{sort}, \text{sequence}\{\text{epsilon}, \text{cons}, \text{head}, \text{count}\}. \\
\text{function} & (1, \text{epsilon}, [\text{sequence}]). \\
\text{function} & (2, \text{cons}, \text{something}, \text{sequence}, \text{sequence}). \\
\text{function} & (3, \text{head}, \text{sequence}, \text{sequence}). \\
\text{function} & (4, \text{count}, \text{sequence}, \text{integer}). \\
\text{axiom} & (5, \text{head} (\text{epsilon}), 'A'.) \\
\text{axiom} & (6, \text{head} (\text{cons}(x,y)), x). \\
\text{axiom} & (7, \text{count} (\text{epsilon}), 0). \\
\text{axiom} & (8, \text{count} (\text{cons}(x,y)), 1 + \text{count}(y)). \\
\end{align*}
\]

(as=sort is the internal name for a new 'sort').) The Knuth-Bendix algorithm either shows convergence of the axioms or indicates additional axioms that are needed; it may not indicate, however, when sufficient axioms have been added in the case of not converging rapidly enough (the usual problem with undecidability results). In this case, AS/Verifier does a single pass over the axioms and then terminates, indicating where the problem is with the axioms.

AS/PC
AS/PC is the translator, written in YACC, that converts specifications into standard PASCAL source programs. The code generally consists of a sequence of if statements, each checking the validity of the left-hand side of the axiom before executing the Knuth-Bendix reduction.

PC
PC is the standard system PASCAL compiler. At this point, the specifications have been converted to standard PASCAL, and any comparable compiler can be used for compilation and execution.

Specifications appear in programs as function calls in the host programming language. To translate such calls, it is necessary to determine, for each function reference, which explicit specification is being used. Thus a reference to head(thing) where 'thing' is an 'intsequence is translated to a call to 'insequence_head(thing)', while head(realthing) will result in 'realsequence_head(realthing)' for variable 'realthing' of sort 'realsequence'. (The details of the AS\* implementation appear elsewhere.)

It should be clear that this translation does not result in a particularly efficient implementation; as a specification or prototyping tool, however, efficiency is not its overriding purpose. The goal is to provide easily a correct extension to an existing system and to provide a verification tool, e.g., an oracle, that can be used as a test against an eventual efficient solution to the problem.

FSQ for software reuse
In the previous section, AS\* was described as an environment based on an algebraic specification model for program specifications. Support is also being applied using the functional correctness model. In this model, both a program and a specification are viewed as functions, and techniques have been developed to determine if both represent the same transformation of the data. This model of program development is briefly summarized and how Support is modified to aid in this process is then demonstrated.

Functional correctness
A specification \( f \) is a function. A box notation \([\_\_\_\_]\) is used to signify the function that a given string of text implements. If character string \( x \) represents a source program that implements exactly \( f \), then \([x] = f\), and it is stated that \( x \) is a solution to \( f \).

Sequential program execution is modelled by function composition. If a sequence of states \( s = s_1; s_2; \ldots; s_n \), then \([s] = [s_1] o \ldots o [s_n] = [s_1] (\ldots ([s_n]) \ldots)\). Using techniques from denotational semantics, each statement \( s \) is a function from a program state to another state. Each program state is a function from variables to values and represents the abstract notion of data storage. Symbolic trace tables are used to derive the state functions for \( f \), while, and assignment statements.

Program design is accomplished by converting a specification function \( f \), written in a LISP-like notation, into a source program \( x \), and then showing that \([x] = f\). The specification \( f \) is called the abstract function and the program \( x \) the concrete design. Given this functional model, the basic theorem for functional correctness\* can then be proved. Program \( p \) is correct with respect to specification function \( f \) if and only if \( f \subseteq [p] \).

This model can be applied to three separate activities:

- Program verification. If \( f \) is a function and if \( p \) is a program, determine if they are the same function, i.e., \([p] = f\), or more generally \( f \subseteq [p] \).
- Program design. If \( f \) is a function, then develop a program \( p \) such that \([p] = f\).
- Reverse engineering. If \( p \) is a program, then find a function \( f \) such that \([p] = f\)
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Here is the meaning for the segment
\[ \text{not('x' < 'y')} \rightarrow \text{a} = 'x'; \text{b} = 'y'; \text{c} = 'y'; \]
\[ \text{not('x' < 'y')} \rightarrow \text{a} = 'x'; \text{b} = 'y'; \text{c} = 'y'; \]

**FSQ extensions**

The use of existing program fragments when developing a new program is one technique being studied for improving programmer productivity. Often, however, it is first necessary to determine exactly what these program fragments or procedures do. As formal specifications are rarely used, and documentation is generally quite inadequate, programmers are reluctant to use an existing procedure written by another from some previous project since the mental effort to truly understand that procedure is quite high.

To study this problem, the Support environment was extended with a new tool, Function Specification Qualifier (FSQ), to aid in this process of determining the specifications for an existing component of a system. FSQ-1, a first prototype of this tool, is described.

FSQ is an additional tool to the basic CF-PASCAL programming environment in Support and works as follows:

- A programmer either builds a program using Support (and hence uses FSQ as a verification tool) or else reads one from the file system using the LALR parser internal to Support to build the parse tree (making FSQ a reverse engineering tool).
- The cursor is moved over the section of program that needs to be verified and FSQ is invoked via the command /fsq.
- FSQ symbolically executes each statement and determines its meaning. This is relayed back to the user, who either accepts this meaning (e.g., its specification) or manually simplifies it to another meaning.
- The derived meaning is stored in the Support syntax tree. If any part of a program is symbolically executed and already has a derived meaning, then that meaning will be used without further analysis. This meaning can then be carried along as part of the file system repository information on that object. Future users of that object will not have to derive the meaning again.

Over time, more and more procedures in the system repository will have such derived meanings, making it more efficient to reuse such objects frequently.

Figure 3 shows a sample execution of FSQ. The top meaning window shows the desired result from the execution, the middle program trace window indicates each partial result, and the bottom window highlights the section of the source program that is under study. FSQ executes over the covered portion of Figure 3 as follows:

1. For \( a = 'x' \) the system derives the conditional \( T \rightarrow a = 'x' \). (This is similar to the LISP 'cond' and means "True implies \( a = 'x' \).")
2. For \( b = 'y' \) the system derives the conditional \( T \rightarrow b = 'y' \).
3. For \( c = a \) the system derives the conditional \( T \rightarrow c = a \).
4. For \( c = b \) the system derives the conditional \( T \rightarrow c = b \).
5. For the if statement, FSQ combines steps (3) and (4) to produce:
   \[ \text{not(a < b)} \rightarrow c = b; \]
   \[ (a < b) ightarrow c = a \]
6. For the entire sequence, FSQ combines the results from steps (1) through (5) to produce the function described in Figure 3.

Note that this process is simpler than general program verification (and potentially less accurate) as the programmer can override the system and insert arbitrary definitions. For example, in the program of Figure 3, the user, in the process of deriving the meaning of the if statement at step (5), could have either substituted the correct simplification

\[ c = \text{min(a,b)} \]
or any other correct or incorrect expression for the if. Thus the user must trade off between 'absolute' but extremely difficult correctness using a verifier and a system like FSQ, which performs efficient, but possibly imperfect, verification. The tool is truly interactive, with FSQ performing all the tedious bookkeeping procedures, and by having the user required provide for the creative program derivation activities. This avoids the general undecidability issues of general verifiers and permits the data-intensive functional verification mechanism to be used practically.

CONCLUSIONS

In this paper the basic features of syntax-directed editors have been described and possible reasons why such editors have not become more popular outlined. The author believes that their benefits do not increase productivity sufficiently to compensate for their deficiencies. Source-code generation, although labour intensive, is not a major cost factor in system development. However, syntax editors can provide a consistent interface when system specification is integrated with source-code generation. To experiment with this, two specification projects have been described as extensions of automated tool support. Further work is needed to test the eventual applicability of this form of environment.
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SECTION 5 - ADA TECHNOLOGY STUDIES
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On Designing Parametrized Systems Using Ada

Michael Stark

Goddard Space Flight Center

1. Introduction

A parametrized system is a software system that can be configured by selecting generalized models and providing specific parameter values to fit those models into a standardized design. This is in contrast to the top-down development approach where a system is designed first, and software is reused only when it fits into the design. The term reconfigurable is used interchangeably with parametrized throughout the paper. This concept is particularly useful in a development environment such as the Goddard Space Flight Center (GSFC) Flight Dynamics Division (FDD), where successive systems have similar characteristics.

The FDD's Software Engineering Laboratory (SEL) has been examining reuse issues associated with Ada from the beginning of its Ada research in 1985. The lessons learned have been applied to operational Ada systems, leading to an immediate trend towards greater reuse than is typical for FORTRAN systems [McGarry 1989]. In addition, the Generic Simulator prototyping project (GENSIM) was a first effort at designing a parametrized simulator system. The lessons learned through the use of Ada and the GENSIM prototype are being applied to the Combined Operational Mission Planning and Attitude Support System (COMPASS), which is to be a reconfigurable system for a much larger portion of the flight dynamics domain. This paper will discuss the lessons learned from the GENSIM project, some of the reconfiguration concepts planned for COMPASS, and will define a model for the development of reconfigurable systems. This model provides techniques for realizing the potential for "Domain-Directed Reuse", as defined by Braun and Prieto-Diaz [Braun 1989].

The major motive for reconfigurable systems in the FDD is cost reduction. Having a well-tested set of reusable components may also increase reliability and shorten development schedules, but cost is the primary factor in this environment. Research done by the SEL indicates that verbatim software reuse (reuse without modification) can produce major cost savings. The cost of integrating a component that is reused verbatim is approximately 10 per cent of the cost of developing a new component from scratch [Solomon 1987]. Analysis done for GENSIM indicated that approximately 70 to 80 per cent of the code could be reused verbatim, and that this should cut simulator development costs in half [Markoey 1987].

2. Reconfigurable Systems

This section focuses on the approaches taken and lessons learned from the GENSIM and COMPASS projects. These lessons influenced the reuse concepts and techniques defined in the subsequent sections of this paper.

2.1 GENSIM Overview

The GENSIM project was started in late 1986, and divided into two major phases. The first phase lasted until mid-1988, with the major products being the cost analysis cited above, mathematical specifications, and the high level system design. From mid-1988 to mid-1989 a small development team started implementing prototype software. The project was terminated before the prototype system was completed and evaluated, as COMPASS incorporates simulation requirements into its broader domain. Nonetheless, enough development work was done to learn some useful lessons.

The generic simulator design consists of a set of "modules" that plug into a standardized simulator architecture. Each of these modules was expected to have a corresponding mathematical specification, design data (object diagrams and Ada package specifications), and source code. The use of standardized specifications was intended to prevent the slight differences in specifications that often impede verbatim reuse. In addition, the GENSIM project intended to maintain test plans, data, and software for each module, so that changes in standard modules could be tested rapidly.

The simulator architecture is based on the designs of the first two Ada simulators developed in the FDD. The enhancements
Simulator Architecture

1) The concept of reusing products from all life cycle phases presented no problems, and provided the anticipated benefit of standardizing mathematical specifications. The GENSIM team thoroughly specifies the individual simulator modules. However, the connections between modules were made at design time, despite the fact that they represented dependencies inherent in the problem. Note capturing these dependencies in the specification was not a problem, since the GENSIM team happened to be knowledgeable enough to assure that a function needed by one module was provided by another. Nonetheless, problem domain dependencies should preferably be captured in the specifications, so that developers with less domain expertise will have the information they need. The COMPASS team is representing problem domain dependencies in their standardized specifications.

2) The configuration of a system is done by instantiating all the necessary generic Ada packages in the correct order. The GENSIM team instantiated each package as a library unit. In cases where the same set of packages are used in each system, generics can be combined so that a subsystem can be "instantiated" through the instantiation of a single generic package.

3) The legacy of the previous simulator architectures made the implementation of standardized components more difficult. In particular, the storage of inputs and results for a given simulation scenario could not be adequately generalized. This lesson is discussed in more detail in the next section.

2.2 GENSIM as a Standardized Architecture

The purpose of the flight dynamics simulators generalized by GENSIM is to test the flight dynamics control algorithms for a satellite before it is launched. Figure 1 shows the architecture for a spacecraft simulator built from GENSIM modules. This diagram shows the dependencies between major simulator subsystems. The Truth Model represents the "true" response of a spacecraft to its control system, and is configured using the components needed for a specific satellite. The Spacecraft Control subsystem contains new code that implements a particular satellite's control laws. The remaining subsystems are built to support these two subsystems, and must also be configurable to support varying sets of modules. This reconfigurability became especially cumbersome for the Case Interface, which is the subsystem that manages input data and results for simulation scenarios (cases). Figure 2 shows the two major parts of Case Interface. All simulation inputs are managed by Parameter Interface, and all results are managed by Results Interface. These two subsystems are accessed by both the user and the two simulation subsystems.
The GENSIM configuration concept called for the subsystems of the Case Interface to be built from components associated with each module. Figure 3 shows how a parameter and results database is created for a Fine Sun Sensor (FSS) module by instantiating standardized generics. The "FSS_Database" package is used by the module’s initialization routine to get initial parameters, and the "FSS_Results" package is used by the module’s computation routines to store simulated results. The shaded areas show that the individual components fit into the Case Interface packages. Figure 4 shows how several module databases fit into the Parameter Interface subsystem.

The advantage of this approach is that the packages Interface_Types and FSS_Types contain all the declarative information needed to include a module in a simulator configuration, and that standard types and protocols are used to achieve this. The configuration parameters include default values for module input parameters, flags indicating which parameters a user is allowed to change, and similar flags indicating what results a user may display during a simulation or print after a simulation. The disadvantages of this design approach are

1) the developer of a flight dynamics module has to be aware of all the complexities inherent in the simulator architecture, and all the dependencies shown in Figures 3 and 4, and

2) the parameters passed in and out of a package are limited to the data types defined by Interface Types. Module specific enumeration types (such as “type FSS_Power is (OFF, ON)”) cannot be passed to the user except by using the ‘POS’ attribute to convert to an integer which is then displayed.

Figure 5 shows an improvement to the architecture that addresses the first disadvantage. The package FSS_ADG exports an abstract data type (ADT) that implements all the modeling of the fine sun sensor. Now the state of the FSS module is based on this abstract data type, and the module’s functionality is implemented by calling the operations on the type. This allows package FSS_ADG to be implemented by a developer who is aware of all the nuances of fine sun sensor modeling, and the FSS module can be implemented by a developer who is aware of all the nuances of the simulator architecture. In addition, FSS_ADG and all the other abstract data types defined for the flight dynamics simulation domain can be used to build a system with a completely different architecture, without changing a line of code in the packages that implement the modeling of the flight dynamics problem. An architecture that addresses the limitations imposed by Interface_Types can be built around such abstract data types, as is shown in section 4. The separation of problem domain and system architecture considerations is a key element of the reuse models described in section 3.

Parameter Interface Design
COMPASS is the second FDO project that is developing reconfigurable software. It has the same cost reduction goal as GENSIM, but covers a much larger problem domain.

COMPASS is intended to support the flight dynamics simulations area, mission planning and analysis both before and after launch, and spacecraft attitude support systems for mission operations. The estimated size of COMPASS is over a million lines (counting all carriage returns) of Ada source code, and is targeted to run on several different computers. This implies both being able to configure systems to run as distributed systems, and to be able to target the same functions to different platforms. These considerations have prompted refinements to the reuse model defined in [Booth 1989].

COMPASS has also involved defining standardized specifications to promote verbatim reuse. Unlike GENSIM, a standard specification methodology has been defined for COMPASS [Seidelwitz 1989]. The COMPASS specification concepts are object-oriented, but contain restrictions tied to both reconfigurability and to project standards. For example, there is a restriction on the number of levels of superclasses and subclasses allowed in an inheritance hierarchy.

3. Reuse Concepts

To be able to design reconfigurable systems, it is necessary to have some underlying principles that can be used as design guidelines. The major concept defined in this paper is a Layered Reuse Model that categorizes components by function and defines dependencies among these components. The initial model was developed as a result of the work done on GEN SIM and on an operational system, the Upper Atmosphere Research Satellite (UARS) Telemetry Simulator (UARSTELS) [Booth 1989]. This model was primarily driven by the need to separate problem domain and system architecture considerations, as is discussed in section 2. This model does not address how to incorporate very general components that have potential use across several problem domains and/or architectures, nor does it address the separation of system dependent features from potentially portable code. The latter omission became obvious when a multiprocess system such as COMPASS was considered.

**The Layered Reuse Model**

<table>
<thead>
<tr>
<th>Major Layers</th>
<th>Levels</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
<td>System</td>
<td>Case Interface</td>
</tr>
<tr>
<td></td>
<td>Architectures</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Templates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>System Modules</td>
<td>FSS Module</td>
</tr>
<tr>
<td>Problem Domain Levels</td>
<td>Domain</td>
<td>FSS ADT</td>
</tr>
<tr>
<td></td>
<td>Definition</td>
<td>(Fine sun sensor abstract data type)</td>
</tr>
<tr>
<td></td>
<td>Classes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Domain Language</td>
<td>Linear Algebra</td>
</tr>
<tr>
<td>Service Levels</td>
<td>System Independent</td>
<td>Booth Components (TM)</td>
</tr>
<tr>
<td></td>
<td>Services</td>
<td></td>
</tr>
<tr>
<td></td>
<td>System Dependent</td>
<td>DDC math library package</td>
</tr>
<tr>
<td></td>
<td>Services</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 6**

To address the above issues, a "services" layer was added to the model. This services layer is split into a system dependent and a system independent layer. The updated reuse model is shown in Figure 6. A component in a given layer can only depend on components in layers below it, as is the case in any good layered model. The layers are defined as follows:

- **System Architecture Templates** - Components at this level provide a template into which modules fit. These can be reconfigurable subsystems such as the GENSIM Case Interface discussed above, or they can be standard components that do not depend on the particular configuration. In GEN SIM the Display Interface and the Plot Interface were designed to be...
and task specifications as well) from their implementations. This is useful in hiding system dependent services, which can then have the system independent part defined at the appropriate layer. For example, the interface to a system dependent math library would be classified within the problem domain, and the interface to system-dependent screen management routines could be system independent services. The 5 top levels in this model would then contain system independent Ada code, which would be expected to be completely portable. This is not a consequence of attempting to make the highest layers portable, but rather is a benefit of isolating the known system dependencies, and using a standardized programming language. Using Ada leads naturally to having most reusable components also be portable. Similar portability may be attainable using FORTRAN, as the dialects vary too greatly between machines.

4. Example

This section presents an improved GENSIM design as an example of how to use the layered model. This new design is presented at the same level of detail as the original GENSIM design presented in section 2. Figure 7 shows the improved simulator design.

**Improved Simulator Architecture**

The key differences in this design are the location of the Case Interface subsystem and the new I/O Services subsystem. In addition, the Spacecraft Control, Truth Model, and Utilities subsystem are combined into the Simulator subsystem. Figure 8 shows that the dependencies between these three subsystems are the same as in the original architecture (Figure 1), but that now none of these subsystems depends on Case Interface.

---

**Figure 7**

The improved model takes an object-oriented approach to specifying the problem domain. The domain definition classes and domain language classes form the two major groupings within the problem domain. Each of these two groups are also organized with the more domain specific classes depending on the more general classes. For example, the flight-dynamics classes "orbit" and "attitude" depend on the more general classes "vector" and "matrix".

The layered reuse model does not depend on Ada, but the Ada language contains features that support this model well. The use of generic packages allows each of the problem domain classes to be implemented as a generic unit that is completely decoupled from all other classes. In addition, the generic formal definitions associated with a package capture all the information about dependencies in a single location, as well as distributing external references throughout the code. Another useful feature is the separation of package specifications (and subprogram
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The layered reuse model does not depend on Ada, but the Ada language contains features that support this model well. The use of generic packages allows each of the problem domain classes to be implemented as a generic unit that is completely decoupled from all other classes. In addition, the generic formal definitions associated with a package capture all the information about dependencies in a single location, as well as distributing external references throughout the code. Another useful feature is the separation of package specifications (and subprogram

---

**Figure 6**

The original GENSIM design as an example of how to use the layered model. This new design is presented at the same level of detail as the original GENSIM design presented in section 2. Figure 7 shows the improved simulator design.

**Improved Simulator Architecture**

The key differences in this design are the location of the Case Interface subsystem and the new I/O Services subsystem. In addition, the Spacecraft Control, Truth Model, and Utilities subsystem are combined into the Simulator subsystem. Figure 8 shows that the dependencies between these three subsystems are the same as in the original architecture (Figure 1), but that now none of these subsystems depends on Case Interface.
This extra design level is not carried through to implementation. Subsystems may be implemented as a single package which provides an interface to all the subsystem's components, but in this case the Simulator subsystem is merely a logical grouping intended to reduce the design complexity.

Figure 7 also shows the three major layers of the reuse model. In this design, the I/O services consist of standard Ada packages such as Text_IO or Direct_IO, and an interface to DEC's Screen Management Guidelines (SMG) routines. Figure 8 shows the interrelationship between the FSS module and the simulator architecture. Here the abstract data type for a sensor is created by instantiating a generic package. The generic ADT is designed so that all external dependencies are captured in the generic formal part. These dependencies include types provided by the simulator's Math_Types package, and functions to select information from the Sun and Dynamics modules. The FSS_Objects package uses the ADT (private type) exported by the FSS_ADT package to define its package state, and the FSS_Parameters_Display package uses visible types exported by FSS_ADT to define parameter screens. The FSS_Parameters_Display package also instantiates Enumeration_IO using "type FSS_POWER is (OFF, ON)" as the actual parameter. This removes the reliance on using the POSS attribute of enumerated types that has been a feature of all FDD simulators up until now.

Figure 9 shows how the FSS_Parameter_Display package fits into the design of the Case Editor subsystem. The Case Editor subsystem is the part of the User_Interface that allows a user to change any of the initial parameters for a simulation. The Parameter_Editor package tracks which displays the user has selected and calls the appropriate parameter display package. The difference is that now the User_Interface controls the initialization of simulation parameters, rather than the simulator components requesting initial values from a database contained within the Case Interface.

In this example, the use of the layered model removes the Truth Model's complex dependencies on the Case Interface packages shown in Figure 3. This enables the Simulator subsystem components to be usable within more than one architecture. The Simulate subsystem also allows general purpose service layer components to be enhanced as needed to integrate a given module into the system architecture. The FSS_Parameter_Display demonstrates this concept by using Enumeration_IO to add to the general I/O services.

5. Future Directions

This paper describes a general reuse model for designing reconfigurable systems. The next step is to map the layered reuse model to Ada design and implementation concepts. The high-level designs presented in this paper use generic packages to help parameterize systems. There are many possible ways to incorporate generic packages into a larger design. These "reuse in the small" techniques include nesting generic instantiations, nesting generic definitions, and creating dependencies between library instantiations (Booth 1989). This paper has used the last technique so that while generic instantiations are coupled, each of the generic units is completely decoupled from the others.

The layered reuse model provides a sound basis for project management. By strictly separating the problem domain issues from the system architecture issues, a manager can assign the appropriate experts to implement packages within each layer of the model. Improving the allocation of personnel to tasks should
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improve both productivity and software quality. As this model is used, an understanding of what proportion of a system falls into

![Diagram of layered reuse model]

**Figure 10**

which layer will evolve.

The layered reuse model also can be used to understand which software is most critical. Layered models have seen the most use in operating system design. The kernel of an operating system typically requires the most attention, despite the fact it is a relatively small proportion of the code. This is because all other layers depend on its correctness and efficiency. The analogous layers in the reuse model are the service layers and the domain language layer. Additional evidence for the assertion is that the FDD has observed performance degradation in its Ada simulators due to the inefficient implementation of mathematical utilities packages.

In addition to the performance problems observed above, there is a concern that layered implementation models may be inherently slow due to the addition of extra levels of procedure calls to accomplish the same work. The FDD encountered this problem with a commercially provided graphics interface that provides the same FORTRAN interface routines on a VAX or an IBM mainframe. Whether this is due to extra procedure calls or generally inefficient implementation is unclear. Ada addresses the former problem by providing pragma inline. The latter problem must be addressed by improving the software. If the software design and implementation is done properly, the layered reuse model should not degrade performance.

6. Conclusion

In "Domain-Directed Reuse", Braun and Prieto-Diaz extract properties that are common to applications (such as compiler design) where a high degree of reuse is already being obtained [Braun 1989]. These properties are a focus on a particular application domain, assumptions about system architecture constraints, and a set of generalized and well-defined interfaces. The layered reuse model provides design concepts for examining applications domains and defining standardized architectures. These techniques will help realize the potential inherent in the concept of domain directed reuse.
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Abstract

Formal specifications can enhance the quality, reliability, and even reusability of software; they are precise, can be complete in some sense, and are mechanically processable. Despite these benefits, formal specifications are seldom used in practice for several reasons: programmers lack an adequate background; both concepts and notations in specification languages appear obtuse to programmers; formal specifications are sometimes too high-level, providing too large a gap from the specification to the implementation; methods are not tailored to the environment; and fully formal methods are expensive and time consuming.

In this paper we present PUC (pronounced POOK), a specification language for Ada that addresses programmers' concerns for understandability. PUC is a functional language whose syntax and data types resemble Ada's, although it has features like parametric polymorphism and higher-order functions. The paper shows the requirements for the language PUC; presents an overview of the language and how it is used in the specification of Ada programs; and gives the requirements and strategies for a semi-automatic translator from PUC to Ada.

1 Introduction

The practical use of formal specifications in program development is an important goal in software engineering because formal specifications can enhance the quality, reliability, and reusability of software. Formal specifications are precise, can be complete (in some sense), and are mechanically processable (e.g., consistency checks). Since one of the main problems in software reusability is determining what is the functionality of a subprogram or module, having a precise description will also improve software reuse, lowering costs and improving quality by using already tested components.

Despite the benefits of formal methods, few are used in practice. There are several reasons: programmers do not have adequate background; both concepts and notation in specification languages are usually mathematically oriented; there is a big conceptual gap from a very high-level specification down to the details of the implementation; methods cannot be tailored to the environment; fully formal systems are very expensive and time consuming, and much software is not critical enough to justify this cost.

A precise mathematical specification is useful only if it is understood by the persons involved in the development, so notational considerations are very important. Two aspects of the specification language have to be considered: the conceptual or semantic level and the syntactic level. The concepts represented in the language have to be very high level, like the concepts in the domain area, but not too high level, or else there will be a big conceptual gap from the specification to the implementation. Hence, there is a trade-off in the design of a specification language: if it is not very high level, the program analysts and designers have a hard time; if it is too high level, the implementors must figure out the algorithms from scratch. This trade-off is summarized by the question of how much design should be implicit on the specifications [13].

The second aspect of notation is syntax. Syntactic issues are sometimes dismissed as syntactic sugar; this is fine for a researcher who knows many programming languages and can learn another one very fast, but for most professional programmers syntax is important. In particular, a syntax that is similar but conflicting with the implementation language is confusing.
This work grew out of studies within the Software Engineering Laboratory (SEL) of NASA Goddard Space Flight Center. The SEL has been monitoring the development of ground support software for unmanned spacecraft since 1976. Our goal is to improve the quality of software specifications within the SEL, to improve both software development and testing [13]. We approach this goal by increasing the use of formal methods in software specifications. The SEL environment is characterized by large (tens of K lines of code) scientific software with complex functions and complex structure; potential reuse of products and processes; programs written in Ada using object-oriented design; few critical timing constraints; and programmers without background in logic and abstract algebra. To increase formality of specifications, we designed the specification language PUC suitable to this kind of environment; in particular, users of PUC are not required to know advanced logic or abstract algebra.

Overview of the paper. The next section discusses the need for a new language. Section 3 presents the principal aspects of the PUC language, along with examples. Section 4 shows how Ada programs can be developed using PUC as the specification language. The example presented is a simplified telemetry processor for satellite data. The final section contains a summary, conclusions, and a description of further work.

2 Why Another Language

There are many specification languages, yet we have not found any that is suitable for our needs. This section motivates the design of PUC, by presenting previous work, design objectives and rationale.

2.1 Previous work

Specification languages proposed specifically for the Ada programming language are based either on first order predicate logic, Horn clauses, algebraic abstract data types, or procedural description.

Booch proposes to use Ada itself as a specification language for Ada programs. “Not only is Ada suitable as an implementation language, but it is expressive enough to serve as a vehicle for capturing our design decisions.” [1, page 50] However, most design decisions that can be written in Ada are of syntactic nature. This includes functional decomposition, but the meaning of subprograms cannot be expressed in Ada without writing them in whole.

Anna (ANNoted Ada) is a specification language designed to provide machine-processable explanations of Ada programs [9]. Anna programs are Ada programs with formal comments, that describe the functional requirements for the program; properties of its components (variables, subprograms, modules); and how these components interact. Formal comments are in the form of pre- and post-conditions, module invariants, type constraints, and other assertions. Anna programs are executable because they are Ada programs, but the specifications themselves are only executable in the form of runtime testing for consistency.

The PLEASE specification language for Ada is based on logic restricted to Horn clauses [14]. PLEASE borrows from Anna the idea of writing formal comments in Ada programs. Programs in PLEASE are executable so they can be used to build prototypes, in which incomplete Ada programs call some procedures specified in PLEASE. Unfortunately, pure Horn clauses are so inefficient, that operational semantics (order of evaluation and PROLOG cut command) have to be explicitly declared complicating the specification.

The specification language Larch/Ada-88 also uses formal comments within Ada programs [11]. This language is one of the interface languages of the Larch family of specification languages. Larch specifications are done at two levels: the meaning of the abstractions used by the program are defined using the Larch shared language [5], and then one of the Larch interface languages is used to state what the program does in terms of these abstractions. The Larch shared language is based on algebraic abstract data types. Using Larch/Ada-88 and the prototype tools described in [11] it will be possible to develop verified Ada programs, hence this method is fully formal.

2.2 Design objectives

We set several specific goals in the design of the language to make it useful in the SEL environment. These goals are sometimes conflicting with each other.

• The language should bridge the usual gap between very high level logical specifications and the detailed data and control management in Ada.
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The language should be expressive and extensible. It should be easy to code domain specific concepts in a specification library.

Specifications should be easily translated into Ada programs; only rarely used constructs are allowed not to have a simple Ada representation.

The language should be easy to learn for an Ada programmer. It should have few concepts and very few concepts not present in Ada. Syntax should be Ada-like.

The language should be executable, so that the specifications can be used as a prototype and in preparing test data for the final application.

2.3 Design rationale

Our first design decision is the semantic model on which PUC is based; that is, whether PUC specifications will consist of Horn clauses, procedural descriptions, etc., either purely or in combination with other semantic models.

Some researchers in formal specifications have advocated using both purely functional languages [3, 6, 16] and logic-based languages [8] for specifications, based mainly on the separation of concerns between what is intended and how it is achieved, especially in the management of data structures. The expressive power of logic languages and functional languages is not comparable, because logic languages can accommodate non-determinism whereas functional languages can be higher order [16]. Even though both logic and functional languages can be executable, we agree with Hoare in that "a modern functional programming language can provide a nice compromise between the abstract logic of a requirements specification and the detailed resource management provided by procedural programming" [7, page 90]. These arguments have influenced our decision to design a purely functional programming language to specify Ada programs.

Most functional languages have mathematical notation which makes them amenable to formal proofs; however, they have been developed for programmers with extensive mathematical background. Our goal in the design of PUC has been to make a specification language for Ada programmers who do not necessarily have this background. If formal proofs are needed, PUC specifications can be easily translated into recursion equations to prove properties of them.

Hence, both syntax and semantics of PUC are similar to familiar programming constructs. For example, instead of free algebras and pattern matching, in PUC there are variant records and case expression. The few constructs of PUC that are not present in Ada are explicit. For example, polymorphism is explicit in the declaration of polymorphic objects, and Curring (i.e., creating a higher order function by partial parameterization) is accomplished using predefined functions instead of just omitting parameters.

3 The Specification Language PUC

This section presents the main aspects of PUC. A technical report gives further details and a BNF description of the grammar [12].

3.1 Overview

PUC is a purely functional programming language with parametric polymorphism [2] and Ada-like syntax designed to serve as a specification language for Ada programs. Because PUC programs are executable, we will call PUC either a specification language or a programming language appropriate for prototyping.

A PUC program consists of a sequence of declarations of types and objects (functions and data). Type declarations give a name to a type and are needed to create new types. Object declarations give a name to an object, which represents a function or data object; they are either like Ada function definitions or like Ada assignments, where the defining symbol := is read as is equal by definition and represents the relationship of that object to other objects. This results in implied execution sequences by virtue of the partial ordering of these object relationships.

Example The following program consists only of data object declarations. The value of root is computed from the values of a, b, and c.

```
root := (-b + sqrt(b*b - 4*a*c)) / 2;
```

Example The program below defines result to be the factorial of 5. The program consists of two object declarations: fact and result.
result := fact(5);
function fact (n: integer) return integer is
begin
  if n = 0 then 1 else n * fact(n-1) end;
end;

3.2 Data types

PUC is a strongly typed language, like Pascal or Ada. However, PUC types are higher level than Ada types. For example there are lists instead of arrays; recursive records instead of records and accesses. That means that PUC is easier to use, but not as efficient as Ada. There are four kinds of data types in PUC: scalar types, list types, record types, and function types.

The scalar data types in PUC are: integer, real, boolean, character, and enumerated types. Numeric types have the usual arithmetic operators (+, -, *, /, rem); the boolean type has the operators: not, and, and or; and relational operators (=, /=, <, <=, >, >=) are defined for scalar types. Precedence rules are the same as Ada.

Lists are unbounded sequences of objects of the same type. Constant lists are represented using square brackets. The catenate operator is &, subscripting and slicing (sublist) is done using parentheses. Strings are simply lists of characters.

Example Given the definition of nums, the following equalities hold.

nums := [10, 20, 30, 40, 50, 60, 70, 80, 90, 100];
nums(4) = 40
nums(2..3) = [20, 30]
[20, 30, 10] = nums(2..3) & nums(1..1)
nums(8..8) = [nums(8)]
length(nums) = 10
"string" = ['s', 't', 'r', 'i', 'n', 'g']

PUC records are very similar to Ada records; component selection uses the typical dot notation. Records can have variant parts and can be recursive. Variant records have components that depend on a tag, whose type must be boolean or an enumerated type. For example, type expr is a recursive record with variants to represent arithmetic expressions of integers.

type expr_kind is (number, plus, minus, multiply, divide);
type expr is
  record
    case kind: expr_kind is
      when number => val: integer;
when others => left, right: expr;
  end record;

The null record—compatible with all record types and similar to Ada's null access—is used to build finite recursive records without variant parts [10]. For example, the recursive record type int_tree represents binary trees of integers. Note the use of the type name as a constructor for constant records.

type int_tree is
  record
    datum: integer;
    left, right: int_tree;
  end;
a_tree := int_tree'(5, null, int_tree'(8, null, null));

In addition to the arithmetic, list, and record expressions, there are two structured expressions, if and case. The syntax for these expressions is similar to the corresponding statements in Ada; the difference is that in place of a sequence of statements, a single expression is expected.

3.3 Functions

Functions in PUC behave like mathematical functions, mainly due to their declarative—as opposed to imperative—nature. Table 1 shows the main differences between Ada and PUC functions. Although functions are declared using a syntax similar to Ada, the text between the begin and the end is not a sequence of commands, but an expression. Usually this expression will involve conditionals and recursion.

Example Function eval evaluates an expression represented with the type expr from Section 3.2.

function eval (exp: expr) return integer is
  function eval_oper (exp: expr) is
    begin
      if exp.kind = number then exp.val
      else eval_oper(exp)
    end if
  end eval_oper;
begin
  if exp.kind = number then exp.val
  else eval_oper(exp)
end eval;
### 3.4 Polymorphism

An object is polymorphic if it can have more than one type. PUC has parametric polymorphism, where the type of an object can depend on another type [2]. This is similar to generic type parameters, although more general. PUC has polymorphic functions and polymorphic record types. Polymorphic functions are declared by preceeding the types of the parameters by a question mark (this declares an implicit type parameter).

**Example** The following polymorphic functions operate on lists of any base type.

```ada
function length (L: list of ?element) is
    begin
        if L = [] then 0 else 1 + length(rest(L)) end;
end;
```

```ada
function cons (elem: ?a; L: list of ?a) return list of ?a is
    [elem] & L;
end;
```

```ada
function find (value: ?a; L: list of ?a) return list of ?a is
    begin
        if L = [] then L
        elsif L(1) = value then L
        else find(value, rest(L))
    end;
end;
```

Polymorphic records are used to define different records given a base type; they are also called type constructors. The example below defines a type constructor for binary trees which is used in the definition of a binary tree of integers.

```ada
type tree of elem is
    record
        datum : elem;
        left, right: tree of elem;
    end;
```

Polymorphic types are usually used in conjunction with polymorphic functions that operate on the type. For example, function `traverse_tree` builds a list from the in-order traversal of a binary tree.

```ada
function traverse_tree (t: tree of ?elem) return list of ?elem is
    begin
        if t is null then []
        else traverse_tree(t.left) & [t.datum] & traverse_tree(t.right)
    end;
end;
```

### 3.5 Higher order functions

Higher order functions are those that have functions as parameters or compute a function as a result. A limited form of higher order functions is present in languages like FORTRAN or Pascal, where it is possible to specify a subprogram passed as a parameter to another subprogram. PUC is fully higher order because it imposes no restrictions on the kinds of higher order functions (e.g., a function can return a higher order function). A very limited form of higher order functions can be simulated in Ada using generics.

Usually higher order functions are polymorphic because they operate on polymorphic data structures (e.g., lists), but these two language features are independent. Figure 1 shows the definition of some standard higher order functions which are useful in defining other functions without explicitly writing the whole functions; that is, the use of higher order functions enhances reusability. Figure 2 shows several functions defined in terms of polymorphic functions; some of them were previously defined explicitly.
--- APPLY - a list with the application of f to the elements of L
function apply (f: function(?a return ?b; L: list of ?a) return list of b is
  begin
  if L = [] then [] else f(L(1)) & apply(f, rest(L)) end
end;

--- FOLD_R - the right folding of list L with function f
function fold_r (f: function(?a,?b) return ?b; init: ?b; L: list of ?a) return b is
  begin
  if L = [] then init else f(L(1), fold_r(f, init, rest(L))) end
end;

--- FOLD_R_1 - the right folding of nonempty list L with function f
function fold_r_1 (f: function(?a,?a) return ?a; L: list of ?a) return is
  begin
  fold_r (f, L(1), rest(L))
  end;

--- CURRY - a function like f, but with the first parameter fixed
function curry (f: function(?a,?b) return ?c; param1: ?a) is
  begin
  function (param2:b) return c is f(param1, param2)
  end curry;

--- FOLD_TREE - the folding of binary tree t with function f
function fold_tree (f: function(?b,?a,?b) return ?b; init: ?b; t: tree of ?a) return b is
  begin
  if t = null then init
  else f(fold_tree(f, init, t.left), t.datum, fold_tree(f, init, t.right)) end
end fold_tree;

Figure 1: Some standard polymorphic functions.

function traverse_tree (t: tree of ?a) return list of a is
  function combine (l:list of a; elem:a; r:list of a) return list of a is (l & [elem] & r);
  begin
  fold_tree(combine, [], t)
  end traverse_tree;

function sum_of_nodes (t: tree of integer) return integer is
  function add3 (l, elem, r: integer) return integer is (l + elem + r);
  begin
  fold_tree(add3, 0, t)
  end sum_of_nodes;

function concat (L: list of list of ?a) return list of a is
  begin
  fold_r(&, [], L)
  end;

Figure 2: Functions defined using polymorphic functions.
4 Developing Ada Programs with PUC

There are several approaches for developing Ada programs using PUC. One is to use PUC only as a formal documentation aid, taking advantage of its defined semantics, but not its executability. Using PUC simply as a notation requires in principle no software tool, but this is very limited; at least a parser and consistency checker has to be provided. But if there is a parser then it is relatively easy to build a translator or interpreter, so that specifications in PUC can be used as prototypes.

Another way of using PUC specifications, is to generate Ada implementations by means of a semi-automatic translation, in which a programmer decides implementation issues and can even modify the generated code. This choice seems to be more attractive than the others, because it provides a smooth transition from specifications to programs, but the caveat is that not all PUC constructs have a simple representation in Ada (e.g., Ada has no higher order functions).

These approaches are not fully formal development systems in the sense that it is still possible to write a program inconsistent with its specification. While this is not optimal, we think that our software engineering environment is not mature enough for a fully formal system, and that experience with semi-formal specifications (and development) is required before a fully formal development system can be used effectively.

In order to provide a translator from PUC to Ada it is first necessary to determine a set of translation rules that will preserve the semantics of the specification. Although this set will not be sufficient to translate any PUC program into Ada, we need to be able to translate most PUC programs, or else the method is impractical. There is an additional restriction we impose on the system: to facilitate manual modification of the generated Ada code (e.g., for optimization or maintenance) we want the generated Ada code to resemble the PUC specification.

Since PUC is syntatically similar to Ada, some PUC constructs require simple translations or even no translation at all. For example, enumerated types and simple record types are almost identical in both languages; recursive record types are translated into an access type and a record containing access fields. However, not all translations are so simple, because the semantics of PUC and Ada are quite different. It is particulary difficult to provide general and efficient translations for the use of (garbage collected) heap memory, lists, higher order functions, and polymorphism.

4.1 Memory management and functions

PUC functions can be translated to Ada functions or procedures. If procedures are used, there are choices in the parameter modes used (i.e., IN, OUT, IN OUT). It is not always possible to select any of the choices, though, because they depend on the way data is manipulated in the calling functions.

This brings up the issue of how memory is managed. The semantics of functional languages with automatic allocation and deallocation of memory is quite different from that of Ada. In Ada only local variables are allocated and deallocated automatically, because of the activation stack model used, whereas in functional languages all memory is allocated and deallocated automatically. An immediate consequence is that we will try to allocate as much memory as possible in the form of local variables, avoiding the use of the Ada heap. To do that we have to recognize when data can be stored safely in the stack (i.e., when we can be sure that data will not outlive the function call where the value was declared). One of the problems of this approach is that it complicates sharing.

Another important issue in the management of memory is when to use variables. In functional languages there are no updatable variables and that means that every value computed needs newly allocated memory. We want to take advantage of Ada variables to avoid these allocations, even if they occur in the activation stack. For example, tail recursion can be translated into loops that will use variables for the information that is passed to the next activation (i.e., iteration).

4.2 Translating lists

There are several ways to translate lists into Ada, based on arrays or linked lists. When lists have a fixed known length, they can be translated into Ada arrays. If the length is not fixed but there is a reasonable upper bound, lists can be represented by a record with an array and a count of used elements. When the length of the lists is highly variable or not bounded then a linked list representation is used, using a predefined generic package. In the case of strings, it is desirable to use Ada strings, so that
string variables are compatible with string literals. Array representations have advantages over linked lists because they can be more efficient and generated Ada code resembles closely the PUC code.

It is very difficult for the translator to detect whether a list can be represented by an array or not. On the other hand, if an array representation is chosen some upper bound has to be provided, so this translation cannot be done automatically. One solution to this problem is to provide a default representation with linked lists and let the programmer change that default. The default representation for strings are Ada strings. For each type that requires a non-default representation, the programmer has to specify which translation is desired. This translation applies to all objects of the type.

4.3 Translating higher order functions

Higher order functions are used often in specifications, because they are useful in representing abstract operations. Ada generics can represent uses of higher order functions in the particular case of abstract operations. These rules are semantic-preserving transformations coded into the translator [15], hence programs written in terms of standard higher order functions can be translated. The system can be extended by adding translation rules for domain-specific higher order functions.

Example Function poly evaluates a polynomial represented by the list \([a_0, a_1, \ldots, a_n]\) of its coefficients, using the factorization

\[ P(x) = a_0 + x(a_1 + x(a_2 + \ldots x a_n \ldots)). \]

\[
\text{function poly (as: list of real; x: real) is}
\]

\[
\text{function combine (a_i, accum: real) is}
\]

\[
(a_i + x \times \text{accum})
\]

\[
\text{begin}
\]

\[
\text{fold_r_1 (combine, as )}
\]

\[
\text{end;}
\]

The use of function \(\text{fold_r_1}\) (defined in Figure 1) can be transformed into a loop using the rule for \(\text{fold_r_1}\). From the definition of \(\text{fold_r_1}\), if \(as\) has only one element, then the result is equal to this element. If \(as\) has more than one element (say \(as = [\text{first}] \& \text{rest}\)) then the result is equal to

\[
\text{combine( first, fold_r_1(combine,rest) )}
\]

That is, we can first compute the folding of the rest and then combine the result with the first element. This can be achieved by a loop that examines the elements in reverse order and accumulates the results of the folding. The first time the list will have only one element that is used to initialize the accumulator. Since we know that the loop will iterate \(\text{length(as) - 1}\) times we can use a for-loop.

\[
\text{accu} := \text{as}\{\text{length(as)}\};
\]

\[
\text{for i in reverse 1..\text{length(as)}-1 loop}
\]

\[
\text{result} := \text{combine( as}\{i\}, \text{result})
\]

\[
\text{end loop;}
\]

To write the above loop in Ada we need to provide an implementation for lists and perform the corresponding translation on them. Note that this loop will be inefficient with linked implementations for lists, because \(\text{fold_r_1}\) accesses the elements in reverse order. Now we can expand the call to \text{combine} and produce a complete Ada function.

4.4 Translating polymorphism

Some polymorphic functions can be translated into generic functions with type variables. This is not true of all polymorphic functions, because parametric polymorphism is a type system more powerful than generic types. The restriction is that all uses of a polymorphic function must be monomorphic (i.e., it should be possible to assign a static type to every use of a polymorphic function). That means that a polymorphic function cannot call another function using polymorphic parameters. This restriction is in principle rather severe, but does not apply to predefined operators and functions whose invocations are translated by ad-hoc rules.

The difficulty with this approach is that all functions on the polymorphic type have to be explicitly declared. For example, if we have a function to operate on lists, all list primitives used have to be declared, and the function can be generic on both the
Figure 3: Find the longest sublist containing value.

base type and the list type. Figure 3 is the translation to Ada of function find from Section 3.4.

Polymorphic records can be translated into several record declarations, one for each instantiation. As with functions, all uses of polymorphic records have to be monomorphic, or else the translation cannot be done automatically.

Example The polymorphic function fold \_l folds a list into one value by combining values pairwise from the left of the list. Since fold \_l is also higher order, the techniques discussed above apply as well.

function fold \_l (f: function(?a,?b) return?b; accum: ?b; L: list of ?a) return b is
begin
  if L = [] then accum
  else fold \_l(f, f(L(1), accum), rest(L)) end end;

Fold \_l can be transformed into a while-loop (it is tail recursive). Consider the following call to fold \_l

result := fold \_l(f, value, a\_list);

From the definition of fold \_l, if a\_list is the empty list [], then result is equal to value. If a\_list is not empty (say a\_list = [first] & rest) then the result is equal to

fold \_l(f, f(first, value), rest)

so that this is a call to the same function, in which both value and a\_list are updated accordingly. Hence the following while-loop in pseudo-Ada is a valid translation:

result := value;
aux\_list := a\_list;
while aux\_list /= [] loop
  result := f(aux\_list(1), result);
aux\_list := rest(aux\_list);
end loop;

An obvious efficiency improvement is to use an index variable, updating this variable instead of copying a list. Furthermore, since the loop will iterate length(a\_list) times we can use a for-loop.

result := value;
for j in 1..length(a\_list) loop
  result := f(a\_list(j), result);
end loop;

To write the above loop in Ada we need to provide an implementation for lists and perform the corresponding translation on them. Unlike the translation for fold \_l, this loop is efficient with linked implementations for lists because the elements are accessed in order.

4.5 Example: A simplified telemetry processor

A telemetry processor is a program that interprets telemetry data sent from a spacecraft. Satellite telemetry data is a sequence of samples, each containing a set of measures representing the status of the spacecraft systems [4]. Data is transmitted to a ground station in binary form, packed in fixed-size bit matrices called master frames.

The telemetry processor takes this coded data and produces calibrated data in engineering units.
(e.g., meters, Watts) in floating point format. The calibration is done by extracting each measure from the master frame and evaluating a polynomial on its value. Besides, some measures require maximum and minimum limit check. The input to a telemetry processor is a master frame and a set of descriptions of measures. The output is a set of calibrated measures. These sets will be represented by lists.

The following PUC type declaration represents a master frame as a list of lists of bits.

```puc

type bit is (On, Off);
type row is list of bit;
type master_frame is list of row;
```

Each row in the master frame is a fixed-length bitstring considered to be divided into several bitstrings of various lengths representing measures. Measures are described by the following attributes: name, position in the master frame, and calibration parameters. The position in the master frame includes the row number and the first and last bit positions within the row. Calibration parameters for each measure are: coefficients for the polynomial, a check-range flag, and minimum and maximum values (used if the flag is true.)

```puc
type measure_description is
record
    name : string;
    row_num : integer;
    first_bit : integer;
    last_bit : integer;
    coeffs : list of real;
    do_check : boolean;
    min_value : real;
    max_value : real;
end;
```

Calibrated measures are described by the name of the measure, the result of the polynomial evaluation, and a range check code that is either Small, In_range, Large, or No_check, depending on the range check of the value.

```puc
type range_code is (Small, In_range, Large, No_check);
type calibrated_measure is
record
    name : string;
    value : real;
    range : range_code;
end;
```

The main function of the specification is calibrate_master, which returns a list of calibrated measures given the master frame and a list of measure descriptions. It is defined applying function calibrate_measure to each measure description (Figure 4.) Function calibrate_measure uses function extract to obtain the bitstring of the measure, function to_number to convert from binary to floating point, and function poly_eval to evaluate the corresponding polynomial. The range check code is computed with a nested if expression.

To generate an Ada program we need to provide translations for functions like apply, curry, etc. We also have to decide how each list will be implemented. Figure 5 is the main program in Ada. The list of measure descriptions in represented by an array because the number of measure descriptions is fixed for each satellite. The apply function is translated into a for-loop because the size of the list is a constant. The curry function is not explicitly translated: it is only a notation to provide the additional parameter within the loop. An explicit list of calibrated measures is built in local variable result, which is the returned value.

5 Conclusions

We have presented a specification language suitable for a specific class of software engineering environments using Ada. The main purpose of this language is to bridge the gap between very high level specifications and detailed algorithms and data structures, so we have attempted to define constructs that are similar to those in Ada, especially in data structures. On the other hand, the need to represent application level concepts has led us to include features like higher order functions and polymorphism, to increase the reusability of the specifications.

We had to make several trade-offs in the design of PUC, because we wanted expressiveness, simplicity and similarity to Ada. We decided not to include algebraic data types and pattern matching (present in several functional languages); the more familiar concepts of variant record and case expression were used instead. We included parametric polymorphism, higher order functions, and Currying (i.e., partial parametrization of functions), but since these are advanced features, we wanted them to be explicit. Having these constructs complicated the process of translation from PUC to Ada, but they provided the abstraction mechanisms needed in a specification language. Hence, we studied semi-automatic methods of translation.
function calibrate_master (master : master_frame;
                       measures: list of measure_description)
   return list of calibrated_measure is
begin
   apply( curry(calibrate_measure, master), measures )
end;

function calibrate_measure (master: master_frame; measure: measure_description)
   return calibrated_measure is
   bits := extract(master, measure);
   value := poly_eval(measure.coeffs, to_number(bits));
   code := if not (measure.do_check) then No_check
            elsif value < measure.min_value then Small
            elsif value > measure.max_value then Large
            else In_range end;
begin
   calibrated_measure'(measure.name, value, code)
end calibrate_measure;

Figure 4: Calibration functions of telemetry processor.

function calibrate_master (master : in master_frame;
                            measures : in list of measure_description)
   return list of calibrated_measure is
result: list of calibrated_measure is
begin
   for j in measures'range loop
      result(j) := calibrate_measure(master, measures(j));
   end loop;
   return result;
end;

Figure 5: Main function in Ada.
A specification language is not useful unless there is a software development method that will include its use. We have presented two non-exclusive methods: use the specifications as a prototype and transform the specification into an Ada program. Both approaches require the development of supporting tools. The language, along with its related methods and tools, will provide for a practical semi-formal software engineering environment. However, we have not tested extensively the use of functional languages in the specification of large scientific software in Ada.
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Abstract

This paper describes part of a multi-year study of software reuse being performed at the University of Maryland. The part of the study which is reported here explores techniques for the transformation of Ada programs which preserve function but which result in program components that are more independent, and presumably therefore, more reusable. Goals for the larger study include a precise specification of the transformation technique and its application in a large development organization. Expected results of the larger study, which are partially covered here, are the identification of reuse promoters and inhibitors both in the problem space and in the solution space, the development of a set of metrics which can be applied to both developing and completed software to reveal the degree of reusability which can be expected of that software, and the development of guidelines for both developers and reviewers of software which can help assure that the developed software will be as reusable as desired.

The advantages of transforming existing software into reusable components, rather than creating reusable components as an independent activity, include: 1) software development organizations often have an archive of previous projects which can yield reusable components, 2) developers of ongoing projects do not need to adjust to new and possibly unproven methods in an attempt to develop reusable components, so no risk or development overhead is introduced, 3) transformation work can be accomplished in parallel with line developments but be separately funded (this is particularly applicable when software is being developed for an outside customer who may not be willing to sustain the additional costs and risks of developing reusable code), 4) the resulting components are guaranteed to be relevant to the application area, and 5) the cost is low and controllable.

Introduction

Broadly defined, software reuse includes more than the repeated use of particular code modules. Other life cycle products such as specifications or test plans can be reused. Software development processes such as verification techniques or cost modeling methods are reusable, and even intangible products such as ideas and experience contribute to the total picture of reuse [1,2]. Although process and tool reuse is common practice, life cycle product reuse is still in its infancy. Ultimately, reuse of early lifecycle products might provide the largest payoff. For the near term, however, gains can be realized and further work can be guided by understanding how software can be developed with a minimum of newly-generated source lines of code.

The work covered in this paper includes a feasibility study and some examples of generalizing, by transforming, software source code after it has been initially developed, in order to improve its reusability. The term software reclamation has been chosen for this activity since it does not amount to the development of but rather to the distillation of existing software. (Reclamation is defined in the dictionary as obtaining something from used products or restoring something to usefulness [3].) By exploring the ability to modify and generalize existing software, characterizations of that software can be expressed which relate to its reusability, which in turn is related to its maintainability and portability. This study includes applying these generalizations to several small example programs, to medium sized programs from different organizations, and to several fairly large programs from a single organization.

Earlier work has examined the principle of software reclamation through generic extraction with small examples. This has revealed the various levels of difficulty which are associated with generalizing various kinds of Ada dependencies. For example, it is easier to generalize a dependency that exists on encapsulated data than on visible data, and it is easier to generalize a dependency on a visible array type than on a visible record type. Following that work, some medium-sized examples of existing software were analyzed for potential generalization. The limited success of these efforts revealed additional guidelines for development as well as limitations of the technique. Summaries of this preceding work appear in the following sections.

Used as data for the current research is Ada software from the NASA Goddard Space Flight Center which was written over the past three years to perform spacecraft simulations. Three programs, each on the order of 100,000 (editor) lines, were studied. Software code reuse at NASA/GSFC has been practiced for many years, originally with Fortran developments, and more recently with Ada. Since transitioning to Ada, management has observed a steadily increasing amount of software reuse. One goal which is introduced here but which will be addressed in more detail in the larger study is the understanding of the nature of the reuse being practiced there and to examine the reasons for the improvement seen with Ada. Another goal of this as well as the larger study is to compare the guidelines derived from the examination of how different programs yield to or resist generalization. Several questions...
are considered through this comparison—including the universality of guidelines derived from a single program and whether the effect of the application domain, or problem space, on software reusability can be distinguished from the effect of the implementation, or solution space.

Superficially, therefore, this paper describes a technique for generalizing existing Ada software through the use of the generic feature. However, the success and practicality of this technique is greatly affected by such components as inter-component dependencies that arise naturally from the derivation of software development and review guidelines. It appears that most, if not all, of the guidelines suggested by this examination are consistent with good programming practices as suggested by other studies.

The Basic Technique

By studying the dependencies among software elements at the code level, a determination can be made of the reusability of those elements in other contexts. For example, if a component of a program uses or depends upon another component, then it would not normally be reusable in another program where that component was not also present. On the other hand, a component of a software program which does not depend on any other software can be used, in theory at least, in any arbitrary context. This study concentrates only on the theoretical reusability of a component of software, which is defined here as the amount of dependence that exists between that component and other software components. Thus, it is concerned only with the syntax of reusable software. It does not directly address issues of practical reusability, such as whether a reusable component is useful enough to encourage other developers to reuse it instead of redeveloping its function. The goal of the process is to identify and extract the essential functionality from a program so that this extracted essence is not dependent on external declarations, information, or other knowledge. Transformations are needed to derive such components from existing software systems since inter-component dependencies arise naturally from the customary design decomposition and implementation processes used for software development.

Ideal examples of reusable software code components can be defined as those which have no dependencies on other software. Short of complete independency, any dependencies which do exist provide a way of quantifying the reusability of the components. In other words, the reusability of a component can be thought of as inversely proportional to the amount of external dependence required by that component. However, some or all of that dependence may be removable through transformation by generalizing the component. A measure of a component's dependence on its externals which quantifies the difficulty of removing that dependence through transformation and generalization is slightly different from simply measuring the dependence directly, and is more specifically appropriate to this study. The amount of such transformation constitutes a useful indication of the effort to reuse a body of software.

Both the transformation effort and the degree of success with performing the transforms can vary from one example to the next. The identification of guidelines for developers and reviewers was made possible by observing what promoted or impeded the transformations. These guidelines can also help in the selection of reusable or transformable parts from existing software. Since dependencies among software components can typically be determined from the software design, many of the guidelines apply to the design phase of the life cycle, allowing earlier analysis of reusability and enabling possible corrective action to be taken before a design is implemented. Although the guidelines are written with respect to the development and reuse of systems written in the Ada language, since Ada is the medium for this study, most apply in general to software development in any language.

One measure of the extent of the transformation required is the number of lines of code that need to be added, altered, or deleted [4]. However, some modifications require new constructs to be added to the software while others merely require syntactic adjustments that could be performed automatically. For this reason, a more accurate measure weighs the changes by their difficulty. A component can contain dependencies on externals that are so intractable that removing them would mean also removing all of the useful functionality of the component. Such transformations are not cost-effective. In these cases, either the component in question must be reused in conjunction with one or more of the components on which it depends, or it cannot be generalized into an independently reusable one. Therefore, for any given component, there is a possibility that it contains some dependencies on externals which can be eliminated through transformation and also a possibility that it contains some dependencies which cannot be eliminated.

To guide the transformations, a model is used which distinguishes between software function and the declarations on which that function is performed. In an object-oriented program (for here, a program which uses data abstraction), data declarations and associated functionality are grouped into the same component. This component itself becomes the declaration of another object. This means the function / declaration distinction can be thought of as occurring on multiple levels. The internal declarations of an object can be distinguished from the construction and access operations supplied to external users of the object, and the object as a whole can be distinguished from its external use which applies additional function (possibly establishing yet another, higher level object). The distinction between functions and objects is more obvious where a program is not object-oriented since declarations are not grouped with their associated functionality, but rather are established globally within the program.

At each level, declarations are seen as application-specific while the functions performed on them are seen as the potentially generalizable and reusable parts of a program. This may appear backwards initially, since data abstractions composed of both declarations and functions are often seen as reusable components. However, for consistency here, functions and declarations within a data abstraction are viewed as separable in the same way as functions which depend on declarations contained in external components are separable from those declarations. In use, the reusable, independent functional components are composed with application-specific declarations to form objects, which can further be composed with other independent functional components to implement an even larger portion of the overall program.

Figure 1 shows one way of representing this. All the ovals are objects. The dark ones are primitives which have predefined operations, such as integer or Boolean. The white ovals represent program-supplied functionality which is composed with their contained objects to form a higher level
The intent of the model is to distinguish this program-specific functionality and to attempt to represent it independently of the objects upon which it acts.

![Diagram](image)

Figure 1.

Some Ada which might be represented as in the above figure might be:

```ada
package Counter is
    -- resulting object
    procedure Reset; -- applicable function ...
    procedure Increment;
    function Current_Value return Natural;
end Counter;
package body Counter is
    Count : Natural := 0; -- simple object
    procedure Reset is begin
        Count := 0;
    end Reset;
    procedure Increment is begin
        Count := Count + 1;
    end Increment;
    function Current_Value return Natural is begin
        return Count;
    end Current_Value;
end Counter;

package Max_Count is
    -- resulting object
    procedure Reset; -- applicable function ...
    procedure Increment;
    function Current_Value return Natural;
    function Max return Natural is
        begin
            return Max.Val;
        end Max;
        end Max_Count;
end Max_Count;
```

In this example, the objects are properly encapsulated, though they might not have been. If, for example, the simple objects were declared in separate components from their applicable functions, the result could have been the same (although the diagram might look different). In actual practice, Ada programs are developed with a combination of encapsulated object-operation groups as well as separately declared object-operation groups. Often the lowest levels are encapsulated while the higher level and larger objects tend to be separate from their applicable function. Perhaps in the ideal case, all objects would be encapsulated with their applied function since encapsulation usually makes the process of extracting the functionality at a later time easier. This, therefore, becomes one of the guidelines revealed by this model.

If the above example were transformed to separate the functionality from each object, the following set of components might be derived:

```ada
generic
type Count_Object is <>;
package Gen.Counter is
    -- resulting object
    procedure Reset: -- applicable function ...
    procedure Increment;
    function Current_Value return Count_Object;
end Gen.Counter;
package body Gen.Counter is
    Count : Count_Object := 0;
    procedure Reset is begin
        Count := 0;
    end Reset;
    procedure Increment is begin
        Count := Count + 1;
    end Increment;
    function Current_Value return Count_Object is begin
        return Count;
    end Current_Value;
end Gen.Counter;

package Max.Counter is
    -- resulting object
    procedure Reset; -- applicable function ...
    procedure Increment;
    function Current_Value return Natural;
    function Max return Count_Object is
        begin
            return Max.Val;
        end Max;
        end Max.Counter;
package body Max.Counter is
    Max.Val : Count_Object := 0;
    procedure Reset is begin
        Max.Val := 0;
    end Reset;
    procedure Increment is begin
        Max.Val := Max.Val + 1;
    end Increment;
    function Max return Count_Object is
        begin
            return Max.Val;
        end Max;
        end Max.Counter;
```
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procedure Reset is
begin
  Counter.Reset;
end Reset;

procedure Increment is
begin
  Counter.Increment;
  if Max.Val < Counter.Current_Value then
    Max.Val := Counter.Current_Value;
  end if;
end Increment;

function Current_Value return Natural is
begin
  return Max.Val;
end Current_Value;

function Max return Natural is
begin
  return Max.Val;
end Max;

end Gen_Max_Count;

with Gen_Max_Count;

package Max_Count_User is
  package Max_Count is
    new Gen_Max_Count (Natural);
begin
  Max_Count.Reset;
  Max_Count.Increment;
...
end Max_Count_User;

Note that the end user obtains the same functionality that a
user of Max_Count has, but the software now allows the
primitive object Natural to be supplied externally to the
algorithms that will apply to it. Further, the user could have
obtained analogous functionality for any discrete type simply
by pairing the general object with a different type (using a
different generic instantiation).

This model is somewhat analogous to the one used in
Smalltalk programming where objects are assembled from
other objects plus programmer-supplied specifics. However,
it is meant more generally to Ada and other languages
that do not have support for dynamic binding and full
inheritance, features that are in general unavailable when
strong static type checking is required. Instead, Ada offers the
generic feature which can be used as shown here to partially
offset the constraints imposed by static checking.

Applying this model to existing software means that any
codes which represent reusable functionality must be
parameterized with generic formal parameters in order to
make them independent from their surrounding declaration
space (if they are not already independent). Functions that are
extracted by generalizing existing program units, through the
removal of their dependence on external declarations, can then
be offered as independently reusable components for other
applications.

Unfortunately, declarative dependence is only one of the
ways that a program unit can depend on its external
environment. Removing the compiler-detected declarative
dependencies by producing a generic unit is no guarantee that
the new unit will actually be independent. There can be
dependencies on data values that are related to values in
neighboring software, or even dependencies on protocols of
operation that are followed at the point where a resource was
originally used but which could be violated at a point of later
reuse. (An example of this kind of dependency is described in
the Measurement section.) To be complete, the transformation
process would need to identify and remove these other types of
dependence as well as the declarative dependence. Although
guidelines have been identified by this study which can reduce
the possibility for these other types of dependencies to enter a
system, this work only concentrates on mechanisms to
measure and remove declarative dependence.

More Examples

In a language with strong static type checking, such as Ada,
any information exchanged between communicating program
units must be of some type which is available to both units.
Since Ada enforces name equivalence of types, where a type
name and not just the underlying structure of a type
introduces a new and distinct type, the declaration of the type
used to pass information between units must be visible to both
of those units. The user of a resource, therefore, is
constrained to be in the scope of all type declarations used in
the interface of that resource. In a language with a fixed set
of types this is not a problem since all possible types will be
globally available to both the resource and its users.
However, in a language which allows user-declared types and
enforces strong static type checking of those types, any
inter-component communication with such types must be
performed in the scope of those programmer-defined
dclarations. This means that the coupling between two
communicating components increases from data coupling to
external coupling (or from level two to level five on the
traditional seven-point scale of Myers, where level one is the
lowest level of coupling) [5].

Consider, for example, project-specific type declarations
which often appear at low, commonly visible levels in a
system. Resources which build upon those declarations can
then be used in turn by higher level application-specific
components. If a programmer attempts to reuse those
intermediate-level resources in a new context, it is necessary to
also reuse the low-level declarations on which they are
built. This may not be acceptable, since combining several
resources from different original contexts means that the set
of low-level type declarations needed can be extensive and not
generally compatible. This situation can occur whether or not
data is encapsulated with its applicable function, but for
clearness and to contrast with the previous examples, it is
shown here with the data and its operations declared
separately.

For example, imagine that two existing programs each
contain one of the following pairs of compilation units:

```
package Vs_1 is
  type Variable_String is
     record
       Data : String (1..80);
       Length : Natural;
     end record;

  function Variable_String_From_User
    (p : in Variable_String) return Variable_String;
end Vs_1;
```

--- First program contains first pair:

```
package Vs_2 is
  type Variable_String is
     record
       Data : String (1..80);
       Length : Natural;
     end record;

  function Variable_String_From_User
    (p : in Variable_String) return Variable_String;
end Vs_2;
```

--- Second program contains second pair:

```
package Vs_3 is
  type Variable_String is
     record
       Data : String (1..80);
       Length : Natural;
     end record;

  function Variable_String_From_User
    (p : in Variable_String) return Variable_String;
end Vs_3;
```
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with Vs_1;
package Mm_1 is
  type Phone_Message is
    record
      From : Vs_1.Variable_String;
      To : Vs_1.Variable_String;
      Data : Vs_1.Variable_String;
    end record;
  function Phone_Message_From_User
    return Phone_Message;
end Mm_1;

-- Second program contains second pair:
package Vs_2 is
  type Variable_String is
    record
      Data : String (1..250) := (others=> ' ');
      Length : Natural := 0;
    end record;
  function Variable_String_From_User
    return Variable_String;
end Vs_2;

with Vs_2;
package Mm_2 is
  type Mail_Message is
    record
      Mm : Vs_2.Mail_Message :=
        Vs_2.Mail_Message_From_User;
    end record;
  function Mail_Message_From_User
    return Mail_Message;
end Mm_2;

Now, consider the programmer who is trying to reuse the above declarations in the same program. A reasonable way to combine the use of Mail_Message with the use of Phone_Message might seem to be as follows:

with Vs_1;
with Vs_2;
with Mm_1;
with Mm_2;
procedure User is
  Name : Vs_1.Variable_String;
  Mm : Mm_2.Mail_Message :=
      Mm_2.Mail_Message_From_User;
begin
  Name := 'To';
  Mm.From := Name; -- illegal
end User;

This will fail to compile, however, since the types Vs_1.Variable_String and Vs_2.Variable_String are distinct and therefore values of one are not assignable to objects of the other (the value of Name is of type Vs_1.Variable_String and the record component Mm.From is of type Vs_2.Variable_String).

In the above example, note that the variable string types were left visible rather than made private to make it seem even more plausible for a programmer to expect that, at least logically, the assignment attempted is reasonable. However, the incompatibility between the underlying type declarations used by Mail_Message and Phone_Message becomes a problem. One solution might be to use type conversion. However, employing type conversion between elements of the low level variable string types destroys the abstraction for the higher-level units. For instance, the user procedure above could be written as shown below, but exposing the detail of the implementation of the variable strings represents a poor, and possibly dangerous, programming style.

with Vs_1;
with Vs_2;
procedure Type_Conversion_User is
  Name : Vs_1.Variable_String;
  Mm : Mm_2.Mail_Message :=
      Mm_2.Mail_Message_From_User;
begin
  Name := Mm.To;
  Mm.From := Name.Data;
  Mm.From.Length := Name.Length;
end Type_Conversion_User;

Notice that we had to be careful to avoid a constraint error at the point of the data assignment. This is one example of how attempts to combine the use of resources which rely on different context declarations is difficult in Ada.

Static type checking, therefore, is a mixed blessing. It prevents many errors from entering a software system which might not otherwise be detected until run time. However, it limits the possible reuse of a module if a specific declaration environment must also be reused. Not only must the reused module be in the scope of those declarations, but so must its users. Further, those users are forced to communicate with that module using the shared external types rather than their own, making the resource master over its users instead of the other way around. The set of types which communicate among the components of a program, therefore, ultimately prevents most, if not all, of the developed algorithms from being easily used in any other program.

This study refers to declarations such as those of the above variable string types as contexts, and to components which build upon those declarations and which are in turn used by other components, such as the above Mail_Message and Phone_Message packages, as resources. Components which depend on resources are referred to as users. The above illustrates the general case of a context-resource-user relationship. It is possible for a component to be both a resource at one level and also a context for a still higher-level resource. The dependencies among these three basic categories of components can be illustrated with a directed graph. Figure 2 shows a graph of the kind of dependency illustrated in the example above.

A resource does not always need full type information about the data it must access in order to accomplish its task. In the above examples, it would be possible for the Mail and Phone message resources to implement their functions via the functions exported from the variable string packages without any further information about the structures of those lower level variable string types. Sometimes, even less knowledge
of the structure or functionality of the types being manipulated by a resource is required by that resource for it to accomplish its function.

![Diagram](image)

A common example of a situation where a resource needs no structural or operational information about the objects it manipulates is a simple data base which stores and retrieves data but which does not take advantage of the information contained by that data. It is possible to write or transform such a resource so that the context it requires (i.e., the type of the object to be stored and retrieved) is supplied by the users of that resource. Then, only the essential work of the module needs to remain. This "essence only" principle is the key to the transformations sought. Only the purpose of a module remains, with any details needed to produce the executing code, such as actual type declarations or specific operations on those types, being provided later by the users of the resource. In languages such as Smalltalk which allow dynamic binding, this information is bound at run time. In Ada, where the compiler is obligated to perform all type checking, generics are bound at compilation time, eliminating a major source of run time errors caused by attempting to perform inappropriate operations on an object. Even though they are statically checked, however, Ada generics can often allow a resource to be written so as to free it from depending upon external type definitions.

Using the following arbitrary type declaration and a simplified data store package, one possible transformation is illustrated. First the example is shown before any transformation is applied:

```markdown
-- context:
package Decls is
  type Typ is ... -- anything but limited private
end Decls;

-- resource:
with Decls;
package Store is
  procedure Put (Obj : in Decls.Typ);
  procedure Get_Last (Obj : out Decls.Typ);
end Store;

package body Store is
  Local : Decls.Typ;
  procedure Put (Obj : in Decls.Typ) is
    begin
      Local := Obj;
      end Put;
  procedure Get_Last (Obj : out Decls.Typ) is
    begin
      Obj := Local;
      end Get_Last;
end Store;
```

The above resource can be transformed into the following one which has no dependencies on external declarations:

```markdown
-- generalized resource:
generic
  type Typ is private;
package General_Store is
  procedure Put (Obj : in Typ);
  procedure Get_Last (Obj : out Typ);
end General_Store;

package body General_Store is
  Local : Typ;
  procedure Put (Obj : in Typ) is
    begin
      Local := Obj;
      end Put;
  procedure Get_Last (Obj : out Typ) is
    begin
      Obj := Local;
      end Get_Last;
end General_Store;
```

Note that, by naming the generic formal parameter appropriately, none of the identifiers in the code needed to change, and the expanded names were merely shortened to their simple names. This minimizes the handling required to perform the transformation (although automating the process would make this an unimportant issue). This transformation required the removal of the context clause, the addition of two lines (the generic part) and the shortening of the expanded names. The modification required to convert the package to a theoretically independent one constitutes a reusability measure. A user of the resource in the original form would need to add the following declaration in order to obtain an appropriate instance of the resource:

```markdown
package Store is new General_Store (Decl.Typ);
```

Formal rules for counting program changes have already been proposed and validated [4], and adaptations of these counting rules (such as using a lower handling value for shortening expanded names and a higher one for adding generic formal) are being considered as part of this work.

The earlier example with the variable string types can also be generalized to remove the dependencies between the mail and phone message packages (resources) and the variable string packages (contexts). For example, ignoring the implementations (bodies) of the resources, the following would functionally be equivalent to those examples:
-- Contexts, as before:
package Vs_1 is
type Variable_String is
record
  Data : String (1..80);
  Len  : Natural;
end record;
function Variable_String_From_User
  return Variable_String;
end Vs_1;

package Vs_2 is
type Variable_String is
record
  Data : String (1..250) := (others=>'' );
  Len  : Natural := 0;
end record;
function Variable_String_From_User
  return Variable_String;
end Vs_2;

-- Resources, which no longer depend upon
-- the above context declarations:
generic
type Component is private;
package Gen_Pm_1 is
type Phone_Message is
record
  From : Component;
  To   : Component;
  Data : Component;
end record;
function Phone_Message_From_User
  return Phone_Message;
end Gen_Pm_1;

generic
type Component is private;
package Gen_Pm_2 is
type Mail_Message is
record
  From : Component;
  To   : Component;
  Subj : Component;
  Text : Component;
end record;
function Mail_Message_From_User
  return Mail_Message;
end Gen_Mm_2;

Now, the programmer who is trying to reuse the above declarations by combining the use of Mail_Messages with the use of Phone_Messages has another option. Instead of trying to combine both contexts, just one can be chosen (in this case, Vs_2):

with Vs_2;
with Gen_Pm_1;
with Gen_Pm_2;
procedure User is
package Pm_1 is new
  Gen_Pm_1 (Vs_2.Variable_String);
package Pm_2 is new
  Gen_Pm_2 (Vs_2.Variable_String);
Name := Vs_2.Variable_String;
Pm := Pm_1.Phone_Message :=
  Pm_1.Phone_Message_From_User;
Nm := Pm_2.Mail_Message :=
  Pm_2.Mail_Message_From_User;
begin
  Name := Nm.From;
Pm.To := Name; -- now OK
end User;

An additional complexity is required for this example. The resources must be able to obtain component type values from which to construct mail and phone messages. Although this is not obvious from the specifications only, it can be assumed that such functionality must be available in the body. This can be done by adding a generic formal function parameter to the generic parts, requiring the user to supply an additional parameter to the instantiations as well:

generic
type Component is private;
with function Component_From_User
  return Component;
package Gen_Pm_1 is
type Phone_Message is
record
  From : Component;
  To   : Component;
  Data : Component;
end record;
function Phone_Message_From_User
  return Phone_Message;
end Gen_Pm_1;

Although the above examples show the context, the resource, and the user as library level units, declaration dependence can occur, and transformations can be applied, in situations where the three components are nested. For example, the resource and user can be co-resident in a declarative area, or the user can contain the resource or vice versa.

This reiterates the earlier claim that, at least for the purpose of this model, it does not matter if the data is encapsulated with its applicable function, it just makes it easier to find it if it is. In the programs studied, the lowest level data types, which were often properly encapsulated with their immediately available operations, were used to construct higher level resources specific to the problem being solved. It was unusual for those resources to be written with the same level of encapsulation and independence as the lower level types, and this resulted in the kind of context-resource-user dependencies illustrated above.

For example, in the case of the generalized simple database, the functionality of the data appears in the resource while the declaration of it appears in the context. The only place where the higher-level object comes into existence is inside the user component, at the point where the instantiation is declared. If desired, an additional transformation can be applied to rectify this problem of the apparent separation of the object from its operations. Instead of leaving the instantiation of the new generic resource up to the client...
software, an intermediate package can be created which combines the visibility of the context declarations with instantiations of the generic resource. This package, then, becomes the direct resource for the client software, introducing a layer of abstraction that was not present in the original (non-general) structure.

For example, the following transformation to the second example above combines the resource General_Store with the context of choice, type Typ from package Decis. The declaration of the package Object performs this service.

generic
  type Typ is private;
package General_Store is
  procedure Put (Obj : in Typ);
  procedure Get_Last (Obj : out Typ);
end General_Store;

package Decis is
  type Typ is ... end Decis;

with Decis;
with General_Store;
package Object is
  subtype Typ is Decis.Typ;
package General_Store is new General_Store (Typ);
  procedure Put (Obj : in Typ);
  procedure Get_Last (Obj : out Typ);
renames Store.Put;
renames Store.Get_Last;
end Object;

with Object;
package Client is
  Item : Object.Typ;
begin
  Object.Put (Item);
  Object.Get_Last (Item);
end Client;

Note that no body for package Object is required using the style shown, if it were preferable to leave the implementation of Object flexible, so that users would not need to be recompiled if the context used by the instantiation were to change, the context clauses and the instantiation could be made to appear only in the body of Object. An alternate, admittedly more complex, example is shown here which accomplishes this flexibility:

package Object is
  type Typ is private;
  function Initial return Typ is
  begin
    return new Designated;
  end Initial;
package General_Store is
  procedure Put (Obj : in Typ);
  procedure Get_Last (Obj : out Typ);
end General_Store;

with Decis;
with General_Store;
package body Object is

  type Typ is new Decis.Typ;
  function Initial return Typ is
  begin
    return new Designated;
  end Initial;
package General_Store is
  procedure Put (Obj : in Typ);
procedure Get_Last (Obj : out Typ);
end General_Store;

with Decis;
with General_Store;
package Object is new General_Store (Decis.Typ):

In the alternate example, note that the parameter mode for the Get_Last procedure needed to be changed to allow the reading of the designated object of the actual access parameter. Also, a simple initialization function was supplied to provide the client with a way of passing a non-null access object to the Put and Get_Last procedures. Normally, there would already be initialization and constructor operations, so this additional operation would not be needed. The advantage of this alternative is that the implementation of the type and operations can change without disturbing the client software. However, the first alternative could be changed in a compilation-compatible way, such that any client software would need recompilation but no modification.

It is also possible to provide just an instantiation as a library unit by itself, but this requires the user to acquire independently the visibility to the same context as that instantiation. This solution results in the reconstruction of the original situation, where the instantiation becomes the resource dependent on a context, and the user depends on both. The important difference, however, is that now the resource (the instantiation) is not viewed as a reusable component. It becomes application-specific and can be routinely (potentially automatically) generated from both the generalizable reusable resource and the context of choice, while the generic from which the instantiation is produced remains the independent, reusable component. The advantage of this structure lies in the abstraction provided for the user component which is insulated from the complexities of the instantiation of the reusable generic. Since the result is similar to the initial architecture, the overall software architecture can be preserved while utilizing generic resources. The following illustrates this.

package Object is
  type Typ is private;
  function Initial return Typ is
  begin
    return new Designated;
  end Initial;
package General_Store is
  procedure Put (Obj : in Typ);
  procedure Get_Last (Obj : out Typ);
end General_Store;

with Decis;
with General_Store;
package Object is new General_Store (Decis.Typ):
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with Decls;
with Object;
procedure Client is
  Item : Decls.Typ;
begin
  Object.Put (Item);
  Object.Get_Last (Item);
end Client;

By modifying the generic resource to "pass through" the
generic formal types, the user's reliance on the context can be
removed:

generic
  type Gen_Typ is private;
package General_Store is
  subtype Typ is Gen_Typ: -- pass the type through
  procedure Get_Last (Obj : in Typ);
  procedure Get_Last (Obj : out Typ);
end General_Store;

package Decls is
  type Typ is ...
end Decls;

with Decls;
with General_Store;
package Object is new General_Store(Decls.Typ);

with Object;
procedure Client is
  Item : Object.Typ;
begin
  Object.Put (Item);
  Object.Get_Last (Item);
end Client;

Measurement

In the above examples, the context components were never
modified. Resource components were modified to eliminate
their dependence on context components. User components
were modified in order to maintain their functionality given
the now general resource components, typically by defining
generic actual parameter objects and adding an instantiation.
in the case of the encapsulated instantiations, an intermediate
component was introduced to free the user component of the
complexity of the instantiation. It is the ease or difficulty of
modifying the resource components that is of primary interest
here, and the measurement of this modification effort
constitutes a measurement of the reusability of the
components. The usability of the generalized resources is also
of interest, since some may be difficult to instantiate.

Considering the above examples again, the simple data base
resource Store required the removal of the context clause and
the creation of a generic part (these being typical
modifications for almost all transformations of this kind). In
addition, the formal parameter types for the two subprograms
were changed to the generic formal private type, causing a
change to both the subprogram specification and body. No
further changes were required.

-- original:
with Decls;
package Store is
  procedure Put (Obj : in Decls.Typ);
  procedure Get_Last (Obj : out Decls.Typ);
end Store;

package body Store is
  Local : Decls.Typ;
  begin
    Local := Obj;
    procedure Get_Last (Obj : out Decls.Typ) is
    begin
      Obj := Local;
      end Get_Last;
    end;
  end;

-- transformed:

package General_Store is
  Local : Typ;
  procedure Put (Obj : in Typ);
  procedure Get_Last (Obj : out Typ);
end General_Store;

package body General_Store is
  Local : Typ;
  procedure Put (Obj : in Typ) is
  begin
    Local := Obj;
    procedure Get_Last (Obj : out Typ) is
    begin
      Obj := Local;
      end Get_Last;
    end;
  end;

The Phone_Message and Mail_Message resources required
the deletion of the context clause, the addition of a generic part
consisting of a formal private type parameter and a formal
subprogram parameter, and the replacement of three
occurrences (or four, in the case of Mail_Message) of the
type mark Vs_1.Variable_String with the generic formal type
Component.

-- original:
with Vs_1;
package Pm_1 is
  type Phone_Message is
    record
      From : Vs_1.Variable_String;
      To : Vs_1.Variable_String;
      Data : Vs_1.Variable_String;
    end record:
  function Phone_Message_From_User
    return Phone_Message;
end Pm_1;

-- transformed:

generic
  type Component is private:
  with function Component_From_User
    return Component:
end;
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package Gen_PM_1 is
  type Phone_Message is
    record
      From : Component;
      To : Component;
      Data : Component;
    end record;
  function Phone_Message_From_User
    return Phone_Message;
end Gen_PM_1;

Generalizing the bodies of Gen_PM_1 and Gen_Mm_2 would involve replacing any calls to the Variable_String_From_User functions with calls to the generic formal Component_From_User function. In the case of the simple bodies shown before, this would require three and four simple substitutions, for Gen_PM_1 and Gen_Mm_2, respectively.

In addition to measuring the reusability of a unit by the amount of transformation required to maximize its independence, reusability can also be gauged by the amount of residual dependency on other units which cannot be eliminated, or which is unreasonably difficult to eliminate, by any of the proposed transformations. For any given unit, therefore, two values can be obtained. The first reveals the number of program changes which would be required to perform any applicable transformations. The second indicates the amount of dependence which would remain in the unit even after it was transformed. The original units in the examples above would score high on the first scale since the handling required for its conversion was negligible, implying that its reusability was already good (i.e., it was already independent or was easy to make independent of external decorations). After the transformation, there remain no latent dependencies, so the transformed generic would receive a perfect reusability score.

Note that the object of any reusability measurement, and therefore, of any transformations, need not be a single Ada unit. If a set of library units were intended to be reused together then the metrics as well as the transformations could be applied to the entire set. Whereas there might be substantial interdependence among the units within the set, it still might be possible to eliminate all dependencies on external declarations.

In the above examples, one reason that the transformation was trivial was that the only operation performed on objects of the external type was assignment (except for the mail and phone message examples). Therefore, it was possible to replace direct visibility to the external type definition with a generic formal private type. A second example illustrates a slightly more difficult transformation which includes more assumptions about the externally declared type. In the following example, indexing and component assignment are used by the resource.

Before transformation:

```ada
package Gen_PM_1 is
  type Phone_Message is
    record
      From : Component;
      To : Component;
      Data : Component;
    end record;
  function Phone_Message_From_User
    return Phone_Message;
end Gen_PM_1;
```

```ada
-- resource
with Arr:
procedure Clear (Item : out Arr.Item_Array) is
  for I in Item'Range loop
    Item (I) := 0;
  end loop;
end Clear;

-- user
with Arr, Clear;
procedure Client is
  X : Arr.Item_Array (1..10);
begin
  Clear (X);
end Client;
```

After transformation:

```ada
package Arr is
  type Item_Array is
    array (Integer range <>) of Natural;
end Arr;

-- generalized resource
generic
  type Component is range <>;
  type Index is range <>;
  type Gen_Array is
    array (Index range <>) of Component;
procedure Gen_Clear (Item : out Gen_Array);
procedure Gen_Clear (Item : out Gen_Array) is
  for I in Item'Range loop
    Item (I) := 0;
  end loop;
end Gen_Clear;

-- user
with Arr, Gen_Clear;
procedure Client is
  X : Arr.Item_Array (1..10);
begin
  Clear (X);
end Client;
```

The above transformation removes compilation dependencies, and allows the generic procedure to describe its essential function without the visibility of external declarations. As before, an intermediate object could be created to free the user procedure from the chore of instantiating a Clear procedure, which requires visibility to both the context and the resource. However, it also illustrates an important additional kind of dependence which can exist between a resource and its users, namely information dependence.

In the previous example, the literal value 0 is a clue to the presence of information that is not general. Therefore, the following would be an improvement over the transformation shown above:
generic
  type Component is range <>;
  type Index is range <>;
  type Gen_Array is
    array (Index range <>) of Component;

  type Init_Val is Componen t range First;
procedure Gen_Init (Item : out Gen_Array); procedure Gen_Clear (Item : out Gen_Array) is begin
  for I in Item'Range loop
    Item (I) := Init_Val;
  end loop;
end Gen_Clear;

Note that the last transformation allows the user to supply an initial value, but also provides the lowest value of the component type as a default. An additional refinement would be to make the component type private which would mean that Init_Val could not have a default value. Information dependencies such as the one illustrated here are harder to detect than compilation dependencies. The appearance of literal values in a resource is often an indication of an information dependence.

A third form of dependence, called protocol dependence, has also been identified. This occurs when the user of a resource must obey certain rules to ensure that the resource behaves properly. For example, a stack which is used to buffer information between other users could be implemented in a not-so-obscure fashion by exposing the stack array and top pointer directly. In this case, all users of the stack must follow the same protocol of decrementing the pointer before popping and incrementing after pushing, and not the other way around. Beyond the recognition of it, no additional treatment of this form of dependence between components will appear in this study.

Formalizing the Transformations

The following is a formalization of the objectives of transformations which are needed to remove declaration dependence.

1. Let $P$ represent a program unit.

2. Let $D$ represent the set of $n$ object declarations, $d_1$ .. $d_n$, directly referenced by $P$ such that $d_i$ is of a type declared externally to $P$.

3. Let $O_1$ .. $O_k$ be sets of operations where $O_1$ is the set of operations applied to $d_i$ inside $P$.

4. $P$ is completely transformable if each operation in each of the sets, $O_1$ .. $O_k$ can be replaced with a predefined or generic formal operation.

The earlier example transformation is reviewed in the context of these definitions:

1. Let $P$ represent a program unit.

2. Let $D$ represent the set of $n$ object declarations, $d_1$ .. $d_n$, directly referenced by $P$ such that $d_i$ is of a type declared externally to $P$.

3. Let $O_1$ .. $O_k$ be sets of operations where $O_1$ is the set of operations applied to $d_i$ inside $P$.

4. $P$ is completely transformable if each operation in each of the sets, $O_1$ .. $O_k$ can be replaced with a predefined or generic formal operation.

Indexing can be obtained through a generic formal array type. Although no constraining operation was used, the formal type could be either constrained or unconstrained since the only declared object is a formal subprogram parameter. Since component assignment is required, the component type must not be limited. Therefore, the following generic formal parts are possible:

```
generic
  type Component is range <>;
  type Index is range <>;

followed by either:

  type Gen_Array is array (Index) of Component; or:

  type Gen_Array is array (Index range <>) of Component;
```

Notice that some operations can be replaced with generic formal operations more easily than others. For example, direct access of array structures can generally be replaced by making the array type a generic formal type. However, direct access into record structures (using "dot" notation) complicates transformations since this operation must be replaced with a user-defined access function.

Application to External Software

Medium-Sized Projects

To test the feasibility of the transformations proposed, a 6,000-line Ada program written by seven professional programmers was examined for reuse transformation possibilities. The program consisted of six library units, ranging in size from 20 to 2,400 lines. Of the 30 theoretically possible dependencies that could exist among these units, ten were required. Four transformations of the sort described above were made to three of the units. These required an additional 44 lines of code (less than a 1% increase) and reduced the number of dependencies from ten to five, which is the minimum possible with six units. Using one possible program change definition, each transformation required between two and six changes.
A fifth modification was made to detach a nested unit from its parent. This required the addition of 15 lines and resulted in a total of seven units with the minimum six dependencies. Next, two other functions were made independent of the other units. Unlike the previous transformations which were targeted for later reuse, however, these transformations resulted in a net reduction in code since the resulting components were reused at multiple points within this program. Substantial information dependency which would have impaired actual reuse was identified but remained within the units, however.

A second medium-sized project was studied which exhibited such a high degree of mutual dependence between pairs of library units that, instead of selecting smaller units for generalizations, the question of non-hierarchical dependence was studied at a system level. The general conclusion from this was that loops in the dependency structure (where, for example, package A is referenced from package body B and package B is referenced from package body A) make generalization of those components difficult. The program was instead analyzed for possible restructuring to remove as much of the bidirectional dependence as practical. This was partially successful and suggests that this sort of redesign might appropriately precede other reuse analyses.

The NASA Projects

Currently, the research project is examining several spacecraft flight simulation programs from the NASA Goddard Space Flight Center. These programs are each more than 100,000 editor lines of Ada. They have been developed by an organization that originally developed such simulators in Fortran and has been transitioning to the use of Ada over the past several years. Because all the programs are in the same application domain and were developed by the same organization there is considerable opportunity for reuse. In the past, the development organization reported the ability to reuse about 20% of earlier programs when a new program was being developed in Fortran. However, since becoming familiar with Ada, the same organization is now reporting a 70% reuse rate, or better.

After gaining an understanding of the nature of the reuse accomplished in Fortran and later in Ada, and how similar or different reuse in the two languages was, we would like to test several theories about why the Ada reuse has been so much greater. We already know that the reuse is accomplished by modifying earlier components as required, and not, in general, by using existing software verbatim. Because of this reuse mode, one theory we will be testing is that the Ada programs are more reusable simply because they are more understandable.

For the current study, the programs were studied to reveal opportunities to extract generic components which, had they been available when the programs were being developed originally, could have been reused without modification. There is an additional advantage to working with this data, however, since, as mentioned above, the several programs already exhibit significant functional similarities which can be studied for possible generalization. In other words, whereas the initial discussion of generic extraction has focussed on attempts to completely free the essential function of a component from its static declaration context, this data gives examples of similar components in two or more different program contexts and therefore allows us to study the possibility of freeing a component from only its program-specific context and not from any context which remains constant across programs.

This gives rise to the notion of domain-specific generic extraction as opposed to domain-independent generic extraction. Given the problems associated with extracting a completely general component, as examined earlier, a case can be made to generalize away only some of the dependence, leaving the rest in place. The additional problem, then, becomes how to determine what dependence is permissible and what should be removed. The permissible dependence would be common across programs in a certain domain, and would therefore be domain-specific while the dependence to be removed would be the problem-specific context. When reused, then, these components would have their problem-specific context supplied as generic actual parameters.

This is currently a largely manual task, since the programs must be compared to find corresponding functionality and then examined to determine the intersection of that functionality. Interestingly, on the last project the developers themselves have also been devising generic components which are instantiated only one time within that program. This implied to us that some effort was being spent to make components which might be reusable with no, or perhaps only very little, modification in the next project. We have confirmed with the developers that this is in fact the case. By comparing the results of our generalizations with those done by the developers, we find that ours have much more complex generic parts but correspondingly much less dependence on other software. This is a reasonable result, since the developers already have some idea about the context for each reuse of a given generic; what aspects of that context are likely to change from project to project and what aspects are expected to remain constant across several programs. The program-specific context, only, appears in the generic parts of the generics written by the developers, while our generalizations have generic parts which contain declarations of types and operations which apparently do not need to change as long as the problem domain remains the same. In other words, when our generic parts are devised by analyzing only a single instance of a component, we cannot distinguish between program-specific and domain-specific generalizations.

One interesting question we would like to answer is whether we can derive the generic part that makes the most sense within this domain by comparing similar components from different programs and generalizing only on their differences, leaving the software in the intersection of the components unchanged. In this way, a component would be derived which would not be completely independent but, like the developer-written generics, would be sufficiently independent for reuse in the domain. Then, a comparison with the generics developed within the organization would be revealing. If the generics are similar then our process might be useful on other parts of the software that have not yet been generalized by the developers. However, if they differ greatly, it would be useful to characterize that difference and
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understand what additional knowledge must be used in generalizing the repeated software. Unfortunately, there is not enough reuse of the developer's generics yet to make this final comparison but a project is currently in progress which should supply some of this data.

The following example illustrates the complexity of the generic parts which were required to completely isolate a typical unit from its context. Here, the procedure Check Header was removed from a package body and generalized to be able to stand alone as a library level generic procedure.

generic
  type Time is private;
  type Duration is digits <>;
  with function Enable return Boolean;
  type Hd_Rec_Type is private;
  with procedure Set_Start
    (H: in out Hd_Rec_Type; To: Duration);
  with function Get_Start
    (H: Hd_Rec_Type) return Duration;
  with procedure Set_Stop
    (H: in out Hd_Rec_Type; To: Duration);
  with function Get_Stop
    (H: Hd_Rec_Type) return Duration;
  type Real is digits <>;
  with function Get_Int
    (H: Hd_Rec_Type) return Real;
  with function Conv_Time
    (H: in out Hd_Rec_Type; To: Duration) return Real;
  Header_Rec: in out Hd_Rec_Type;
  GoeSim_Time_Step: in out Duration;
  with function GoeSim_Since_1957
    (T: in Time) return Duration;
  with procedure Debug_Write (Output: String);
  with procedure Debug_End_Write;
  type Direct_File_Type is limited private;
  with procedure Direct_Read
    (File: in out Direct_File_Type);
  with procedure Direct_Get
    (File: in out Direct_File_Type);
  with function Image_Of_Base_10
    (Item: in Duration) return String;
  with function Header_Check_Rec
    (Simulation_Start_Time: in Time;
     Simulation_Stop_Time: in Time;
     Simulation_Step_Time: in Duration;
     History_File: in out Direct_File_Type);

The instantiation of this generic part is correspondingly complex:

procedure Check_Header_Instance is new
  Check_Header_Generic
  (Abstract_Calendar_Time,
   Abstract_Calendar_Duration,
   Debug_Enable,
   Attitude_History_Rec, Header_Record,
   Set_Start, Get_Start, Set_Stop, Get_Stop,
   Utilities_Read, GoeAcc_Hist_Out_Inc,
   Converted_Time,
   History_Data_Header_Rec,
   History_Data_GoeSim_Time_Step,
   Timer_Secnds_Since_1957,
   Error_Collector_Write, Error_Collector_End_Write,
   Direct_Mixed_To_File_Type,
   Direct_Mixed_To_Read,
   Get_From_Buffer, Image_Of_Base_10,
   Raise_Header_Data_Error);

In contrast, a typical generic part on a unit which was developed and delivered as part of the most recent completed project by the developer themselves is shown here:

with Css_Types:
  generic
  Number_of_Sensors: Natural :=
  Css_Types.Number_of_Sensors;
  with function Initialize_Sensor
    return Css_Types.Css_Data_Base_Type is <>;
package Generic_Coarse_Sun_Sensor is ...

Note that by allowing the visibility of Css_Types, the generic part was simplified. Being unfamiliar with the domain, had we attempted to generalize Coarse_Sun_Sensor by examining only the non-generic version of a corresponding component in another program we would not be able to tell whether the dependence on Css_Types was program-specific or domain-specific. Here, however, the developer leads us to believe that Css_Types is domain-specific while the number of sensors and sensor initialization is program specific.

Guidelines

The manual application of the principles and techniques of generic transformation and extraction has revealed several interesting and intuitively reasonable guidelines relative to the creation and reuse of Ada software. In general, these guidelines appear to be applicable to programs of any size. However, the last guideline in the list, concerning program structure, was the most obvious when dealing with medium to large programs.

- Avoid direct access into record components except in the same declarative region as the record type declaration.

Since there is no generic formal record type in Ada (without dynamic binding such a feature would be impractical) there is no straightforward way to replace record component access with a generic operation. Instead, user-supplied access functions are needed to access the components and the type must be passed as a private type. This is unlike array types for which there are two generic formal types (constrained and unconstrained). This supports the findings of others which assert that direct referencing of non-local record components adversely affects maintainability [6].

- Minimize non-local access to array components.

Although not as difficult in general as removing dependence
on a record type, removing dependence on an array type can be cumbersome.

- Keep direct access to data structures local to their declarations.

This is a stronger conclusion than the previous two, and reinforces the philosophy of using abstract data types in all situations where a data type is available outside its local declarative region. Encapsulated types are far easier to separate as resources than globally declared types since the operations are localized and contained.

- Avoid the use of literal values except as constant value assignments.

Information dependence is almost always associated with the use of a literal value in one unit of software that has some hidden relationship to a literal value in a different unit. If a unit is generalized and extracted for reuse but contains a literal value which indicates a dependence on some assumption about its original context, that unit can fail in unpredictable ways when reused. Conventional wisdom applies here, and it might be reasonable to relax the restriction to allow the use of 0 and 1. However, experience with a considerable amount of software which makes the erroneous assumption that the first index of any string is 1 has shown that even this can lead to problems.

- Avoid mingling resources with application specific contexts.

Although the purpose of the transformations is to separate resources from application specific software regardless of the program structure, certain styles of programming result in programs which can be transformed more easily and completely. By staying conscious of the ultimate goal of separating reusable function from application declarations, whether or not the functionality is initially programmed to be generic, programmers can simplify the eventual transformation of the code.

- Keep interfaces abstract.

Protocol dependencies arise from the exportation of implementation details that should not be present in the interface to a resource. Such an interface is vulnerable because it assumes a usage protocol which does not have to be followed by its users. The bad stack example illustrates what can happen when a resource interface requires the use of implementation details, however even resources with an appropriately abstract interface can export unwanted additional detail which can lead to protocol dependence.

- Avoid direct reference to package Standard.Float

Even when used to define other floating point types, direct reference to Float establishes an implementation dependence that does not occur with anonymous floating point declarations. Especially dangerous is a direct reference to Standard.Long_Float, Standard.Long_Integer, etc., since they may not even compile on different implementations. Some care must also be taken with Integer, Positive, and Natural, though in general they were not associated with as much dependence as Float. Note that fixed point types in Ada are constructed as needed by the compiler. Perhaps the same philosophy should have been adopted for Float and Integer. Reference to Character and Boolean is not a problem since they are the same on all implementations.

- Avoid the use of 'Address

Even though it is not necessary to be in the scope of package System to use this attribute, it sets up a dependency on System.Address that makes the software non-portable. If this attribute is needed for some low-level programming then it should be encapsulated and never be exposed in the interface to that level.

- Consider the inter-component dependence of a design

By understanding how functionality-equivalent programs can vary in their degree of inter-component dependence, designers and developers can make decisions about how much dependence will be permitted in an evolving system, and how much effort will be applied to limit that dependence. For system developments which are expected to yield reusable components directly, a decision can be made to minimize dependencies from the outset. For developments which are not able to make such an investment in reusability, a decision can be made to allow certain kinds of dependencies to occur. In particular, dependencies which are removable through subsequent transformation might be allowed while those that would be too difficult to remove later might be avoided. A particularly cumbersome type of dependence occurs when two library units reference each other, either directly or indirectly. This should be avoided if at all possible. By making structural decisions explicitly, surprises can be avoided which might otherwise result in unwanted limitations of the developed software.
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