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PREFACE

This document summarizes the proceedings of RICIS Symposium '87, which was held at the
University of Houston - Clear Lake on October 14-15, 1987.

This symposium was sponsored by the Research Institute for Computing and Information
Systems of the University of Houston - Clear Lake. RICIS was founded in 1986 to encourage the
NASA Johnson Space Center and local industry to actively support research in the computing and
information sciences. In May, 1986, UH - Clear Lake and JSC entered into a three-year cooperative
agreement to jointly plan and execute such research through RICIS.

This symposium was held to present the first year's research activities conducted through
RICIS as well as to introduce the JSC/UH -Clear Lake cooperative research program. The program
consisted of one and a half-days of sessions. Wednesday afternoon was devoted to presenting the
RICIS concept and an overview of the research being conducted. On Thursday, there were five
technical sessions featuring researchers presenting their research results and near-term plans. The
five technical areas addressed were Education and Training, Computer Systems and Software Engi-
neering, Information Management, Mathematical and Statistical Analysis and Artificial Intelligence
and Expert Systems.

It was decided to publish an executive summary of this symposium, rather than the papers
presented, since in most cases the researchers were not at a point in their research to publish results.
It is noted that final reports of the research will be published and may be obtained from the RICIS
Project Office as they become available.

A large number of people helped make RICIS Symposium '87 a big success. The organizing
committee included Peter C. Bishop, Sam J. Bruno, Terry Feagin, Glenn B. Freedman, Cecil R.
Hallum, Robert F. Hodgin and Charles W. McKay. A special thanks is extended to Sam J. Bruno for
tending the many details required to make such an event a success.

The RICIS Project Office staff, particularly Kerry Ellison, Vickie Gilliland and Bassanio
Wong, aided by other UH - Clear Lake staff , notably, Jean Hart, Mary Jo Westover, Olga Gonzales
and Melinda Goyne, oversaw the correspondence and bookkeeping, maintained a participant data-
base, assembled registration packets, and manned the registration booths. E.T. Dickerson, Dean of
the School of Natural and Applied Sciences, UH - Clear Lake and R.B. MacDonald, Assistant to the
Director for Technology Utilization Mission Support, Directorate, NASA Johnson Space Center,
were very supportive and provided welcome guidance for conducting this symposium. Thanks are
also extended to Amy Kennedy, Employee Development, NASA/JSC, and Connye McLendon,
Administrative Office, Mission Support Directorate, NASA/JSC for working the registration and
transportation issues, respectively, for JSC employees to attend this symposium.

Financial support for the Symposium came from NASA Johnson Space Center through
Cooperative Agreement NCC 9-16.

A. Glen Houston
Director, RICIS
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WELCOME AND OPENING

Thomas M. Stauffer, President, UH-Clear Lake

Paul J. Weitz, Deputy Director, NASA Johnson Space Center

The RICIS Symposium '87 opened with remarks by Dr. Thomas Stauffer, president of the
University of Houston-Clear Lake, and by Paul J. Weitz, Deputy Director of NASA Johnson Space
Center. Dr. Stauffer drew an analogy between software engineering research and the emerging
superconductor technology. He indicated that while cooperation between academia and industry is
sometimes difficult, joint research, like that which is being conducted through RICIS, is of
significance to Houston, to Texas and to the entire nation.

Mr. Weitz discussed the importance of software systems to the space program. He said that
without the appropriate major software systems, spacecraft design, flight simulator, mission control
and the Space Shuttle are not possible.






JSC/UH-CLEAR LAKE
COOPERATIVE RESEARCH PROGRAM

Joseph P. Loftus, Jr., Assistant Director for Plans, NASA Johnson Space Center

Charles S. Hardwick, Senior Vice President and ProvostUH-Clear Lake

Joseph P. Loftus, Assistant Director of Plans for JSC, and Dr. Charles Hardwick, Senior
Vice President and Provost of UH-Clear Lake, offered comments about the cooperative nature of
the JSC/UH-Clear Lake research program. Mr. Loftus discussed the space business as being
extremely information-intensive. He pointed out that, aside from the returning Space Shuttle, an
information stream is currently the only product we obtain from space. Hence, solutions are to be
found in software.

Dr. Hardwick discussed the need for a "major revolution" in the methods by which manag-
ers and engineers are educated. Educational systems and curricula need to be developed to allow
them to better cope with the complexity of software and to ensure the success of the space program.






THE RICIS CONCEPT

E.T. Dickerson, Dean, School of Natural and AppliedSciences, UH-Clear Lake

Robert B. MacDonald, Assistant to the Director for Technology Utilization,
Mission Support Directorate, NASA Johnson Space Center

A. Glen Houston, Director, RICIS, UH-Clear Lake






The RICIS Concept

Dr. E.T. Dickerson, Dean of the School of Natural and Applied Sciences, UH-Clear Lake,
Mr. Robert B. MacDonald, Assistant to the Director for Technology Utilization, Mission Support,
Directorate, JSC and Dr. A. Glen Houston, Director of RICIS, UH-Clear Lake discussed the history
and objectives of RICIS.






RICIS SYMPOSIUM 87

PROGRAM
WEDNESDAY, OCTOBER 14
BAYOU BUILDING
12:30-5:00 REGISTRATION ATRIUM 1
1:30-1:45 WELCOME AND OPENING AUDITORIUM
Thomas M. Stauffer, President, UH-Clear Lake
Paul J. Weitz, Deputy Director, NASA Johnson Space Ceater |
1:45-2:05 JSC/UH-CLEAR LAKE COOPERATIVE RESEARCH PROGRAM AUDITORIUM
Joseph P. Loftus, Jr., Assistant Director for Plans,
NASA Johnson Space Center
Charles S. Hardwick, Senior Vice President and Provost
UH-Clear Lake
2:05-2.50 THE RICIS CONCEPT AUDITORIUM
E. T. Dickerson, Dean, School of Natural and Applied
Sciences, UH-Clear Lake
Robert B. MacDonald, Assistant to the Director for
Technology Utilization, Mission Support Directorate,
NASA Johnson Space Ceater
A. Glen Houston, Director, RICIS, UH-Clear Lake
2:50-3:05 REFRESHMENT BREAK AUDITORIUM FOYER
3:054.45 RICIS RESEARCH AUDITORIUM
Computer Systems and Software Engineering
Charles W. McKay, Director, High Technologies
Laboratory and Software Engineering Research Ceater,
UH-Clear Lake
Artificial Intelligence and Expert Systems
Terry Feagin, UH-Clear Lake
Information Systems
Peter C. Bishop, UH-Clear Lake
Mathematical and Statistical Analysis
Cecil R. Hallum, UH-Clear Lake
Education and Training
Glean B. Freedman, Director, Ceater for Cognition ="
and Instruction, UH-Clear Lake
4:45-5:00 REFRESHMENT BREAK AUDITORIUM FOYER




500-5:30 INVITED TALK AUDITORIUM
Lee B. Holcomb, Director, Human Sciences
and Human Factors, OAST, NASA Headquarters
CLOSING REMARKS
Robert F. Hodgin, UH-Clear Lake
6:30-7:30 RECEPTION - CASH BAR GILRUTH CENTER .
Second Floor
7:30-8:30 DINNER GILRUTH CENTER
8:30-900 KEYNOTE ADDRESS GILRUTH CENTER

The Real Technologies in Space Station Information Systems

John R. Garman, Director of Information Systems Services
Space Station Program Office, NASA Headquarters

THURSDAY OCTOBER 15

8:00830 REGISTRATION/CONTINENTAL BREAKFAST ATRIUM |

8:30-835 RICIS RESEARCH AREAS ROOM 2532
Robert F. Hodgin, UH-Clear Lake

8:35-9.45 EDUCATION AND TRAINING ROOM 2-532

Coaveners: Glean B. Freedman, UH-Clear Lake

Amy B. Kennedy, Employee Developmeant, NASA/JSC

Review of the Education and Training Activities
Glean B. Freedman, UH-Clear Lake

Software Engineering and the Transition 10 Ada
John McBride, SofTech, Inc.

Computer Based Ada Training Using Hypertext Systems
JackRicnzoandRobeanhoe,SofTech,lnc.

9:45-10:00 REFRESHMENT BREAK

ROOM 2-532 FOYER




10:00-12:00 COMPUTER SYSTEMS AND SOFTWARE ENGINEERING ROOM 2-532

Conveners:  Charles W. McKay, UH-Clear Lake

Stephen A. Gorman, Head, Application Systems,
Spacecraft Software Division, NASA/JSC

Fault Tolerant Ada Software
Pat Rogers, UH-Clear Lake

A Study of Converting PCTE System Specifications to Ada
Kathy Rogers, Rockwell International

Proof-of-Concept Prototype of the Clear Lake Model for Ada Run Time Support Environment
Charles Randall, GHG Corporation

Testing And Verification of Ada Flight Software for Embedded Computers
David Auty, SofTech, Inc.

Ada Programming Support Environment Data Base
Anthony Lekkos, UH-Clear Lake

12:00-1:00

BUFFET LUNCHEON FOREST ROOM

1:00-2:30

INFORMATION MANAGEMENT
Conveners: Peter C. Bishop, UH-Clear Lake
William J. Huffstetler, Assistant to the Director, Engineering, NASA/JSC

The Need for Strategic Information at JSC
William J. Huffstetler, NASA/JSC

Research Projects in Information Management
Peter C. Bishop, UH-Clear Lake

Database Strategies and Prototypes
Timothy N. Tulloch, Vice President, TNT Consulting

Space Station

Documenation Technology and Strategies
Christopher Dede, Professor of Education, UH-Clear Lake

Future Research Opportunities
Lloyd R. Erickson, Electronics Engineer, NASA/JSC

e

2:30-2:45

REFRESHMENT BREAK ROOM 2-532 FOYER




'2:45-330 MATHEMATICAL AND STATISTICAL ANALYSIS

Conveners: Cecil R. Hallum, UH-Clear Lake
David K. Geller, Mission Planning and
Analysis Division, NASA/JSC

Space Station Momenum Management and Attitude Control
Bong Wie, University of Texas at Austin

Quantifying Software Reliability (Invited Presentation)
Patrick L. Odell, University of Texas at Dallas

3:30-5:40

ARTIFICIAL INTELLIGENCE AND EXPERT SYSTEMS
Conveners: Terry Feagin, UH-Clear Lake

Timothy F. Cleghorn, Mission Planning
Analysis Division, NASA/JSC

Introduction and Overview
Timothy F. Cleghom

Communication and Tracking Expert Systems for the NASA Space Station
T.F. Leibfried, UH-Clear Lake

Simulation of Robotic Space Systems
Yashvant Jani, LinCom Corporation

Robotic Path Planning and Sofiware Testbed Architecture
Richard D. Volz, University of Michigan

Fuzzy Set and Related Theory for Failure Detection and Control in Space Systems
Thomas B. Sheridan, Massachusetts Institute of Technology

A Computer Graphics Testbed to Simulate and Test Vision Systems for Space Applications
John B. Cheatham, Jr., Rice University

Demonstration of a 3D Vision Algorithm for Space Applications
Rui J.P. deFigueiredo, Rice University

CLOSING REMARKS
A. Glen Houston, UH-Clear Lake



N91-18617%
The RICIS Concept

Robert B. MacDonald

In May 1986, JSC initiated a cooperative program with the University of Houston - Clear
Lake to support research in computing and information systems. The objective of this program was
and is to provide continuing long-term research in support of the numerous mission and mission-
related endeavors of NASA/JSC. JSC defined a "cooperative agreement" as the appropriate
contractual vehicle to facilitate both joint participation of researchers from NASA, industry and the
university community, and sharing of supporting research facilities among the participants. Facilities
are shared by networking among UH-CL's research and data computing resources and JSC's
computing system.

A significant part of the cooperative program is its " gateway role." UH-CL is chartered to
involve researchers from outside organizations throughout the US and the world in projects defined
by professionals at NASA and UH-CL.

A particularly important set of activities being carried out under the cooperative program is
in the area of "computer software development.” Because it recognized these activities as a critical
clement of the cooperative program, the Office Aeronautics and Space Technology at NASA
Headquarters supported the initiation of the Software Engineerin g Research Center (SERC).

In order to meet research and education needs associated with the engineering of large, real-
time software systems for NASA's future numerous researchers at SERC are investigating:

1. engineering research issues central to large distributed systems for real-time and
distributed systems with active embedded elements (such as for the space station)

2. concepts, principles and methodologies for the engineering of such large
software systems

3. “computer aided software engineering environments” to advance the state of
thepractice to achieve improvements in the quality productivity crucial to
the application of engineering methodologies to software lifecycle phases

4. the establishment and incorporation into of future systems of appropriate standards.

With the growth of software development activities, comes the increase need for education.
Currently most managers and professionals continue to emphasize the implementation and test
phases of the "software lifecycle.” More disciplined engineering approaches require that this
managerial and professional workforce be educated in approaches to software development which
emphasize requirement and design phases and designing for change.



The evolution of engincering methodologies and tools such as CASE and languages like
ADA over the last ten years has created a severe shortage of individuals who are technically and
- emotionally prepared to exploit these advances. In response, the School of Education and the
School of Natural and Applied Sciences at UH-Clear Lake have established the Software
Engineering Professional Education Center (SEPEC). The objective of this new center is to
interact with SERC and other organizations throughout the US, such as the SEI at Carnegie Mellon
University, to develop and bring about suitable education and training at both professional and
academic levels.

In short, the central goal of the SERC and SEPEC is to develop and make available the
Engineering Knowhow, the qualified human resources and supporting to tools and rules to better
"engineer large, distributed, real-time software systems of the future.”



@ ALINNNWOD é

SW3LSAS

NOILVIWHO4NI pue HNILNdNOID
10}

31NLILSNI HOHV3SaH




oXeT Ieo[D-HN ‘SIOIY ‘I0joeliq
NOLSNOH NHA'TD 'V

I9jus) soedg uosuyop ySYN ‘@jer0j0011(q 370ddng UorsSI

TIVNOUDVH "9 1334904
ONET IB9[)-H[ ‘seousiog peorrddy % [eanjeN jo [ooyos ‘ues(

NOSHHIDIA ° 1L o

ALdHONOD SIDIY HH.I

L86T ‘FT 18q 0300
/

48 WNISOdNAXS SIDIY



LTy

ORIGINAL PAGE IS
OF POOR QUA

SAILITOVL %

TINNOSH3ad
d3HVHS

SNVYHYO0ud
TYNOLLYONA3

L‘r

HOUV3S3y
AVMILYO

$123roud
HOUHVY3sS3y

SINTLSAS
NOILVIWHOZNI Pue DNILNdNOD %)
.—Oh h.-@/VVa/

TUNATTIIOA IS A



S3ILINJVL 40 ISN IAILDISIF-1S0D o
140443 40 NOLLYNIGHOOD
NOILVIWHO:NI 40 NOILVNINZSSIA o
SQUVANVYLS 4O NOILVOILSIANI o
mm_GO._OZIOm.._. M3N 40 NOILVNIVAT o
HOUV3S3Y HO4 SNJ04 o

SW3LSAS

NOILLVWHOANI Pue HNILNdWOS
10}

3LNLILSNI HOYV3SIY %






ININIOVNYN a%BY ..
ONINIVYL ONY NOLLYONGT «e
JONVNYOIYId NVNNH o
SYILNANOD e

NOLLYY3d009
3781SS0d 40 SY3Y¥Y ¥No4 G3HSI8VY1S3 30404 MNSVL .

) (¥4344nVLS - NI3d149)
€861 4IANIAON - ONIGNVLSYIANN 40 NNANVYOWIN .

(N3HOD - AJIMAYVYH)
£86L YINNNS A3HSINEVLSI 30404 ASVL »

SIOIY O1 ONIGVIT SINIAT



(9861 ¥YN) OSr/VSVYN 01 a311Ingns 1VSOdO¥d Q3aLIDITOSNN «
(9861 NVI) G3LNIOddY NV3L 1YSOdo¥d .

(9861 NVr) GIHSI18VLST JAULINNOD ONINTALS ToHN .
(5861 930) A3LNIOdAY ¥OLOFNIG

(¥861) A3ANYAXI 3d09S 1d3ONOD SIo1Y

1SS - T0HN - YSYN

1SS-TOHN A9 Q3HSIgVLS3 1d3ONOD SIDIY »

,A pzou.u
SION O1 ONIQVIT SINIAS






JLVNINISSIQ o

HOUV3S3yd A - 31VNIQHOOD

1ONANOD

SINALSAS .
ZO_._.<EmOu_Z_ pue DNILNdWNOD

10}
31NLILSNI HOYV3SaY %



- ILVNINISSIQ o
HOYVY3S3Y A 3LVNIQHOOD o

10NANOD o

SW31SAS .
NOILVIWHOANI pue HNILNdINOD

10} |
dLNLILSNI HOHVY3IS3Y %



ONINIVHL ANV NOILYONA3

ANIWIOVNVIN NOILYINHOANI e

WY

h ::s::...
:::: o

,,,,,,,,,

..........

SISATVYNYVY TVOILSILVYLS ANV TVOILVWIHLYN o
SW3ALSAS LHIdX3 ANV JONIDITIILNI TVIDIHILHY o

ONIHIINIONI JUVML40S ANV SWIALSAS HILNAWOD o

SWNALSAS

NOILVINHOANI pue ONILNdNOD
10}

31LNLILSNI HOYVY3S3y

S
€
&



SHOSNOdSs ONY

SIVdIONIYd
1In403y
SNOILLOYVY S$10naoud
M3N | TVIINHO3L
1S399ns m—o—m ALVHOIAN|
HOHv3as3y 40
alvis HSNavisg

AD3lvyys NOILVYD 3 N



JAILO3rg0

yasn
/4OSNOdS

"~ HIHOHV3IS3IY

+wHOLVIN ><;lﬂ:
193rodd HOHV3IS3Y



NOILVZINVOHO ALISHIAINN



dIHSHIgGN3IN
SLlI WOUd HOLVOILSIANI TVdIONIYd 1337138 o

ONINNV1d JI1931VHLS 103HIG o

SUIVA4V TvOSId 33SUIAO o
ALIHOHLNV LNIWIADVYNVW TIVHIAO 3AIANOUd o

NOILO3HIA 13A3T-A2170d HSINGvisS3 o

S3LLITIGISNOdSaY
J3LLINNOD DNIYIILS T19-HN



301440 ILNLILSNI IOVNYIN
S103rodd HOYVY3sS3Y 40 SS3UODOUd HOLINOW

S103ro4d HOHV3S3Y ONIHSITaV1S3 NI 1SISSY o
J3LLINNOD HOHVY3SIY O1 1HO0ddNS divis 30INOUd
ISI HLIM DNINNV1d TVOLLOVL ILVNIQHOOD
33L1INNOD ONIY33LS dHOddNS

S3LLITIGISNOJSaY
4O0.L103dIq



S3AILVILINI HOUV3S3H M3IN aNIWWNOD3Y
S1HOd3H ANV STVSOdOHd HOUVIS3IYH JLVHDILNI
STVdIONIHd/SNOILVYZINVOHO HOHVIS3Y A4ILN3Al

S3ILIAILOVY HOUVYIS3H 3LO0NO0NHd
HOUV3S3Y 4O 31V1S HSINav.1S3
NOILO3HIA TVIINHO3L 3AIAOUd

SALLITIGISNOdS3Y
33L1LINWNOD HOHVY3S3Y



S1SILN3IIDS

SIN3anis || sH3aNniON3 SL1SILN3IDS S1SILN3IOS SiN3anis
H3IOVNVYWN ALINDOVY || SLSILNIIDS HIOVNVW SUIODVNVYW ALTNOVS
AHLSNANI ALISHIAINN || 31nLILSNI SH3ALN3D VSYN JSIr/VSVYN DIV UVIT1D-HN

sH3asn
L
SHOSNOdJS

-— e

JSI/VSVYN

HOLVYNIQUOOD

"ll""""l, S s o

3311INN0D
ONI4331S
JSr/VSVYN

._ HOL1o3Mia _

NOILVIWHO4NI pue ONILNdWOD

331LINNOD
2l FETT

IV UYI1D-HN

JUNLONYLS ANIWIOVYNYWN

SW3LSAS

10}

d1LNLILSNI HOYVY3IS3H







RESEARCH ACTIVITY METHODOLOGY

¢ RESEARCH ACTIVITY MAY BE INITIATED BY RESEARCHER
OR JSC SPONSOR

* RESEARCH ACTIVITY DESCRIPTION (RAD) INCLUDES:

- RESEARCH OBJECTIVE - SCHEDULE
- BACKGROUND - DELIVERABLES
- APPROACH - BUDGET

* RAD REQUIRES TECHNICAL APPROVAL (Isc AND UHCL)

* GATEWAY RESEARCH REQUIRES PROPOSAL (RAD) FROM
RESEARCH ORGANIZATION



RESEARCH ACTIVITY METHODOLOGY
CONT

¢ EACH RESEARCH ACTIVITY IS INITIATED (OR LATER
MODIFIED) VIA A PROGRAM CHANGE REQUEST (PCR)
¢ PCR REQUIRES ADMINISTRATIVE APPROVAL
(JSC & UH-CLEAR LAKE)



Table 1. Approved Research Activities as of Septesber 30, 1987
RESEARCN INSTITUTE FOR COMPUTING & INFORMATION SYSTEMS

COOPERATIVE AGREEMENT NCC 9 - 16 Current Date: 11-0ct-87
PROJECT IMPLEMENTING  JSC TECHNICAL MONITOR PERICD
RESEARCH ACTIVITY DIRECTOR ORGANIZATION NANE ORG. FROM T0
Al.1  COMMUNICATION & TRACKING LEIDFRIED UN-CLEAR LAKE SCHMIDT  EE7 & /8Y 25318
EXPERT SYSTENS STUDY
Al.2  COMPUTER GRAPHICS TESTBED 10 FEAGIN & RICE UNIVERSITY  CLEGNORN  FN7 6/1/87 10715787
SIMULATE & TEST VISION 8YS- CHEATHAN
TEMS FOR SPACE APPLICATIONS
Al.3  ROBOTIC PATN PLANNING & SOFT- FEAGIN & UNIV. OF CLEGHORN  FN7 6/1/87 12/31/87
WARE TEST-BED ARCHITECTURE voL2Z MICHIGAN
Al.4  APPLICATION OF FUZZY SET AND FEAGAN & M.I.T. CLEGHORN  FN7 6/1/87 12/31/87
RELATED TKEORY TO FAILURE DE- SHERIDAN
TECTION AND CONTROL IN SPACE
SYSTENMS
Al.5 DEMONSTRATION OF A 30 VISION FEAGIN & RICE UNIVERSITY  CLEGHORN N7 6/1/87 9/30/87
ALGORITHM FOR SPACE APPLICA- deF1GUEIREDO
TIONS
Al.6  SIMULATION OF ROBOTIC SPACE GIARRATANG LINCOM CLEGHORN  FMY 6/1/87 9/15/87
OPERAT [ONS & JANl
AL.7 T IN THE CRAY X/MP FEAGIN ¢ YALE UNIVERSITY SAVELY  FNT2 6/1/87 5/31/88
: NUDAK
Al.8 RED FOR ONBOARD NAVIGATION (ONAV) FEAGIN & LINCOM CORP. SAVELY T2 10/1/87 5/31/88
GROUND BASED EXPERT/TRAINER SYSTEM  JAN]
AL.9  OBJECT ORIENTED PROGRAMMING & FEAGIN, AUTY SOFTECH & SMULER  FRé 10/1/87 5/31/88
FRAME REPRESENTATION USING ADA & CRARMIAK BROWN UNIV.
ET.1  SOFTWARE ENG. & ADA TNG FREEDMAN UN-CLEAR LAKE GORMAN  FR43 1/16/87 S/31/87
ET.2  SOFTWARE EMGINEERING WITH ADA: FREEDMAN UN-CLEAR LAKE GORMAN  FR43 6/1/87 12/31/87
A LIFE-CYCLE CURRICULUM
ET.3  COMPUTER BASED ADA TRAINING FREEDMAN UH-CLEAR LAKE GORMAN  FR43 6/1/87 12/15/87
SYSTENS (CBATS)
ET.4  SOFTWARE ENGINEERING AND ADA FREEDMAN & UN-CLEAR LAKE KENNEDY  AN311 7/1/87 4/15/88
TRANSITION COURSE DEVELOPMENT McBRIDE & SOFTECH ,
IM.1  SPACE MARKET MODEL sisnop UN-CLEAR LAKE DEMEL  KE 6/1/86 5/31/88
IM.2  CLEAR LAKE AREA COMPUTER NODGIN UN-CL BUREAU OF MacOONALD FA 2/1/87 6/30/87
CAPABILITY SURVEY BUS. RESEARCH
IN.3  SPACE SHUTTLE PAYLOAD s18KOP UN-CLEAR LAKE DEMING  EX2 171/87 12/31,87
INFORMATION SYSTEN
IM.4  ELECTRONIC DOCUMENTATION DEDE UN-CLEAR LAKE GORMAN  FR4S 6/1/87 5/31/88
IM.S  LONG-RANGE PLAM FOR THE BISHOP & CTR FOR SPACE SVEGLIATO «E 6/1/87 9/31/88
COMMERCIAL DEVELOPMENT OF EVAN AND ADV. TECH.  HENDERSON  EXé
THE SPACE STATION
IM.6  METHODOLOGIES FOR INTEGRATED BISHOP & TEXAS ALN SAVELY  FNT2 6/1/87 12/31/87
INFORMATION MAMAGEMENT SYSTENMS MAYER
IN.7  DEVELOPING INTEGRATED PARAMETRIC ETNYRE & UH-CLEAR LAKE WHITTINGTON 102 7/1/87 1715788
PLANNING MODELS FOR BUDGETING BLACK
AND MANAGING COMPLEX DEV. PROJ. ®
IN.8 CLEAR LAKE AREA COMPUTER HODGIN UN-CLEAR LAKE NacDONALD  FA 8/1/87 3/1/88

CAPABILITY CENSUS

IM.9  MANAGEMENT INFORMATION AND S1SnoP UN-CLEAR CLEAR ERICKSON  FN26 8/1/87 5/31/88
DECISION SUPPORT ENVIRONMENT

ORIGINAL PAGE IS
OF POOR QUALITY
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Table 1.

RESEARCH INSTITUTE FOR COMPUTING & INFORMATION SYSTEMS
COOPERATIVE AGREEMENT NCC 9 - 16

Approved Research Activities as of September 30, 1987

Current Date: 11-Oct-87

PROJECT IMPLEMENTING  JSC TECHNITAL MONITOR PERIQD
RESEARCH ACTIVITY DIRECTOR ORGANIZAT ION NAME ORG. FROM e}
RESEARCH [N IMAGE MANAGEMEN BISHOP & UNIV. OF TEXAS PENRQOD JA anar PIB I
AND ACCESS RORVIG
SPACE STATION MOMENTUM MANAGE - FEAGIN & UNIV. OF TEXAS BORDANO el 6/1/87 1/31/88
MENT AND ATTITUDE CONTROL WIE
RICIS PROJECT OFFICE HOUSTON UH-CLEAR LAKE MacDONALD FA 671785 5/31/88
ADA PROGRAMMING SUPPORT LEKXOS & UH-CLEAR LAKE LOVEALL  FRI21 6/1/86 1/15/88
ENVIRONMENT DATA BASE LIAW
OMS TEST BED USER'S McKAY & SOFTECH, INC. RAINES  EN421 6/1/8% 10/31/86
MANUAL DEVELOPMENT AUTY
ADA-BASED S-0-A EXPERT McKAY & INFERENCE, INC. SAVELY FM72 9/1/86 6/30/87
SYSTEM BUILDER WILLIAMS
APSE BETA TEST SITE McKAY & SOFTECH, INC. GORMAN  FR43 6/1/87 10/30/87
TEAM SUPPORT LEGRAND
BENCHMARKING OF ADA ON MCcKAY & SOFTECH, INC. HUMPHREY  EH431 7/1/86 5/31/87
EMBEDDED COMPUTER SYS. AUTY
DEVELOPMENT OF A PROOF- McKAY & UH CLEAR LAKE GORMAN  FR43 6/1/86 12/31/87
OF - CONCEPT PROTOTYPE RANDALL & GHG INC.
JOINT NASA/JSC UN-CL MCKAY UH-CLEAR LAKE GORMAN  FR43 6/1/86 9/30/87
SERC
WORK STATION EVALUATION PERKINS & UNH-CLEAR LAKE SCHUARTZ  EA121 6/1/86 10/31/87
GRAVES & BARRIOS
TESTING AND VERIFICATION OF McKAY & SOFTECH, INC. HUMPHREY  EH431 6/1/87 1/31/88
ADA FLIGHT SOFTWARE FOR EM- AUTY
BEDDED COMPUTERS
ATOP : SERC - A STUDY OF McKAY, SOFTECH, INC. GORMAN  FR43 6/1/87 7/31/87
CONVERTING PCTE SYSTEM AUTY & & ROCKWELL
SPECIFICATION TO ADA ROGERS
SYMBOLIC INFORMATION IN ADA McKAY & SOFTECH, INC. GORMAN  FR43 6/1/87 2/15/88
TESTING AND INTEGRATION AUTY
ATOP : SERC-SECURITY FOR SPACE McKAY & SOFTECH, INC. GORMAN  FR43 6/1/87 9/14,87
SYSTEMS LeGRANO
ATOP : AUTOMATIC SOFTWARE McKAY, SOFTECH, INC. GORMAN  FR43 6/1/87 171788
VERIFICATION TOOLS COHEN &
AUTY
IRDS PROTOTYPING W/ APPLICAT'N LEKXOS UN-CLEAR LAKE GORMAN  FR43 6/1/87 8/31/87
TO REPRESENTATION OF EA/RA
MODELS
FAULT TOLERANT ADA SOFTWARE BOMN/DAVARL/ UN-CLEAR LAKE GORMAN  FR43 6/1/87 12/31,87
ROGERS /McKAY
IMPLEMENT THE DISTRIBUTED McKAY, KAMRAD NONEYWELL & GORMAN  FR43 6/1/87 5/31/88
ADA MODEL & RANDALL GHG CORPORATION
ADA AMALYSIS FOR NASA SPACE McKAY ¢ SOFTECH, INC. HALL  HQTS 6/1/87 5/31/88
STATION PROGRAM OFFICE McBRIDE °
ESTABLISHMENT OF ADA TECHNOLOGY McKAY, BUTCHER MountafnNET BIVENS HaTS 10/1/87 5/31/88
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UH-CLEAR LAKE / NASA-JSC
COOPERATIVE AGREEMENT NCC 9-16
'\

THREE YEAR AGREEMENT BEGINNING JUNE 1, 1986

= EACH 12 MONTH SEGMENT FUNDED SEPARATELY
= $5.1M ALLOCATED FOR FIRST TWO YEARS

= EXPENDED $1.8M IN YEAR ONE

= LEAVES $3.3M FOR RESEARCH IN YEAR TWO



RICIS JSC SPONSORS

JUNE 1, 1986 - SEPTEMBER 30, 1987

SPACE STATION CENTER OPS
6.8% 1.1%
ENGINEERING &%
11.4% AL
ARty T
DIR./PERSONNEL i
4.4%

NEW RES. ACT.
8.4%

MISSION SUPPORT
67.8%

FUNDS ALLOCATED TOTAL @@.@5@.@42



RICIS JSC SPONSORS

MISSION SUPPORY DIRRCTORAYE
(Includes funds from the Navy and the Air Foroe)

DATA PROCESSING
21.7%

SPACECRAFT S /W
47.3%

MISSION PLANNING
31.0%

FUNDS ALLOCATED TOTAL $8,452,854



RICIS JSC SPONSORS

DIRECTOR
8.6%

FLIGHT PROJECTS

25.9%

%

30.1

AVIONIC SYSTEMS

/38

FUNDS ALLOCATED TOTAL $878



RICIS RESEARCH

JUNE 1, 1088 - SEPTEMBER 30, 1087

Al & EXPERT SYS
14.8%

ED & TRAINING
7.0% COMPUTER ENG.
49.3%
INFO MGMT
26.5%
MATH & STAT
2.3%

APPROVED EXPENDITURES TOTAL $4,462,742



RICIS RESEARCHERS

JUNE 1, 1086 - SEPTEMBER 30, 1087

CONSULTANTS
4.0%

INDUSTRY
37.7%

UH-CLEAR LAKE
45.3%

OTHER UNIV.

13.0%

APPROVED EXPENDITURES TOTAL $4,462,742



UT-AUSTIN
21.6%

04310839540 0e.

16.3%

4.3%

TEXAS A&M
41.4%

8




RICIS RESEARCHERS

INDUSIRY

BARRIOS

MOUNTAINNET 2 6%

12.5%

8.5% SOFTECH

40.0%

IEANIIIIY,
Ny L

14.0%

INFERENCE LINCOM
10.2% 5.7%

INDUSTRY EXPENDITURES TOTAL $1,580,007
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N91-18618
RICIS RESEARCH

Computer Systems and Software Engineering

Charles W. McKay, Director, High Technology Laboratory and Software Engineering
Rescarch Center, Professor of Computer Science, UH-Clear Lake

Artificial Intelligence and Expert Systems
Terry Feagin, Professor of Computer Science, UH-Clear Lake

Information Systems

Peter C. Bishop, Director, Space Business Information Center,
Associate Professor of Human Sciences, UH-Clear Lake

Mathematical and Statistical Analysis
Cecil R. Hallum, Associate Professor of Mathematics, UH-Clear Lake

Education and Training

Glenn B. Freedman, Director, Center for Cognition and Instruction,
Associate Professor of Reading and Language Arts, UH-Clear Lake






An Overview of the Computer Systems and Software
Engineering Component of RICIS

Charles W. McKay

The principal focus of this RICIS component is computer systems and software engineering
in-the-large of the lifecycle of large, complex, distributed systems which:

* evolve incrementally over a long life,
* contain non-stop components, and
* must simultaneously satisfy a prioritized balance of mission and

safety critical requirements for behavior at run time

This focus is believed to be extremely important at this time because of the contribution of
the “scaling direction problem" to the current software crisis. That is, paradigms/models, tech-
niques/methodologies and tools which often worked for yesterday's comparatively smaller, simpler,
centralized systems have been shown to be an inadequate baseline to scale-up to meet the challenges
of distributed systems. By contrast, models, methodologies, tools, and environments which are
based on a sounder theoretical foundation to address these larger and more complex systems are
capable of scaling-down to meet the needs of less demanding, centralized applications.

As shown in Figure 1, the Computer Systems and Software Engineering (CSSE) component
addresses the lifecycle issues of three environments-host, integration and target. Solutions are pro-
posed, specified, designed, developed, verified and sustained in the host environment. The solutions
are deployed, monitored, interactively queried and operated int he target environment. Increasingly,
components of both the host environment and the target environment are geographically as well as
locally distributed. The solutions from the host environment are moved into the target environment
under the control of the integration environment. The integration environment is responsible for
monitoring and sustaining the current baseline of software, hardware and operational components in
the target environment. The integration environment is also responsible for the test plans and for
controlling the integration and evolution of advancing the target environment to the next baseline.
Emergency interactions are also controlled through the integration environment.

As Shown in Figure 2, an integrated lifecycle support environment is becoming the common
interface to four principal engineering activities: computer systems engineering, software engineer-
ing, hardware engineering, and the management of operations and logistics. -

Currently there are more than 18 funded research activities in this technical area. Addition-
ally, there is a larger number of CSSE coordinated research projects which are funded by companies
working with the university. Several of these activities are deliberately structured interfaces to the
other four components of RICIS.



The goals for CSSE research during the next three years may be summarized as:

1.

To develop a position of international leadership in the engineering
of mission and safety critical components for the target and integration
environments of large, complex non-stop, distributed systems.

To sustain a position of international leadership in the research issues
of the host environment for the above applications.

To augment the Computer Systems and Software Engineering research
base and provide support as needed to the other four technical areas
addressed in RICIS.
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N91-18619

An Overview of the Artificial Intelligence and
Expert Systems Component of RICIS

Dr. Terry Feagin

Artificial Intelligence (Al) is the study of how to simulate the intelligent behavior and prob-
lem-solving skills of humans using computational models. Expert Systems (ES) are Al application
programs for accomplishing a task which requires expertise from within a particular domain, i.e.
deciding where is the best place to drill for oil, determining how to configure a large computer
system or finding the cause of a power outage. The areas of research in Al include knowledge repre-
scntation, search, planning, leaming and knowledge acquisition, computer vision, natural language
understanding and speech, automatic inference and theorem proving, reasoning with uncertainty,
logic programming, expert system and robotics. In solving these problems, the Al research scientist
employs a number of specialized models, approaches and representations such as predicate calculus,
semantic nets, scripts and frames, augmented transition networks, heuristic search, decision theory,
constraint propagation, fuzzy logic, Bayesian inference networks, measures of belief/disbelief,
default reasoning and production systems with forward and/or backward chaining.

For space applications, a number of problem areas that should be able to make good use of
the above tools include resource allocation and management, control and monitoring, environmental
control and life support, power distribution, communications scheduling, orbit and attitude mainte-
nance, redundancy management, intelligent man-machine interfaces and fault detection, isolation
and rccovery. Research activities in this technical are researching solutions to these problems using
the 1cchniques of artificial intelligence and expert systems.






N91-1862

An Overview of the Information Management
Component of RICIS

Peter C. Bishop

Information management is the RICIS research area devoted to the final customer of comput-
ing and information systems--the end-user. They are the people at the end of the long chain of
information systems who don't care how their information is collected, manipulated or stored as long
as the right information is in their hands at the right time.

Information productivity is the overall objective of the information management research
arca. In other words, people who use information systems should realize more value by using the
system than by not using it. NASA in general and the Johnson Space Center in particular have a
tremendous need to understand what makes an information system productive and to develop pro-
ductive systems for its employees, contractors and customers. JSC, for instance, has the responsibil-
ity to manage the U.S. space operations--a task which requires an incredible amount of information.
As a result, JSC should be a national leader in using information in a productive manner. The
information management section of RICIS is set up to engage in those research projects which
promote that end.

The approach of the research tasks within the information management section varies de-
pending on the nature of the problem. Four types of tasks were initiated during the first year:

Surveys -- a description of the existing state of some area of computing
and information systems.

A. Environmental Scanning for Information Processing
(Dr. Peter Bishop, UH-Clear Lake)

A survey of existing products for IBM mainframes in
three applications areas--database management, full-text retrieval and

optical character recognition

B. Clear Lake Area Computer Capability Census
(Dr. Robert Hodgin, UH-Clear Lake)

A survey of JSC and contractor computer capability in the Clear Lake area.



Forecasts — a description of the alternative future states of some area

A. Space Station Advanced Virtual Electronic Documentation
(Dr. Chris Dede, UH-Clear Lake)

An analysis of information technology which could be available for use
in the documentation of space station software when it is developed

Plans -- an approach to accomplishing some objective in the future

A. Long-Range Plan for Commercializing Space Station
(L.J. Evans, CSAT)

An analysis of the drivers and obstacles to commercial use of the space station
along with strategies for overcoming the obstacles in order to maximize such use

B. Methodologies for Integrated Information Management Systems
(Dr. Richard Mayer, Texas A&M

A theoretical model for designing requirements for information systems

Demonstrations -- working prototypes and field trials to study the feasibility and
the benefits of a particular information system

A. Space Shuttle Payload Information System
(Dr. Peter Bishop, UH-Clear Lake)

A study of the information available concerning the Space Shuttle

B. Space Market Model Development Project
(Dr. Peter, Bishop, UH-Clear Lake)

A study of the information available for space commercialization in general,
including a design for providing the business community information which it
does currently posses

C. Research in Image Management and Access
(Dr. Mark Rorvig, UT-Austin)

A study to increase the searchability of the keywords associated with the
photographic and video archives at JSC

D. Management Information and Decision Support Environment
(Dr. Peter Bishop, UH-Clear Lake)

The prototype design for a computer interface whereby JSC managers can get
information from JSC databases



An Overview of the N91 -18621
Mathematical and Statistical Analysis
Component of RICIS

Cecil R. Hallum

An aspect of computing that especially warrants input from the mathematical and statistical
community is that which pcrtains to assessing the quality of a piece of software, or the trustworthi-
ness of computer hardware and computer networks. Although much of the work in this area is
probabilistic in nature, most of the work to-date has been done by engineers and published in the
cngincering literature. Numerous problems remain, however, whereby mathematicians and statisti-
cians should get involved in order to provide supporting research, particularly in regard to design of
hardware, the configuration of networks and policies for the development of reliable software.

Due to advances in microelectronics, problems regarding reliability are gradually shifting
from hardware to software. Moreover, due to the overall expense of software (60 to 80 percent)
relative to the whole system, and due to the fact that numerous failures are software connected, more
cmphasis is now being given to concerns for ensuring the reliable operation of the software system.
Once again the mathematical and statistical community is a source for considerable insight into this
problem area since they are well-qualified to address:

Quantification and measurement of software reliability.

Assessment of changes in software reliability over time (reliability growth).
Analysis of software-failure data.

Decision logic for whether to continue or stop testing software.

b o

A fault-tolerant computer is one whose key features are the automatic detection, diagnosis
and correction of errors (faults). A review of the existing literature shows that a satisfactory solution
addressing this problem is not yet available. In particular, the research gap is evidenced by the fact
that existing material is mostly qualitative; there appears to be potential for valuable contributions in
this technical area.

In addition to the areas mentioned above, other areas that research in this technical area can
be of particular aid in regard to problems of interest to NASA/JSC include the following:

Math modeling of physical systems.

Simulation.

Statistical data reduction.

Evaluation methods including robustness (stability), sensitivity analysis,
perturbation theory, error analysis and development of test criteria.
Optimization.

Algorithm development.

7. Mathematical methods in signal processing.

O N -
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N91-18622

An Overview of the |
Education and Training Component of RICIS

Glenn B Freedman

Research in education and training focuses on means to disseminate knowledge, skills and
technological advances rapidly, accurately and effectively. A range of areas for study have been
identified including artificial intelligence applications, hypermedia and full-text retrieval strategies,
usc of mass storage and retrieval options such as CD-ROM and laser disks, and interactive video and
interactive media presentations.

The Education and Training area also provides necessary support activities for dissemination
of rescarch information from the other research areas. Further, this area serves as a link among the
University, corporations, and government for information on training, curriculum development and
education services.

Among the first-year accomplishments of education and training and practitioners research-
ers were the following:

1. market survey in software engineering and Ada training

2. establishment of the Software Engineering Professional Education Center

3. establishment of UH Clear Lake Software Engineering and Ada Training Forum
4. delivery of a hypertext training system for Ada

5. delivery of a software engineering training film for upper-level managers

6. creation of the course "Introduction to Software Engineering for Managers"

1. development of the course "Software Engineering and the Transition to Ada”

8. application for affiliation with the Software Engineering Institute






N91-18623

INVITED TALK

A NASA Initiative:
Software Engineering
for Reliable Complex Systems

Lee B. Holcomb, Director Human Sciences
and Human Factors, OAST, NASA Headquarters






Invited Talk

, A NASA Iniative:
Software Engineering for Reliable Complex Systems

Lee B. Holcomb

The objective of this initiative is the development of methods, technology and skills that will
cnable NASA to cost-effectively specify, build and manage reliable software which can evolve and
be maintained over an cxtended period. The need for such software is rooted in the increasing
mtegration of software and computing components into NASA systems.

As a result, the size, capability and complexity of NASA systems are increasing rapidly.
This growing complexity causes a number of significant software issues. The prevention of software
tatlure becomes critical.

Improvements in software productivity must catch up with and keep pace with software
complexity. Functional descoping that has been caused by software complexity must be eliminated.
And, the enormous maintenance costs generated by complex software must be reduced.

Current NASA Software Engineering expertise has been applied toward some of the largest
reliable systems including shuttle launch and ground support, shuttle simulation and minor control
and satellite tracking and scientific data systems. Research in NASA focuses on Software Engineer-
ing in Management and Environments, Fault Tolerant Software/Reliability Models and Performance
Mcasurement. Several other govermnmental agencies, DoD, SPC, SEI, DARPA, NSF, AF/RADC and
MCC are conducting related research but none specifically focusses on reliable software or manage-
ment of complexity. In fact, no theory exists for reliable complex software systems.

NASA is seeking to fill this theoretical gap through a number of approaches. One such
approach is to conduct research on theoretical foundations for managing complex software systems.
The focus of this research includes communications models, new and modified paradigms and life-
cycle models. Another approach is research into theoretical foundations for reliable software devel-
opment and validation. Research here focuses upon formal specifications, programming languages,
software engineering systems, software reuse, formal verification and software safety. Further
approaches to address the need for reliable complex software involves benchmarking a NASA
software environment, experimentation within the NASA context, evolution of present NASA
methodology, and transfer of technology to the space station software support environment.

-
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Some '‘Perspectives’ of Software Development

- | Req.New | COTS/ Modified COTS |
~ | App. Sw. App. Software

COTS/mod.
Required New COTS

System Software System

Software

CSSE View of Requirements
" Hard Work
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Some ''Perspectives” of Software Development

Hardware

/CC&XV\Q\/\

COTS Panacea View of Requireménts Work/Play
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TWO SCENARIOS FOR
SSP ENVIRONMENT
IN 2000+ A.D.

HOST

INTEGRATION

ENVIRONMENTS: ENVIRONMENT:

* DEVELOP
« SUSTRIN

« CONTROL OF
TGT. ENVIR.
BASELINE

* INTEGRATION
U&U FOR NEXT

BASELINE AND
TEST &
INTEGRATION
PLANS

TRRGET
ENVIRONMENTS:

« DEPLOY
* OPERATE
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KEYNOTE ADDRESS

The Real Technologies in Space
Station Information
Systems

John R. (Jack) Garman, Director of Information

Systems Services, Space Station Program Office,
NASA Headquarters



Some ‘‘Perspectives’’ of Software Requirements

:}? ﬁszpeclflc Appllcatlon Domam

Static View

Dynamic View

Static "Gains" +
Software Development Team

Funcional and Nonfunctional Requirements
Behavioral Assertions

Software Quality Mgmt. Team

Funcional and Nonfunctional Requirements
Behavioral Assertions

Hardware Target Team

Normal and Exceptional CFg

LOymramiic View of Solftware Reguiremernts

T o
[ ot



Keynote Address

The Lead Technologies in Space
Station
Information Systems

John R. Garman
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EDUCATION AND TRAINING

Conveners:  Glenn B. Freedman, UH-Clear Lake

Amy B. Kennedy, Employee Development,
NASA/ISC
Review of the Education and Training Activities

Glenn B, Freedman, UH-Clear Lake
Sue LeGrand, SofTech,Inc.

Software Engineering and the Transition to Ada
John McBride, SofTech, Inc.

Computer Based Ada Training Using Hypertext Systems

Sue LeGrand and Gilbert Marlowe, SofT, ech, Inc.



Mr. David Auty presented "Testing and Verification of Ada Flight software for Embedded
computers.” This presentation focused on the issues of storage management in Ada. Mr. Auty
described certain aspects of the language which, if misused, could lead to errors which are difficult
to detect. Examples include global variables, exception propagation, dynamic task interactions,
generic subprograms parameters, and dynamic storage allocations. He distinguished among good
software engineering approaches to utilizing these features, compiler dependencies which affect
these features and the critical role of the run time support environment int he robust and correct
management of storage. He then described some of the recommendations and guidelines that have
resulted from this study.

The final presentation of this session was made by Dr. Morris Liaw. Dr. Liaw and his col-
league, Dr. Anthony Lekkos, recently delivered an operational Software Engineering and Ada
Database. He described the objectives and the history of the project as well as the architecture and
the features of this unique resource. He further described the methodology used in design and
development and concluded with the description of the planned enhancements for the future. A
second release will be available in January 1988. The resource is being used by JSC, UH-Clear
Lake and JSC's acrospace contractors.



Summary of the
Education and Training Technical Session

Dr. Glenn B. Freedman

In the first presentation, Dr. Freedman reviewed two RICIS activities. He first presented the
results of a contractor survey completed in Fall, 1986, in which 21 NASA contractors were inter-
viewed to assess the extent to which they had undertaken software engineering and Ada training
programs locally, what their perccptions were about these areas and what their plans were for train-
ing and educational activities for the next twelve months. The results indicated that at the time of
the survey and interviews, the contractor community had very little software engineering training
planned, but were beginning Ada syntax training, even though there was little Ada work in progress.
The interviewees indicated that the commitment of NASA mid-level managers toward Ada was not
firm and that this perception affected training plans. As one personnel person commented, there was
"Ada talk from on high, but no Ada action."”

Other findings were that the contractors had hardware, compilers and various tools available,
they the general consensus at the time was that the tools and methods for Ada were immature.
Training was typically defined in terms of language syntax and semantics, with little regard fog the
Ada culture that supports software engineering principles and goals. Interestingly, the companies
perceived that there were sufficient numbers of programmers available, but few software engineers
and design experts. Nonetheless, little in the way of design and software engineering training was
planned. One of the most consistent findings was that no "transition to Ada" plans were mentioned,
ceven though cach company recognized that Ada would become a language they would be using and
that the transition would be resource intensive to some extent.

Freedman also reported on the development of a number of training options for the aecrospace
community. On of the options was a videotape featuring modules about various aspects of software
engincering. The tape, geared to upper level management, contains four modules: The Cost of
Software, Softwarc in the Space Station Era, Engineering Software and Building a Software Engi-
ncering Environment. A second development effort resulted in a one-half of three day presentation
covering sofltware engineering and the highlights of the Ada programming language. Other efforts
led 1o an Ada glossary, a PC-based data base of software engineering and Ada training options, text
resources, confercnces and other educational and training information.

Among the deliverables to NASA there has also been a model for a comprehensive software
engincering curriculum that features six planning dimensions and alternative training methods.
Also, Freedman discussed the programs of the Clear Lake Software Engineering and Ada Training
Forum, a monthly meeting of training experts from universities and industry, and the Software
Engincering Professional Education Center, a complementary center to the Software Engineering
Rescarch Center that enables the university to offer a full range of services and research to the
sofltware engineering community.

R



Summary of the Computer Systems and
Software Engineering
Technical Session

Charles W. McKay

Because it was impossible to provide a meaningful presentation on more than 18 NASA
funded activities as well as an even greater number of company funded activities that are coordi-
nated by this component of RICIS, five related activities were selected for presentation. Mr. Pat
Rogers introduced the five activities and then presented: "Lifecycle Support for Computer Systems
and Software Safety in the Target and Integration Environments of the Space Station Program:
Approaches to Fault Tolerant Software Systems."

Safety was defined as "the probability that a system, including all hardware and software and
human-machine subsystems will provide appropriate protection against the effects of faults, which,
if not prevented or handled properly, could result in endangering lives, health, property and environ-
ments.” The past and present approaches to mission and safety critical components have been
addressed through a static perspective of fault avoidance (i.c., considerations in the host environment
only). That is, the development team was encouraged to design as well as possible to keep defects
out of the system. The quality management team was encouraged to test as well as possible to
identify defects that made it through the work of the development team so that the defects could then
be removed before deployment. Post-deployment support depended almost entirely upon hardware
techniques (e.g., redundant processors, built-in-tests, error coding) to sustain mission and safety
critical components at run time.

Mr. Rogers advocated the CSSE team's position that a dynamic perspective of software
assessment and control of run time behavior in the target and integration environments is needed to
complement the static perspective which has previously been emphasized. Specifically, as shown in
Figure 1, additional software processes should be deployed in the target environment to accompany
all mission and safety critical components. For applications programs, these additional processes
help to monitor the behavior of each of the critical components. These processes are needed to
insure the fastest possible identification of faults that have entered any porion of the system state
vector, to firewall their propagation, to analyze which of the predetermined recovery mechanisms
are most appropriate, and to effect recovery. At the systems software level, such processes apply to
all shareable services and resources which mission and safety critical components of application

software depend upon.

Mr Rogers then described the CSSE team's proposal for a Portable Common Execution
Environment (PCEE). The two principal components of this proposal are an extended run tjme
support environment library and a Mission and Safety Critical (MASC) kemel. Underneath the
MASC kernel are 12 distinct but highly interactive models believed essential to maximize the sup-
port for mission and safety critical requirements. Figure 2 depicts the extended run time library
model and Figure 3 depicts the list of 12 models underneath the system interface set of the MASC
kemnel.
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COMPUTER SYSTEMS AND
SOFTWARE ENGINEERING

Conveners:  Charles W. McKay, UH-Clear Lake

Stephen A. Gorman, Head, Application Systems,
Spacecraft Software Division, NASA/JSC

Fault Tolerant Ada Software
Pat Rogers, UH-Clear Lake

A Study of Converting PCTE System Specifications to Ada
Kathy Rogers, Rockwell Inteational

Proof-of-Concept Prototype of the Clear Lake Model for Ada
Run Time Support Environment

Charles Randall, GHG Corporation

Testing and Verification of Ada Flight Software for Embedded

Computers
David Auty, SofTech, Inc.

Ada Programming Support Environment Data Base

Morris Liaw, UH-Clear Lake
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Software will migrate among the three PCEE
environments

HOST - mo_:éma. development, documentation,
etc. is developed and sustained

TARGET - Executable versions of the software are
deployed and operated

INTEGRATION - Configuration control of the current
target baseline

Responsible for the test and integration
plans used to interactively advance the
target baseline

Controls interaction with target
environment during emergencies

“F’ Rockwell International

Space Slatlon Systems Division

SPACE
STATION
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MASC Support Kernel Components

1. A tailorable RTSE developed & sustained in Ada

2. Software structuring which facilitates: firewalling, layered
recovery capabilities, dynamic reconfiguration and
extensibility

3. Pools of processes and processors capable of non-stop
operation in a fault—tolerant environment

4. A command language interface between the SIS of the
integration environment's PCEE and the SIS of the target
environment's PCEE ‘

5. System-wide, lifecycle —unique identification of all objects
and transactions / subtransactions

6. Dynamic, multilevel security in the integration & target environments
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Ada Runtime Environment Working QS%
ARTEWG

‘Catalog of Interface Features and Options C/F0

Currently => uniprocessor—based interfaces
Dynamic Priorities, Bounded delays, Fast interrupts, etc

4

Under development
Multiprocessor - based interfaces
Interfaces for

Distributed Systems
Multiprogramming Issues

Fault Tolerance Issues . .
Model Runtime Interfaces (compiler—object code)
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The SERC PCEE Approach

Extended Runtime Library

Sharable Resources and Services

Not ""Ada+ +" !

Mission And Safety Critical (MASC) Kernel
A model for the underlying mca_.sm System (RTS)

Consists of 12 distinct submodels
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Some ‘'Perspectives’’ of Software Requirements

Static View

Dynamic View

Static "Gains” +
Software Development Team

Funcional and Nonfunctional Requirements
Behavioral Assertions
Software Quality Mgmt. Team

Funcional and Nonfunctional Requirements
Behavioral Assertions

Hardware Target Team

Normal and Exceptional CFg
LDynamiic View of Sorfware Requiremernts



Some Examples of CSSE Activities

CSSE / SERC Research Examples
See Thursday's presentations

CSSE / SERC Education & Training Examples
See Dr. Freedman’s SEPEC presentation

CSSE / SERC Research on Interfaces to :

Al / Expert Systems
Project with : Inference, Intellimac,
JSC / MPAD, UH CL
Information Management

IRDS
Object —Based Management Systems
U of Colorado, Boulder*

Math/Stat Analyses

Metrics / Instrumentation Design
U of Maryland*

Reliability Modelling
Purdue*

* Reusability : UHCL + 6 others universities



Some ''Perspectives’ of Software Development

- Spectifc App/lication Doman

| Req. New COTS/ Modified COTS |
| App. Sw. App. Software

COTS/mod.
Required New COTS
System Software System
Software

CSSE View of Requirements
Hard Work
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COTS Panacea View of Requirements Work/Play
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Some "PerSpectives"'of Software Requirements

fﬁSPelelc Abpllcaflbn Domaln -

Static View

Dynamic View

Static "Gains"” +
Software Development Team

Funcional and Nonfunctional Requirements
Behavioral Assertions

Software Quality Mgmt. Team

Funcional and Nonfunctional Requirements
Behavioral Assertions

Hardware Target Team

Normal and Exceptional CFg

Dymramiic View of Solfware Requiremernts
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KEYNOTE ADDRESS

The Real Technologies in Space
Station Information
Systems

John R. (Jack) Garman, Director of Information

Systems Services, Space Station Program Office,
NASA Headquarters
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Keynote Address

The Lead Technologies in Space
Station
Information Systems

thn R. Garman
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Mr. David Auty presented "Testing and Verification of Ada Flight software for Embedded
computers.” This presentation focused on the issues of storage management in Ada. Mr. Auty
described certain aspects of the language which, if misused, could lead to errors which are difficult
to detect. Examples include global variables, exception propagation, dynamic task interactions,
generic subprograms parameters, and dynamic storage allocations. He distinguished among good
software engineering approaches to utilizing these features, compiler dependencies which affect
these features and the critical role of the run time support environment int he robust and correct
management of storage. He then described some of the recommendations and guidelines that have
resulted from this study.

The final presentation of this session was made by Dr. Morris Liaw. Dr. Liaw and his col-
league, Dr. Anthony Lekkos, recently delivered an operational Software Engineering and Ada
Database. He described the objectives and the history of the project as well as the architecture and
the features of this unique resource. He further described the methodology used in design and
development and concluded with the description of the planned enhancements for the future. A
second release will be available in January 1988. The resource is being used by JSC, UH-Clear
Lake and JSC's acrospace contractors.



EDUCATION AND TRAINING

Conveners:  Glenn B. Freedman, UH-Clear Lake

Amy B. Kennedy, Employee Development,
NASA/ISC

Review of the Education and Training Activities

Glenn B. Freedman, UH-Clear Lake
Sue LeGrand, SofTech,Inc.

Software Engineering and the Transition to Ada

John McBride, SofTech, Inc.

Computer Based Ada Training Using Hypertext Systems

Sue LeGrand and Gilbert Marlowe, SofTech, Inc.



Summary of the Computer Systems and
Software Engineering
Technical Session

Charles W. McKay

Because it was impossible to provide a meaningful presentation on more than 18 NASA
funded activities as well as an even greater number of company funded activities that are coordi-
nated by this component of RICIS, five related activitics were selected for presentation. Mr. Pat
Rogers introduced the five activities and then presented: “Lifecycle Support for Computer Systems
and Software Safety in the Target and Integration Environments of the Space Station Program:
Approaches to Fault Tolerant Software Systems."

Safety was defined as "the probability that a system, including all hardware and software and
human-machine subsystems will provide appropriate protection against the effects of faults, which,
if not prevented or handled properly, could result in endangering lives, health, property and environ-
ments.” The past and present approaches to mission and safety critical components have been
addressed through a static perspective of fault avoidance (i.e., considerations in the host environment
only). That is, the development team was encouraged to design as well as possible to keep defects
out of the system. The quality management team was encouraged to test as well as possible to
identify defects that made it through the work of the development team so that the defects could then
be removed before deployment. Post-deployment support depended almost entirely upon hardware
techniques (e.g., redundant processors, built-in-tests, error coding) to sustain mission and safety
critical components at run time.

Mr. Rogers advocated the CSSE team's position that a dynamic perspective of software
assessment and control of run time behavior in the target and integration environments is needed to
complement the static perspective which has previously been emphasized. Specifically, as shown in
Figure 1, additional software processes should be deployed in the target environment to accompany
all mission and safety critical components. For applications programs, these additional processes
help to monitor the behavior of each of the critical components. These processes are needed to
insure the fastest possible identification of faults that have entered any porion of the system state
vector, to firewall their propagation, to analyze which of the predetermined recovery mechanisms
are most appropriate, and to effect recovery. At the systems software level, such processes apply to
all shareable services and resources which mission and safety critical components of application
software depend upon.

Mr Rogers then described the CSSE team's proposal for a Portable Common Execution
Environment (PCEE). The two principal components of this proposal are an extended run time
support environment library and a Mission and Safety Critical (MASC) kemel. Underneath the
MASC kemel are 12 distinct but highly interactive models belicved essential to maximize the sup-
port for mission and safety critical requirements. Figure 2 depicts the extended run time library
model and Figure 3 depicts the list of 12 models underneath the system interface set of the MASC
kernel.



Summary of the
Education and Training Technical Session

Dr. Glenn B. Freedman

In the first prescntation, Dr. Freedman reviewed two RICIS activities. He first presented the
results of a contractor survey completed in Fall, 1986, in which 21 NASA contractors were inter-
vicwed to assess the extent to which they had undertaken software engineering and Ada training
programs locally, what their perceptions were about these areas and what their plans were for train-
ing and educational activitics for the next twelve months. The results indicated that at the time of
the survey and interviews, the contractor community had very little software engineering training
planned, but were beginning Ada syntax training, even though there was little Ada work in progress.
The interviewees indicated that the commitment of NASA mid-level managers toward Ada was not
firm and that this perception affected training plans. As one personnel person commented, there was
"Ada talk from on high, but no Ada action.”

Other findings were that the contractors had hardware, compilers and various tools available,
they the genceral consensus at the time was that the tools and methods for Ada were immature.
Traming was typically defined in terms of language syntax and semantics, with little regard for the
Ada culture that supports software engineering principles and goals. Interestingly, the companies
pereeived that there were sufficient numbers of programmers available, but few software engineers
and design experts. Nonetheless, little in the way of design and software engineering training was
planned. One of the most consistent findings was that no “transition to Ada" plans were mentioned,
cven though cach company recognized that Ada would become a language they would be using and
that the transition would be resource intensive to some extent.

Erecdman also reported on the development of a number of training options for the aerospace
community. On of the options was a videotape featuring modules about various aspects of software
engincering. The tape, geared to upper level management, contains four modules: The Cost of
Software, Software in the Space Station Era, Engineering Software and Building a Software Engi-
ncering Environment. A second development effort resulted in a one-half of three day presentation
covering software engineering and the highlights of the Ada programming language. Other efforts
led to an Ada glossary, a PC-based data base of software en gineering and Ada training options, text
resources, confercnces and other educational and training information.

Among the deliverables to NASA there has also been a model for a comprehensive software
cngincering curriculum that features six planning dimensions and alternative training methods.
Also, FFreedman discussed the programs of the Clear Lake Software Engineering and Ada Training
Iorum, a monthly meeting of training experts from universities and industry, and the Software
Lingincering Professional Education Center, a complementary center to the Software Engineerintg
Research Center that enables the university to offer a full range of services and research to the
software enginecring community.



COMPUTER SYSTEMS AND
SOFTWARE ENGINEERING

Conveners: Charles W. McKay, UH-Clear Lake

Stephen A. Gorman, Head, Application Systems,
Spacecraft Software Division, NASA/ISC

Fault Tolerant Ada Software
Pat Rogers, UH-Clear Lake

A Study of Converting PCTE System Specifications to Ada
Kathy Rogers, Rockwell Intenational

Proof-of-Concept Prototype of the Clear Lake Model for Ada
Run Time Support Environment

Charles Randall, GHG Corporation

Testing and Verification of Ada Flight Software for Embedded

Computers
David Auty, SofTech, Inc.

Ada Programming Support Environment Data Base

Morris Liaw, UH-Clear Lake
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' COFTWARE CNGINGERING WITH ADA:
A DEFINITION OF THE ®IELD
WITH CURRICULAR OPTIONS
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EDUCATION AND TRAINING
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SOFTWARE ENGINEERING WITH Ada:
A DEFINITION OF THE FIELD
WITH CURRICULAR OPTIONS
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SUMMARY

¢ THE USE OF MODERN SOFTWARE
ENGINEERING AND Ada INVOLVES CRITICAL

TRANSITION STEPS

e THE SEMINAR BRIDGES THE CONCEPTS OF
SOFTWARE ENGINEERING, Ada AND SOFTWARE
SUPPORT ENVIRONMENTS.

e THE SEMINAR PRESENTS ISSUES AND
MANAGEMENT OPTIONS

SofTech
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WHO WILL BENEFIT FROM THIS SEMINAR?

MANAGEMENT PERSONNEL INVOLVED IN THE TRANSITION
PROCESS MAY INCLUDE:

¢ PROGRAM MANAGERS

¢ PROJECT MANAGERS

e TECHNICAL TEAM LEADERS

e COMPUTER RESOURCE MANAGERS

e CONTRACT MANAGERS

THE SEMINAR IS DESIGNED FOR THOSE
INVOLVED IN PLANNING OR IMPLEMENTING
A TRANSITION TO SOFTWARE ENGINEERING WITH Ada
SofTech



INTRODUCTION

¢ THE APPLICATION OF MODERN SOFTWARE
ENGINEERING PRINCIPLES AND THE Ada LANGUAGE
PROMISES HIGHER PRODUCTIVITY AND LOWER
LIFE CYCLE COSTS.

¢ THE TRANSITION TO THESE NEW METHODS,
HOWEVER, POSES RISKS.

¢ A SEMINAR IS BEING DEVELOPED TO ADDRESS
TRANSITION ISSUES.

SeffTech



WHAT DOES THE SEMINAR ADDRESS?

¢ SOFTWARE TRENDS

e SYSTEM AND SOFTWARE LIFE CYCLES

e SOFTWARE ENGINEERING PRINCIPLES AND METHODS

¢ HOW Ada SUPPORTS SOFTWARE ENGINEERING

SofTech



WHAT IS NEEDED?

e —

MANAGEMENT NEEDS:

¢ RATIONALE FOR USING MODERN SOFTWARE
DEVELOPMENT METHODS.

¢ OVERVIEW OF SOFTWARE ENGINEERING METHODS.

¢ COMPREHENSIVE VIEW OF TRANSITION ISSUES.

SofTech
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MANAGEMENT NEEDS:

e RATIONALE FOR USING MODERN SOFTWARE
DEVELOPMENT METHODS.

° OVERVIEW OF SOFTWARE ENGINEERING METHODS.

¢ COMPREHENSIVE VIEW OF TRANSITION ISSUES.

 SofTech
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e COMPUTER RESOURCE MANAGERS

¢ CONTRACT MANAGERS

THE SEMINAR IS DESIGNED FOR THOSE
INVOLVED IN PLANNING OR IMPLEMENTING
A TRANSITION TO SOFTWARE ENGINEERING WITH Ada
SofTech



= bl SOz da

ONINIVY1l 807-3IHL"NO *

$JIdOl1 TVIINHO21L o

wWATNOIIND 3400 @

‘Y404 Q3SOdOUd NVId NOLLVINIWIIdWI ©

1340ddnNs ©

TVIINHO3IL ©

INIWIOVYNYW o

‘NI 1INNOSY3d
404 nmEmOu ONI3g SNOILYANIWWOIIY ONINIVYL o
e

SN1vlsS

b



SUMMARY

¢ THE USE OF MODERN SOFTWARE
ENGINEERING AND Ada INVOLVES CRITICAL
TRANSITION STEPS

¢ THE SEMINAR BRIDGES THE CONCEPTS OF

SOFTWARE ENGINEERING, Ada AND SOFTWARE
SUPPORT ENVIRONMENTS.

¢ THE SEMINAR PRESENTS ISSUES AND
MANAGEMENT OPTIONS

SofTech
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SOFTWARE ENGINEERING WITH ADA:
A DEFINITION OF THE FIELD
WITH CURRICUL AR OPTIONS

.

J0B DESCRIPTION Wﬁaﬁ, v / V4 4 7

AO= A=<= =np N

LIFE CYCLE

CONTROL

MANAGERIAL

SUPPORT

s

e

ARNNN

AN

mopCc=rcn mo
woQI—mg
amp»CcEzZ>-

|
V—ZmFBnmMAny
©wZQ—->0—ZCZTZ00

3. SOFTWARE ENGINSERING KNOWLED

4. ENVIRONMENT: HOST. TARGET, INTEGRATION

S'
6.

SKILL LEVEL: INTRODUCTORY, INTERMEDIATE,
ADVANCGED .

PROUJECT SIZE/COMPLEXITY: SMALL, LARGE
COMPONGNT. AI-BAGED
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TWO SCENARIAS FAOR
SSP ENUIRANMENT
IN 2000+ RK.0.

HOST

« DEVELOP
* SUSTAIN

INTEGRATION

ENVIRONMENTS: ENUVIRCAMENT:

« CONTROL OF
TGT. ENVIR.
BASELINE

« INTEGRATION
Uty FOR NEXT

BASELINE AND
TEST &
INTEGRATION
PLANS

TRARGET
ENVIRONMENTS:

« DEPLOY
« OPERATE

FIGURE 1-5 THREE SOFIWARE ENVIRONMENTS
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The Portable Common Execution Environment

K

(PCEE) consists of . %7

SPACE
STATION

A standard set of interfaces

A common object representation

A supporting conceptual archiecture

Rockwell International _
Space Statlon Systems Dlvislon !
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Relationships,
and Attributes

and Attributes

Gealure PCEE CAIS CAIS-A PCTE
Status Definition Stage MIL-STD In Progress Completed
Valldation Suite Required in Progress In Progress Completed
(based on XPC)
Baslis ARTEWG CIFO and unique CAIS UNIX SVID
Clear Lake Model
Representation Object Node Node Object
Information Extensible EA/RA unique EA/RA unique EA/RA unique EA/RA
Management (based on IRDS)
Kernel "bare machine”, *bare machine®, | "bare machine”, operating
operating system operating system J]operaling system system
Security Full TCS “Puce Book® minimal TCS B3 class MLS minimal
Cooperating required not supported supported LAN only
Environments
Location Migratable " Fixed Migratable LAN migratable
Processor Heterogeneous Homogeneous Heterogeneous Homogeneous
Types
Common External required not supported some support  |minimal support
‘|Data Format
Communicatlions Full OSI NA T80 Four layers of OS!I
Implementation
Distribution RANSs of single site Some RAN and LAN
Integrated LANs LAN support
Unique Names Objects, Processes, Nodes, Nodes, Objects,
Transactions, Relationships, Relationships, Relationships,

and Atticbutes

and Allributes

Transaction Distributed Nested NA Single Level Distributed
Management Nested
Data Access Synchronized NA - NA Synchronized
Stable Storage required NA NA NA
Granularity of Each thread of control program program program
Representation for each program
Interoperabllity ] data, tools, control data data data
Goals jportability, performance] ponrtability, portability, portability,
stable baseline & safety ] performance performance performance,
‘ across all environments stable base
Support for required NA NA NA
Muitiprocessors
sgrp‘: uonr‘t:"?r{“ ARTEWG CIFO and NA NA NA .
requirements Clear Lake Model
Environments Host,Target Host Host Host
and Integration (some Target)
/0 graphics, windows  [character-oriented] graphics and graphics and
and other devices terminals windows windows

Figure 3-1 Comparison of Features for a PCEE
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4 TUJO SCENARIOS FOR
sSSP ENUIRCNMENT

In 2000+ A.0.

J

)

HOST

« DEVELOP
« SUSTARIN

ENVIRCAMENTS=:

INTECGRATION
ENUIRONMENT:
« CONTROL OF

TGT. ENUVIR.

BRSELINE

« INTEGAATION
UCU FOR NEXT
BRSELINE AND
TEST b
INTECRATION
PLANS

TRRGET

ENUIRCAMENTS:

« DEPLOY
« OPERRTE
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MATHEMATICAL AND
STATISTICAL ANALYSIS

Conveners:  Cecil R. Hallum, UH-Clear Lake

David K. Geller, Mission Planning and
Analysis Division, NASA/JSC

Space Station Momentum Management and Attitude Control

Bong Wie, University of Texas at Austin

Quantifying Software Reliability (Invited Presentation)

Patrick L. Odell, University of Texas at Dallas
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Summary of the
Mathematical and Statistical Analysis
Technical Session

David Geller
and
Cecil Hallum
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RICIS SYMPOSIUM 87’

Mithematical and Statistical Analyses

Svace Staticn Attitude Control and Momentum Management
Presented by Dr. Bong Wie

Summary

The space station momentum management project 1s being monitored by the
MPAD Guidance and Navigation Branch. The primary investigator,
Or. Bong Wie of the University of Texas at Austin, presented a
rreliminary design for station atttiude control and momentun managment .

First, Dr. Wie reviewed the space station Phase 1 configuration and
described a station CMG (control momentum gyro). He then explained how
the CMG’'s control the attitude of the station and why CMG momentum
management is needed.

Next, a controller for the space station pitch axis was introduced.

It was shown that the cyclic aerodynamic torques acting on the station
produced large undesirable pitch oscillations. However, when a periodic
disturbance rejection filter (tuned to the aerodynamic torque frequency)
was added to the controller, the éitch oscillations were be completely
eliminated. 1In addition, pitch CMG momentum was shown to be minimized.

Following this, the space station yaw/roll controller was introduced.

iIn this case the aerodynamic torques acting about the station’'s yaw/roll
axis produced large yaw/roll oscillations. When the disturbance rejection
filter was added to the controller, it was found that only yaw
oscillations could be eliminated. Roll oscillations were minimized, but
not eliminated.

Dr. Wie also made some comments related to space station flight software.
The control laws that would be implemented in the flight software were
pointed out, and the required state integrators were noted. It was

also shown that the computer storage requirement for gain scheduling
could be minimized using a propose decoupled feedback controller.

It was noted that Dr. Wie and the University of Texas have been
extremely productive and have been providing excellent results.
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MATHEMATICAL AND STATISTICAL
ANALYSIS

(PROPOSED) PRIORITY SUPPORT AREAS

RELIABILITY ASSESSMENT OF SOFTWARE, FAULT-
TOLERANT COMPUTERS, AND COMPUTER NETWORKS

Background
Much research has been largely probabilistic in nature
Much has been undertaken by the Engineering cominunity
Numerous publications in Engineering literature
[nterface between Computer Science and Statistics

Statistical community has largely focused on the
_ aspect of application

SOFTWARE RELIABIL[TY ST ATISTICIANS ARE
WELL—QUALIFIED TO ADDRESS

‘- w'\;:?g-‘ : ’f:? g ‘,r ri; :
."Quantlﬁcatlon and measurement. of software reliability
o ‘F o

: Assusment of cha.nges in softwa.re reliability over
i , t.lm (reha.blhty growtb)

»»»»»
R ,‘", X BV
YRS .cf*?‘{:.‘:t.a‘ :

Analysis of softwa.re-faxlure data

Decision logic for whether to continue or stop
testing software

f"S‘ta.t;is*ical emplraalrf.?'.-;i{ting now to investigation... .



MATHEMATICAL AND STATISTICAL
ANALYSIS

RELIABILITY OF FAULT-TOLERANT COMPUTERS AND
SOFTWARE

Complex system involving automatic detection,
diagnosis, and correction of errors (faults)

Large research gap
Existing material mostly qualitative

Potential for valuable contributions from
Statistical community here

NETWORK RELIABILITY METHODS - CONSIDERABLE
RESEARCH EMPHASIS TO-DATE

OTHER CRITICALLY RELEVANT EXPERTISE AREAS INCLUDE:
Math Modeling of Physical Systems

Simulation

Statistical Data Reduction
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MATHEMATICAL AND STATISTICAL
ANALYSIS

Evaluation Methods
Robustness (Stability)
Sensitivity Analysis
Perturbation Theory
Error Analysis
Development of Test Criteria
Optimization
Optimal Experimental Designs
igorithm Develonment
Math Methods in Signal Processing

Consultant and Team Member



CURRENT ACTIVITIES/STATUS

SPACE STATION MOMENTUM MANAGEMENT AND ATTITUDE
CONTROL

Bong Wie, J. Speyer, and D. Hull
Guidance and Control Group

Dept. of Aerospace Engineering and Engineering Mec
UT/Austin

QUANTIFYING SOFTWARE RELIABILITY
Professor Patrick L. Odell

Department of Mathematics
UT/Dallas






ON QUANTIFYING SOFTWARE RELIABILITY

Patrick L. Odell

University of Texas at Dallas

October 1987






PIRSPIECTIVES

l.ifec Cycle.

(1)Requirement Definition Cycle
(2)Design Cycle

(3)Construction Cycle (Includes VVT)
(1)

}
4)Oyperation and Maintenance Cycle

‘I'he Actors and Advocates.

(1)Managers

(2)Coders and Computer Scientists
(3)System Engineers

(1)Reliability Engineers

A Little Culture.

]
~

5 valuation and Development

I; valuation Separate from Development

cliability Report submitted to manager and then manager makes decision
anagers and Producers are not part of final evaluation team

uality Assurance versus Manufacturing

OLI=
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QUANTIFYINC
SOF'I‘WARE RISLTABILITY

A PROGRAM. Plz): X -y Plx)  1(z)

T(x)

Input Space Out<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>