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ABSTRACT

The purpose of this dissertation was to 1) characterize the effect of pore fraction on a comprehensive set of electrical and magnetic properties for the yttrium-barium-copper-oxide (YBCO) high temperature ceramic superconductor and 2) determine the viability of using a room-temperature, nondestructive characterization method to aid in the prediction of superconducting (cryogenic) properties. The latter involved correlating ultrasonic velocity measurements at room temperature with property-affecting pore fraction and oxygen content variations.

The dissertation is presented in two major chapters. In the first chapter, the use of ultrasonic velocity for estimating pore fraction in YBCO and other polycrystalline materials was reviewed, modeled and statistically analyzed. This chapter provided the basis for using ultrasonic velocity to interrogate microstructure. In the second chapter, 1) the effect of pore fraction (0.10 - 0.25) on superconductor properties of YBCO samples was characterized, 2) spatial (within-sample) variations in microstructure and superconductor properties were investigated and 3) the effect of
oxygen content on elastic behavior was examined. Experimental methods used included a.c susceptibility, electrical, and ultrasonic velocity measurements. Superconductor properties measured included transition temperature, magnetic transition width, transport and magnetic critical current density, magnetic shielding, a.c. loss, and sharpness of the voltage - current characteristic.

Superconductor properties including within-sample uniformity were generally poorest for samples containing the lowest (0.10) pore fraction. Ultrasonic velocity was linearly related to pore fraction thereby allowing sample classification. An ultrasonic velocity image constructed from measurements at 1 mm increments across a YBCO sample revealed microstructural variations that correlated with variations in magnetic shielding and a.c. loss behavior. Destructive examination using quantitative image analysis revealed pore fraction to be the varying microstructural feature.

Changes in superconducting behavior were observed consistent with changes in oxygen content. Velocity increases generally accompanied oxygen content increases, and this behavior was reversible. Similarly, elastic modulus increased with increasing oxygen content. Global patterns in velocity images were the same after oxidation and reduction treatments which correlated with destructive measurements showing insignificant changes in the pore distribution.
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Chapter 1

Review, Statistical Analysis, and Modeling of
The Ultrasonic Velocity Method For Estimating The
Pore Fraction in Yttrium-Barium-Copper-Oxide and
Other Polycrystalline Materials

I. INTRODUCTION

The physical behavior of components manufactured from polycrystalline materials is in many cases directly dependent on the pore fraction (volume fraction of pores). As examples concerning key properties of technologically-important materials, pore fraction has been shown to affect: (1) the strength, toughness and modulus of structural and refractory materials such as steel (Goetzel, 1963), tungsten (Smith et al., 1966), SiC (Rice, 1977), Si₃N₄ (Rice, 1977), and Al₂O₃ (Rice, 1977), (2) the strength of nuclear fuel materials such as UO₂ (Burdick et al., 1956 and Knudsen et al., 1960), (3) the thermal shock behavior and strength of porcelain-based ceramics (Boisson et al., 1976 and Williams et al., 1963), (4) the dielectric and elastic properties of piezoelectric materials such as PZT (Patel et al., 1986), and (5) the critical current density, diamagnetic response, and modulus of superconducting ceramics such as YBa₂Cu₃O₇₋ₓ (Alford et al., 1988a and 1988b; Blendell et al., 1987 and Hwu et al., 1987). In the latter case, Alford (1988a) has shown that pore fraction variations on the order of 1 percent in YBa₂Cu₃O₇₋ₓ samples can result in an order of magnitude variation in critical current density. In such cases where physical properties are directly
dependent on pore fraction, the measurement of pore fraction becomes important in the quality assurance process for the material.

Currently, various methods are available for measuring the pore fraction of polycrystalline materials. The most common include dry-weight dimensional and liquid immersion (Jones et al., 1972). Other methods for obtaining pore fraction include estimates from optical areal analysis measurements (Vander Voort, 1984) and estimates from x-ray attenuation measurements (Clark et al., 1957). The choice of method is dependent on experimental conditions including sample geometry and whether additional investigation is required with the sample. For example, the dry-weight dimensional method can only be used for regularly-shaped samples with uniform dimensions such as cubes and rods, while liquid immersion is potentially destructive due to liquid infusion into the sample. Because of the lack of a truly universal pore fraction measurement method, it seems worthwhile to consider additional measurement / estimation methods that may be useful and convenient in certain laboratory and industrial situations. In this study, we consider the ultrasonic velocity measurement method for estimating pore fraction.

Ultrasonic velocity is a relatively simple measurement that requires the material specimen to have one pair of sides flat and parallel (Papadakis, 1972). The advantages of this method are that it is nondestructive and measurements can be made on different regions of a single specimen. Smith et al. (1966) and Nagarajan (1971) were some of the first researchers to establish empirical
correlations between pore fraction and ultrasonic velocity for polycrystalline materials. The correlations appeared relatively linear over the pore fraction ranges investigated. Smith's work concerned metallic samples while Nagarajan's work concerned ceramic samples. Other researchers began to investigate similar correlations with different materials. Here, a review, model and statistical analysis for these empirical correlations between ultrasonic velocity and pore fraction for polycrystalline materials is presented. First, a semi-empirical model is developed showing the origin of the linear relationship between ultrasonic velocity and pore fraction. Then, scatter plots of velocity versus percent porosity data are shown for $\text{Al}_2\text{O}_3$, CuO, MgO, porcelain-based ceramics, PZT, SiC, Si$_3$N$_4$, steel, tungsten, UO$_2$, $(\text{U}_{0.30}\text{Pu}_{0.70})\text{C}$, and YBa$_2$Cu$_3$O$_{7-x}$. Linear regression analysis produced predicted slope, intercept, correlation coefficient, level of significance, and confidence interval statistics for the data. Additionally, velocity values predicted from regression for fully-dense materials are compared with those calculated from elastic properties.

II. SEMI-EMPIRICAL MODEL

When there are no boundary effects present, the velocity of a longitudinal ultrasonic wave traveling in a solid is related to the elastic properties and density of the solid by (Szilard, 1982):

$$V = \left(\frac{E(1 - v)}{\rho(1 + v)(1 - 2v)}\right)^{1/2}$$  \hspace{1cm} (1)

where $V$, $E$, $\rho$, and $v$ are the velocity, elastic modulus, bulk
density, and Poisson's ratio, respectively, of the material. (The velocity of a shear ultrasonic wave traveling in a solid is related to the elastic properties and density of the solid by:

\[ V = \left(\frac{E}{2\rho(1 + \nu)}\right)^{1/2} \] (1(a))

An "apparent" modulus (Rice, 1977) for porous materials can be considered which depends on the pore fraction. Several early empirical investigations provided evidence that the modulus increases exponentially with decreasing pore fraction according to (Ryshkewitch, 1953 and Spriggs, 1961):

\[ E = E_0 \exp(-bP') \] (2)

where \( E_0 \) is the elastic modulus of a fully-dense (nonporous) material, \( b \) is an empirically-determined constant related to pore shape, pore distribution, and the ratio of open-to-closed pores, and \( P' \) is the pore fraction. The use of equation (2) to evaluate \( E_0 \) by extrapolation from fitted experimental data has sometimes resulted in large discrepancies between the extrapolated and observed values (Soroka et al., 1968). An alternative to equation (2) has been suggested to describe the relationship between elastic modulus and pore fraction (Phani et al., 1986):

\[ E = E_0(1 - P')^{2n+1} \] (3)

where \( n \), like \( b \), is an empirically-determined constant that
depends on pore distribution and pore geometry factors.¹

Pore fraction, \( P' \), can be expressed as:

\[
P' = (1 - (p/\rho_o))
\]

where \( \rho_o \) is the theoretical (nonporous material) density. Rearranging equation (4) allows us to express bulk density as a function of pore fraction:

\[
p = \rho_o(1 - P')
\]

Substituting equations (3) and (5) into equation (1) allows velocity to be expressed as:

\[
V = V_o(1 - P')^n
\]

where \( V_o \) is a constant for a given material equal to:

\[
V_o = \left(\frac{[E_o(1 - \nu)]}{[\rho_o(1 + \nu)(1 - 2\nu)]}\right)^{1/2}
\]

\( V_o \) is the velocity in a fully-dense (nonporous) material, i.e., the "theoretical" velocity. (For shear waves:

\[
V_o = \left(\frac{E_o}{2\rho_o(1 + \nu)}\right)^{1/2}
\]

The general case for all \( n \) can be shown by expanding the right-hand side of equation (6) using the binomial theorem (Swokowski, 1975) so that:

¹Concerning the relationship between Poisson's ratio and pore fraction, most of the limited studies of Poisson's ratio show it decreasing with increasing pore fraction less rapidly than for elastic modulus (Rice, 1977). In this development, it is assumed that Poisson's ratio is independent of pore fraction.
\[ V = V_o \left[ 1 + \left[ n(-P') \right] + \left[ n(n - 1) \times \left( -P' \right)^2 / 2! \right] + \ldots + \left[ n(n - 1) \times \ldots \times (n - k + 1)(-P')^k / k! \right] + \ldots \right] \] (8)

where \( k \) is the term in the binomial series minus 1. From the ratio test, equation (8) is absolutely convergent for \(|P'| < 1|\).

Setting \( n = 1 \) in equations (3) and (8) results in good agreement for a number of materials over a wide pore fraction range \((0.1 < P' < 0.7)\) (Phani et al., 1986). In this case, the right-hand side of equation (8) is reduced such that:

\[ V = V_o (1 - P') \] (9)

Equation (9) shows a linear relationship between velocity and pore fraction and is the basis for selecting linear regression to analyze the empirical correlations reported in this study.

It is sometimes convenient to discuss the relationship between velocity and percent porosity, \( \%P \), where:

\[ \%P = (P')100 \] (10)

Solving equation (10) for \( P' \) and substituting into equation (9) gives:

\[ V = m(\%P) + V_o \] (11)

where

\[ m = -V_o / 100 \] (12)

Equation (11) shows a linear relationship between \( V \) and \( \%P \) where \( m \) and \( V_o \) are the slope and intercept, respectively.

We can also define a "percent theoretical velocity," \( \%TV \), where:
\[
\%TV = \left(\frac{V}{V_o}\right)\times 100 \quad \text{(13)}
\]

Solving equation (13) for \(V\) and substituting into equation (11) gives:

\[
\%TV = m'(\%P) + 100 \quad \text{(14)}
\]

where

\[
m' = \frac{(m)\times 100}{V_o} \quad \text{(15)}
\]

Equation (14) shows a linear relationship between \(\%TV\) and \(\%P\) where \(m'\) and 100 are the slope and intercept, respectively. Presenting the velocity versus pore fraction relationship in terms of equation (14) is essentially a normalization procedure in that the theoretical velocity of a material and the type of wave (longitudinal or shear) used in the velocity measurement are "removed" as variables. From the derivative of equation (14), the following quantity can be defined:

\[
\left(\frac{1}{m'}\right) = \frac{\Delta\%P}{\Delta\%TV} \quad \text{(16)}
\]

where \(\Delta\) is "change in."

III. DATA EXTRACTION PROCEDURE

Almost all of the data presented in this study were obtained from previously-published studies. The policy employed was that all of the available data should be tabulated and analyzed. In most cases, the reference provided \(V\) versus \(p\) data, either in the form of a table or plot. In some cases, the reference provided percent theoretical density (\(\%\rho_o\)) or \(P'\) values instead of \(p\) values. Where necessary, \(p\) and \(\%\rho_o\) values were converted to \(\%P\)
values with the aid of equations (4) and (10).

IV. STATISTICAL ANALYSIS METHOD

Linear regression analysis and its associated statistics utilized in this study are briefly described in the next several paragraphs. The authors felt that a comprehensive set of statistics was necessary for this analysis because of the variation among data sets in the number of velocity measurements and the pore fraction range over which those measurements were made.

Linear regression analysis is concerned with the problem of predicting or estimating the value of a (dependent) variable (V and %TV in eqs. (11) and (14), respectively) on the basis of another (independent) variable (%P in eqs. (11) and (14)). For the sake of simplicity, we have applied the classical regression model (Acton, 1959) which involves the following assumptions. V (and %TV) has been assumed to contain all the error while %P has

\[\text{In most cases, the references provided } V \text{ and } p \text{ data to 3 or 4 significant figures. For the sake of uniformity, all data and subsequent calculations including statistical values are presented in this report to at most 3 significant figures.}\]
been assumed to contain no error.\textsuperscript{3} The variance in $V$ (and $\%TV$) has been assumed to be constant for all values of $\%P$, and the distribution about $V$ has been assumed to be normal with mean values lying exactly on the regression line. It also has been assumed that only one $V$ value was measured at a particular $\%P$.

Linear regression analysis results in predicted slope ($m$ and $m'$ in eqs. (11) and (14), respectively) and intercept ($V_0$ in eq. (11)) values that describe the relationship between $V$ (and $\%TV$) and $\%P$. The Pearson product-moment correlation coefficient and level of significance statistics describe the quality of the regression. The correlation coefficient measures the strength of the linear relationship for the sample data. The level of significance, determined by the number of data points and the value of the correlation coefficient, determines an acceptance or confidence region for the regression. A level of significance of 0.025 corresponds to a 95 percent confidence region. The smaller (better) the level of significance, the

\textsuperscript{3}An analysis assuming errors in both variables is significantly more complicated. For some data sets, the uncertainty in $\%P$ may in fact be comparable to that of $V$. The total uncertainties in each of $\%P$ and $V$ including experimental uncertainties, uncertainties in extracting data from plots, and different assumed values of $P_0$ are estimated to be less than 5 percent in all cases.
lower the probability that the value of the correlation coefficient can be attributed to chance.

Confidence intervals for the predicted slope, intercept, and mean velocity values (the mean of further velocity measurements obtained at some %P value) are also presented. The 95 percent symmetric confidence interval was chosen for the analysis. In practical terms, the 95 percent confidence interval means that in 95 percent of the cases, the true value of the parameter will fall within the calculated interval.

V. REVIEW AND ANALYSIS

The review and statistical analysis are presented in table 1 and figures 1 to 61. Most of the figures show scatter plots of V versus %P data for Al₂O₃ (Arons et al., 1982; Claytor et al., 1989; Jones et al., 1986; Nagarajan, 1971 and Stang, 1989), CuO (Roth et al., 1990a), MgO (Kupperman et al., 1984), porcelain-based ceramics (Boisson et al., 1976; Filipczynski et al., 1966; Shyuller et al., 1988), PZT (Patel et al., 1986), SiC (Baaklini et al., 1989; Friedman et al., 1987; Gruber et al., 1988; Klima et al., 1981)

---

4The choice of a particular size confidence interval is "economic" rather than mathematical. It depends directly on the cost of an error, and hence on the frequency with which one can afford to be wrong. High confidence intervals lead to wide limits, and if these limits are too wide to be useful, the gap between them must be reduced either by accepting less confidence or by increasing the amount of data (Acton, 1959).
and Stang, 1989), Si$_3$N$_4$ (Derkacs et al., 1976; Mclean et al., 1975 and Thorp et al., 1985), steel (Papadakis et al., 1979), tungsten (Smith et al., 1966), UO$_2$ (Panakkal et al., 1984), (U$_{0.30}Pu_{0.70}$)C (Ghosh et al., 1985), and YBa$_2$Cu$_3$O$_{7-x}$ (Blendell et al., 1987; Gaiduk et al., 1988; Ledbetter et al., 1987; Roth et al., 1990b and Round et al., 1987). Table 1 presents the linear regression statistics corresponding to the scatter plots. The 95 percent confidence interval for the predicted slope and intercept values are presented in table 1 while the 95 percent confidence interval for mean predicted velocity values is shown by dashed lines on the scatter plots.\(^5\) The quantity ($\Delta$%P/$\Delta$TV) is provided for all plot lines in the corresponding table entries. (Note that this quantity also has a confidence interval associated with it, the width of which is similar to that for m').

Pertinent information concerning the reference's study

\(^5\)Several issues concerning the 95 percent confidence intervals for predicted intercept, slope, and mean velocity values need to be noted. First, the assumption of only one V value for a particular %P value is a conservative assumption that we know is false for some of the data sets in this review (see "comments" in table 1). This assumption tends to make the limits of the confidence interval wider (worse) than if the confidence interval was calculated based on the mean of several velocity measurement values at a particular %P value. Second, the confidence intervals for predicted slope and intercept may not appear exactly symmetric in table 1 due to the round off procedure. Third, the 95 percent confidence interval for mean predicted velocity values is in most cases drawn (dashed line) over the entire %P range shown. In several cases, the interval extends beyond the %P range where velocity data exists. In these cases, the interval widens (worsens) as expected where no data exists.
including ultrasonic technique, measurement uncertainties, microstructural anisotropy, material processing techniques, and velocity variation within specimens is also included in table 1. A blank table entry indicates that the information was unavailable. The "comments" in table 1 give the number of data points for that particular reference and in some cases point out a major conclusion determined by the reference concerning the V versus %P data.

The figures are organized as follows. Figures 1 to 4, 6 to 9, 12 to 15, 17 to 23, 25, 26, 28, 29, 33 to 36, 38, 40 to 42, 44, 45, 48 to 50, 52 to 54, 57 to 59, show scatter plots of V (and %TV) versus %P for a single reference's data. Results of multiple investigations for a specific material were also combined and analyzed as one data set in figures 5, 10, 37, 43, 46, 55, and 60. Additionally, plots comparing predicted (in most cases) regression lines obtained for a specific material from different investigations are given in figures 11, 16, 24, 27, 30

6In most cases, the experimental uncertainties in the velocity and density measurements were provided by the reference. In the event that they were not, the uncertainties were estimated from the reference's description of samples and measurement techniques, and from experience.

Because the range of %P values for which velocity measurements were obtained varied from reference to reference, the ranges shown on the horizontal and vertical axes of the plots differ from one to the next, i.e., the plots are not standardized. In some cases, the plot axes had to be adjusted to allow the presentation of the 95 percent confidence interval for mean predicted velocity values.
VI. DISCUSSION

A. General Observations

Correlation coefficients with magnitudes greater than 0.95 were obtained in 31 out of 42 cases. Levels of significance with magnitudes less than 0.025 were obtained in 36 out of 42 cases. For longitudinal wave velocity, predicted intercepts \((V_o)\) ranged from 0.443 cm/μsec for unpoled PZT4 and unpoled PZT5 of Patel et al. (1986) to 1.23 cm/μsec for SiC of Baaklini et al. (1989). For shear wave velocity, predicted intercepts \((V_o)\) ranged from 0.313 cm/μsec for \(\text{YBa}_2\text{Cu}_3\text{O}_{7-x}\) to 0.786 cm/μsec for SiC of Stang (1989). The quantity \((\Delta\%P/\Delta\%TV)\) ranged from -0.52 for porcelain of Boisson et al. (1976) and poled PZT4 of Patel et al. (1986) to -8.26 for porcelain T2 of Shyuller et al. (1988). It is understandable that these quantities vary from one material to the next since each material has different elastic properties and density (eq. (1)). Predicted intercepts \((V_o)\) for a specific material from different investigations
agree fairly well (see the plots and tabular entries for Al₂O₃, SiC, and Si₃N₄). Predicted slopes for a specific material from different investigations agree fairly well in most cases. However, significant slope disparity is evident for Al₂O₃; this may be due to the limited percent porosity range for the data of Stang (1989) and Arons et al. (1982) and the inclusion of green (not sintered) and prefired (partially sintered) sample data in the cases of Claytor et al. (1989) and Jones et al. (1986). For Stang (1989), the limited pore fraction range over which data was obtained is manifested in extremely wide 95 percent confidence limits for predicted slope, intercept and mean velocity values. In fact, one of the bounds for the confidence limits for predicted slope is a positive value.

Table 2 compares V₀ predicted from regression analysis with that calculated from equations (7) (longitudinal wave velocity) and (7a) (shear wave velocity) for several materials. Values of elastic modulus, Poisson’s ratio, and density for fully-dense (single crystal and/or polycrystalline) materials used in the calculation are presented. The values of V₀ predicted from regression and those obtained from calculation agree within approximately 17 percent in 16 out of 16 cases, and within approximately 6 percent in 11 out of 16 cases.

B. Other Microstructural Variables Affecting Velocity

Although pore fraction seems to be a significant and perhaps the major microstructural feature affecting ultrasonic velocity,
several references point to other microstructural variables having an impact on velocity. These include slight compositional variations (Shyuller et al., 1988), preferred domain orientation (Patel et al., 1986), particle contact anisotropy (Papadakis et al., 1979), pore size distribution and geometry (Smith et al., 1966), and type of agglomeration (Jones et al., 1986). These variables may result in differences in predicted intercept ($V_o$) and slope for what is believed to be the same material from different investigations. Thus, the authors feel that the most accurate and precise application of the ultrasonic velocity method for estimating pore fraction first requires the development of accurate velocity versus pore fraction relationships/calibrations for the specific material of interest.

C. Ramifications

The estimation of batch-to-batch, sample-to-sample and within-sample pore fraction variations for a material can be accomplished if the quantity ($\Delta%P/\Delta%TV$) is known with reasonable confidence for that material. The nondestructive mapping of spatial pore fraction variations within a sample by means of an ultrasonic scanning technique has been reported recently (Generazio et al., 1988 and 1989a, and Kunnerth et al., 1989). This approach may also be useful in the analysis of the uniformity of composite materials (Gruber et al., 1988).

D. Concluding Remarks

A review, model and statistical analysis of the ultrasonic
velocity method for estimating the pore fraction in polycrystalline materials was presented. First, a semi-empirical model was developed showing the origin of the linear relationship between ultrasonic velocity and pore fraction. Then, from a compilation of data produced by many researchers, scatter plots of velocity versus percent porosity data were shown for Al₂O₃, CuO, MgO, porcelain-based ceramics, PZT, SiC, Si₃N₄, steel, tungsten, UO₂, (U₀.₃₀Pu₀.₇₀)C, and YBa₂Cu₃O₇₋ₓ. Linear regression analysis produced slope, intercept, correlation coefficient, level of significance, and confidence interval statistics for the data. Velocity values predicted from regression analysis for fully-dense materials were in good agreement with those calculated from elastic properties. The estimation of batch-to-batch, sample-to-sample, and within-sample variations in pore fraction for a material can be accomplished with ultrasonic velocity measurements if reasonable confidence exists in the velocity versus percent porosity linear relationship.
Chapter 2

The Effect of Pore Fraction and Oxygen Content on Superconductor and Elastic Behavior in Untextured Polycrystalline Yttrium-Barium-Copper-Oxide

I. INTRODUCTION

The last several years have seen the remarkable development of a new class of ceramics that exhibit superconductivity to unprecedentedly high temperatures (Bednorz et al., 1986; Chu et al., 1987; Maeda et al., 1988, and Sheng et al., 1988). The 90K superconductor $\text{YBa}_2\text{Cu}_3\text{O}_{7-x}$ (YBCO) in its untextured polycrystalline form is the subject of this investigation. This material has shown potential for low-field magnetic shielding applications (Taylor et al., 1990). In untextured form, YBCO displays an undesirable variation in superconductor (electrical and magnetic) properties (table 3). As is the case for conventional superconductors (Ekin, 1983), this variation is likely to be due to batch-to-batch, sample-to-sample, and even within-sample variations/gradients in composition and microstructure. Additional property variations may result from different sample geometries (Alford et al., 1990; Cave et al., 1989; Chen et al., 1989; Dersch et. al., 1988; Osmura et al., 1990; and Stephens, 1989) and test specifications (Evetts et al., 1989) making study-to-study comparisons difficult.

In this study, 1) the effect of pore fraction (0.10 - 0.25) on
superconductor properties of YBCO samples was characterized, 2) spatial (within-sample) variations in microstructure and superconductor properties were investigated and 3) the effect of oxygen content on elastic behavior was examined. Experimental methods used included a.c. susceptibility, electrical and ultrasonic measurements.

Measured superconductor properties from susceptibility and electrical measurements were transition temperature ($T_c$), magnetic transition width ($\Delta T_{cm}$), transport and magnetic critical current density ($J_c$ and $j_c$, respectively), magnetic shielding, a.c. loss, and the sharpness of the voltage - current characteristic (n-value). Models of current flow and magnetic behavior in granular superconductors were reviewed. Measured values of properties were compared with those predicted from the models.

Ultrasonic velocity measurements at room temperature were correlated with changes in YBCO microstructure and oxygen content to aid in the prediction of superconducting (cryogenic) properties. Ultrasonic scan techniques were employed to examine within-sample microstructural and property uniformity. Optical image analysis was performed on several sample sections to quantify microstructural variations observed from ultrasonic scanning. Nondestructive, room-temperature ultrasonic methods are likely to prove useful in the examination of all bulk, high temperature superconductor materials including the textured (higher-$J_c$) materials.
II. BACKGROUND

A. Historical Development of Superconductors

The discovery of superconductivity at temperatures above the liquid nitrogen boiling point has been hailed as one of the most important scientific developments of the century. Here, we briefly review the chronology of the rise in the superconducting transition temperature (Ekim, 1983 and Ginsberg, 1989). Kammerlingh Onnes (1911) discovered superconductivity in mercury at 4.2 K in 1911. The highest observed values of $T_c$ moved slowly upwards: Pb ($T_c = 7.19$ K) in 1913, Nb ($T_c = 9.25$K) in 1930, NbN ($T_c = 15$K) in 1940, Nb$_3$Sn ($T_c = 18.3$K) in 1950, and Nb$_3$(Al,Ge) ($T_c = 20.0$K) in 1968. In the mid-1970's, Gavaler (1973) and Testardi et al. (1974) working independently found that sputtered films of Nb$_3$Ge showed $T_c$'s of 22.3 K and 23.2 K, respectively. The first oxide superconductors with $T_c > 10$ K, LiTi$_2$O$_4$ ($T_c = 13.7$ K) and BaPb$_1$.$_x$Bi$_x$O$_3$ ($T_c = 13$ K), were discovered by Johnston et al. (1973) and Sleight et al. (1975), respectively.

In 1986, a significant increase in $T_c$ was achieved by Bednorz and Muller (1986) who observed that La-Ba-Cu-O (La$_{2-x}$Ba$_x$CuO$_4$) material began its superconducting transition as it was cooled below 35 K. Early in 1987, it was found that substitution of Sr for Ba in the La-Ba-Cu-O material raised the superconductivity onset
temperature to approximately 40 K (Tarascon et al., 1987a and Van Dover et al., 1987). Soon thereafter, Y-Ba-Cu-O (YBa$_2$Cu$_3$O$_{7-x}$) material ($T_c = 90$ K) became the first material capable of becoming superconducting in liquid nitrogen (Chu et al., 1987 and Tarascon et al., 1987b). In 1988, two other compound groups exhibiting even higher transition temperatures were discovered. A Bi-Sr-Ca-Cu-O (Bi$_2$Sr$_2$Ca$_2$Cu$_3$O$_{10}$) material had a $T_c$ of approximately 110 K (Maeda et al., 1988) while Tl-Ba-Ca-Cu-O (Tl$_2$Ba$_2$Ca$_2$Cu$_3$O$_{10}$) material had a $T_c$ of approximately 125 K (Sheng et al., 1988 and Hermann et al., 1988).

B. Structure of YBCO

YBa$_2$Cu$_3$O$_{7-x}$ ($7.0 \leq 7-x \leq 6.8$) is orthorhombic (figure 62) (Beyers et al., 1989 and Clarke, 1987). The unit cell parameters are $a = 3.82 \pm 0.005$ Å, $b = 3.89 \pm 0.005$ Å, and $c = 11.68 \pm 0.01$ Å ($a < b = c/3$) (Wong-Ng et al., 1987). The unit cell can be described as a stacked sequence of seven planes along the $c$-axis. The planes are Cu-O, Ba-O, Cu-O, Y, Cu-O, Ba-O, and Cu-O. Y is surrounded by 8 nearest neighbor O's, Ba is surrounded by 10 nearest neighbor O's, and Cu is surrounded by either 4 or 5 nearest neighbor O's. Ordered O vacancies exist along the $a$-axis in the Cu-O basal plane. Cu-O chains exist along the $b$-axis in the basal planes. Changes in oxygen content are accommodated primarily by changes in the O occupancy on the basal planes (Clarke, 1987). Gallagher et al. (1987), found that as oxygen content decreases, $c$ and $a$ expand while $b$ contracts.
If YBCO has approximately 6.0 to 6.5 O atoms per formula unit, it is tetragonal with unit cell parameters \( a = 3.86 \pm 0.005 \text{ Å} \) and \( c = 11.84 \pm 0.01 \text{ Å} \) (Wong-Ng et al., 1988). YBCO in this oxygen-deficient structure is semiconducting (Iye, 1989). Additional \( \text{YBa}_2\text{Cu}_3\text{O}_{7-x} \) structures include the orthorhombic II (OII) and tetragonal T' phase. The OII phase is characterized by approximately 6.5 - 6.8 O atoms per formula unit, \( a < b < c/3 \), (Chen et al., 1987 & Gallagher et al., 1987) and poorer superconducting properties (Beyers et al., 1989). An example of the OII structure is \( \text{YBa}_2\text{Cu}_3\text{O}_{6.56} \) having unit cell parameters \( a = 3.834 \text{ Å} \), \( b = 3.881 \text{ Å} \), and \( c = 11.736 \text{ Å} \), with resistive transition onset at about 60 K (Wong-Ng et al., 1988). The tetragonal T' phase is characterized by an oxygen content greater than 7.0 atoms per formula unit, a short c axis approximately equal to 11.60 Å, and semiconducting behavior (Lay, 1988; Nakazawa et al., 1987, and Torardi et al., 1987).

The cell volume for tetragonal YBCO with 6.0 O atoms per formula unit is 176.20 Å\(^3\) and its cell density is 6.125 g/cm\(^3\). The cell volume for orthorhombic YBCO with 7.0 atoms per formula unit is 173.30 Å\(^3\) and its cell density is 6.381 g/cm\(^3\). Thus, the tetragonal to orthorhombic structure transformation (oxygen gain) will result in volume decrease and bulk density increase. During the oxygen annealing procedure normally required to transform YBCO from nonsuperconducting (tetragonal) to superconducting (orthorhombic), O atoms fill the vacancies in the basal planes. Twinning within grains normally accompanies the structural transformation in
polycrystalline YBCO to relieve the induced shear stresses (Hoff et al., 1989). Observation and quantification of twinning thus provides a means for characterizing the degree of oxygenation (Clarke et al., 1989).

The YBCO tetragonal and orthorhombic structures can be differentiated in x-ray diffraction by the relative intensities of the peaks occurring at $2\theta = 32^\circ - 33^\circ$ as well as by least-squares refinement of the x-ray data to obtain the lattice parameters (Wong-Ng et al., 1987 and 1988). For the orthorhombic structure, the higher angle peak (103) has about twice the intensity of the lower angle peak (013) whereas for the tetragonal structure, the (013) has about twice the intensity of the (103) peak.

C. Microstructural and Compositional Effects For YBCO

1. General

Compositional and microstructural variations in YBCO result from differences in processing (Beyers et al., 1987; Cima et al., 1987; Clarke et al., 1989; Panson et al., 1987 and Yan et al., 1988a), handling conditions (contamination effects) (Yan, et al., 1988a and 1988b), storage conditions (temperature and humidity) (Frase et al., 1987; Gherardi et al., 1990; Loegel, et al., 1989 and Yan et al., 1987) and aging (Gherardi et al., 1990 and Loegel et al., 1989). The effects of oxygen content, phase purity, and texture on superconducting properties of the high-$T_c$ materials has been characterized in previous studies. Oxygen content has been
shown to affect \( J_c \) (Alford et al., 1988a), resistivity and susceptibility (Beyers et al., 1987 and 1989; Clarke et al., 1989; Dubots et al., 1988 and Tarascon et al., 1987c). \( \text{YBa}_2\text{Cu}_3\text{O}_{7-x} \) exhibits its best superconducting properties for \( 6.8 < 7-x < 7.0 \) (Beyers et al., 1989 and Clarke et al., 1989). Broad or depressed (resistive and magnetic) normal-to-superconducting transitions may result from reduced oxygen content or other compositional variations (Beyers et al., 1987; Clarke et al., 1989 and Park et al., 1988). Low \( J_c \)'s may result from incomplete oxygenation of the YBCO bulk (Alford et al., 1988a).

An increased presence of second phases (such as silicon impurity, pores, etc.) in polycrystalline samples of YBCO generally limits critical current densities (Alford et al., 1988a; Camps, et al., 1987; Clarke, 1988; Ekin, 1987 and Newcomb et al., 1988) and susceptibilities (Hwu et al., 1987), and increases (worsens) the transition width (Cima et al., 1987 and Gaiduk et al., 1988). The existence of second-phase particles at grain boundaries is thought to cause weak coupling between high-\( J_c \) grains, thus limiting the bulk transport \( J_c \) (Clarke, 1988; Clarke et al., 1989; Ekin, 1987; Zandbergen, et al., 1990). Disruptions in the crystal lattice as small as the coherence length can result in weak coupling. Thus, weak coupling may also be caused by the mismatch between neighboring grains with different orientation, or by planar defects inside grains (Barbara et al., 1988; Ekin, 1987 and Deutscher et al., 1987). Bulk untextured YBCO samples have maximum \( J_c \)'s on the order of \( 10^3 \text{ A/cm}^2 \).
at 77 K in zero applied magnetic field. Optimal granular orientation in bulk YBCO samples increases maximum $J_c$ to $10^4 - 10^5$ A/cm$^2$ (Jin et al., 1988 and Morita, et al., 1989). High quality YBCO thin films have maximum $J_c$'s on the order of $10^5 - 10^6$ A/cm$^2$ (Chaudhari et al., 1987 and Deshpandey et al., 1989).

2. Previously-Reported Pore Fraction Effects for YBCO

The effect of pore fraction on some superconducting properties has been previously investigated. Indications are that pore fraction can both directly and indirectly affect behavior. Concerning direct effects, pores and cracks located at grain boundaries may 1) increase the thickness of the tunnel barrier resulting in weaker coupling (Clarke, 1988) and 2) reduce the area of interconnection at grain boundaries for supercurrents to flow (Ekin, 1987). In either case, as pore fraction increases, reduced $J_c$'s are expected. A study by Alford et al. (1988a) generally shows increasing $J_c$ with decreasing pore fraction over the pore fraction range of 0.10 to 0.30.

Microcracks result from the axial thermal contraction anisotropy of YBCO grains upon 1) cooling from sintering and 2) transformation from the tetragonal to orthorhombic crystal structure during oxygenation. Higher density samples have also been seen to contain large, $J_c$-limiting macrocracks resulting from the oxygenation-induced stresses present between the incompletely-oxygenated bulk and fully-oxygenated surface (Clarke et al., 1989).

It has been speculated that pore fraction and distribution may
affect flux pinning characteristics (Saint-James et al., 1969) since several studies indicate that YBCO behaves as a conventional type II superconductor (appendix A). This is important since increased flux pinning site density leads to increased \( J_c \) (Tenbrink et al., 1990). Increased number of (very small) pores within superconducting grains may increase the pinning site density (Newcomb et al., 1988 and Kupfer et al., 1988a).

Concerning an indirect effect of pore fraction on superconductor behavior, pore fraction and type determine the oxygen transport mechanism during the critical oxygen annealing step required to transform YBCO from non-superconducting to superconducting. Alford et al. (1988a) has shown that pore fraction variations on the order of 0.01 - 0.03 in polycrystalline YBCO samples can result in an order of magnitude variation in \( J_c \). This effect is thought to be due to the transition from interconnected porosity at larger pore fractions (approximately \( \geq 0.10 \) pore fraction) to isolated closed pores at smaller pore fractions (approximately \( \leq 0.10 \) pore fraction). Interconnected pore channels are desirable for rapid oxygen transport through the sample during oxygen annealing. Pore closure forces oxygen diffusion to occur by relatively slow bulk diffusion, and a much greater annealing time is required to achieve complete oxygenation. Samples containing smaller pore fractions receiving an insufficient annealing period may contain oxygen-deficient regions throughout the bulk thereby leading to dramatically decreased \( J_c \). It is speculated that for YBCO materials
close to theoretical density, several hundred hours of oxygen annealing would be necessary to ensure complete oxygenation throughout the microstructure (Alford et al., 1988a and Clarke et al., 1989). Clarke et al. (1989) believes that the optimum microstructure for best YBCO superconductor properties is one having fine-scale interconnected porosity to ensure rapid oxidation (and fine grain size (approximately 1 um) to avoid microcracking from stresses induced during processing).

The following studies show examples where pore fraction may have been a variable affecting superconductor behavior for YBCO. In a study by Shelton et al. (1988), specimens containing approximately 0.33 pore fraction and 0.06 pore fraction had J_c's on the order of 20 and 250 A/cm², respectively, at 77K as determined by the 4-contact method. In a study by Evetts et al. (1989) the sharpness of the voltage - current characteristic (n-value) was observed to be linearly related to YBCO grain size and (pore fraction)^{-1}. Evetts et al. (1989) believes that as grain size increases (and pore fraction decreases), the junction area between grains increases allowing increased efficiency of current transfer. In a study by Rosenblatt et al. (1990), differences in the resistance versus temperature behavior were observed for samples of small and large pore fraction. Hein et al. (1989) illustrated differences in the real (\chi') and imaginary (\chi'') components of the a.c susceptibility versus temperature response for samples of 0.10 (sintered) and approximately 0.01 pore fraction (recrystallized from the melt).
Concerning $\chi'$, although $T_c$ was approximately 90K for both samples, a sharper transition was observed for the sintered sample. Additionally, an inflection point in the $\chi'$ response for the sintered sample exists in the transition region. This possibly reveals the presence of two superconducting phases and transitions (Goldfarb et al., 1987a). Concerning $\chi''$, the sintered sample exhibited a single, relatively large peak while the recrystallized sample displayed smaller and more rounded peaks which exhibited substructure.

Kupfer et al. (1988a) showed differences in the $\chi'$ and $\chi''$ components of the a.c susceptibility response for samples of 0.10 and 0.05 pore fraction containing the same oxygen content. The less porous sample exhibited a broader transition in the $\chi'$ response and a broader intergrain peak in the $\chi''$ response compared to the more porous sample. Additionally, the intragrain peak in the $\chi''$ response was large for the less porous sample and almost totally suppressed for the more porous sample.

3. Within-Sample Uniformity in Superconductors

In conventional superconductors, local microstructure and its degree of uniformity are important factors in determining the amount of $J_c$ that can be carried by any superconductor (Camps et al., 1987 and Evetts, 1983). Additionally, microstructural homogeneity is generally thought to be necessary for a component to exhibit consistent and predictable physical (electrical, magnetic, and/or mechanical) behavior (Kingery et al., 1976; Ledbetter et al., 1980
and McCauley, 1987). For example, it is required that the ceramic insulator in sparkplugs have a high degree of uniformity for consistent sparkplug performance (Kingery et al., 1976). One preliminary study indicates that YBCO superconductor behavior may vary from region-to-region in a sample due to compositional nonuniformity within samples (Clarke, et al., 1989). In that study, it was shown that broad or depressed transitions in the a.c susceptibility $\chi'$ versus temperature response may result from variations in chemistry from the interior to the exterior of a sample.

D. Superconductor Properties and Measurements

The reader is referred to appendix A for an introduction to magnetic and electrical phenomena in superconductors. In the following discussion, note the difference in the quantities $J_c$ (the measured transport critical current density from the 4-contact method), $J_{cj}$ (the intergrain critical current density), and $J_{cg}$ (the intragrain critical current density).

1. Bulk Transport $J_c$ and the Sharpness of The Voltage-Current Characteristic

Transport critical current density ($J_c$) is generally defined as the maximum electrical current density below which a material exhibits superconductivity at some given temperature and magnetic field (ASTM B713-82). It is given by (ASTM B713-82)

$$J_c = I_c / A$$ (17)
where $I_e$ and $A$ are the critical electrical current and the cross-sectional area of the conductor, respectively. $J_e$ is normally measured using the 4-contact technique in which a direct current ($I$) is applied to the superconductor specimen and the voltage ($V$) generated along a section of the specimen is measured (ASTM B714-82). The current is increased from zero and the voltage-current characteristic is generated. The voltage will be zero as long as the sample is superconducting. The current that first generates a non-zero voltage corresponds to the threshold for depinning of the vortex array in a type II superconductor (Campbell et al., 1972). $J_e$ is specifically defined as the current at which a specified electric field is exceeded in the specimen (ASTM B714-82). This electric field ($E_c$) is determined from (ASTM B714-82)

$$E_c = \frac{V}{l}$$

where $l$ is the distance between the voltage contacts. The $E_c$ specified generally corresponds to the smallest reliably measured voltage determined by the instrument precision and by the noise level. The ASTM specification B714-82 identifies $E_c = 10^{-6} \text{V/cm}$ as the electric field at which $J_e$ is defined.

The sharpness of the voltage-current characteristic (resistive transition) generated in the measurement of $J_e$ has been empirically described using a power law relation (Evetts et al., 1989)

$$V = kI^n$$

where $k$ and $n$ are constants. The $n$-value describes the slope of the transition and the efficiency of current transfer (Evetts et al.,
The greater the efficiency of current transfer, the steeper the slope and the larger the n-value. The power law relation can be alternately expressed as

\[ E = kJ^n \] (20)

a. Considerations in the Interpretation of \( J_c \)

The following discussion presents a model for critical current flow in the high temperature superconductors. The model presents a framework from which to interpret empirical \( J_c \) results. It is shown that \( J_c \) in bulk, polycrystalline samples of these materials is in many cases limited by 1) the magnetic field generated from the measuring current and 2) the sample geometry as well as by 3) weak coupling between superconducting regions. \( J_c \) is shown to be limited by grain size and magnetic penetration depth as well. (This development follows mostly from Dersch et al. (1988), Stephens (1989), and Tinkham (1985).)

i. Modeling Oxide Superconductors as Weakly-Coupled Grains

In granular superconductors, superconducting grains may be modeled as coupled via insulating (Josephson weak link) (Clem et al., 1987 and Peterson et al., 1988) or normal-metal, semiconducting, or more poorly superconducting junctions (proximity effect) (Hariharan et al., 1989 and Shih et al., 1984). Both low field magnetization data (Dersch et al., 1988; Ekin, 1987 and Peterson et al., 1988) and a.c. susceptibility data (Chen et al., 1988; Goldfarb et al., 1987a; Mazaki et al., 1987 and Stephens,
1989) strongly support the weak link model which shows $J_c$ decreasing with increasing applied magnetic field strength according to Fraunhofer diffraction behavior. Additionally, an observed approximately linear increase in $J_c$ with decreasing temperature supports the Josephson weak link model (Aponte et al., 1989). In this study, we consider the Josephson weak link model for the YBCO superconductor.

The Josephson junction consists of two superconducting grains separated by an insulating intergranular layer. The intergranular layer constitutes a tunneling barrier such that the maximum supercurrent density passed by the junction (intergrain critical current density) is (Barone et al., 1982)

$$J_{cJ}(\text{zero field}) = \frac{(\pi/2)(h^*\Delta)}{eR_N}$$  \hspace{1cm} (21)

where $h$ is Planck's constant, $h^*\Delta$ is the energy of the superconducting energy gap, $e$ is the charge on an electron, and $R_N$ is the resistance of the tunneling barrier (Barone et al., 1982)

$$R_N \propto \exp[t(2mU/h^2)^{1/2}]$$  \hspace{1cm} (22)

which is exponentially dependent on the barrier thickness ($t$) and the square root of the junction's barrier height energy ($U$) and the mass of an electron ($m$). The current increases as the barrier thickness decreases and saturates at the intragranular current ($J_{cG}$) in the limit that the grain boundary cannot be distinguished from the grain (i.e., $t \to 0$) (Stephens, 1989).

Equations (21) and (22) show the very strong dependence of $J_{cJ}$ on the thickness of any non-superconducting material at a grain
boundary junction. As Clarke (1988) wrote,

"Assuming that the 'thickness' of such material varies from one grain boundary to another, there will be a distribution in attainable critical current values throughout the microstructure. One can thus consider that there will be a variety of percolative transport paths through the microstructure depending on the applied current, and as the current is increased towards the macroscopic critical current, different percolative paths are successively cut off as the current across individual grain junctions exceeds the local critical current and current is shunted into the remaining paths."

ii. Field- and Sample Size-limited Critical Current

aa. Magnetic Penetration

For weakly-coupled granular superconductors, an analogous quantity to the lower critical field \(H_{c1}\) called the Josephson lower critical field \(H_{c1J}\) is defined. \(H_{c1J}\) is the field below which flux is completely excluded from the intergranular regions (Goldfarb et al., 1987a and Loegel et al., 1990). Alternatively, it can be described as the external field required to thread one quantum of flux through the area of the junction (Peterson et al., 1988 and Stephens, 1989). \(H_{c1J}\) is given by (Stephens, 1989 and Tinkham, 1985)

\[
H_{c1J} = \frac{hc}{2e} \left\{ \frac{1}{L(2\lambda + t)} \right\} = 2.07 \times 10^{-7} \text{ gauss cm}^2 / [L(2\lambda + t)]
\]  \hspace{1cm} (23)

where \(L\) is grain size and \(\lambda\) is the London penetration depth. As an example at 77 K for YBCO, with \(L = 4 \mu m\) and \(\lambda(77) = 0.25 \mu m\) (Gurvitch et al., 1987; Umezawa et al., 1988 and Worthington et al., 1987) and assuming \(t \ll \lambda(77)\), \(H_{c1J}(77) = 10 \text{ Gauss}\) which is about 10 times less than estimates of \(H_{c1}(77)\) of YBCO grains (Goldfarb et al.,
1987a) (appendix A). It can be inferred from the treatment by Loegel et al. (1990) that larger $H_{c1d}$ at a given temperature indicates better superconductor sample quality and homogeneity.

Intergranular supercurrents tend to shield out external magnetic fields from the junction area with a weak Meissner effect (Tinkham, 1985). However, the junction currents are less successful in preventing magnetic flux from penetrating into the junctions than into the grains (Stephens, 1989). The Josephson field penetration length characterizing the field penetration into the junction is given by (Peterson et al., 1988 and Stephens, 1989)

$$\lambda_j = \frac{\hbar c^2}{8\pi e (2\lambda + t) j_{cJ}}^{1/2}$$  \hspace{1cm} (24)

$\lambda_j(77)$ (approximately 5 - 20 $\mu$m (Dersch et al., 1988)) is normally $>> \lambda(77)$ (approximately 0.25 $\mu$m). Peterson, et al. (1988) presents an example where $\lambda_j(77)$ is approximately 18 $\mu$m if $[2\lambda(77) + t] = 400$ nm and $j_{cJ}(77) = 200$ A/cm$^2$. Taking $\lambda$ as the lower limit of $\lambda_j$ as the barrier disappears (i.e., $t \rightarrow 0$ and intimate granular coupling results), it is expected that (Stephens, 1989)

$$\frac{\lambda_j}{\lambda} = \left(\frac{j_{c0}}{j_{cJ}}\right)^{1/2}$$  \hspace{1cm} (25)

In the case where $\lambda_j \gg L$, magnetic fields uniformly penetrate the junction area. They cause a phase shift between the quasiparticle wavefunctions on either side of the junction, which results in a decrease in the tunneling current. Specifically, $J_c$ is dependent on $H_{c1J}$ and $j_{cJ}$ according to Fraunhofer diffraction behavior (Tinkham, 1985)

$$J_c(H) = j_{cJ}[\sin(\pi^*H/H_{c1J})]/(\pi^*H/H_{c1J})$$  \hspace{1cm} (26)
Experimentally, the quantity $H_{1/2}$ is defined by (Stephens, 1989)

$$\left[ \frac{J_c(H_{1/2})}{J(H=0)} \right] = \frac{1}{2}$$  \hspace{1cm} (27)

where $H_{1/2}$ is the field at which a large number of the junctions becomes resistive and $J(H=0)$ is the critical current density measured in zero applied field. $H_{1/2}$ is taken to roughly equal the magnetic field above which bulk transport critical currents between grains will stop flowing. Values between 4 and 25 gauss were obtained for $H_{1/2}$ for specimens analyzed by Stephens (1989). Since these values were on the order of those obtained for $H_{c1j}$, Stephens (1989) used $H_{c1j}$ in further discussion to approximate $H_{1/2}$ (which must be measured).

**bb. Self-field Effects**

The currents flowing in superconductors generate magnetic fields. When the fields approach $H_{1/2}$, the weak links start to become increasingly resistive, and the current redistributes so as to prevent the local self-generated fields, $H(r)$ from exceeding $H_{1/2}$. According to Stephens (1989), the maximum current carried by a wire occurs when $H(r) = H_{1/2}$ at the surface of the sample. Stephens (1989) derives expressions from a surface current sheet model such that $H(r) = H_{1/2}$ occurs for a maximum average current density, $J_{c_{\text{max}}}$ (for a rectangular bar of cross-section $a \times b$) (Stephens, 1989)

$$J_{c_{\text{max}}} = \frac{(5/\pi)((a + b)/ab)H_{1/2}}{2}$$  \hspace{1cm} (28)

It is seen that $J_{c_{\text{max}}}$ is limited by $H_{1/2}$ and sample cross-section dimensions. Approximating $H_{1/2}$ by $H_{c1j}$ and assuming $t << \lambda$, $H_{1/2}$ is
limited by grain size ($L$) and $\lambda$ according to equation (23).

From measured values of transport critical current $I_c$, the self-critical field can be calculated from (for a rectangular bar)

(Stephens, 1989)

$$H_s = \frac{\pi}{5} \frac{I_c}{(a + b)}$$  \hspace{1cm} (29)

To interpret $J_c$ in zero field, the effect of self-field needs to be taken into account. When $\left(\frac{H_s}{H_{1/2}}\right)$ is around 1, the sample cross-section in many cases dominates published measurements of critical current density (Alford et al., 1990; Cave et al., 1989; Chen et al., 1989; Dersch et al., 1988; Osmura et al., 1990; and Stephens, 1989). Stephens (1989) showed data for a sample in which 4-contact transport $J_c$ was measured and $H_s$ was calculated following repeated grindings without disturbing the current contacts. $J_c$ was 213, 335, 396, and 426 A/cm$^2$ and $H_s$ was 7.4, 7.9, 7.5, and 5.5 gauss for cross-sections of 0.11 x 0.10, 0.11 x 0.057, 0.11 x 0.042, and 0.11 x 0.025 cm$^2$, respectively. The cross-sectional dimensions at which the sample makes the transition between cross-section limited and field-limited can be determined by noting the dimensions at which $H_s$ significantly changes. For the example just presented, $H_s$ decreased significantly on the last measurement when the width was decreased from 0.042 to 0.025 cm.

iii. $j_{cj}$-limited Critical Current

When $j_{cj}$ is too small to produce an $H_s$ comparable to $H_{1/2}$ ($H_{c1j}$), then the measured value of critical current density becomes limited by $j_{cj}$ (very weak intergranular coupling) rather than sample
geometry. In this case, measured $J_c$ is approximately equal to $J_{cJ}$. Small values of $J_{cJ}$ can result from uniformly dirty junctions, or junctions which have only a small area in which tunneling can occur. Also, cracks (and porous regions) in the sample can reduce the effective cross-section of the sample thereby limiting the outside dimensions of the current distribution. In this case, the maximum average current distribution becomes

$$J_{cmax} = \frac{5}{7\pi} \left( \frac{a' + b'}{ab} \right) H_u^2$$  \hspace{1cm} (30)

where $a'$ and $b'$ are the reduced cross-sectional dimensions. $H_u$ is correspondingly reduced by $\left( \frac{a' + b'}{a + b} \right)$.

$j_{cJ}$-limited $J_c$ depends in general on the weakest material and therefore may not be representative of the properties of the bulk in which a distribution of $j_{cJ}$'s may exist (Evetts et al., 1983 and Aponte et al., 1989).

iv. Sample Quality From Critical Current

From the previous discussion, Stephens (1989) concludes that "only in the limit of very strong and very weak intergranular coupling is $J_c$ a measure of the quality of the sample."

In between, $J_c$ is field-limited and ultimately determined by $\lambda$, grain size, and sample geometry. The grain coupling possibilities are summarized in table 4.

Concerning intermediate coupling, Stephens (1989) states "the details of the thickness or kind of barrier between the grain boundaries are relatively unimportant"

and "very little improvement in $J_c$ can be expected until the crystal
interfaces are so clean that magnetic fields cannot penetrate between superconducting grains."

1. A.C. Susceptibility

In this study, properties derived from a.c. susceptibility measurements are commonly referred to as magnetic properties.

a. General Principles

Generally, susceptibility per unit volume (volume susceptibility) is defined as (Cullity, 1972)

\[ \chi = \frac{M}{H} \]  \hspace{1cm} (31)

where \( M \) and \( H \) are the intensity of magnetization and applied field strength, respectively (appendix A). Susceptibility per unit mass (mass susceptibility) is given by (Cullity, 1972)

\[ \chi_m = \frac{\chi}{\rho} \]  \hspace{1cm} (32)

where \( \rho \) is the bulk density of the material. Static susceptibility can be determined using D.C. magnetization techniques involving the measurement of \( M \) versus \( H \) if the relation between these two quantities is uniquely defined (for example, if the relationship is linear). The use of a.c. methods is recommended when the relationship between \( M \) and \( H \) is unknown (Duyneveldt, 1989). In the limit of small applied field, a.c. volume susceptibility represents (Duyneveldt, 1989 and Goldfarb, 1986)

\[ \chi_{H \rightarrow 0} = \frac{dM}{dH} \]  \hspace{1cm} (33)

The a.c. susceptibility is a complex quantity which is used to measure a.c. flux exclusion and loss behavior in superconductors. It is an accepted technique for characterization of conventional and
high-temperature superconductors (Couach et al., 1985; Goldfarb et al., 1987a and 1987b; Hein, 1986; and Kupfer et al., 1988a). The measuring principle is as follows (Couach et al., 1985). An alternating magnetic field is applied to the sample by means of an alternating current through a primary coil. A system of two secondary coils oppositely wound and connected in series is used to detect the variation in magnetic flux created by the sample when it is located in one of the secondary coils. The resulting signal is measured by a phase-sensitive detector which produces a complex output voltage proportional to the complex susceptibility of the sample. The output voltage and thus the susceptibility are separated into real (in-phase) and imaginary (out-of-phase) parts.

External (volume) susceptibility is calculated from (Couach et al., 1985)

\[ \chi = \frac{\alpha V_s}{S f H_{ac}} \]

(34)

Internal susceptibility, which accounts for the sample's internal demagnetization, is given by (Goldfarb, 1986)

\[ \chi_{\text{int}} = \frac{\chi}{1 - \chi n'} \]

(35)

where \( n' \) is the demagnetization factor dependent on sample shape (Cullity, 1972 and Fickett et al., 1983), \( V_s \) is the measured RMS voltage due to the sample, \( f \) is the frequency of the a.c magnetic field, \( S \) is the sample volume, \( H_{ac} \) is the RMS a.c magnetic field and \( \alpha \) is the system calibration coefficient, dependent on both sample and coil geometry.

From equation (34), it can be seen that susceptibility response
may vary with applied field strength and frequency. Measured RMS voltage (V) will generally scale with sample volume (S). For valid quantitative comparisons of the external susceptibility response for different specimens or materials, it is necessary to have the same applied $H_{ac}$, $f$, coil geometry, and sample shape.

A.C. susceptibility measured in the zero-field cooled mode involves first cooling to 4.2 K in zero applied field, applying $H_{ac}$, and then heating at a controlled rate through the superconducting-to-normal (S-N) transition. Applying an alternating magnetic field at 4.2 K causes currents to be established in the superconductor. The currents are composed of supercurrents flowing within grains plus intergranular supercurrents flowing in larger loops from grain to grain if the grains are coupled (Dersch et al., 1988).

b. Real Component of A.C. Susceptibility

For the zero-field cooled mode, as the temperature is increased from 4.2 K, the real ($\chi'$) portion of the susceptibility in the S-N transition region essentially measures the degree of a.c. shielding (i.e., flux exclusion) as a function of temperature. Complete shielding is normally defined as $\chi'$ at 4.2 K. At 4.2 K, supercurrents flow such that the entire macroscopic volume of the sample is likely to be shielded from changes in an externally applied magnetic field (Hein et al., 1989). For ideal superconductors, $\chi' = -1$ (SI units). Percent of complete shielding at temperature $T$ can be defined as
\[
\text{% complete shielding}(T) = \left[ \frac{\chi'(T)}{\chi'(4.2 \text{ K})} \right] \times 100 \quad (36)
\]

where \( \chi'(T) \) is the shielding at temperature \( T \). The degree to which flux exclusion is achieved when heating through \( T_c \) is likely to be a function of sample homogeneity (Hein et al., 1989). It is desirable that a given % complete shielding be achieved at the highest possible temperature. Alternately, it is desirable that the largest % complete shielding be achieved at any given temperature.

Some studies have indicated that \( \chi' \) or % complete shielding scales with volume fraction superconductor (Chu et al., 1976 and 1981, and Kupfer et al., 1988b). However, this view is strongly disputed by Hein et al (1986 and 1989) and Kittel et al. (1988). Kittel et al. (1988) states that even a relatively thin surface layer or a network of superconductor surface strings can cause substantial shielding of a.c. magnetic fields. Hein (1986) shows this to be true for a hollow lead cylinder and concludes that a.c. susceptibility techniques cannot determine if superconductivity is a bulk phenomenon.

(Some high temperature superconductors in the normal state are paramagnetic but with \( \chi' \) on the order of only \( 10^{-3} \). Thus, it appears that in the normal state, the a.c. susceptibility from paramagnetism for YBCO is negligible (Chen et al., 1989))

\( \text{c. Imaginary Component of the A.C. Susceptibility} \)

The imaginary portion (\( \chi'' \)) of the a.c susceptibility is generally associated with heat-generating a.c. power losses including eddy current losses, surface losses, and/or bulk-pinning
losses from hysteresis of flux tube motion (Barbara et al., 1988; Chen et al., 1989; Dersch et al., 1988; Goldfarb et al., 1987b; Loegel et al., 1989 and Mehdaoui et al., 1988). A peak or peaks in the $\chi''$ versus temperature response occurring near the S-N transition are characteristic of losses. The magnitude and shape of the peak(s) may vary with sample geometry (Chen et al., 1989), applied field, and applied frequency (Loegel et al., 1989 and Mehdaoui et al., 1988).

The significance of several peaks in the $\chi''$ response is still a matter of controversy. Some investigators feel that the presence of more than one peak is thought to indicate the presence of more than one superconducting phase with different $T_c$'s identified at the loss peak centers (Goldfarb et al., 1987a). The presence of two phases with very different $T_c$'s supports the possibility of oxygen inhomogeneity in the sample since $T_c$ is so critically dependent on oxygen content. Others show that the presence of impurities can lead to additional peaks (Hein et al., 1989). A model has been presented that attributes dual peaks to the onset of intragranular and intergranular supercurrent flow (Bean, 1962; Chen et al., 1989; Clem, 1988; Kim et al., 1962 and 1963, and Kupfer et al., 1988a). The application of this model will be discussed in more detail in the upcoming BACKGROUND section entitled "Critical Current Density From A.C. Susceptibility". Dual peaks are generally accompanied by abrupt slope changes in the $\chi'$ versus temperature curve. Kupfer et al. (1988a) states that the larger the peak in the $\chi''$ response, the greater the shielding.
d. Significance of Applied Field Strength

In general, the a.c. susceptibility response of sintered untextured YBCO samples is strongly sensitive to the a.c. field strength (Loegel et al., 1989; Goldfarb et al. 1987a; Mehdaoui, et al., 1988 and Kupfer et al., 1988a). This results from the more rapid decrease of the intergrain current with field in comparison to the intragrain current (Kupfer et al., 1989). (In powder samples of YBCO, a.c. susceptibility response is less field-dependent since susceptibility is likely to be due only to the intragrain current since the grains have been decoupled (Kupfer et al., 1987 and Strobel et al., 1988). Since it is believed from BCS theory (Bardeen et al., 1957) that YBCO is a type II superconductor (appendix A) and is granular in nature, the a.c. magnetic field penetration within the sample likely depends on the strength of the applied $H_{ac}$ in relation to the Josephson lower critical field ($H_{c1J}$) and to the larger lower critical field of the grains ($H_{c1}$) (appendix A). Here, a likely magnetic interaction scenario is formulated.

For $H_{ac} < H_{c1J}$, flux penetrates to a depth approximately equal to $\lambda$ into superconducting grains and approximately equal to $\lambda_j$ into the grain boundary regions (Clem et al., 1987 and 1988). Pinning effects should be negligible for this situation (Loegel et al., 1989) and $\chi'' = 0$. For $H_{ac}$ less than approximately 100 mOe, $H_{ac}$ is likely to be less than $H_{c1J}$ and (hence $H_{c1}$) at all temperatures below $T_c$ except possibly those very close to $T_c$ (since the critical fields decrease with increasing temperature (appendix A)).
For $H_{c1j} < H_{ac} < H_{c1}$, flux vortices penetrate into the intergranular regions of the material. The vortices will be pinned with depth of penetration determined from the pinning force and the grain size (Dersch et al., 1988). Hysteresis loss arises when penetrating intergranular magnetic flux experiences pinning forces and a peak in $\chi''$ is expected (Goldfarb et al., 1987b). Goldfarb et al. (1987a and 1987b) indicates that an estimate of $H_{c1j}$ can be obtained from $H_{ac}$ at the temperature where this occurs. For a given $H_{ac}$, the higher the temperature at which $H_{c1j}$ is achieved (i.e., the temperature where the rise in $\chi''$ first occurs), the better the sample quality and homogeneity (Loegel et al., 1990).

For $H_{c1} < H_{ac} < H_{c2}$, a mixed normal-superconducting state is present with flux vortices penetrating through the bulk in flux tubes as well as penetrating through the intergranular regions. If eddy current and surface loss are minimized, further hysteresis loss arises from pinning of the flux tubes in the bulk and another peak in $\chi''$ may occur. As $H_{ac}$ approaches $H_{c2}$, the flux tubes begin to overlap as the material approaches its normal state.

In general, very low applied $H_{ac}$ (with respect to $H_{c1j}$ and $H_{c1}$) will lead to sharp peaks while higher applied $H$ may result in broadened peaks (Goldfarb et al., 1987a and 1987b and Loegel, et al., 1989). The experimental situation may be difficult to interpret when measuring inhomogeneous materials having a range of critical fields and/or transition temperatures. However, by starting with very low $H_{ac}$ at 4.2 K and then heating, the temperature at which
initial flux penetration occurs can be obtained from the initial rise in $\chi''$.

**e. Significance of Applied A.C. Frequency**

The a.c. susceptibility response of YBCO materials has been shown to be heavily frequency-dependent in some cases (Loegel et al., 1989 and Mehdaoui et al., 1988) and close to frequency-independent in other cases (Dersch et al., 1988 and Kupfer et al., 1987) over several decades of frequency. Frequency-dependent susceptibility response may indicate 1) eddy current (Cullity, 1972 and Goldfarb et al., 1987b) and/or surface resistance (Doss, 1989) effects and/or 2) that the intergranular supercurrents dominate the a.c. susceptibility (Chen et al., 1989). A.C. susceptibility utilizing low frequencies ($f \leq 100$ Hz) and low a.c fields ($H_{ac} < 100$ mOe) have been used in the search for and study of new superconductors (Davis et al., 1989 and Hein et al., 1989). Low frequencies minimize the effects of eddy currents (Hein et al., 1989 and Chen et al., 1989) and surface resistance (Doss, 1989). According to Chen et al. (1989), $\chi'$ and $\chi''$ originating from eddy currents are less than $10^{-3}$ in the normal state for frequencies less than 10 KHz in a high temperature superconductor of 2 mm diameter and normal state resistivity approximately equal to $10^{-4}$ $\Omega$-cm. If the $\chi''$ response is independent of applied frequency or low frequencies are used, eddy current and surface resistance effects can be ruled out and the peak(s) in $\chi''$ are likely to be due to hysteresis (bulk pinning) effects (Goldfarb et al., 1987b and Cullity, 1972).
According to Loegel et al., 1989, at low frequencies \( f \leq 100 \) Hz, information can be obtained on the bulk properties of a YBCO sample since the skin depth is approximately 5 mm (normal-state resistivity = \( 10^{-4} \ \Omega \cdot \text{cm} \)) just before the N-S transition.

f. Transition Temperature (\( T_c \)) and Magnetic Transition Width From A.C. Susceptibility

The transition temperature, sometimes referred to as the critical temperature and written \( T_c \), is the temperature at which a "normal" material becomes superconducting. This definition is ambiguous when the transition does not occur sharply or abruptly. Additionally, the transition can be determined from resistive and magnetic (susceptibility, eddy current) methods, each of which will generally show the transition at somewhat different temperatures. (A single "strand" of superconducting material is all that is necessary to achieve zero resistance). Previously, \( T_c \) was given as \( T_{1/2} \), where the resistance had fallen to half of its value at the onset of the transition (Ginsberg, 1989 and Couach et al., 1985). Since in many cases, the bulk of the magnetic transition from \( \chi' \) takes place at lower temperatures than where zero resistance first occurs (Hein et al., 1989), \( T_c \) determined magnetically is reported here as the onset temperature of the N-S transition or the temperature where 1% of complete magnetic shielding occurs, i.e.

\[
T_c = T(\% \ \text{complete shielding} = 1\%)
\]  

(37)

The magnetic transition width from \( \chi' \) is defined for this study as the difference in temperatures for which 10 and 90 percent of
complete shielding are achieved during the S-N transition, i.e.

$$\Delta T_{cm} = T(% \text{complete shielding}=10\%) - T(% \text{complete shielding}=90\%)$$

(38)

g. Critical Current Density from A.C. Susceptibility

According to weakly-coupled granular models of the high-temperature superconductors proposed by Bean (1962), Kim et al. (1962 and 1963) and Clem (1988) and applied by Kupfer et al. (1987 and 1988a), Dersch et al. (1988), Dubots et al. (1988), Cave et al. (1989), and Chen et al. (1989), critical current density can be determined at the temperature where the peak(s) in $\chi''$ occurs. In the $\chi''$ response, up to two main peaks can be observed with the lower temperature peak corresponding to intergranular current flow and the higher temperature peak corresponding to the intragranular current flow. The two distinct peaks occur due to the different field and temperature dependences of the inter- and intragrain current. The temperatures at which these peaks occur bound a phase-locking temperature for which the Josephson coupling energy ($E_J$) equals the thermal fluctuation energy ($kT$).

Consider the lower temperature or intergrain peak. Below the phase-locking temperature, $E_J > kT$, the weak links are able to carry a supercurrent, and a coherent network of junctions is established allowing a transport current to travel through the sample via the first percolating path. Supercurrents induced by the applied a.c. field probe intergrain properties (such as $T_c$ of the grain boundaries). The temperature at which the a.c. field has just
penetrated to the center of the sample occurs at the maximum in the lower temperature peak. At this temperature,

\[ j_{CJ} = \frac{H_{ac}}{R_s} \]  \hspace{1cm} (39)

where \( j_{CJ} \) is the intergrain critical current density and \( R_s \) is the sample radius. For the same \( H_{ac} \) and \( R_s \) for different samples, the calculated \( j_{CJ} \)'s will be the same. However, the temperatures at which the loss peak center occurs may be different. In this case, since \( j_{CJ} \) is temperature-dependent, better sample quality can be concluded for the samples exhibiting the loss peak center at the highest temperature. It is expected that as pore fraction is decreased, the increased contact area between the grains would result in higher \( j_{CJ} \) thus raising the critical temperature of the intergranular peak (Nikolo, 1990).

Now consider the higher temperature or intragrain peak. Above the phase-locking temperature, weak links are resistive because \( E_J < kT \). However, supercurrents induced by the applied a.c field still flow within grains probing intragrain properties (such as \( T_c \) for the grains). The temperature at which the a.c. field has just penetrated into the center of the grain occurs at the maximum in the higher temperature peak. At this temperature,

\[ j_{CG} = \frac{H_{ac}}{R_g} \]  \hspace{1cm} (40)

where \( j_{CG} \) is the intragrain critical current density and \( R_g \) is the mean grain radius. Kupfer et al. (1988a) states that observed intragrain peaks can be considerably smaller than predicted theoretically because 1) the grains cover only a part of the sample
volume (porosity, other nonsuperconducting phases and grain boundaries make up the other part); 2) the demagnetization of the decoupled grains is not considered; and mainly 3) \( \lambda \approx R_g \) resulting in magnetic invisibility of the grains (Clem, et al., 1987). Kupfer et al. (1988a) believes that the intragrain peak may be completely suppressed for \( \lambda \geq R_g \). In this case, \( j_{CG} \) cannot be determined from a.c. susceptibility. The intergrain peak should still be apparent if the grains are coupled such as in a sintered sample. The presence of a single peak due to intergranular losses in sintered samples can be proven if the sample is crushed into a fine powder (decoupled grains) and the loss peak disappears upon rerunning the a.c. susceptibility measurement under the same conditions as for the sintered sample.

According to Chen et al. (1989), the current density determination from a.c. susceptibility has some advantages over the four-contact measurement method including the following: 1) electrical contacts are not required, 2) rectangular or circular cross-section for the sample is not required, 3) there is no problem with contact heating, and 4) information on both intragrain and intergrain \( J_c \) can be obtained. For an isotropic sample and if \( J_c \) is field independent, \( J_c \)'s obtained from the four-contact and a.c. susceptibility methods should agree. However, \( J_c \) is almost always field dependent and the \( J_c \)'s obtained by both techniques are likely to be different (Chen et al., 1989).
E. Summary of Expected Pore Fraction Effects

Considering the models of Stephens (1989), Ekin (1987), Evetts et al. (1989), at higher pore fractions, interconnection area between grains is smaller, connections are less frequent, the efficiency of current flow is limited, and sample cross-section dimensions are effectively reduced (equation (30)). In this case, lower $J_c$, lower $n$-value, lower temperature for initial flux penetration, and poorer shielding at any given temperature are expected. At lower pore fractions, interconnection area between grains is larger, connections are more frequent, and the efficiency of current flow is increased. In this case, higher $J_c$, higher $n$-value, higher temperature for initial flux penetration, and greater shielding at any given temperature are expected.

Depending on the processing conditions, grain size may increase along with decreasing pore fraction. In this case, if Stephen's (1989) model is considered further, $J_c$ may be adversely affected by the increasing grain size (equations (28) and (23) and approximating $H_{1/2}$ by $H_{c1}$). Complicating matters further, the effects of oxygen deficit, impurities, and cracking have been seen to outweigh the effects of pore fraction (Alford et al., 1988a and Newcomb et al., 1988).

F. Ultrasound As A Microstructural Probe

1. General

Ultrasound is a sensitive probe of microstructure since it interacts (via absorption and scattering) with grains, pores, and
inclusions in polycrystalline materials (Birring et al., 1987; Bridenbaugh et al., 1987 and Papadakis, 1987). Furthermore, ultrasonic techniques offer nondestructive means for examining microstructures. Ultrasonic velocity and attenuation measurements have been used previously to examine and image microstructural features such as grain and porosity distributions in metals and ceramics (Baaklini et al., 1989; Evans et al., 1978; Generazio et al., 1988; Gilmore et al., 1986; Gruber et al., 1988; Kunnerth et al., 1989; Roth et al., 1987 and 1990c; Szilard, 1982 and Vary, 1988). In the last several years, at least 100 studies have been reported concerning ultrasonic analysis of the high-temperature superconductors (Dominec, 1989). These studies were performed mainly for the determination of elastic constants (from velocity measurements) (Ledbetter et al., 1990 and Round et al., 1987) and examination of structural changes as a function of temperature (from velocity and attenuation measurements) (Ramachandran et al., 1988 and Sun et al., 1988).

The potential exists for using ultrasonic characterization at room temperature for improving the properties of high temperature superconductors and aiding in the prediction of their behavior at cryogenic temperatures. Ultrasonic methods might be useful for process (sintering, oxidation, etc.) control, final inspection before application, and in-service monitoring. By providing feedback in the earliest stages of processing and allowing inspection without the need to section / dismantle a component,
ultrasonic characterization can provide a unique capability resulting in significant cost and time savings.

2. Ultrasonic Velocity and Material Change

As discussed in chapter 1, when there are no boundary effects present, the velocity (V) of a longitudinal elastic wave in a bulk solid is determined by the elastic modulus (E), density (ρ), and Poisson's ratio (ν) of the solid according to (Szilard, 1982):

\[ V = \left[ \frac{E(1-\nu)}{\rho(1+\nu)(1-2\nu)} \right]^{1/2} \] (1)

Modulus and Poisson's ratio are normally thought of as "intrinsic" material properties, that is, they don't change with microstructural condition. They can be directly related to the strength and nature of interatomic forces in a material (Ledbetter, 1983). The introduction of pores into a solid theoretically does not change modulus for the solid regions of the material. However, the apparent modulus (or stiffness) of the bulk solid is reduced by the introduction of pores as was discussed in Chapter 1. Similarly, dislocations decrease the apparent modulus of crystalline materials because motion of dislocations under an applied stress decreases the rigidity of the solid (at least before work hardening occurs.) In theory, any material change that affects the apparent ρ, E, or ν should affect the ultrasonic velocity, i.e., velocity should be sensitive to any changes in the elastic strain state (dynamic or static) of the solid (Alers, 1966 and Truell et al., 1969). Such changes may occur from deformation, heating, phase transformations, etc. Additionally, velocity should be sensitive to gradients and
discontinuities in the elastic state of the lattice.

In practice, ultrasonic velocity is an extremely sensitive measure of material change; under the best experimental conditions, it is estimated that velocity differences on the order of 0.00001 % can be detected (Truell et al., 1969). (Absolute accuracy of velocity measurements under the best test conditions is on the order of 0.001 % (Truell et al., 1969).) Changes in "monocrystal" features such as crystal structure, crystalline orientation, twin density, dislocation density, irradiation damage, charge carrier density, magnetic and electric domain wall orientation and motion, vacancy quantity, and interstitial and substitutional atom motion all have their effect in changing the velocity of high-frequency stress waves in solids (Alers, 1966; Granato et al., 1958; Hikata et al., 1962 and Truell, 1959). Changes in features normally associated with bulk, polycrystalline materials such as pore fraction, granular orientation, impurity concentration, residual stress, and possibly pore/impurity particle size distribution and geometry also affect velocity (as previously presented and discussed in Chapter 1). One microstructural variable that does not appear to significantly affect elastic properties and ultrasonic velocity is grain size (Baaklini et al., 1989; Birring et al., 1987; Papadakis, 1987 and Rice, 1977).

3. Ultrasonic Velocity and Pore Fraction: Empirical Results
Chapter 1 gives detailed empirical results concerning the effect of pore fraction on ultrasonic velocity for different materials. Figure 59 and the corresponding entry in table 1 of that chapter show the effect of pore fraction on the ultrasonic velocity of YBCO for a set of specimens obtained from one manufacturer. The relationship

\[
\text{Velocity (cm/\mu sec)} = -0.007 \times \text{Percent Porosity} + 0.565 \quad (41)
\]

was obtained.

4. Ultrasonic Velocity and Oxygen Content: Empirical Results

The following studies were performed to investigate methods for nondestructively determining oxygen content and also to determine the effect of oxygen on the elastic properties of the material. Hsu et al. (1971) found that longitudinal wave velocity and bulk density increased as the oxygen content of titanium-oxygen alloy specimens was increased. Buxbaum et al. (1984) found that longitudinal wave velocity decreased and density increased with increasing oxygen content in titanium-6211 alloy specimens. Note that in the latter study, velocity decreased with increasing density which is contrary to all of the empirical data presented in Chapter 1. However, this shows that other effects of an oxidation besides a density increase (such as phase and structural transformations) may significantly influence velocity.

5. Ultrasound and Within-Sample Uniformity

In recent years, the development of nondestructive evaluation (NDE) methods for the determination of global microstructural state
have been developed to address the needs of the structural materials
design community (Baaklini et al., 1988; Ellingson et al., 1989;
Generazio et al., 1988; Gruber et al., 1988 and Kunnerth et al.,
1989) To fully understand and predict the mechanical behavior of new
structural materials (so that reliable and safe structures are
ultimately built), it is believed that (in-process and final product)
characterization of global uniformity as well as characterization of
discrete, potentially failure-causing flaws is necessary (Vikram et
al., 1986). Examples of both types of characterization are shown in
figure 63 using ultrasonic NDE techniques to examine sintered SiC. As
shown in figure 63(b), ultrasonic velocity scan techniques have been
shown to be useful for determining differences in the
microstructural condition (strain state) from region to region within
a solid (Generazio et al., 1988; Gruber et al., 1988; Hsu et al.,
1982; Kino et al., 1980 and Shyne et al., 1981). The development of
the high-temperature ceramic superconductors may demand similar
characterization, since within-sample uniformity is likely to be
important for optimum electrical and magnetic behavior (see
BACKGROUND section entitled "Within-Sample Uniformity in
Superconductors"). (This characterization may also be necessary
with respect to the mechanical behavior of these materials since
superconductors within high-field magnets can be subjected to large
mechanical loads (Ekin, 1981).)

III. ORGANIZATION OF EXPERIMENTAL STUDY
Three experiments were performed in this study. A composite EXPERIMENTAL PROCEDURES section was presented since several procedures / specimens were common to the three experiments. Separate RESULTS AND DISCUSSION sections were presented for each experiment. The following paragraphs briefly review the main points of each experiment.

In experiment 1, the superconductor properties and microstructural characteristics were determined for similarly-processed, polycrystalline, untextured YBCO specimens of pore fraction 0.10 to 0.25. Properties and microstructure were compared for the different specimens and different regions within specimens.

In experiment 2, an ultrasonic scan technique was used to point to microstructural inhomogeneity within a YBCO disk. The disk was destructively examined to determine the origin of the inhomogeneity. Bars cut from areas of different microstructure as indicated from the ultrasonic and destructive results were tested for superconducting behavior.

In experiment 3, the effects of changes in oxygen content on superconducting behavior, velocity, elastic modulus, and microstructure for YBCO specimens of different densities were examined. Additionally, the ultrasonic scan technique was used to determine if spatial changes in macrostructure occur upon oxygenation / reduction treatments.
IV. EXPERIMENTAL PROCEDURE

A. Specimens

YBCO disk-shaped samples approximately 1 inch diameter by 0.25 inches thick were manufactured at the Research Division of W.R. Grace & Co. (Columbia, MD 21044). Table 5 gives a summary of the samples and their condition with respect to atmospheric treatment for the various experiments in this study. The following paragraphs describe the processing / preparation of the specimens in detail.

1. Powder-Processing

Previously-synthesized YBCO powder in quantities of 500 grams was ball-milled for 1.5 hours. A polyurethane-lined 1.6 gallon jar mill charged with 10 kg of highly wear-resistant yttria-stabilized zirconia 20 mm balls was used for ball-milling. The powder and balls were separated by shaking them in a stainless-steel 100-mesh sieve. Ball-mill loading and unloading as well as sieving were done in a low-CO₂/low-H₂O glovebox. The powder produced in this way had an average particle size of about 1.5 μm. Samples named 52A, 53A, 59A, 60A, and 51A were made from the same batch of starting (and ball-milled) powder and all were die-pressed at 5000 psi, followed by cold isostatic-pressing at 20,000 psi for 5 minutes.

2. Thermal and Atmospheric Treatments

The peak sintering temperature was altered to obtain a range of pore fractions (determined from sample mass and dimensions) for this batch of samples. Samples 52A, 53A, 59A, 60A, and 51A had peak sintering temperatures (± 2 °C) of 937, 947, 954, 966, and 976 °C,
respectively. Samples 53A, 59A, and 60A were heated, sintered, and cooled according to schedule 1 (table 6(a)). The oxygen atmosphere in the furnace was ultra-high purity O$_2$ with a flow rate of 238 cm$^3$ per minute (through a 2.75" diameter tube feeding into the furnace). The specimens were sintered on 20-mesh MgO single crystals (predominantly (100) crystallographic faces), as YBCO does not react with MgO.

To study the effects of oxygenation, samples 52A and 51A first experienced the sintering and argon cooling schedule of schedule 2 (table 6(b)). The disks were then sectioned into two thinner circular disks, one of which was to be used for ultrasonic experiments and the other for microstructural analysis. Upon completion of the ultrasonic experiments, the disks cut from samples 52A and 51A were oxidized according to schedule 3 (table 7). Argon flow rate was 215 cm$^3$/min in schedules 2 and 3. The disks cut from 51A were further oxidized (extended oxidation) at a later date according to schedule 4 (table 8). However, a power failure occurred at 45 hours into a 48 hour hold at 600 °C and rapid cooling took place. The schedule was started over and an 8 hour hold at 600 °C took place. Then, to study the effects of reduction, the 51A disks were reduced in Ar according to schedule 5 (table 9). Additional bars were cut randomly from 53A, 59A, and 60A and reduced in Argon (Ar) gas according to schedule 5 (table 9).

3. Cutting and Machining

The samples were dry cut into two thinner disks (as previously
mentioned) 3 mm thick. A bar of approximate dimensions 10 mm by 3 mm by 2 mm was then dry cut from the edge and center regions of one of the disks from samples 52A (after oxidation), 53A, 59A, and 60A. The cutting was accomplished using a slitting saw with a 180 grit diamond-impregnated steel blade. Spindle speed was 500 revolutions per minute with the feed rate 0.5 to 0.75 inches per minute. In preparation for electrical, susceptibility, and ultrasonic measurements, the bars were machined flat and parallel to a 0.025 mm tolerance on a surface grinder using a 150 grit diamond wheel. The center- and edge-cut bars are designated -E and -C, respectively. In preparation for ultrasonic experiments after oxidation/reduction steps, disks from samples 52A and 51A were machined flat and parallel with a 320 grit diamond wheel to ± 0.002 mm while removing a minimum of material (approximately 0.05 - 0.1 mm) from the surfaces. Additional pieces from all samples were cut and/or fractured for microstructural and compositional analysis.

4. Sample Handling and Storage

Samples were handled with plastic gloves to minimize contamination. Samples were stored in a dessicator filled with dessicant (replaced monthly) to avoid atmospheric attack.

5. Additional Specimens

Several other samples 85 - 95 percent of theoretical density and 1 inch in diameter were obtained from W.R. Grace. These samples were processed in the same general manner as those previously discussed. Die size, die-pressing pressure, pressing procedure
(die-pressing only as opposed to die-pressing plus cold-isostatic pressing), O₂ flow rate into the furnace, and sintering temperature were varied. For example, sample 46B was processed using the same steps as for specimens previously discussed; however, a different starting powder was used, die-pressing took place at 3000 psi (instead of 5000 psi), peak sintering temperature was 942 °C in schedule 1 (table 6(a)), O₂ flow rate was approximately 200 cm³ (instead of 230) per minute, segment 7 was omitted, and the as-received dimensions were approximately 1 inch diameter by 0.125 inches thick. All specimens were machined flat and parallel in preparation for ultrasonic scanning. Sample 46B, 89.5% of theoretical density, was machined flat and parallel to 2.678 ± 0.002 mm. Sample 99, 93% of theoretical density, was machined flat and parallel to 2.788 ± 0.002 mm also in preparation for ultrasonic scanning. Before experimental work began, each sample was tested for the Meissner effect (Hellman, et al., 1988) at 77 K by attempting to suspend a small magnet over the sample cooled in liquid nitrogen.

B. Current Density and n-value Measurement

Critical current density (Jₖ) was determined using ASTM B714 - 82. This method is intended for use with superconductors having a critical current of less than 600 A. Jₖ measurements were made at 77 K in zero applied field. Jₖ was defined in this study where the critical electric field (Eₖ) = 10⁻⁵ V/cm. Jₖ was calculated according to equation (17) (with the cross-sectional area (A) of the
conductor taken to be the cross-sectional area of the bar). The value for $E_c$ is a factor of 10 larger than that specified in ASTM B714-82 because of the small distance between voltage contacts which caused $E_c = 10^{-6}$ V/cm to be reached at very small voltages hard to measure accurately. $N$-value at 77 K was obtained from the generated voltage-current characteristic by a regression fit of equation (20). Measured $J_c$ at 77 K was compared with maximum critical current density ($J_{c_{\text{max}}}$) predicted for moderate intergranular coupling (self-field and cross-section limited case calculated from equation (28) by approximating $H_{1/2}$ with $H_{c1J}$ (equation (23) with $\lambda = 0.25 \mu m$) (Stephens, 1989).) The generated self-field ($H_s$) was calculated from the measured values of $J_c$ according to equation (29) and compared with the Josephson critical field ($H_{c1J}$) calculated from equation (23).

The following is a description of the procedures and apparatus used to make the measurements. Gold contacts for current leads were sputtered on the two end faces of each of the edge- and center-cut rectangular bars (eight total) from samples 52A, 53A, 59A, and 60A. In addition, two gold contacts for voltage leads were sputtered on one side of each bar. Contacts were also sputtered onto smaller edge- and center-cut bars of sample 468 in the same fashion. The sputtering was accomplished with a table-top vacuum sputtering system. The spacing between the voltage contacts was approximately 0.4 cm for each sample. (The following procedures were performed at Ceramphysics, Inc., Westerville, Ohio 43081.) Short current leads
of 0.005" silver wire were attached to the current contacts using air-dry silver paste. Short voltage leads of 40 gauge bare copper wire cleaned with acid were attached to the voltage contacts in the same manner. After the leads were placed on the bars, and the silver paste had dried for approximately one hour, the bars were placed in a desiccator until measurements were made.

The \( J_c \) probe is shown in figure 64. The bars were attached to the \( J_c \) probe by bending the silver current leads in a loop and suspending the sample horizontally in a strain-free manner. All leads were soldered to the probe using Lead/Tin solder. The leads were run up a center post which also carries the evaporating nitrogen gas. This allows cooling of the leads and minimization of heat leak down the leads. All leads exited through the current connector at the top of the probe. The probe and connectors are designed to carry up to 30 A. A magnetic-field independent glass-ceramic capacitance thermometer was mounted at the bottom of the probe for temperature measurement.

The probe and YBCO sample were lowered into a dewar containing liquid nitrogen such that the fluid completely surrounded the sample. This allows efficient cooling of the sample and current leads, which in turn simplifies the sample mounting posts and allows for much smaller leads to be used to carry the current. A copper can was placed over the lower assembly for protection of the samples and for electrical shielding.

Five H-P model 6216B power supplies connected in parallel (with
a total current capability of approximately 2 A) were used as the current source. The current was measured as the voltage drop across a 0.001 ohm resistor. The accuracy of the current measurement includes four significant figures with a noise of ± 2 digits in the fourth place. The voltage across the bars was measured with a Keithley Model 181 digital voltmeter. The accuracy of the voltage measurement includes three significant figures with a noise of ± 4 digits in the last digit. The values given for $J_c$ contain three significant figures with an estimated uncertainty of approximately 10%. The reproducibility of the voltage-current characteristic was obtained from several successive measurements followed by remeasurement at a later date for bar 59A-E. Each measurement took about 20 minutes. If samples were not superconducting at 77 K, resistivities over the current range 5 - 17 mA were measured.

Contact resistance measurements were performed on an additional bar cut from sample 59A that had Au-sputtered contacts. These measurements were performed to determine whether contact heating would limit the $J_c$ measurement (Ekin et al., 1988). Leads were applied as previously discussed. Two external connections were made to each of the four leads and all possible 2-contact combinations were measured for resistance. For the two external connections to each lead, the applied current was attached to one lead and the measuring voltage probe was attached to the other lead. The current was approximately 0.1 mA and was applied in both the forward and reverse directions so that any thermal EMF present could
be determined and eliminated from the contact resistance
determination. The thermal EMF was eliminated by obtaining an
average of the forward and reverse measured voltages. The average
contact resistance was then obtained by dividing the 2-contact
combination resistance by 2. A current of 0.2 mA was also used to
check whether the contacts were ohmic (whether the voltage would vary
in a linear fashion according to Ohm's law of $V = IR$). An
additional four-lead measurement was made to ensure that the sample
was superconducting during contact resistance measurements.

C. A.C. Susceptibility

A.C. susceptibility measurements were made using the Lakeshore
Cryotronics Model 7000 susceptometer. A schematic of the entire
system and the cross-section of the coil assembly are shown in
figure 65. The major principles of the susceptibility measurements
were described in the BACKGROUND section entitled "A.C.
Susceptibility". The following is a description of the procedures and
apparatus used to make the measurements. Each specimen was placed
(long axis first) into a small nonmagnetic plastic sample container.
The container with specimen was attached to a nonmagnetic plastic rod
which was connected to a stepping motor. The container was
positioned at the center of one of the secondary (sensing) coils as
shown in figure 65(b). The coil assembly resides inside of a
cryostat that can be cooled to 4.2 K and then heated in a controlled
manner ($\pm 0.5$ K). The coil assembly is surrounded by shielding
material to minimize the influence of the earth's magnetic field.

The specimens were cooled to 4.2 K in zero field, the field was applied (parallel to the specimen long axis), and the assembly was heated to 100 K through the S-N transition at a rate of 0.7 K per minute. Unless otherwise specified, the (low) applied a.c. field (H_{ac}) and frequency (f) were 20 mOe and 100 Hz, respectively. As previously discussed, low H_{ac} allows the determination of the temperature of initial flux penetration while low f allows eddy current and surface effects to be minimized if any frequency-dependence is apparent. A slight offset voltage is measured by the Model 7000 susceptometer's extremely sensitive electronics even with no sample present because the two oppositely wound sensing coils are close to, but not completely, identical. This offset voltage is a function of temperature, frequency, and applied field. To null the offset voltage, the sample was precisely and automatically moved between the centers of the two secondary coil during data acquisition. This was accomplished as follows:

Voltage read in top coil = V_{top} = V_{s} + V_{cup} + V_{o} \hspace{1cm} (42)

and

Voltage read in bottom coil = V_{bot} = -V_{s} - V_{cup} + V_{o} \hspace{1cm} (43)

where V_{s}, V_{cup}, and V_{o} are the voltage due only to the sample, the voltage due to the sample holder and sample rod, and the offset voltage. The offset voltage is eliminated by averaging the top and bottom coil voltage readings according to

\[
(V_{top} - V_{bot})/2 = V_{s} + V_{cup} \hspace{1cm} (44)
\]
The contribution to the measured voltage arising from the sample cup and rod was accounted for in these measurements by recording data for an empty sample cup plus rod over the full temperature range and subtracting this contribution out during data processing. Therefore, the voltage due to the sample is all that is left.

The system calibration coefficient ($\alpha$) was calculated to be 1.761 from the coil geometry assuming a small sample approximating a magnetic dipole and assuming no interaction with the second sensing coil. Even for large spherical samples which fill the sample holder, this value was still valid to within a few percent. In addition, the calculated value of $\alpha$ was experimentally verified for accuracy by measuring NIST standard materials.

Volume and mass (external) susceptibilities were obtained from equations (33) and (32), respectively. (The demagnetization factor is estimated at 0.05 for rectangular bars of the dimensions used in this study (Cullity, 1972).) Susceptibility was calculated taking sample volume to be the bulk volume (material + pores) of the sample. The absolute accuracy of the external susceptibility accuracy is limited mainly by the accuracy with which the sample volume can be measured and the accuracy with which the voltage is read by the phase-sensitive detector (approximately $\pm$ 3%).

Edge- and center-cut bars from samples 52A, 53A, 59A, and 60A were measured for susceptibility response. Additional bars from these samples were measured for susceptibility after the samples had undergone the reduction treatment in schedule 5 (table 9).
Additionally, bars cut from sample 51A were measured for susceptibility before oxidation, after a first oxidation, after a second extended oxidation, and after a subsequent reduction treatment according to the schedules 2 - 5 (tables 6b - 9). The $H_{ac}$ field-dependence of the susceptibility was also examined over the range 10 - 80 mOe on a bar cut from sample 46B. Additionally, the frequency-dependence of the susceptibility was examined over the range 10 - 1000 Hz on bars cut from sample 52A. Further, a rectangular bar was cut from sample 51A, tested, crushed into a powder, and retested to compare the loss characteristics of sintered versus powdered samples. The bars cut from samples 52A, 53A, 59A, and 60A were run with sputtered contacts for the $J_c$ measurements already in place. Edge- and center-cut bars from sample 46B were measured for susceptibility response. A bar cut from sample 46B was run with and without contacts to determine if eddy current effects in the contacts might affect the susceptibility results.

D. Ultrasonics

1. Velocity Measurement

Longitudinal wave velocity was measured in this study. The widely-used pulse-echo contact technique (Breazeale et al., 1981; Firestone, 1946; Hull et al., 1985 and Papadakis, 1975) (figure 66) was used to obtain ultrasonic waveform data. A single broadband ultrasonic pulse (main pulse) is propagated (via the crystal) into the buffer rod. The pulses labeled $FS'_1$ and $FS_2$ (figure 66(a)) are
the first front surface reflections without and with the specimen present on the buffer rod, respectively. With the sample in place on the buffer rod, the ultrasonic pulse is partially reflected at the buffer rod-couplant-sample (BCS) interface. The main pulse travels forward through the sample, reflects off the back surface, and again interacts with the BCS interface. In this journey (twice the specimen thickness), the ultrasonic pulse may be considered as having integrated the microstructural information in the volume element sampled. Echo B'_1 is partially reflected at the BCS interface and is subsequently reflected again at the back surface. The second back-surface reflection is labeled B'_2. Echoes B'_1 and B'_2 are not directly measurable in this experimental configuration. Their reduced waveform amplitudes, labeled B_1 and B_2 in figure 66(b), are measureable.

The back-surface-reflected pulses B_1 and B_2, which have their shape and path length altered by the microstructural information in the volume element probed, were used to calculate cross-correlation velocity (Hull et al., 1985) The volume element probed is determined by the ultrasonic beam diameter (Lempriere, 1989 and Krautkramer et al., 1977). Cross-correlation velocity is essentially a mathematical formulation of echo overlap (Hull et al., 1985 and May, 1958) where similar features of two waveforms that were produced from the same initial excitation, but shifted in time, are matched. In this manner, the time shift (delay) between the two waveforms can be precisely and accurately determined.
Cross-correlation velocity is given by

\[ V = \frac{2X}{\tau_0} \]  

(46)

where \( \tau_0 \) is the time shift for which

\[ \lim_{\tau \to \infty} \int_{-T}^{T} B_1(t) \odot B_2(t+\tau) \big|_{-\infty \leq \tau \leq \infty} \]

reaches a maximum value. Here \( X \) is the sample thickness, \( V \) is the velocity, \( t \) is time, \( T \) is the time duration (width) of the pulse, and \( \tau \) is the time shift. Cross-correlation velocity was determined by transforming \( B_1 \) and \( B_2 \) into the frequency domain using discrete fourier transforms, multiplying the complex conjugate of \( B_2(f) \) by \( B_1(f) \), retransforming the result back to the time domain, and obtaining the time shift where the maximum in the cross-correlation function occurs \( (\tau_0) \) (Bendat et al., 1980). A software routine (in FORTRAN, with callable VAXLAB-VMS routines) was written to perform these procedures. Velocity determined from cross-correlation is essentially a group velocity as the entire wave train (containing a broad band of frequencies) is considered in the calculation. Cross-correlation is a preferred method of determining velocity since it produces accurate velocities even with noisy signals (Hull et al., 1985).

2. Velocity Measurement Error

Potential errors in the velocity measurement arise from 1) thickness variability of the sample, 2) inaccuracy of the micrometer in measuring thickness, 3) couplant thickness variations, 4) time
base precision, 5) diffraction (beam spreading) phase shift, and 6) smearing of received pulses from intrinsic dispersion (velocity in the material varying with frequency), geometrical dispersion (specimens of finite width leading to side wall effects) and frequency-dependent attenuation (Breazeale et al., 1981; Lynnworth, 1989 and Papadakis, 1975). For our experimental configuration and analysis methods, 1), 2) and 3) will generally outweigh the other potential errors. It is estimated that the uncertainty is \( \sim 0.36 \% \) if 1), 2) and 3) are on the order of \( \pm 10 \mu m \) or less. The time base error and the diffraction phase shift correction are on the order of 0.001 \( \mu sec \) and 0.0004 \( \mu sec \) (10 MHz broadband transducer), respectively, and were negligible in the calculation of the velocity measurement uncertainty. The velocity determination was done in the frequency-domain (as previously described) to minimize errors from smearing (Lynnworth, 1989).

3. Instrumentation

Basic instrumentation for velocity measurements included a transducer, pulser-receiver, time synthesizer, time base, voltage amplifier, waveform digitizer, and video monitors (one of which is digital). The time synthesizer, time base, voltage amplifier, and waveform digitizer were all GPIB (general purpose interface [IEEE-488] bus) programmable and daisy-chained together via GPIB cables. A minicomputer was used to control the GPIB instrumentation and transmit the acquired waveforms via GPIB. Software (in FORTRAN, with callable subroutines in IEX-VMS interface software to
communicate with the GPIB instruments) was written for instrument control and waveform acquisition (Generazio et al., 1989b).

The instruments were interfaced according to figures 67(a) and (b). The pulser-receiver applied the voltage pulse to the transducer to generate the ultrasonic waves into the sample and also received the raw ultrasonic waveforms $FS'_1$, $FS_2$, $B_1$, and $B_2$. The approximate times where the waveforms were expected to occur were determined \textit{a priori} using the time synthesizer to find and position the waveforms on video. These times were then input into a data file. During data acquisition, the time synthesizer sequenced through the three time positions where waveforms were located.

The time base and voltage amplifier were used to modify the time and voltage scales to view the waveforms on video. The time base and time synthesizer were externally triggered by the pulser-receiver (a +2 volt synchronizing pulse). Triggering occurred on the positive slope of the pulse. The time base could be adjusted over a range 1 psec - 500 msec/div with the optimum setting for the waveforms determined \textit{a priori} and inputted to a data file. The output of the pulser-receiver was attached to the voltage amplifier. The voltage amplifier, selectable over the range 50 mV - 1 V/div, was automatically adjusted by the digitizer so that the entire received analog waveform with maximum amplitude fit onto the waveform digitizer monitor. The waveforms were subsequently digitized into 512 point arrays (at a sampling rate ranging from 0.512 - 1.024 GHz depending on the time base time/division setting.
in these experiments). Each waveform was acquired 64 times and averaged to obtain a "smoother" waveform with averaged noise levels. Outputs from the waveform digitizer were attached to the video monitors.

The pulser-receiver had several controls that are user-selectable to obtain the optimally-shaped FS', from the transducer. The controls include repetition rate for the internal voltage pulse used to excite the transducer, internal pulse energy, damping to vary the resistance load presented to the transducer by the pulser-receiver, received signal attenuation, and high-pass filter for bandwidth adjustment.

Two different types of longitudinal wave transducers were used in this investigation. The first type of transducer (Ultran Laboratories, Inc., State College, Pa. 16801) consisted of a critically-damped lead metaniobate element. One transducer of this type had a center frequency of 5 MHz with an active diameter approximately 1.27 cm. Another transducer of this type had a center frequency of 10 MHz and an active diameter of 0.6 cm respectively. The 5-MHz element was bonded to a polystyrene buffer rod 1.6 cm in diameter and 1.9 cm in length. The 10-MHz element was bonded to a polystyrene buffer rod 0.8 cm in diameter and 0.79 cm in length. A thin (0.04 cm) pliable polymer material on the other end of the buffer rod allowed ultrasound to be transmitted into the specimen without the need for liquid coupling. Dry-coupling avoids contamination and possibly inaccurate results when porous materials
absorb a liquid couplant.

The second type of transducer (Panametrics, Waltham, MA 02254) consisted of either a 10-MHz or 20-MHz broadband lead metaniobate element with an active diameter of 0.6 cm. The element was bonded to a silica glass buffer rod approximately 1.75 cm in diameter and 1.27 cm in length. With this transducer, liquid couplant was necessary between the transducer and specimen to transmit ultrasound into the specimen.

4. Point Measurement

Point measurements (i.e., measurements at a single location) were made at room temperature on the edge- and center-cut bars of samples 52A, 53A, 59A, and 60A using the 10-MHz dry-coupling transducer connected to a pulser-receiver of 0.01 - 10 MHz bandwidth. Measurements were made on semicircular specimens from samples 53A, 59A, and 60A before (schedule 1, table 6(a)) and after reduction (schedule 5, table 9) using the 5-MHz dry-coupling transducer and the same pulser-receiver. Additional measurements were made on pieces cut from sample 52A before (schedule 2, table 6(b)) and after oxidation (schedule 3, table 7) using the 5-MHz dry-coupling transducer and the same pulser-receiver. The specimen to be measured for ultrasonic velocity was lightly clamped to the transducer using a small mechanical clamp. The clamp was tightened until stable B₁ and B₂ waveforms of highest signal-to-noise ratio were visible on the video screen. Waveforms were acquired in 25 repeated velocity measurements at the same point.
5. Elastic Modulus

In experiment 3, apparent elastic modulus was calculated from velocities (equation (1)). Elastic moduli are generally calculated from phase velocities, i.e., velocity at one specific frequency, since the elasticity of a material may depend on the loading rate (Lynnworth et al., 1989). Group and phase velocity will be essentially equal over the frequency range investigated if dispersion (velocity varying with frequency) due to the material itself and sample geometry are negligible (Breazeale et al., 1981 and Lynnworth, 1989). For the (1" diameter, semicircular) samples of experiment 3, velocity was seen to be essentially constant over the frequency range investigated. Additionally, change in elastic modulus values upon oxidation / reduction rather than absolute accuracy was of interest.

6. Scanning

Velocity measurements over an ordered array of points across the surface were obtained for several YBCO disk-shaped samples by means of a scanning technique at room temperature (Generazio et al., 1988). In general, scans were performed to locate regions of varying pore fraction or other microstructural inhomogeneity at room temperature and subsequently compare the superconductor behavior of the different regions. Scanning was accomplished through the use of computer-controlled x-, y-, and z- microscanning positioner tables (having a step resolution of 1.0 um) in addition to the instrumentation previously described (figure 68). Software (in
FORTRAN with callable subroutines in IEX-VMS interface software to communicate with the various GPIB instruments) was written to control movement of the positioner tables (Generazio et al., 1989b). The ultrasonic and data acquisition instrumentation was the same as that for the point measurements except that the 20 MHz transducer requiring liquid coupling and a pulser-receiver having a 1 - 150 MHz bandwidth were used.

Samples were mounted in a Lucite holder. A non-aqueous liquid couplant (Dow Corning 704 diffusion pump fluid) was used between the buffer rod and sample. A displacement pressure gauge was mounted over the transducer to control the contact pressure of the transducer on the sample. Unless otherwise specified, force was maintained at 12 ± 0.1 lbs. via computer control. After a set of waveforms was acquired at one point, the x- and or y- positioner table was moved the specified increment to the next point. A vibrator (made from a modified electric scribing tool) was used during this movement to aid in repositioning of transducer and couplant and to prevent the transducer from jamming on the sample. The volume element probed is determined by the ultrasonic beam diameter. For our experimental scan configuration, significant beam spreading is not likely to occur as the beam does not extend into the far field (figure 69). Thus, the (0 to -20 dB) beam width can be estimated by the active transducer diameter which is approximately 0.6 cm (0.93 x quoted transducer diameter (Krautkramer et al., 1977 and Panametrics, Waltham, MA 02254)).
Scanning over the sample/holder interface risks damage to the buffer rod. Thus several scans were usually necessary to image a significant portion of the sample. For most samples scanned, one or two square or rectangular areas were scanned. For sample 99 (0.07 pore fraction), several scans were run over 8 mm by 8 mm square areas near the center of the disk with measurements made every 0.1 mm (81 by 81 data grid). Force on the transducer was maintained at 5 ± 1 lbs. for the scan of sample 99. For sample 46B (0.105 pore fraction), three areas were scanned as shown in figure 70. Scan 1 was over a 20 mm by 5 mm rectangular area (area 1) with measurements made every 1 mm. Scan 2 was over a 10 mm x 10 mm square area (area 2) overlapping area 1 with measurements made every 1 mm. Scan 3 was over a 6 mm x 6 mm square area (area 3) that fit into the upper right hand corner of area 2 with measurements made every 0.5 mm. If one considers the volume element probed by the beam, ultrasonic data was actually obtained over a larger region by about 6 mm for each of the x and y dimensions as shown in figure 71. Another YBCO disk sample of 0.10 pore fraction was also scanned in a similar manner to determine if liquid couplant is absorbed through the pores during scanning of YBCO samples of this density.

Sample 51A, also near 0.10 pore fraction, was scanned using the 10 MHz transducer requiring liquid couplant and the pulser-receiver having a 0.01 - 10 MHz bandwidth. Before the first oxidation (schedule 2, table 6(b)), after the second oxidation (schedule 4, table 8), and after the subsequent reduction treatment (schedule 5,
table 9), a scan was run over a 3 mm by 5 mm area near the center of the disk with measurements made every 0.5 mm to determine the effect of oxygenation / reduction on the velocity profile. Additionally, point measurements with this same experimental configuration were made at the scan origin in coincidence with the scans to focus on the change at a single point on the disk. Sample 51A was ultrasonically cleaned in ethanol for 5 - 10 minutes after each scan to minimize contamination effects during oxidation/reduction treatments.

Typical scan and analysis times for scans consisting of 100 - 150 measurements were about 1 - 2 hours. Scans were run at least twice for each specimen region examined to determine reproducibility.

7. Ultrasonic Image

An ultrasonic image was constructed from the velocity values obtained at each scan point. A continuous scale consisting of 256 shades of gray (or color) and linear interpolation between points allowed the display of subtle velocity changes across the sample (Generazio et al., 1988). The image can be thought of as a two-dimensional projection representing averaged microstructural information for the volume of sample scanned.

E. Radiography

Conventional x-ray radiography was used to examine YBCO samples 99 and 46B for gross microstructural and/or compositional nonuniformity. Briefly, x-rays are attenuated exponentially by
matter, and their transmitted intensity can be expressed as
(Macovski, 1983)

\[ I = I_0 \exp\left[-\left(\frac{\mu}{\rho}\right)(\rho \cdot t)\right] \]  

(47)

where \( I_0 \) is the original beam intensity, \( \mu/\rho \) is the mass attenuation coefficient (cm²/g), \( \mu \) is the linear attenuation coefficient (cm⁻¹), \( \rho \) is the bulk density (g/cm³), and \( t \) is the section thickness (cm).

When x-raying a specimen, second-phase regions (including pores) having mass attenuation coefficients different from the matrix generally show up as different gray levels on video or film if present in large enough concentrations along the path of the x-ray beam (Baaklini et al., 1986). Film radiographic techniques are capable of resolving porosity variations on the order of 3% in ceramics (Klima et al., 1984).

Radiographs were made through the thickness of the YBCO disk with conventional contact methods, under conditions optimized to yield high accuracy and contrast. The radiographs were made with a tungsten source (target) and beryllium window. The source-to-disk distance was approximately 3 ft, and the exposure conditions were 120 kV, 5 mA, and 11 to 12 min. The disk was masked with lead and covered with thin lead screens to offset the effects of x-ray scattering from the sample edges and lead mask, respectively.

F. Compositional Analysis

1. X-ray Diffraction

X-ray diffraction (Cullity, 1984) was performed on top and
bottom surfaces of bulk YBCO samples with a computer-controlled
diffractometer using CuK(α) radiation. Scans were performed over the
range 2θ = 15° - 80° at a rate of 2°/minute. Approximately 1 mm² of
the surface was sampled by the x-ray beam. In several instances,
material was ground from the surfaces and the sample rescanned to
obtain compositional profiles through the sample thickness.

The relative intensities of the two peaks occurring at 2θ =
32.5° - 33° were used to determine whether the structure was
orthorhombic or tetragonal (see BACKGROUND section entitled
"STRUCTURE OF YBCO"). A least-squares refinement procedure which
first required choosing structure type and approximate unit cell
lengths was used to determine the actual unit cell axis lengths.

From the c-axis length, oxygen content was determined from
relationships established by Wolf et al. (1988) (atoms O = 76.40 -
5.95*c-axis) and Ono (1987) (atoms O = 70.512 - 5.45*c-axis) for
which the estimated uncertainty was ± 0.05 atoms O.

2. Inert Gas Fusion

An inert gas fusion technique was used to determine oxygen
weight percent in the YBCO samples (Fricioni et al., 1988).
Briefly, 50 mg - 100 mg of sample was placed into a graphite
crucible. The crucible acted as a carbon resistor completing a high
current circuit in an impulse fusion furnace. The circuit applied an
impulse current of 600 to 1300 A through the crucible, heating it to
about 3000 °C and causing the sample to decompose. The carbon bonded
with oxygen to form CO. Helium carrier gas was used to sweep the CO
from the fusion chamber. CO was then further reacted with heated CuO\textsubscript{2} to form CO\textsubscript{2}. The gases in the carrier stream were introduced into the chamber of an infrared detection system. An infrared source (nichrome wire resistance heated to approximately 850 °C) transmitted a broad spectrum of energy through the chamber. The CO\textsubscript{2} absorbed energy at a precise wavelength within the IR spectrum which resulted in less energy being received at the detector. All other IR energy was eliminated from reaching the detector by a precise wavelength filter. Thus, the absorption of IR energy was attributed to only CO\textsubscript{2}. The concentration of CO\textsubscript{2} was detected as changes in energy at the detector, producing a voltage offset relative to a starting reference level. Estimated uncertainty in the oxygen determination is 1 % of the reading.

3. Colorimetry

Colorimetric analysis was used to determine the weight percent of Si in YBCO samples (Brabson, 1988). YBCO powder samples were fused in soda ash in a platinum crucible. Solutions were made by dissolving fused material in HCl. The amount of Si in YBCO was determined using a spectrophotometer in which the intensity of a narrow band of light wavelengths passing through the analytical solution was compared to the intensity of the light passing through a "blank" solution. Estimated uncertainty was about 10 % of the reading.

4. Inductively-Coupled Plasma Atomic Emission Spectroscopy (ICP - AES)
Simultaneous weight percent determinations of Y, Ba, and Cu in the YBCO samples were accomplished with ICP - AES (Faires, 1988). Chunks cut from the YBCO sample were ground to a fine powder in a boron carbide mortar. 50 mg of powder was dissolved in 1:1 HCl in preparation for analysis. The inductively-coupled plasma excitation source consisted of an induction coil encircling a quartz torch in which argon gas was flowing upward. Radio frequency energy was applied to the coil which resulted in an intense oscillating magnetic field. The argon was exposed to an electric discharge and seed electrons and ions were formed. The ions were accelerated in the magnetic field and encountered resistance through collision with argon atoms producing a high temperature argon plasma. The YBCO in solution was aspirated through the torch into the plasma where vaporization, atomization, and excitation of the atoms and ions occurred. Upon relaxation to the ground state, radiation was emitted at wavelengths characteristic of the elements. Multielement analyses are accomplished using the direct reading spectrometer detection system. Estimated uncertainty was about at 3 to 5 % of the reading.

5. Scanning Electron Microscopy

Scanning electron microscopy (SEM) (Verhoeven, 1988) in both the backscatter (BSE) and secondary (SE) electron modes was used to examine polished and fracture surfaces of YBCO samples for topography and possible contamination. Magnification ranged from about 40X to 3000X. Electron beam spot size was about 1 μm in diameter. Energy dispersive (EDS) and wavelength dispersive (WDS)
x-ray spectroscopy were used for elemental analysis of foreign structures.

6. Transmission Electron Microscopy

Transmission electron microscopy (TEM) (Romig Jr., 1988) in conjunction with electron diffraction and EDS was used to identify the presence of CuO in thin sections of YBCO. Preparation consisted of mechanically dimpling by grinding followed by ion milling until the section was electron transparent. Magnification range was 10,000X to 20,000X.

G. Microstructural Analysis

1. Image Analysis

In experiment 2, the Quantimet 900 computer-controlled image analysis system was employed to quantify the average sizes (length and breadth) and volume fractions of pores and CuO grains. The essential features of the analysis system and procedure are described here. Images were obtained by placing samples under an upright reflected-light microscope using bright-field illumination. The microscope light source, aligned for even illumination, was interfaced with a scanner to display the image on a television screen. Each scan line consisted of 719 pixels and there were 566 scan lines for a total of about 400,000 pixels. A central electronic processor was used for image detection and measurement of stereological parameters.

Gray level thresholding was used to distinguish the pores
(black), CuO particles (white), and the YBCO matrix (orange). The gray scale consisted of 64 levels. The microscope magnification, 400X, made the smallest features appear around 1 mm in length on the live video frame. The sample area analyzed in the frame was on the order of 0.01 mm². Estimate of volume fraction was obtained from areal fraction (the ratio of the number of detected pixels to the total number of pixels in the measurement field) (ASTM E1245-88). Areal fraction generally produces lower errors than lineal analysis and point counting procedures (Vander Voort, 1984). Mean pore and CuO particle dimensions were estimated from eight ferets separated by 22.5° encompassing a 180° rotation. Mean length and breadth are determined from the average of the maximum and minimum, respectively, of all the ferets for each particle. A computer program accumulated and analyzed the data. The analyzer was operated in the semi-automatic mode with manual readjustment of gray level and focus at each measurement field. Precision of the measurement was determined by repeated measurements on a single field. (Absolute accuracy of the measurements is primarily determined by the resolution and gray level discrimination capabilities of the image analyzer (Vander Voort, 1988a) and the choice of gray level threshold made by the operator.)

Upon completion of ultrasonic scanning, sample 46B was cut into two semicircular halves in preparation for microstructural analysis. These were mounted and polished on automatic polishers to expose the top and the cross-section of the disk (figure 72). The top of the
disk had 300 \( \mu m \) removed during polishing whereas the cross-section initially had 100 \( \mu m \) removed during polishing. On the top section, 1 measurement field at 5 locations across the section was analyzed using the image analysis system. For the cross-section, at each of 5 locations from left to right across the diameter, 21 fields in a straight line downward through the entire thickness were analyzed and the resulting sizes and areal fractions averaged. Averaging these values through the sample thickness mimics the ultrasonic measurement, which essentially averages the microstructural information as the beam travels between the faces of the sample. The cross-section was examined two more times after removing 1.1 mm and then 6 mm of material as shown in figure 72(b). For the first two cuts of the cross-section, the 5 left to right locations examined were separated by 5 mm as shown in figure 72. For the last examination, only 3 locations separated by 5 mm were examined since the disk was substantially reduced in size. Estimated uncertainties in the size and volume fraction measurements from repeated trials was on the order of \( \pm 10\% \).

2. Optical Microscopy

Bright field optical microscopy (Vander Voort, 1988b) was used to obtain pore and grain distribution micrographs of YBCO samples. Magnification ranged from 25X to 1500X. Grain distribution micrographs were obtained with polarized light. Mean grain size was obtained from optical micrographs using the Heyn-intercept method (ASTM E112-85). Grain size was determined for four orientations of
the micrograph. Estimated uncertainty in mean grain size was approximately ± 20%.

V. RESULTS AND DISCUSSION 1: Pore Fraction Effects

A. Specimen Characterization

Tables 10(a) - (e) summarize the dimensional, microstructural and compositional characteristics, respectively, of the edge- (E) and center- (C) cut bars from samples 52A, 53A, 59A, and 60A. Figures 73 - 76 show photomicrographs of the porosity and grain distributions for polished sections of the edge- and center-cut bars from samples 52A and 60A. Figure 77 shows x-ray diffraction patterns for the center-cut bars of samples 52A, 53A, 59A and 60A.

Sample 60A was the only disk of the four that was visibly macrocracked on the surface before the cutting and machining procedures. After these procedures, surface macrocracks were not apparent on any of the bars. Bars 52A-C and 52A-E had a smaller height and cross-sectional area than the other bars which had close to identical dimensions. The pore fraction range was approximately 0.10 (for sample 60A) to 0.25 (for sample 52A) with smaller pore fraction corresponding to higher peak sintering temperature. Interconnected porosity was easily seen for the bars cut from sample 52A but was less obvious for the other bars. Mean grain diameter increased with decreasing pore fraction and increasing sintering temperature for the samples (figure 78). Elongated grains were present but appeared randomly oriented in all bars (i.e. random
Twinning was evident in most, but not all grains, during examination of the grain distribution with polarized light microscopy up to 1500X. This potentially indicated incompletely oxygenated grains (Clarke et al., 1989).

Single point longitudinal wave ultrasonic velocity (center frequency of transducer = 10 MHz) increased with decreasing pore fraction in a similar linear fashion (figure 79) to that previously reported in chapter 1 (figure 59). Pore fraction was converted to % porosity in figure 79 in keeping with the convention of chapter 1. (Eight out of thirteen data points in figure 59 of chapter 1 were obtained from ultrasonic measurements on these bars.) Linear regression analysis yielded

Velocity (cm/μsec) = -0.007 x Percent Porosity + 0.560 \hspace{1cm} (48)

and

Percent Theoretical Velocity = -1.23 x Percent Porosity + 100 \hspace{1cm} (49)

with correlation coefficient and level of significance of 0.994 and 0.001, respectively. 95 percent confidence interval widths are less than approximately 10% of slope and intercept values (the smaller the confidence interval, the better). The velocities for edge and center pieces varied by no more than approximately 1%. Within-sample microstructural uniformity appeared good as indicated from the pore fraction, grain size, and ultrasonic velocity results.

Comparison of the x-ray diffraction patterns and lattice parameters for the bar surfaces examined showed no major differences.
The structures were all orthorhombic according to the lattice parameters. The relative intensities of the double split peak at $2\theta = 32^\circ - 33^\circ$ also indicated the orthorhombic phase although the peak split was not as sharp as expected. The orthorhombic II (OII) phase characterized by $a < b < c/3$ was not observed. From ICP-AES, the elements Y, Ba, and Cu were present in close to identical amounts in the bars. From colorimetry, the common impurity Si was approximately 0.15 weight percent or less in the samples. Sample 59A contained the least amount of Si by at least a factor of 2. From the porosity distribution photomicrographs, trace amounts (<1 volume percent) of CuO second phase (white regions as determined from EDS and TEM analysis) were apparent between YBCO grains for the bars cut from samples 53A, 59A, and 60A. A larger amount (2 - 5 volume percent) is apparent for the bars cut from sample 52A. From these results, relatively good sample-to-sample and within-sample compositional uniformity was apparent although some differences were pointed out in this discussion.

Oxygen content was approximately the same for all of the bars according to inert gas fusion and the $O$ atom values derived from the Wolf et al. (1988) and Ono (1987) empirical relationships. The inert gas fusion system gave larger values of oxygen contents (approximately 18 weight %) than would be expected (16.5 - 16.8 weight %) for orthorhombic YBCO suggesting that these values may have some systematic error. On the other hand, the inert gas fusion data might indicate the presence of the semiconducting tetragonal
phase T' which contains greater than 7.0 O atoms per YBCO formula unit (Lay, 1988; Nakazawa et al., 1987 and Torardi et al., 1987). The empirical relations of Wolf and Ono yielded 6.8 - 7.0 O atoms per YBCO formula unit which is the desired oxygen content for optimum superconducting properties. Two iodometric titrations (Nazzal et al., 1988) performed at the IBM Almaden research center on 50 mg pieces of sample 59A yielded 6.94 +/- 0.03 O atoms per YBCO formula unit which agreed fairly well with values obtained from the Wolf and Ono relations. To summarize the oxygen content results for the bars cut from YBCO samples 52A, 53A, 59A and 60A, the oxygen contents determined from the Wolf and Ono relations and from iodometric titrations support the existence of the optimum orthorhombic phase. Oxygen content as determined from inert gas fusion and possibly low twin density suggest the existence of a T' phase. In any case, good sample-to-sample and within-sample uniformity with respect to oxygen content was apparent.

B. Bulk Transport J_c and n-value

Table B1 (appendix B) and figures 80 and 81 give the raw data for the transport J_c and n-value at 77 K for the center-(C) and edge-(E) cut bars from samples 52A, 53A, 59A, and 60A. The correlation coefficient for the n-value fit was greater than 0.985 in all cases indicating a good logarithmic fit. Figures 82 and 83 show measured J_c and n-value at 77 K versus pore fraction for the bars, respectively. The largest J_c's and n-values were obtained for bars
59A-C and 59A-E and were on the order of 21 A/cm² and 25 - 35, respectively. The lowest \( J_c \) and n-value were obtained for bar 60A-E and were approximately 2 A/cm² and 4, respectively. Note that sample 60A contained the lowest pore fraction of the four samples and showed the poorest electrical behavior. The latter result was unexpected based on the models of Ekin (1987) and Evetts et al. (1989). Figure 84 shows generated \( H_s \) (equation (29)) at 77 K versus pore fraction for the bars. Small \( H_s \) was obtained in each case due to the low \( J_c \)'s.

Figure 85 shows the relationships at 77 K between calculated \( H_{c1J} \) and grain size, and between \( H_{c1J} \) and pore fraction (based on the observed relationship between pore fraction and grain size shown in figure 78). Similarly, figure 86 shows the relationships at 77 K between expected \( J_{cmax} \) (for moderate intergranular coupling) and grain size, and between \( J_{cmax} \) and pore fraction for the bars. It is seen that \( H_{c1J} \) and \( J_{cmax} \) are expected to increase with decreasing grain size (and thus increasing pore fraction for these samples) (ignoring effective cross-section reductions in the bars caused by the presence of pores (equation (30))). Of most significance here, the measured \( J_c \)'s for all bars were approximately an order of magnitude lower than the corresponding \( J_{cmax} \). This result indicates very weak intergranular coupling, i.e. moderate intergranular coupling is not exhibited by these bars (Stephens, 1989) (BACKGROUND section entitled "Considerations in the Interpretation of \( J_c \")).

Possible causes of weak coupling include cracks, pores or
Impurities at grain boundaries. Impurity phases may include YBCO tetragonal semiconducting phase resulting from a poorly or overly oxygenated bulk. Since the oxygen content appeared to be approximately 6.8 O atoms per formula unit or better for all bars, it appears unlikely that oxygen deficit is the cause of the low $J_c$'s. However, the possibility of oxygen content in excess of 7 O atoms per formula unit (as determined from inert gas fusion) characteristic of the tetragonal $T'$ semiconducting phase has been discussed.

Surface macrocracks were obviously visible only for sample 60A. However, it is possible that microcracks (not visible to the eye) were introduced into all bars or extended during cutting and machining, leading to severe weak-link behavior. Si contamination was previously shown to possibly reduce $J_c$ and n-value (Newcomb et al., 1988) but not to the extent seen in this study. However, the specimens (59A-C and 59A-E) having the largest $J_c$'s and n-values contained the least amount of Si impurity by at least a factor of 2. Since the sample 60A from which 60A-E was cut showed visible surface cracking, the macrocracking might have contributed to an even more severely weak-coupled material than for the other samples resulting in the poorest electrical behavior. Cracking can also reduce the effective cross-section of the conducting path resulting in a reduced $J_c$ (Stephens, 1989). As previously noted, $J_c$ limited by weak links may depend on the weakest material and therefore may not be representative of the properties of the bulk containing a distribution of $j_{cJ}$'s (Evetts et al., 1983 and Aponte et al., 1989).
The average contact resistance was approximately 0.75 Ω or less for sputtered contacts on a bar from sample 59A. This contact resistance, although significantly larger than obtained by Ekin et al. (1988), is likely to cause minimal joule heating effects. For sample 59A-C and given $P = I^2R$, approximately 1.8 W were generated with $I_c = 1.56$ A and $R = 0.75$ Ω. Considering that the bars were immersed in liquid nitrogen during the $J_c$ measurement, it is unlikely that the contact heating raised the bar temperature enough to affect the measurement (Scheel et al., 1987). The contacts were determined to be ohmic from the measurements at two current levels.

$J_c$ data could not be obtained for bars 53A-E and 60A-C. The following detailed explanation concerning the measurement results for these bars is provided as it may also give clues concerning the cause of low $J_c$'s (origin of weak links) for the other bars. These bars were tested several times each with similar results. As the current was increased, the current and voltage readings each suddenly became very noisy making the data unreliable. When the samples were warmed after each test, it was found that a current lead had popped off at the silver paste - gold sputtered contact junction. In no case did the gold contact come off also. After several failed attempts, it was determined that at 77 K for each sample there was low lead-to-lead resistance among three of the leads and very high resistance (approximately 500 Ω) between the current lead that had popped off and any of the other leads. Considering joule heating effects again, for sample 59A-C, about 1200 W were generated with $I_c$
= 1.56 A and \( R = 500 \, \Omega \). At room temperature, the lead-to-lead resistance for the "good" leads was approximately 5 \( \Omega \) while the resistance between the "bad" lead and any other (good) lead was approximately 15 \( \Omega \). The decrease in resistance at from 77 K to room temperature for the bad - good lead path may be characteristic of a semiconductive resistance mechanism within the sample (Kittel, 1986), possibly indicating the presence of tetragonal YBCO. It appeared that one end of each of these samples was non-superconducting and there was significant local heating at this end while the current was increasing, thus causing the silver paste joint to pop off. These ends were examined optically up to 1500X but nothing out of the ordinary (such as cracking) was detected.

C. A. C. Susceptibility

The susceptibilities shown are external, i.e., those calculated from equations (34) and (32) with demagnetization corrections not included. Susceptibility response was not affected by the presence of the gold contacts as determined from measurements before and after applying contacts to sample 46B-C.

1. Effect of Pore Fraction

The plots of a.c. mass susceptibility versus temperature (\( \chi'_m \) and \( \chi''_m \)) at \( H_{ac} = 20 \, \text{mOe} \) and \( f = 100 \, \text{Hz} \) for the center- (C) and edge- (E) cut bars of samples 52A, 53A, 59A, and 60A are given in figures B1(a) - (h) (appendix B). Plots B1(a) - (h), all of which showed a single loss peak in the \( \chi''_m \) response, were used to derive the
information shown in figures 87 - 92 and in tables B2 - B4 (appendix B). Tables B2 - B4 give the detailed shielding and loss peak characteristics for the bars.

Figures 87 and 88 show transition temperature ($T_c$) and magnetic transition width ($\Delta T_{cm}$) versus pore fraction for the bars. Figure 89 shows % complete shielding at 77 K versus pore fraction. Figures 90 and 91 show the temperature where the loss peak center occurs, and the width of the loss peak, versus pore fraction. Both 60A-E and 60A-C generally showed poorer magnetic properties than the other bars. Thus, as was the case for the electrical properties, the sample containing the lowest pore fraction (60A) showed the poorest magnetic properties. Poorer shielding capability at most temperatures including 77 K, lower $T_c$ (for 60A-E), larger $\Delta T_{cm}$ (for 60A-C), lower temperature for initial flux penetration, lower loss peak center temperature and a wider loss peak (for 60A-C) were observed for bars cut from sample 60A as compared to the other bars. As previously discussed, a high degree of shielding at the highest possible temperature is desirable. High temperatures for the loss peak, indicating the onset of power losses as flux penetration and pinning occur, are also desirable.

Magnetic properties were also nonuniform from edge to center for sample 60A (figure 92) which indicates possible microstructural and/or compositional inhomogeneity (Clarke et al., 1989). The large $\Delta T_{cm}$'s and loss peak widths for bar 60A-C may indicate inhomogeneity within the bar itself (Clarke et al., 1989 and Ekin, 1983). Better
within-sample uniformity with respect to magnetic properties was observed for samples 52A, 53A, and 59A.

The calculated intergranular current density $j_{cJ}$ was a miniscule 0.032 A/cm$^2$ for all the bars. However, opposite to what was expected, the loss peak center temperatures (as well as the initial rise temperatures in the loss peaks) where $j_{cJ}$ is determined were 5 - 10 K lower in bars 60A-C and 60A-E than those of the other bars. It was expected that as pore fraction decreased, the increased contact area between the grains would result in higher $j_{cJ}$ and thus raise the temperature of the intergranular peak (Nikolo, 1990). The observed value of $j_{cJ}$ is several orders of magnitude less than that obtained from transport measurements. However, except for bars 60A-E and 60A-C, the temperature at which $j_{cJ}$ was determined was higher than the temperature (77 K) at which transport $J_c$ was measured. It is expected that $J_c$ will decrease with increasing temperature for YBCO (Aponte et al., 1989). Additionally, the transport measurements were made in zero field while the susceptibility measurements were made with an applied field of 20 mOe. Critical current density has previously been observed to decrease with increasing applied field (Dersch et al., 1988; Ekin, 1987; Peterson et al., 1988 and Stephens, 1989).

2. Shielding Per Unit Mass

Figure 93 indicates the relative shielding capability per unit mass for the bars. Large negative values for mass susceptibility indicate greater shielding capability. The largest negative values
were obtained for bars 52A-C and 52A-E which had the largest pore fraction (lowest bulk density). This may support contentions by Hein (1986) and Kittel et al. (1988) that a surface layer of superconducting material can provide shielding similar to that of bulk superconductors. (I.e., a fully-dense material may not be necessary for optimum a.c. shielding.)

3. Magnetic Field Dependence

Figure 94 shows the magnetic field (H_{ac}) dependence of the susceptibility measurement for a center-(C) cut from sample 46B. (Sample 46B-C appeared to be a very poor superconductor (note the low T_c) as will be discussed in more detail later.) The $\chi'_m$ transition shifted slightly to lower temperatures (by about 0.25 K) and broadened with each doubling of H_{ac}. The peak in the $\chi''_m$ response broadened with increasing H_{ac} and at the largest field (H = 80 mOe), it shifted to lower temperature as well. These results agree with previous investigations (Goldfarb et al., 1987a and 1987b and Loegel et al., 1989). This indicates the necessity of measuring the samples at the same H_{ac} in order to make valid comparisons.

4. Frequency-Dependence

Figure 95 shows the frequency dependence of the susceptibility measurement over the range 10 - 1000 Hz for bars cut from sample 52A. The $\chi'_m$ and $\chi''_m$ responses appear to be relatively frequency-independent compared to results shown by Loegel et al. (1989) over a similar frequency range for YBCO. This indicated that eddy current and surface resistance effects were negligible in this frequency
range and that losses seen in the $\chi''$ were likely to be due to hysteresis in the bulk pinning mechanism (Goldfarb et al., 1987b and Cullity, 1972).

5. Single-Loss Peak Origin

Figure 96 show the susceptibility responses of a sintered bar and the same sample in powdered form for material from sample 51A. The disappearance of the loss peak in the $\chi''_m$ response upon pulverizing (grain decoupling) may indicate that 1) the single peak seen in the $\chi''_m$ response for the sintered samples is the intergranular peak, i.e., the intragranular peak was suppressed for the sintered samples agreeing with the models from Kupfer et al. (1988a) and Clem et al. (1987) and that 2) hysteretic bulk pinning losses observed from the $\chi''_m$ response of the sintered sample are likely to be intergranular in nature (Kupfer et al., 1987). The low temperature tail of $\chi'_m$ in the powdered sample may be due to inhomogeneity (Kupfer et al., 1987).

D. Within-Sample Uniformity of Superconductor Behavior

Consider first the electrical ($J_c$ and n-value at 77 K) properties. If $J_c = 0$ for bars 53A-E and 60A-C, it is seen that $J_c$ is fairly uniform from edge-to-center for all samples. Recall that the experimental uncertainty in $J_c$ was approximately $\pm 10\%$. The n-value within-sample variation is greater, varying by as much as 33 % for sample 52A.

Consider the properties derived from a.c. susceptibility
measurements including $T_c$, $\Delta T_{cm}$, and the loss peak width. The within-sample variation of these properties was essentially zero for all samples except sample 60A which exhibited significant variations. Not surprisingly, sample 60A exhibited the worst overall superconductor behavior as previously discussed.

The nonuniformity of sample 60A is likely to originate from compositional and/or microstructural gradients as observed by Clarke et al. (1989). However, microstructural (grain size and pore fraction), compositional (x-ray diffraction and oxygen content), and single point ultrasonic velocity measurements were not able to discriminate significant differences in these variables for 60A-C and 60A-E. It is possible that 1) property-affecting microstructural and compositional (such as oxygen) gradients with respect to the variables we considered were present but occurred on a small enough scale such that they were not detectable with our analyses methods; 2) other property-affecting compositional gradients such as Si impurity gradients were present; Si content was analysed from bar-to-bar by the ICP - AES technique but the results were believed to be false and not enough bar material was left for further colorimetric analysis; and/or 3) other property-affecting compositional (such as YBCO tetragonal semiconducting phase and/or S, Ca, and Al common impurities) and microstructural gradients not considered in this investigation were present.
D. Concluding Remarks

The superconductor properties of similarly-processed, untextured YBCO specimens of pore fraction 0.10 - 0.25 were compared. From electrical and a.c. susceptibility measurements, superconductor properties including within-sample uniformity were poorest for sample 60A which contained the lowest pore fraction. Ultrasonic velocity measurements proved to be a simple, reliable and nondestructive means of estimating pore fraction due to the strong linear dependence of velocity on pore fraction. This is important if improved properties occur at an intermediate pore fraction for bulk, untextured YBCO as is indicated by this and other studies. However, neither the velocity nor the destructive measurements were able to discern the microstructural and/or compositional inhomogeneity causing the different superconducting behavior of bars 60A-C and 60A-E. The edge- and center-cut bars from samples 52A, 53A, 59A, and 60A exhibited low critical current densities (as compared to those expected for moderate intergranular coupling). The very low $J_c$'s are attributed to the presence of weak links between superconducting regions.

VI. RESULTS AND DISCUSSION 2: Spatial Variations

A. Radiographic Characterization

The x-ray radiograph negatives and films of samples 99 and 46B did not reveal any definite gray scale variation throughout the disks. Therefore, if any gross nonuniformity existed, it apparently
was below the detectability limit of conventional radiography for this material.

B. Ultrasonic Characterization

Ultrasonic scanning at a center frequency of 20 MHz was performed on several YBCO disks 1" in diameter and 85 - 95 % dense (0.15 to 0.05 pore fraction) (as described previously in the EXPERIMENTAL PROCEDURES section entitled "Ultrasonics"). All resulting velocity images were identically reproducible within 0.1 %. For all samples except one, 1) a random pattern of velocity variation was apparent in the resulting ultrasonic image and 2) the total velocity variation was on the order of 1% (normalizing the minimum and maximum velocity values to the velocity expected for a fully-dense sample, i.e., the theoretical velocity of 0.560 cm/μsec (see chapter 1)). For example, figure 97(a) shows an ultrasonic velocity image for an 8 mm by 8 mm area (measurements were made every 0.1 mm) of sample 99 (0.07 pore fraction). The lack of a regular pattern of velocity variation indicated that no regular pattern of microstructural variation existed within the sample. Thus, it was not practical to section sample 99 and the others showing random variation to determine the microstructural feature(s) responsible for the variation.

Sample 468 (0.105 pore fraction) was the one sample scanned that exhibited a regular pattern of velocity variation. Figure 98 shows the resulting images constructed from scans at the areas
identified. Scan 1 covered a 20 mm by 5 mm rectangular area (area 1) with measurements every 1 mm. Scan 2 covered a 10 mm x 10 mm square area (area 2) with measurements every 1 mm. Scan 3 covered a 6 mm x 6 mm area (area 3) that fit into the upper right hand corner of area 2 with measurements every 0.5 mm. A regular pattern of velocity variation of \(\leq 2\%\) from edge (largest velocities) to center (lowest velocities) was observed.

C. Microstructural Analysis

Sample 46B was sectioned for microstructural analysis in an attempt to determine the cause of the velocity variations (figure 72). Three thickness cross-sectional areas (figure 72(b)) were examined as previously described in the PROCEDURES section entitled "Image Analysis". Cuts 1, 2, and 3 had 0.1 mm, 1.2 mm, and 7.2 mm, respectively, of material removed from the thickness cross-section with respect to the initial center cut.

1. Grain Diameter and Grain Orientation

Within the uncertainty of the Heyn-intercept grain size measurement (approximately \(\pm 20\%\)), the mean grain diameter was constant and around 2.2 - 2.4 \(\mu m\) from left to right edge. (Note that grain size is not expected to have a major effect on elastic properties anyway (Baaklini et al., 1989; Birring et al., 1987; Papadakis, 1987 and Rice, 1977).)

Figure 99 shows grain diameter versus orientation for sample 46B for four grain/micrograph orientations. This plot shows an
almost constant grain size of approximately 2.3 μm for each orientation despite the fact that YBCO grains are severely nonequiaxed. Thus, grain orientation, which can have a significant effect on elastic properties, was not present.

2. CuO Volume Fraction and Particle Size

SEM and TEM analysis confirmed that the white spots seen during image analysis were CuO particles. For each of the three cuts, a trace amount (0.003 to 0.004 volume fraction) of CuO was present on average from left to right edge across the thickness cross-section. Average particle length and breadth were observed to be about 1 μm and 0.7 μm, respectively, irrespective of position. Particle orientation appeared random from image analysis and optical micrographs.

3. Pore Fraction and Size

SEM analysis confirmed that the black spots seen during image analysis were pores (figure 100). Figure 101 shows pore fraction versus position for the three cuts. Figure 101(a) shows a significant systematic mean pore fraction variation from 0.10 at the edge to 0.15 in the center for cut 1 (0.1 mm from the midplane). Figures (b) and (c) both show an essentially uniform pore fraction of 0.09 to 0.10 for cuts 2 (1.2 mm from the midplane) and 3 (7.2 mm from the midplane). On average for each of three cuts, pore length and breadth were observed to be about 1.8 μm and 1 μm, respectively, irregardless of position. Pore orientation appeared random from image analysis and optical micrographs.
D. Correlation of Microstructural and Ultrasonic Results

To summarize the microstructural results for sample 46B, CuO volume fraction, CuO particle size, pore size and grain size were, on average, independent of position from left to right edge. Grain size was also independent of orientation. Pore fraction was the only microstructural variable that exhibited significant, systematic average variation. This pore fraction variation occurred in cut 1 and ranged on average from 0.10 (edge) to 0.15 (center). Pore fraction was uniform from edge to center in cuts 2 and 3. Based on the fact that velocity decreases with increasing pore fraction for YBCO as established in chapter 1, the pore fraction results from cut 1 are consistent with the velocity image shown in figure 98(a). Concerning cut 1, figures 98(a) and 101(a) show that higher velocities correspond to lower pore fractions at the sample edges and lower velocity corresponds to higher pore fraction at the sample center. For cut 3, the uniform pore fraction seen from edge to center agrees with the nearly uniform velocity seen across the top of the velocity image shown in figure 98(b). From the microstructural results of cuts 1 and 3, and the velocity versus pore fraction relationship established in chapter 1 for YBCO (see figure 59 in chapter 1), it appears that the velocity variations seen in the images of figure 98 result from pore fraction variations. This conclusion is summarized in figure 102 and agrees with conclusions of Generazio et al. (1988) and Kunnerth et al. (1989) for velocity variations seen in SiC.
Based on the velocity image shown in figure 98(a), systematic pore fraction variations similar (although maybe not quite as large) to those seen for cut 1 might have been expected for cut 2 since cut 2 was only about 1 mm away from cut 1. The expected pore fraction variation may have been seen at a plane on either side of, and 100 μm from, cut 2, for example. This illustrates the difficulty involved in absolute correlations between ultrasonic image results and microstructural results. The ultrasonic image represents averaged microstructural information in the volume of sample probed and provides a three-dimensional capability that optical microscopy does not. Theoretically, for absolute correlation, all two-dimensional thickness cross-sections would have to be optically examined and the stereological parameters quantified and averaged at each plane. Additional difficulties concerning correlations arise due to the uncertainty in the location and width of the ultrasonic beam used to approximate the volume of sample probed (Lempriere, 1989).

From figure 59 in chapter 1, it was determined that a 1% increase in percent porosity resulted in about a 1.3% decrease in percent theoretical velocity for YBCO. Considering just the pore fraction results from cut 1 in sample 46B, a 5% increase in percent porosity was apparent corresponding to a 1.5 - 2% decrease in velocity from edge to center (figure 102). About a 6 - 7% decrease in velocity would have been expected considering the former result from chapter 1. The discrepancy can be explained by noting that the average pore fraction in the volume of sample probed should be
considered, not just the pore fraction in one two-dimensional plane. For example, if the pore fraction results of cuts 1 and 2 are averaged, a 3% increase in percent porosity corresponding to the 1.5 - 2% decrease in velocity results from edge to center (figure 103) which is more consistent with the relation established in chapter 1.

E. Further Microstructural Considerations

Analyzing 1 horizontal plane from left to right edge across the thickness cross-section would possibly have provided unrepresentative information compared to the average of 21 planes covering top-to-bottom for any of the stereological parameters examined. Figure 104 illustrates this by showing pore fraction versus position along the edge of the semicircular section of sample 46B as indicated in figure 72(a). This edge position corresponded to one horizontal plane in the thickness cross-section of cut 1. No regular variation from edge to center is indicated.

Several of what appeared to be second-phase inclusions about 100 μm in diameter (figure 105) were seen in the thickness cross-sections examined. From back-scatter electron microscopy, and energy and wavelength dispersive spectrometry (EDS and WDS, respectively), these inclusions appeared to be composed of a white CuO finger-like structure surrounding a gray Si-O oval structure. Some Si signal was observed on random fracture surfaces of sample 46B as well. However, no source of Si contamination could be pinpointed. The starting and ball-milled YBCO powders were found to
contain less than 0.04 weight percent Si from colorimetry while the sintered sample after ultrasonics was found to contain about 0.45 weight percent Si. Some leakage of ultrasonic couplant (Dow Corning 704 diffusion pump fluid containing Si) into pores may have occurred. However, another YBCO disk of 90% theoretical density was found to gain only 0.00015 grams (0.002 weight percent) after a similar ultrasonic scanning procedure. Another possible source of Si contamination was the diamond extender fluid used during polishing (after ultrasonic scanning) in preparation for microstructural analysis. The value of bulk density obtained from the dry-weight dimensional measurement of sample 46B (5.71 g/cm$^3$, 89.5% of theoretical density) was essentially identical to that calculated from pore fraction measurements (5.72 g/cm$^3$) (assuming a unit cell density of 6.38 g/cm$^3$ for YBCO). This indicated a negligible formation of additional solid phase. In any case, if the Si contamination occurred during processing, and the Si / Si-O inclusions were thus solid, it is unlikely that velocity was significantly affected because the volume fraction of Si was so small (especially when compared to the pore fraction).

Residual stresses are likely to exist in YBCO (Fisher, 1975) but their variation and resulting effect on velocity were not considered in this investigation. Velocity changes on the order of only 0.15% (steel) (Shyne et al., 1981) and 0.025% (aluminum) (Zeiger et al., 1982) have been measured for specimens stressed up to 200 MPa.
F. Microstructural and Compositional Analysis of Edge and Center Pieces

Because of the variation seen in both the ultrasonic image and the pore fraction from edge (E) to center (C) for sample 46B, bars at edge and center locations were cut from the other, still-intact half of the sample (figure 72(a)). The bars were lightly ground on the polished surface to remove possible contaminants from polishing and then ultrasonically cleaned in ethanol. They then underwent superconductor measurements and microstructural and compositional analysis. The results of microstructural and compositional analysis of bars 46B-C and 46B-E are presented in table 11 and figures 106 and 107. No significant differences were noted in either the unit cell parameters, grain size or oxygen content determined from the different methods for bars 46B-C and 46B-E. The weight percents of Y, Ba, and Cu were measured on random pieces from sample 46B using the ICP-AES method with the resulting ratio 1:2:3. Surface macrocracks were evident on the received sample but were not apparent after machining. The weight percent oxygen as determined from inert gas fusion gave smaller values with larger scatter than those seen for the bars cut from samples 52A, 53A, 59A, and 60A. This may have indicated some oxygen deficiency and/or oxygen content inhomogeneity. However, most other experimental measurements indicated the orthorhombic phase for bars 46B-C and 46B-E. These measurements included 1) the oxygen content obtained from the Wolf et al. (1988) and Ono (1987) relations, 2) significant twinning of the
YBCO grains (figure 106), and 3) the relative intensities of the two peaks at $2\theta = 32.5^\circ - 33^\circ$ in the x-ray diffraction pattern. The orthorhombic II (OII) phase characterized by $a < b < c/3$ was not observed.

G. Superconductor Behavior of Edge and Center Pieces

The results of a.c. mass (external) susceptibility ($\chi'_m$ and $\chi''_m$) and electrical tests are given in figure 108 and table 12. The susceptibility was run under the same conditions as those previously described in chapter 1 for samples 52A, 53A, 59A, and 60A. The uncertainty in the susceptibility values was approximately 6% mainly due to the uncertainty in the measurement of the bar dimensions. Both pieces exhibited poorer properties than those seen for the bars cut from samples 52A, 53A, 59A, and 60A in chapter 1. Markedly different behavior was observed for bars 46B-C and 46B-E. Considering the $\chi'_m$ response, bar 46B-C exhibited a $T_c = 75$ K and a relatively sharp transition width ($\Delta T_{cm}$) of 4 K. Bar 46B-E exhibited a higher $T_c$ of about 86 K and a broader, double-sloped transition of about 16.5 K. A single peak was observed in the $\chi''_m$ response of bar 46B-C while dual peaks were observed in the $\chi''_m$ response of bar 46B-E.

Bar 46B-E was the only sample in the entire investigation to exhibit two distinct peaks in $\chi''_m$ and a coinciding severe slope change in $\chi'_m$. Using the model previously presented (BACKGROUND section entitled "Critical Current Density from A.C."
Susceptibility"), $j_{cd}(67.5) = 0.14 \text{ A/cm}^2$ for bar 46B-C while $j_{cd}(70) = 0.14 \text{ A/cm}^2$ and $j_{cd}(84) = 124 \text{ A/cm}^2$ for bar 46B-E.

Two distinct peaks in $\chi''_m$ and an accompanying slope change in $\chi'_m$ may also indicate 1) two distinct superconducting components (Goldfarb et al., 1987a) with $T_c$'s indicated by the temperature at the center of the loss ($\chi''_m$) peak or 2) the presence of impurities (Hein et al., 1989). For bar 46B-E, $T_c$'s of the 2 possible phases would be 84 K and 70 K, respectively. The presence of two phases with very different $T_c$'s supports the possibility of oxygen inhomogeneity in the sample since $T_c$ is so critically dependent on oxygen content (Beyers et al., 1989).

Concerning electrical behavior at 77 K, for a range of applied current (5 - 17 mA), both bars were resistive and ohmic. The resistivities of bars 46B-C and 46B-E were $2.15 \times 10^{-3} \Omega \text{-cm}$ and $7.06 \times 10^{-4} \Omega \text{-cm}$, respectively (using the bulk dimensions for the resistivity ($\rho = R*A/l$) calculation). A similar resistivity was obtained for bar 46B-E when retested with $\mu$A currents. Bar 46B-C being resistive at 77 K was expected since the magnetic transition onset did not occur until 75 K. (In many cases, the bulk of the magnetic transition takes place at lower temperatures than where zero resistance first occurs (Hein et al., 1989).) However, it was unexpected that bar 46B-E would be resistive at 77 K since its magnetic transition onset was near 85K. The fact that the resistivity of bar 46B-C was three times larger (worse) than that of bar 46B-E is consistent with the poorer magnetic behavior exhibited
by bar 46B-C.

As for sample 60A, the within-sample property nonuniformity seen for sample 46B is likely to originate from compositional and/or microstructural nonuniformity / gradients (Clarke et al. (1989)). The exact cause of the nonuniform behavior as well as the generally poor superconducting behavior for the bars cut from sample 46B cannot be pinpointed from the microstructural and compositional analysis. The scatter in the oxygen content data obtained from inert gas fusion may have indicated some oxygen content deficiency and/or inhomogeneity resulting in poorer and/or inhomogeneous superconductor behavior. Some degradation of properties may have occurred during ultrasonic scanning and/or subsequent polishing (in preparation for microstructural analysis) of the sample. However, the ultrasonic couplant and polishing compounds / fluid were non-aqueous so as to avoid any significant YBCO reaction with water, and the bars were ground and ultrasonically cleaned in fresh ethanol to remove any contamination before superconductor testing. Furthermore, similarly-dense sample 99 underwent machining and ultrasonic scanning with $T_c$ remaining around 90 K after these procedures (Roth et al., 1990c). Any moisture degradation results in oxygen loss and the formation of $Y_2BaCuO_5$, Ba(OH)$_2$ and CuO. The former two compounds were not detectable with x-ray diffraction and only a very small amount (about 0.03 volume fraction) of the latter compound was detected from image analysis. In any case, the entire sample and cut bars experienced the same respective procedures prior to
superconductor testing so that any property degradation due to preparation should have been uniform. Thus, it is believed that the within-sample nonuniformity of superconductor behavior was not caused by these procedures (although the poorer properties in general may have been). Further possibilities regarding within-sample property nonuniformity were given in the RESULTS AND DISCUSSION 1 section regarding sample 60A.

Microcracks possibly introduced during cutting of the bars may have caused resistive behavior at 77K. The effect of microcracks on susceptibility response is unknown. However, similar cutting procedures were used for the bars cut from samples 52A, 53A, 59A, and 60A, and the former three generally exhibited better susceptibility response than did bars 46B-C and 46B-E.

Samples 46B and 60A, containing almost identical pore fraction (approximately 0.10), exhibited significant susceptibility behavior nonuniformity from edge to center and poorer electrical characteristics overall than samples 52A, 53A, 59A which contained larger pore fractions. Additionally, previous results on YBCO samples near 0.10 pore fraction (Alford et al., 1988a and Clarke et al., 1989) showed poorer superconducting behavior than samples of higher pore fractions. Thus, evidence to date indicates that improved properties are obtained for YBCO samples of intermediate pore fraction. This behavior is opposite to what is expected considering the models of Ekin (1987) and Evetts et al. (1989) and indicates the presence of some compositional and/or microstructural
anomaly (as previously discussed) preventing improved behavior at lower pore fractions.

H. Concluding Remarks

Spatial variations in microstructure and superconductor properties for YBCO samples were investigated. Ultrasonic scanning at increments of 1 mm revealed microstructural nonuniformity within a YBCO sample of 0.105 pore fraction. From destructive examination using quantitative optical image analysis, it was determined that edge (center) areas in the sample containing low pore fraction (high pore fraction) corresponded to high (low) velocity regions in the ultrasonic image. Bars cut from the sample at the low and high velocity regions exhibited significantly different magnetic shielding and A.C. loss behavior. Thus, the velocity image revealed microstructural variations that correlated with variations in superconductor behavior. Similar within-sample nonuniform superconducting behavior has been seen for YBCO samples of comparable pore fraction.

VII. RESULTS AND DISCUSSION 3: Oxygen Content Effects

Density is not normalized to pore fraction in this experiment because oxidized / reduced samples may be wholly or partly tetragonal and cannot be assumed to have the same theoretical density of 6.38 g/cm³ (as orthorhombic YBCO).
A. Specimen Characterization

Tables 13 - 15 show the microstructural, compositional, elastic, and superconducting characteristics of the YBCO samples examined. Table 16 summarizes the changes in oxygen content, structure, superconducting behavior, density, velocity and elastic modulus of the samples after undergoing reduction and oxidation treatments. Figures 109 and 110 show optical micrographs of the grain (1500X) and porosity (400X) distributions for polished sections of sample 51A after oxidation and reduction treatments. Figure 111 shows x-ray diffraction patterns for sample 51A after the treatments.

The following comments generally apply to all of the samples except where noted. From x-ray diffraction results, the structure transformed from orthorhombic to tetragonal upon reduction and tetragonal to orthorhombic upon oxidation. The two peaks at $2\theta = 32.5^\circ - 33^\circ$ was seen to reverse in relative intensity and the unit cell parameters changed as expected upon structure transformation. Oxygen content decreased upon reduction and increased upon oxidation. Data obtained from inert gas fusion appeared to give larger absolute oxygen weight percents than expected as was seen previously in EXPERIMENT 2. However, the direction and magnitude of change appeared reasonable. Oxygen atom values obtained from the Wolf et al. (1988) and Ono (1987) relations (using the c-axis length determined from x-ray diffraction) yielded values close to those expected for samples undergoing oxidation / reduction. Oxygen
content changed most drastically (a 10% decrease) for sample 51A upon reduction.

Bulk density generally decreased (decrease in mass and increase in volume) upon reduction and increased (increase in mass and decrease in volume) after oxidation, as expected. A 4% decrease in theoretical density is expected after reduction for the case where the oxygen stoichiometry decreases from 7 to 6. An exception occurred for sample 51A where density remained approximately constant upon reoxidation. From Heyn-intercept (ASTM E112-85) measurements at local areas, mean grain size was not found to change after the various treatments. A 2% increase in grain volume (less than a 1% increase in linear dimension) is expected upon reduction for the case where the oxygen stoichiometry decreases from 7 to 6. Twinning, not observed before oxidation and after reduction, was apparent after oxidation.

From the optical micrographs, it appeared that pore distribution (size and fraction) generally appeared to remain constant before and after reduction and oxidation treatments. In general for these specimens, the peak treatment temperature (around 800 °C) was lower than the sintering temperature where significant continuous grain growth resulting in pore fraction reductions (densification) occurred. (This is not to say that some grain growth could not have occurred. For example, during secondary recrystallization, a small fraction of grains grow to a large size and the pore distribution remains relatively unchanged (Kingery et
al., 1976). However, densification of sample 52A (the lowest density sample) beyond that expected for the tetragonal to orthorhombic transformation occurred.

B. **Velocity and Elastic Modulus**

Longitudinal wave ultrasonic velocity (center frequency = 5 MHz) obtained at one location generally decreased upon reduction and increased upon oxidation. In this manner, velocity increased with increasing oxygen content and density as expected. Velocity changes accompanied structure change and the superconductor-normal transformation. An exception to this occurred for the first oxidation of sample 51A where velocity remained constant even though oxygen content and density increased, and transformations in structure and superconducting behavior were observed. This result was unexpected and may indicate some competing effects of density and oxygen content on velocity. An increase in velocity was noted upon reoxidation of sample 51A where oxygen content increased 1% but density did not increase.

The effective elastic modulus (equation (1)) decreased upon reduction and increased upon oxidation, indicating that the structure stiffens with the addition of oxygen. Sample 52A (the lowest density sample), showed the greatest changes in velocity and modulus upon oxidation. Since in most instances, bulk density changed with changes in oxygen content, and velocity is strongly dependent on density, the dependence of velocity on oxygen content
in YBCO was difficult to quantify in this study.

C. Superconductor Behavior from A.C. Susceptibility

Figure 112 shows the a.c. mass (external) susceptibility versus temperature for sample 51A after oxidation and reduction treatments. From a.c. susceptibility measurements \( x' / m \), the normal-to-superconducting transition was not observed for the reduced and unoxidized samples except for 59A which had a \( T_c \) about 40 K upon reduction. In the latter case, it is likely that the orthorhombic structure was transformed to the orthorhombic II (OII) phase characterized by 6.5 < \( \theta \) < 6.8 and poorer superconducting properties upon reduction. The reason why this occurred for sample 59A and not for samples 53A, 60A and 51A is unknown. After oxidation, all samples were superconducting with \( T_c \) about 90 K. However, reoxidation of sample 51A lowered the transition by about 10 K and broadened the transition. This may have resulted due to the transformation of some orthorhombic material to the overoxygenated, semiconducting tetragonal \( T' \) phase.

D. Ultrasonic Scanning

Figure 113 shows ultrasonic velocity images (center frequency = 10 MHz) obtained over a 3 mm by 5 mm region (measurements made every 0.5 mm) of a disk cut from sample 51A after oxidation and reduction treatments. (Scans were not performed after the initial oxidation on this region of sample 51A). Total velocity variation was less than 1
% for each case. The same global pattern of velocity variation was evident with the highest (lower portion of image) and lowest (upper portion of image) velocity regions remaining intact after the treatments. This supports optical microscopy results showing that pore (fraction and size) distribution was not significantly altered during the treatments. Had pore distribution been significantly altered, it is believed that the velocity image would have changed much more drastically as was shown previously by Generazio et al. (1989a) for step-sintered SiC samples. The most significant global velocity changes appeared to occur upon reduction where the total velocity variation doubled from 0.4 % to 0.8 % accompanying a 10 % decrease in oxygen content. The mean, minimum, and maximum velocity values changed in an almost identical fashion to that shown for the point measurements (table 16) after the treatments for sample 51A.

E. Concluding Remarks

The effect of changes in oxygen content on elastic behavior for YBCO was investigated. Changes in superconducting behavior were observed consistent with oxidation and reduction treatments performed. Velocity increases generally accompanied oxygen content increases, and this behavior was reversible. Therefore, ultrasonic velocity showed potential as a monitor of oxygen content and thus superconducting behavior. Elastic modulus increased with increasing oxygen content indicating a stiffening of the structure with the addition of oxygen; these changes were also reversible. Global
patterns in the velocity images stayed approximately the same after oxidation and reduction treatments. This correlated with destructive measurements showing insignificant changes in the pore distribution.

VIII. CONCLUSIONS

The purpose of this dissertation was to 1) characterize the effect of pore fraction on a comprehensive set of electrical and magnetic properties for the yttrium-barium-copper-oxide high temperature ceramic superconductor and 2) determine the viability of using a room-temperature, nondestructive characterization method to aid in the prediction of superconducting (cryogenic) properties. The latter involved correlating ultrasonic velocity measurements at room temperature with property-affecting pore fraction and oxygen content variations. To this end:

1. A review, model and statistical analysis of the ultrasonic velocity method for estimating the pore fraction in polycrystalline materials was presented. First, a semi-empirical model was developed showing the origin of the linear relationship between ultrasonic velocity and pore fraction. Then, from a compilation of data produced by many researchers, scatter plots of velocity versus percent porosity data were shown for Al₂O₃, CuO, MgO, porcelain-based ceramics, PZT, SiC, Si₃N₄, steel, tungsten, UO₂, (U₀.₃₀Pu₀.₇₀)C, and YBa₂Cu₃O₇₋ₓ. Linear regression analysis produced slope, intercept, correlation coefficient, level of significance, and confidence
interval statistics for the data. Velocity values predicted from regression analysis for fully-dense materials were in good agreement with those calculated from elastic properties. The estimation of batch-to-batch, sample-to-sample, and within-sample variations in pore fraction for a material can be accomplished with ultrasonic velocity measurements if reasonable confidence exists in the velocity versus percent porosity linear relationship.

2. The superconductor properties of similarly-processed, untextured YBCO specimens of pore fraction 0.10 - 0.25 were compared. From electrical and a.c. susceptibility measurements, superconductor properties including within-sample uniformity were poorest for the sample containing the lowest (0.10) pore fraction. Ultrasonic velocity measurements proved to be a simple, reliable and nondestructive means of estimating pore fraction due to the strong linear dependence of velocity on pore fraction. This is important if improved properties occur at intermediate pore fraction for bulk, untextured YBCO as is presently indicated by this and other studies. Neither the velocity nor the destructive measurements were able to discern the microstructural and/or compositional inhomogeneity causing the different superconducting behavior of edge- and center-cut bars from the sample containing the lowest pore fraction. The bars cut from all samples exhibited low critical current densities (as compared to those expected for moderate intergranular coupling). The very low $J_c$'s are attributed to the presence of weak
links between superconducting regions.

3. Spatial variations in microstructure and superconductor properties for YBCO samples were investigated. Ultrasonic scanning at increments of 1 mm revealed microstructural nonuniformity within a YBCO sample containing 0.105 pore fraction. From destructive examination using quantitative optical image analysis, it was determined that edge (center) areas in the sample containing low pore fraction (high pore fraction) corresponded to high (low) velocity regions in the ultrasonic image. Bars cut from the sample at the low and high velocity regions exhibited significantly different magnetic shielding and A.C. loss behavior. Thus, the velocity image revealed microstructural variations that correlated with variations in superconductor behavior. Similar within-sample nonuniform superconducting behavior has been seen for YBCO samples of comparable pore fraction.

4. The effect of changes in oxygen content on elastic behavior for YBCO was investigated. Changes in superconducting behavior were observed consistent with oxidation and reduction treatments performed. Velocity increases generally accompanied oxygen content increases, and this behavior was reversible. Therefore, ultrasonic velocity showed potential as a monitor of oxygen content and thus superconducting behavior. Elastic modulus increased with increasing oxygen content indicating a stiffening of the structure with the
addition of oxygen; these changes were also reversible. Global patterns in the velocity images stayed approximately the same after oxidation and reduction treatments. This correlated with destructive measurements showing insignificant changes in the pore distribution.

5. Ultrasonic velocity measurements proved to be a simple and reproducible means of distinguishing specimens on the basis of pore fraction and oxygen content changes and were thus useful for aiding in superconducting behavior prediction. Global determinations of sample uniformity from velocity imaging proved useful in predicting nonuniform superconducting behavior and examining microstructural change during processing. These nondestructive, room-temperature methods are likely to prove useful in the examination of all bulk, high temperature superconductor materials including textured (higher-\(J_c\)) materials having more commercial potential than the untextured materials of this study.

IX. FUTURE RESEARCH POSSIBILITIES

Several future directions of research can be defined based on this work. These include 1) comparisons of velocity versus pore fraction relations obtained from the semi-empirical model presented in chapter 1 with those obtained from multiple scattering calculations (Truell et al., 1969); 2) further attempts at the correlation of spatial variations from ultrasonic velocity imaging with superconductor behavior variations and the underlying
microstructural/compositional causes of the variability; 3) ultrasonic attenuation imaging in YBCO and its correlation with velocity imaging, superconductor behavior and destructive results; 4) in-situ (cryogenic) ultrasonic examination of superconductors to determine and correlate with any degradation in superconductor performance as it occurs; 5) ultrasonic examination of YBCO specimens of the same pore fraction but different oxygen contents so that the effect of oxygen content on ultrasonic velocity can be more distinctly defined; 6) in-situ ultrasonic monitoring of the oxidation of YBCO, so that structural changes can be studied as they occur, and for process control so the optimum oxygen content can be obtained consistently if velocity versus oxygen content relations are well-defined.
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XII. FIGURES
Figure 1. - Longitudinal velocity versus percent porosity for Al₂O₃ (ref. 24).
Velocity = -0.018 x percent porosity + 1.09.
Percent theoretical velocity = -1.65 x percent porosity + 100.
Correlation coefficient = -0.999.

Figure 2. - Longitudinal velocity versus percent porosity for Al₂O₃ (ref. 25).
Velocity = -0.019 x percent porosity + 1.13.
Percent theoretical velocity = -1.64 x percent porosity + 100.
Correlation coefficient = -0.992.

Figure 3. - Longitudinal velocity versus percent porosity for Al₂O₃ (ref. 16).
Velocity = -0.007 x percent porosity + 1.00.
Percent theoretical velocity = -0.736 x percent porosity + 100.
Correlation coefficient = -0.962.
Figure 4. - Longitudinal velocity versus percent porosity for Al₂O₃ (ref. 26).
Velocity = -0.004 x percent porosity + 1.01.
Percent theoretical velocity = -0.377 x percent porosity + 100.
Correlation coefficient = -0.698.

Figure 5. - Longitudinal velocity versus percent porosity for Al₂O₃ (refs. 16, 24 to 26).
Velocity = -0.016 x percent porosity + 1.10.
Percent theoretical velocity = -1.43 x percent porosity + 100.
Correlation coefficient = -0.949.

Figure 6. - Shear velocity versus percent porosity for Al₂O₃ (ref. 27).
Velocity = -0.003 x percent porosity + 0.669.
Percent theoretical velocity = -0.477 x percent porosity + 100.
Correlation coefficient = -0.936.
Figure 7. - Shear velocity versus percent porosity for Al₂O₃ (ref. 24).
Velocity = −0.012 x percent porosity + 0.655.
Percent theoretical velocity = −1.87 x percent porosity + 100.
Correlation coefficient = −1.00.

Figure 8. - Shear velocity versus percent porosity for Al₂O₃ (ref. 25).
Velocity = −0.010 x percent porosity + 0.666.
Percent theoretical velocity = −1.55 x percent porosity + 100.
Correlation coefficient = −0.987.

Figure 9. - Shear velocity versus percent porosity for Al₂O₃ (ref. 16).
Velocity = −0.004 x percent porosity + 0.628.
Percent theoretical velocity = −0.682 x percent porosity + 100.
Correlation coefficient = −0.990.
Figure 10. - Shear velocity versus percent porosity for Al$_2$O$_3$ (refs. 16, 24, 25, 27).
Velocity = $-0.009 \times$ percent porosity $+ 0.693$.
Percent theoretical velocity = $-1.35 \times$ percent porosity $+ 100$.
Correlation coefficient = $-0.910$.

Figure 11. - Ultrasonic velocity versus percent porosity for Al$_2$O$_3$ (refs. 16, 24 to 27).

Figure 12. - Longitudinal velocity versus percent porosity for CuO (ref. 28).
Velocity = $-0.006 \times$ percent porosity $+ 0.474$.
Percent theoretical velocity = $-1.34 \times$ percent porosity $+ 100$.
Correlation coefficient = $-0.990$. 
Figure 13. - Longitudinal velocity versus percent porosity for "green" MgO (ref. 29).
Velocity = -0.018 x percent porosity + 0.817.
Correlation coefficient = -1.00.

Figure 14. - Longitudinal velocity versus percent porosity for porcelain (ref. 7).
Velocity = -0.013 x percent porosity + 0.728.
Percent theoretical velocity = -1.78 x percent porosity + 100.
Correlation coefficient = -0.994.

Figure 15. - Shear velocity versus percent porosity for porcelain (ref. 7).
Velocity = -0.009 x percent porosity + 0.448.
Percent theoretical velocity = -1.93 x percent porosity + 100.
Correlation coefficient = -0.998.
Figure 16. - Ultrasonic velocity versus percent porosity for porcelain (ref. 7).

Velocity = (1.006 x percent porosity) + 0.618.
Percent theoretical velocity = (1.935 x percent porosity) + 100.
Correlation coefficient = 0.987.

Figure 17. - Longitudinal velocity versus percent porosity for porcelain (ref. 30).

Velocity = (1.002 x percent porosity) + 0.611.
Percent theoretical velocity = (1.312 x percent porosity) + 100.
Correlation coefficient = 0.967.

Figure 18. - Longitudinal velocity versus percent porosity for porcelain P1 (ref. 31).

Velocity = (1.002 x percent porosity) + 0.811.
Percent theoretical velocity = (0.912 x percent porosity) + 100.
Correlation coefficient = 0.586.
Figure 19. Longitudinal velocity versus percent porosity for porcelain P2 (ref. 31).
Velocity = -0.005 x percent porosity + 0.615.
Percent theoretical velocity = -0.740 x percent porosity + 100.
Correlation coefficient = -0.983.

Figure 20. Longitudinal velocity versus percent porosity for porcelain T1 (ref. 3).
Velocity = -0.001 x percent porosity + 0.623.
Percent theoretical velocity = -0.167 x percent porosity + 100.
Correlation coefficient = -0.894.

Figure 21. Longitudinal velocity versus percent porosity for porcelain T2 (ref. 31).
Velocity = -0.001 x percent porosity + 0.626.
Percent theoretical velocity = -0.121 x percent porosity + 100.
Correlation coefficient = -0.947.
Figure 22. - Longitudinal velocity versus percent porosity for unpoled PZT4 (ref. 8).
Velocity = -0.007 x percent porosity + 0.443.
Percent theoretical velocity = -1.68 x percent porosity + 100.

Figure 23. - Longitudinal velocity versus percent porosity for poled PZT4 (ref. 8).
Velocity = -0.009 x percent porosity + 0.483.
Percent theoretical velocity = -1.93 x percent porosity + 100.

Figure 24. - Ultrasonic velocity versus percent porosity for PZT 4 (ref. 8).
Figure 25. - Longitudinal velocity versus percent porosity for unpoled PZT5 (ref. 8).
Velocity = -0.008 x percent porosity + 0.443.
Percent theoretical velocity = -1.85 x percent porosity + 100.

Figure 26. - Longitudinal velocity versus percent porosity for poled PZT5 (ref. 8).
Velocity = -0.010 x percent porosity + 0.486.
Percent theoretical velocity = -2.12 x percent porosity + 100.

Figure 27. - Ultrasonic velocity versus percent porosity for PZT5 (ref. 8).
Figure 28. - Longitudinal velocity versus percent porosity for unpoled PZT7 (ref. 8).

Velocity = 0.004 \times \text{percent porosity} + 0.464.

Percent theoretical velocity = 0.760 \times \text{percent porosity} + 100.

Figure 29. - Longitudinal velocity versus percent porosity for poled PZT7 (ref. 8).

Velocity = -0.005 \times \text{percent porosity} + 0.494.

Percent theoretical velocity = -0.952 \times \text{percent porosity} + 100.

Figure 30. - Ultrasonic velocity versus percent porosity for PZT7 (ref. 8).

Velocity curves for unpoled and poled PZT7.
Figure 31. - Ultrasonic velocity versus percent porosity for unpoled PZT (ref. 8).

Figure 32. - Ultrasonic velocity versus percent porosity for poled PZT (ref. 8).

Figure 33. - Longitudinal velocity versus percent porosity for green SiC (ref. 32).

Velocity $= -0.007 \times$ percent porosity + 0.464.
Correlation coefficient = $-0.974$. 
Figure 34. - Longitudinal velocity versus percent porosity for SIC (ref. 33).
Velocity = -0.014 x percent porosity + 1.23.
Percent theoretical velocity = -1.16 x percent porosity + 100.
Correlation coefficient = -0.993.

Figure 35. - Longitudinal velocity versus percent porosity for SIC (ref. 34).
Velocity = -0.011 x percent porosity + 1.21.
Percent theoretical velocity = -0.916 x percent porosity + 100.
Correlation coefficient = -0.999.

Figure 36. - Longitudinal velocity versus percent porosity for SIC (ref. 35).
Velocity = -0.011 x percent porosity + 1.22.
Percent theoretical velocity = -0.883 x percent porosity + 100.
Correlation coefficient = -0.957.
Figure 37. Longitudinal velocity versus percent porosity for SIC (refs. 33 to 35).
Velocity = -0.011 x percent porosity + 1.22.
Percent theoretical velocity = -0.912 x percent porosity + 100.
Correlation coefficient = -0.964.

Figure 38. Shear velocity versus percent porosity for SIC (ref. 26).
Velocity = -0.009 x percent porosity + 0.786.
Percent theoretical velocity = -1.16 x percent porosity + 100.
Correlation coefficient = -0.991.

Figure 39. Ultrasonic velocity versus percent porosity for SIC (refs. 26, 33 to 35).
Figure 40. - Longitudinal velocity versus percent porosity for Si₃N₄ (ref. 36).
Velocity = -0.015 x percent porosity + 1.11.
Percent theoretical velocity = -1.34 x percent porosity + 100.

Figure 41. - Longitudinal velocity versus percent porosity for Si₃N₄ (ref. 37).
Velocity = -0.016 x percent porosity + 1.14.
Percent theoretical velocity = -1.41 x percent porosity + 100
Correlation coefficient = -0.997.

Figure 42. - Longitudinal velocity versus percent porosity for Si₃N₄ (ref. 38).
Velocity = -0.013 x percent porosity + 1.12.
Percent theoretical velocity = -1.15 x percent porosity + 100
Correlation coefficient = -0.991.
Figure 43. - Longitudinal velocity versus percent porosity for Si$_3$N$_4$ (refs. 36 to 38).
Velocity $= -0.014 \times$ percent porosity $+ 1.12$.
Percent theoretical velocity $= -1.27 \times$ percent porosity $+ 100$
Correlation coefficient $= -0.981$.

Figure 44. - Shear velocity versus percent porosity for Si$_3$N$_4$ (ref. 37).
Velocity $= -0.008 \times$ percent porosity $+ 0.652$.
Percent theoretical velocity $= -1.18 \times$ percent porosity $+ 100$
Correlation coefficient $= -0.991$.

Figure 45. - Shear velocity versus percent porosity for Si$_3$N$_4$ (ref. 38).
Velocity $= -0.007 \times$ percent porosity $+ 0.675$.
Percent theoretical velocity $= -1.10 \times$ percent porosity $+ 100$
Correlation coefficient $= -0.984$. 
Figure 46. - Shear velocity versus percent porosity for Si$_3$N$_4$ (refs. 37, 38).

Velocity = -0.007 x percent porosity + 0.645.
Percent theoretical velocity = -1.07 x percent porosity + 100
Correlation coefficient = -0.973.

Figure 47. - Ultrasonic velocity versus percent porosity for Si$_3$N$_4$ (refs. 36 to 38).

Figure 48. - Longitudinal velocity measured in the A direction versus percent porosity for steel (ref. 39).

Velocity = -0.007 x percent porosity + 0.563.
Percent theoretical velocity = -1.19 x percent porosity + 100.
Correlation coefficient = -0.972.
Figure 49. - Longitudinal velocity measured in the B direction versus percent porosity for steel (ref. 39).
Velocity = -0.009 x percent porosity + 0.588.
Percent theoretical velocity = -1.53 x percent porosity + 100.
Correlation coefficient = -0.985.

Figure 50. - Longitudinal velocity measured in the C direction versus percent porosity for steel (ref. 39).
Velocity = -0.009 x percent porosity + 0.590.
Percent theoretical velocity = -1.48 x percent porosity + 100.
Correlation coefficient = -0.996.

Figure 51. - Ultrasonic velocity versus percent porosity for steel (ref. 39).
Figure 52. - Longitudinal velocity versus percent porosity for tungsten (ref. 2) with Kenna nominal 4 μm starting powder size.

Velocity = -0.005 x percent porosity + 0.520.
Percent theoretical velocity = -0.939 x percent porosity + 100.
Correlation coefficient = -0.960.

Figure 53. - Longitudinal velocity versus percent porosity for tungsten (ref. 2) with General Electric nominal 4 μm starting powder size.

Velocity = -0.006 x percent porosity + 0.556.
Percent theoretical velocity = -1.13 x percent porosity + 100.
Correlation coefficient = -0.918.

Figure 54. - Longitudinal velocity versus percent porosity for tungsten (ref. 2) with General Electric nominal 18 μm starting powder size.

Velocity = -0.008 x percent porosity + 0.554.
Percent theoretical velocity = -1.38 x percent porosity + 100.
Correlation coefficient = -0.992.
Figure 55. - Longitudinal velocity versus percent porosity for tungsten (ref. 2).
Velocity = -0.006 x percent porosity + 0.533.
Percent theoretical velocity = -1.11 x percent porosity + 100.
Correlation coefficient = -0.916.

Figure 56. - Longitudinal velocity versus percent porosity for UO$_2$ (ref. 40).
Velocity = -0.008 x percent porosity + 0.550.
Percent theoretical velocity = -1.49 x percent porosity + 100.
Correlation coefficient = -0.997.
Figure 58. - Longitudinal velocity versus percent porosity for (U0.30 Pu0.70)C (ref. 41).
Velocity = -0.004 x percent porosity + 0.460.
Percent theoretical velocity = -0.959 x percent porosity + 100.
Correlation coefficient = -0.949.

Figure 59. - Longitudinal velocity versus percent porosity for YBa2Cu3O7-x (ref. 43).
Velocity = -0.007 x percent porosity + 0.565.
Percent theoretical velocity = -1.28 x percent porosity + 100.
Correlation coefficient = -0.991.

Figure 60. - Shear velocity versus percent porosity for YBa2Cu3O7-x (refs. 11, 42 to 45).
Velocity = -0.002 x percent porosity + 0.313.
Percent theoretical velocity = -0.768 x percent porosity + 100.
Correlation coefficient = -0.614.
Figure 61. - Ultrasonic velocity versus percent porosity for YBa$_2$Cu$_3$O$_{y-z}$ (refs 11, 42 to 45).
Figure 62. The crystal structure of orthorhombic YBa₂Cu₃O₇₋ₓ.
Figure 63. - Discrete flaw characterization and global microstructure characterization with ultrasonic NDE techniques.
Figure 64. - Probe used to make $J_c$ measurements.
Figure 65. - Instrumentation and set-up for a.c. susceptibility measurements.
Figure 66. - Pulse-echo contact technique.

(a) Diagram of transducer/specimen configuration for pulse-echo ultrasonics.

(b) Resulting waveforms.
Figure 67. - Instrumentation for ultrasonic measurements.
Figure 68. - Computer-controlled acoustic scanning system.
• BEAM DIAMETER IS DEPENDENT ON WHETHER WE ARE IN NEAR FIELD OR FAR FIELD

• FOR $f = 20$ MHz, WITH YBCO, NEAR FIELD $\sim \frac{D^2}{4\lambda}$ $\sim \frac{D^2 \times f}{4c} \sim 4$ cm

ULTRASOUND PATH LENGTH $\sim [2(T + L)] \sim 4$ cm

≠ BEAM DIAMETER $\sim D$

Figure 69. - Pulse-echo configuration showing estimation of beam diameter (0 - -20 dB).

$D$ = Active transducer diameter.

$f$ = Frequency of ultrasonic transducer.

$\lambda$ = Wavelength of ultrasound.

$c$ = Velocity of ultrasound.

$T$ = Specimen thickness.

$L$ = Buffer rod length.
Figure 70. - Top view of sample 46B showing regions that were ultrasonically scanned.

Figure 71. - Schematic of ultrasonic scan for region of sample 46B. A 20 mm (x-direction) by 5 mm (y-direction) scan with 1-mm transducer increments. Transducer positions shown for $x = 1 - 21$, $y = 0$, and $x = 0$, $y = 1 - 6$. In total, there are 21 transducer positions along x-axis and 6 transducer positions along y-axis to give 126 measurements in scan.
(a) Semi-circular section with top of sample revealed. Dots show locations examined with optical image analysis system. Dotted lines show locations where bars were later cut for superconductor behavior testing.

(b) Thickness cross-section revealed with lines showing locations examined with image analysis system. Three cuts were made at 0.1 mm, 1.2 mm and 7.2 mm from midplane for examination.

Figure 72. - Sections cut from sample 46B for optical examination.
Figure 73. - Optical micrographs of porosity distribution for bars cut from sample 52A.
Figure 74. Optical micrographs of grain distribution for bars cut from sample 52A. Polarized light.

(a) Center-cut bar.

(b) Edge-cut bar.
Figure 75. - Optical micrographs of porosity distribution for bars cut from sample 60A.
Figure 76. - Optical micrographs of grain distribution for bars cut from sample 60A. Polarized light.
Figure 77. - X-ray diffraction patterns for center-cut bars from samples 52A, 53A, 59A and 60A.

<table>
<thead>
<tr>
<th>SAMPLE</th>
<th>SINTERING TEMPERATURE, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>60A</td>
<td>966</td>
</tr>
<tr>
<td>59A</td>
<td>954</td>
</tr>
<tr>
<td>53A</td>
<td>947</td>
</tr>
<tr>
<td>52A</td>
<td>937</td>
</tr>
</tbody>
</table>

Figure 78. - Mean grain diameter versus pore fraction for bars cut from samples 52A, 53A, 59A, and 60A.

Estimated uncertainty in grain diameter is approximately ±20 percent.
At least 100 grains sampled for each bar using Heyn-Intercept method.
Estimated uncertainty in pore fraction is ≤ 0.5 percent.
Figure 79. - Longitudinal ultrasonic velocity versus percent porosity for bars cut from samples 52A, 53A, 59A and 60A. Center frequency = 10 MHz. Velocity (cm/sec) = -0.007 x percent porosity + 0.560. Percent theoretical velocity = -1.23 x percent porosity + 100. Correlation coefficient = -0.994. Dashed lines enclose 95 percent confidence interval for mean predicted velocity values.

Figure 80. - Electric field (E) versus current density (J) at 77 K for bars cut from samples 52A, 53A, 59A and 60A. Experimental uncertainty in Jc estimated at approximately ±10 percent. The reproducibility of the voltage-current characteristic was obtained from several successive measurements.
Figure 81. - Log $E$ versus log $J$ at 77 K for bars cut from samples 52A, 53A, 59A and 60A. From $E = k J^n$: log $E = \log k + (n) \log J$ and slope of plot is $n$-value. Values excluded where $E < 10^{-7}$ V/cm since this was in noise range of measuring system.

Figure 82. - $J_c$ at 77 K versus pore fraction for bars cut from samples 52A, 53A, 59A and 60A. For $J_c = 0$ (shown as $\Delta$), one current lead popped off, thought to be due to local heating at that end of sample.
Figure 83. - n-value at 17 K versus pore fraction for bars cut from samples S2A, S3A, S9A and BOA. n-value from regression fit of $E = kJ^n$. n-value = 0 (shown as △) indicates no critical current obtained for bar.

Figure 84. - Generated self-field ($H_s$) at 17 K for bars cut from samples S2A, S3A, S9A and BOA. $H_s = 0$ (shown as △) indicates no critical current obtained for bar.
Figure 85. - Expected Josephson lower critical field ($H_{c1J}$) at 77 K versus grain diameter and pore fraction for bars cut from samples 52A, 53A, 59A and 60A. $H_{c1J}$ is inversely proportional to grain size (and thus directly proportional to pore fraction for our samples). (Equation (23)).

Figure 86. - Expected $J_{cmax}$ at 77 K versus grain diameter and pore fraction for bars cut from samples 52A, 53A, 59A and 60A. Sample cross-section dimensions were approximately the same. Expected $J_{cmax}$ is inversely proportional to grain size (and thus directly proportional to pore fraction for our samples). (Equation (28), approximating $H_{d2}$ by $H_{c1J}$ [equation (23)] with $\lambda = 0.25 \mu m$).
Figure 87. - Superconducting transition temperature ($T_c$) versus pore fraction for bars cut from samples 52A, 53A, 59A and 60A. $T_c$ determined at the onset temperature in the magnetic transition ($\chi''$ susceptibility response).

Figure 88. - Magnetic transition width versus pore fraction for bars cut from samples 52A, 53A, 59A and 60A. Transition width defined as the difference in temperature for which 10 and 90 percent of complete shielding was achieved in $\chi''$ susceptibility response.
Figure 89. - Percent complete shielding versus pore fraction at 77 K for bars cut from samples 52A, 53A, 59A and 60A. Obtained from $\chi''$ susceptibility response.

Figure 90. - Loss peak center temperature obtained from $\chi''$ susceptibility response versus pore fraction for bars cut from samples 52A, 53A, 59A and 60A. This is the temperature where the intergranular critical current density ($J_{c}$) is calculated.

Figure 91. - Width of loss peak obtained from $\chi''$ susceptibility response versus pore fraction for bars cut from samples 52A, 53A, 59A and 60A.
Figure 92. A.c. susceptibility versus temperature for bars cut from sample 60A. $H_{ac} = 0.02 \text{ Oe}. \text{ Frequency} = 100 \text{ Hz}.$
Figure 93. - External mass susceptibility ($\chi'$) at 4.2 K versus pore fraction for bars cut from samples 52A, 53A, 59A and 60A.

Figure 94. - Field ($H_{ac}$) dependence of the a.c. susceptibility measurement for a center-cut bar from sample 46B, frequency = 100 Hz.
Figure 95. - Frequency dependence of the a.c. susceptibility for a bar cut from sample 52A. $H_{ex} = 0.02$ Oe.
Figure 96. - A.c. susceptibility of sintered and powdered specimens from sample 51A. $H_{app} = 0.02$ Oe. Frequency = 100 Hz. Note disappearance of loss peak in $\chi''$ response for powdered sample.
Figure 97. - Ultrasonic velocity image showing variations present in the scanned region of sample 99. Dashed arrows point from thickness cross-sections to corresponding horizontal location within velocity image.
At a later date, sections at these locations were examined optically.

Figure 98 - Velocity images constructed from ultrasonic scans over the regions of sample 46B indicated. 20 MHz center frequency.
Figure 99. - Mean grain diameter versus micrograph orientation for sample 46B. Mean +/- standard deviation of average values for 4 orientations (at 5 positions) along the thickness cross-section (means are joined). Grain diameter values obtained using Heyn-intercept method.

Figure 100. - SEM micrograph (secondary electron mode) showing morphology of pores.
Figure 101. - Pore fraction versus position for sample 46B. Mean +/- standard deviation and range values for 21 fields at each position along the thickness cross-sections (means are joined).
(a) Velocity versus position at section corresponding to midplane of disk. Large black dots show corresponding positions where pore fraction measurements were made.

(b) Pore fraction versus position. Black spots in photomicrographs indicate pores.

Figure 102. - Correlation of pore fraction and ultrasonic velocity results for sample 46B.
Figure 103. - Pore fraction versus position for sample 46B for combined data of cuts 1 and 2. Mean ± standard deviation and range values for (21 x 2) fields at each position along the thickness cross-sections (means are joined).

Figure 104. - Pore fraction versus position for sample 46b for 5 positions along the semi-circle top section edge. One field at each position. Means are joined.
Figure 105. Si-O inclusions in sample 46B.

(a) Optical micrograph.

(b) SEM (secondary electron mode) micrograph.
Figure 105. - Concluded.

(c) Si x-ray dot map with Energy Dispersive Spectrometry.

(d) Oxygen x-ray dot map with Wavelength Dispersive Spectrometry.

Figure 105. - Concluded.
Figure 106. Optical micrographs of grain distribution for bars cut from sample 46B. Polarized light.
Figure 107. - X-ray diffraction patterns for bars cut from samples 468.
Figure 108. A.c. susceptibility versus temperature for bars cut from sample 46B.

$H_{ac} = 0.02$ Oe. Frequency = 100 Hz.
Figure 109. - Optical micrographs of porosity distribution for sample 51A after oxidation and reduction treatments. Pore distribution (size and fraction) appears unaffected by treatments.
(c) Reoxidation - schedule 4 (table 8).

(d) Reduction - schedule 5 (table 9).

Figure 109. - Concluded.
Figure 110. - Optical micrographs showing grain distribution for sample 51A after oxidation and reduction treatments. Polarized light. Note strong twinning in (c).
(c) Reoxidation - schedule 4 (table 8).

(d) Reduction - schedule 5 (table 9).

Figure 110. - Concluded.
Figure 111. X-ray diffraction patterns for sample 51A after oxidation and reduction treatments. Note relative intensities of two peaks at $2\theta = 32.5^\circ - 33^\circ$. 

(a) Unoxidized - schedule 2 (table 6b).

(b) Oxidation - schedule 3 (table 7).

(c) Reoxidation - schedule 4 (table 8).

(d) Reduction - schedule 5 (table 9).
(a) Unoxidized - schedule 2 (table 6b).

(b) Oxidation - schedule 3 (table 7).

Figure 112. - A.c. susceptibility versus temperature for sample 51A after oxidation and reduction treatments. $H_{ad} = 0.02$ Oe. Frequency = 100 Hz.
Figure 112 - Concluded.
(a) Unoxidized - schedule 2 (table 6b).

(b) Reoxidation - schedule 4 (table 8).

(c) Reduction - schedule 5 (table 9).

Figure 113. - Ultrasonic velocity images of sample 51A after oxidation and reduction treatments. Center frequency = 10 MHz. Scan was run over 3 mm by 5 mm region of sample with measurements made every 0.5 mm. Mean, minimum and maximum values change but global pattern stays approximately the same after treatments.
LIST OF SYMBOLS AND ABBREVIATIONS FOR TABLE 1

\[ V = \text{Velocity (cm/µsec)} \]
\[ SV = \text{Shear wave velocity (cm/µsec)} \]
\[ LV = \text{Longitudinal wave velocity} \]
\[ \%TV = \text{Percent Theoretical Velocity} \]
\[ \%P = \text{Percent Porosity} \]
\[ \text{Wt.} = \text{Weight} \]
\[ \beta_0 = \text{Predicted value of intercept (Theoretical velocity)} \]
\[ \beta'_0 = \text{Predicted value of intercept (Percent theoretical velocity)} \]
\[ \beta_1 = \text{Predicted value of slope (Velocity / percent porosity)} \]
\[ \beta'_1 = \text{Predicted value of slope (Percent theoretical velocity / percent porosity)} \]
\[ \text{N/A} = \text{Not Applicable} \]
\[ \text{RBSN} = \text{Reaction-bonded silicon nitride} \]
\[ \Delta = \text{change in} \]

(A blank appearing in a table entry indicates that the author did not mention the subject or the information was otherwise unavailable)
<table>
<thead>
<tr>
<th>Material</th>
<th>Reference</th>
<th>Processing/Hydro/Chemical Additives</th>
<th>Microstructural Anomaly</th>
<th>Velocity Measurement Technique</th>
<th>Velocity Measurement Uncertainty (%)</th>
<th>Density Measurement Uncertainty (%)</th>
<th>Theoretical Velocity Density, ( \rho_v ) Used to Calculate % Porosity (g/cc)</th>
<th>Predicted Line Equation ( \frac{V}{100} = A_1 + V_{A1} \pm A_2 )</th>
<th>Predicted Line Equation ( \frac{V}{100} = A_1 + V_{A1} \pm A_2 )</th>
<th>Correlation Coefficient</th>
<th>95% Confidence Intervals for Predicted intercept, ( A_1 ) and Slope, ( V_{A1} )</th>
<th>95% Confidence Intervals for Predicted Intercept (( A_1 )) and Slope (( V_{A1} ))</th>
<th>Comments</th>
<th>Corresponding Figure Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porcelain 7</td>
<td>Preferred granular orientation</td>
<td>Pulse-echo overlap, Longitudinal waves, 2 MHz</td>
<td>( \leq 0.1 )</td>
<td>Dry-rot. dimensional</td>
<td>( \leq 1 )</td>
<td>2.6</td>
<td>( LV = -0.012 \times \rho_v + 0.708 )</td>
<td>( %TV = -1.78 \times \rho_v + 100 )</td>
<td>( -0.995 )</td>
<td>0.0051</td>
<td>0.713 ( \pm A_1 ) ( \pm 0.743 )</td>
<td>97.9 ( \pm \rho_{TV} ) ( 102 )</td>
<td>0.56</td>
<td>208</td>
</tr>
<tr>
<td>Porcelain 7</td>
<td>Preferred granular orientation</td>
<td>Pulse-echo overlap, Short waves, 2 MHz</td>
<td>( \leq 0.1 )</td>
<td>Dry-rot. dimensional</td>
<td>( \leq 1 )</td>
<td>2.6</td>
<td>( LV = -0.003 \times \rho_v + 0.449 )</td>
<td>( %TV = -1.23 \times \rho_v + 100 )</td>
<td>( -0.968 )</td>
<td>0.0091</td>
<td>0.440 ( \pm A_1 ) ( \pm 0.454 )</td>
<td>99.7 ( \pm \rho_{TV} ) ( 101 )</td>
<td>0.52</td>
<td>208</td>
</tr>
<tr>
<td>Porcelain 7</td>
<td>Preferred granular orientation</td>
<td>Pulse-echo overlap, Short waves, 2 MHz</td>
<td>( \leq 0.1 )</td>
<td>Dry-rot. dimensional</td>
<td>( \leq 1 )</td>
<td>2.6</td>
<td>( LV = -0.026 \times \rho_v + 0.489 )</td>
<td>( %TV = -1.32 \times \rho_v + 100 )</td>
<td>( -0.985 )</td>
<td>0.0086</td>
<td>0.485 ( \pm A_1 ) ( \pm 0.494 )</td>
<td>99.5 ( \pm \rho_{TV} ) ( 102 )</td>
<td>1.23</td>
<td>208</td>
</tr>
<tr>
<td>Porcelain 30</td>
<td>Longitudinal waves, 1.5-3 MHz</td>
<td>( \leq 0.1 )</td>
<td>Dry-rot. dimensional</td>
<td>( \leq 1 )</td>
<td>2.6</td>
<td>( LV = -0.006 \times \rho_v + 0.049 )</td>
<td>( %TV = -0.953 \times \rho_v + 105 )</td>
<td>( -0.971 )</td>
<td>0.0081</td>
<td>0.808 ( \pm A_1 ) ( \pm 0.806 )</td>
<td>96.1 ( \pm \rho_{TV} ) ( 100 )</td>
<td>1.07</td>
<td>208</td>
<td>17</td>
</tr>
<tr>
<td>Porcelain P1</td>
<td>Longitudinal waves, 10 MHz</td>
<td>( \leq 0.1 )</td>
<td>Dry-rot. dimensional</td>
<td>( \leq 1 )</td>
<td>2.6</td>
<td>( LV = -0.010 \times \rho_v + 0.006 )</td>
<td>( %TV = -0.712 \times \rho_v + 100 )</td>
<td>( -0.985 )</td>
<td>0.0114</td>
<td>0.533 ( \pm A_1 ) ( \pm 0.586 )</td>
<td>97.3 ( \pm \rho_{TV} ) ( 102 )</td>
<td>1.35</td>
<td>208</td>
<td>18</td>
</tr>
<tr>
<td>Porcelain P2</td>
<td>Longitudinal waves, 10 MHz</td>
<td>( \leq 0.1 )</td>
<td>Dry-rot. dimensional</td>
<td>( \leq 1 )</td>
<td>2.6</td>
<td>( LV = -0.005 \times \rho_v + 0.016 )</td>
<td>( %TV = -0.740 \times \rho_v + 100 )</td>
<td>( -0.980 )</td>
<td>0.0195</td>
<td>0.586 ( \pm A_1 ) ( \pm 0.608 )</td>
<td>97.3 ( \pm \rho_{TV} ) ( 102 )</td>
<td>0.48</td>
<td>208</td>
<td>19</td>
</tr>
<tr>
<td>Porcelain T1</td>
<td>Longitudinal waves, 15 MHz</td>
<td>( \leq 0.1 )</td>
<td>Dry-rot. dimensional</td>
<td>( \leq 1 )</td>
<td>2.6</td>
<td>( LV = -0.001 \times \rho_v + 0.033 )</td>
<td>( %TV = -0.447 \times \rho_v + 100 )</td>
<td>( -0.967 )</td>
<td>0.0316</td>
<td>0.024 ( \pm A_1 ) ( \pm 0.031 )</td>
<td>98.6 ( \pm \rho_{TV} ) ( 101 )</td>
<td>-0.99</td>
<td>208</td>
<td>20</td>
</tr>
<tr>
<td>Porcelain T2</td>
<td>Longitudinal waves, 15 MHz</td>
<td>( \leq 0.1 )</td>
<td>Dry-rot. dimensional</td>
<td>( \leq 1 )</td>
<td>2.6</td>
<td>( LV = -0.0006 \times \rho_v + 0.026 )</td>
<td>( %TV = -0.121 \times \rho_v + 100 )</td>
<td>( -0.977 )</td>
<td>0.0335</td>
<td>0.021 ( \pm A_1 ) ( \pm 0.031 )</td>
<td>99.2 ( \pm \rho_{TV} ) ( 101 )</td>
<td>1.22</td>
<td>208</td>
<td>21</td>
</tr>
<tr>
<td>Unpoled PZT4</td>
<td>Insignificant</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>( \leq 0.1 )</td>
<td>Liquid-immersion</td>
<td>( \leq 2 )</td>
<td>2.0</td>
<td>( LV = -0.007 \times \rho_v + 0.443 )</td>
<td>( %TV = -1.68 \times \rho_v + 100 )</td>
<td>( -0.997 )</td>
<td>0.0057</td>
<td>0.102 ( \pm A_1 ) ( \pm 0.107 )</td>
<td>99.2 ( \pm \rho_{TV} ) ( 101 )</td>
<td>0.50</td>
<td>208</td>
</tr>
<tr>
<td>Polled PZT4</td>
<td>Preferred electrical domain orientation</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>( \leq 0.1 )</td>
<td>Liquid-immersion</td>
<td>( \leq 2 )</td>
<td>2.0</td>
<td>( LV = -0.009 \times \rho_v + 0.483 )</td>
<td>( %TV = -1.52 \times \rho_v + 100 )</td>
<td>( -0.997 )</td>
<td>0.0057</td>
<td>0.102 ( \pm A_1 ) ( \pm 0.107 )</td>
<td>99.2 ( \pm \rho_{TV} ) ( 101 )</td>
<td>0.50</td>
<td>208</td>
</tr>
<tr>
<td>PZT4</td>
<td>Insignificant</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>( \leq 0.1 )</td>
<td>Liquid-immersion</td>
<td>( \leq 2 )</td>
<td>2.0</td>
<td>( LV = -0.008 \times \rho_v + 0.443 )</td>
<td>( %TV = -1.68 \times \rho_v + 100 )</td>
<td>( -0.997 )</td>
<td>0.0057</td>
<td>0.102 ( \pm A_1 ) ( \pm 0.107 )</td>
<td>99.2 ( \pm \rho_{TV} ) ( 101 )</td>
<td>0.50</td>
<td>208</td>
</tr>
<tr>
<td>Unpoled PZT5</td>
<td>Insignificant</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>( \leq 0.1 )</td>
<td>Liquid-immersion</td>
<td>( \leq 2 )</td>
<td>2.0</td>
<td>( LV = -0.006 \times \rho_v + 0.443 )</td>
<td>( %TV = -1.68 \times \rho_v + 100 )</td>
<td>( -0.997 )</td>
<td>0.0057</td>
<td>0.102 ( \pm A_1 ) ( \pm 0.107 )</td>
<td>99.2 ( \pm \rho_{TV} ) ( 101 )</td>
<td>0.50</td>
<td>208</td>
</tr>
<tr>
<td>Polled PZT5</td>
<td>Preferred electrical domain orientation</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>( \leq 0.1 )</td>
<td>Liquid-immersion</td>
<td>( \leq 2 )</td>
<td>2.0</td>
<td>( LV = -0.008 \times \rho_v + 0.483 )</td>
<td>( %TV = -1.52 \times \rho_v + 100 )</td>
<td>( -0.997 )</td>
<td>0.0057</td>
<td>0.102 ( \pm A_1 ) ( \pm 0.107 )</td>
<td>99.2 ( \pm \rho_{TV} ) ( 101 )</td>
<td>0.50</td>
<td>208</td>
</tr>
<tr>
<td>PZT5</td>
<td>Insignificant</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>( \leq 0.1 )</td>
<td>Liquid-immersion</td>
<td>( \leq 2 )</td>
<td>2.0</td>
<td>( LV = -0.009 \times \rho_v + 0.483 )</td>
<td>( %TV = -1.52 \times \rho_v + 100 )</td>
<td>( -0.997 )</td>
<td>0.0057</td>
<td>0.102 ( \pm A_1 ) ( \pm 0.107 )</td>
<td>99.2 ( \pm \rho_{TV} ) ( 101 )</td>
<td>0.50</td>
<td>208</td>
</tr>
<tr>
<td>Material</td>
<td>Reference</td>
<td>Processing Notes</td>
<td>Microstructural Anisotropy</td>
<td>Velocity Uncertainty</td>
<td>Predicted Line Equation</td>
<td>Correlation Coefficient</td>
<td>Comments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------</td>
<td>----------------------</td>
<td>------------------------</td>
<td>-------------------------</td>
<td>----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unpoled PZT7</td>
<td>8</td>
<td>Unpoled</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>± 0.1</td>
<td>( L V = -0.004 \times N P + 0.404 )</td>
<td>-0.974 0.0001</td>
<td>2 data points for each set; PZT7, PZT5, and PZT7 use different solid solution combinations of ( P b Z r O_3 ) and ( P b T i O_3 ), but theoretical density is (-6.9 \text{ g/cc}) for each. PZT7 uses a distinct sample geometry, velocity was measured along principal directions for each specimen; no correlation coefficient is given since only 2 data points per set; all poled sets have higher theoretical velocity than corresponding unpoled set.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fedot PZT7</td>
<td>8</td>
<td>Polarized electric domain orientation</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>± 0.1</td>
<td>( L V = -0.030 \times N P + 0.404 )</td>
<td>-0.952 0.0001</td>
<td>2 data points for each set; PZT7, PZT5, and PZT7 use different solid solution combinations of ( P b Z r O_3 ) and ( P b T i O_3 ), but theoretical density is (-6.9 \text{ g/cc}) for each. PZT7 uses a distinct sample geometry, velocity was measured along principal directions for each specimen; no correlation coefficient is given since only 2 data points per set; all poled sets have higher theoretical velocity than corresponding unpoled set.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doped PZT7</td>
<td>8</td>
<td>Abrasive</td>
<td>Thin vacuum coated film, Longitudinal waves, 50 MHz</td>
<td>± 0.1</td>
<td>( L V = -0.007 \times N P + 0.404 )</td>
<td>-0.974 0.0001</td>
<td>2 data points for each set; PZT7, PZT5, and PZT7 use different solid solution combinations of ( P b Z r O_3 ) and ( P b T i O_3 ), but theoretical density is (-6.9 \text{ g/cc}) for each. PZT7 uses a distinct sample geometry, velocity was measured along principal directions for each specimen; no correlation coefficient is given since only 2 data points per set; all poled sets have higher theoretical velocity than corresponding unpoled set.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a-SiC</td>
<td>32</td>
<td>Boron and carbonaceous resin binders</td>
<td>Some specimens have preferred pore orientation</td>
<td>± 0.1</td>
<td>( L V = -0.014 \times N P + 1.22 )</td>
<td>-0.972 0.0001</td>
<td>8 data points, material is unalloyed zinc metal, large velocity variation even though small density variation within specimen, quality of contact between individual powder particles may affect velocity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a-SC</td>
<td>33</td>
<td>Boron and carbonaceous resin binders</td>
<td>Some specimens have preferred pore orientation</td>
<td>± 0.1</td>
<td>( L V = -0.011 \times N P + 1.22 )</td>
<td>-0.972 0.0001</td>
<td>8 data points, material is unalloyed zinc metal, large velocity variation even though small density variation within specimen, quality of contact between individual powder particles may affect velocity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hot-pressed silicon nitride</td>
<td>36</td>
<td>Not present silicon nitride has 1% High stress and 0.3-1% impurities; deposit has &lt;1% impurities and various amounts of exposed silicon</td>
<td>Not present silicon nitride has 1% High stress and 0.3-1% impurities; deposit has &lt;1% impurities and various amounts of exposed silicon</td>
<td>± 0.1</td>
<td>( L V = -0.015 \times N P + 1.11 )</td>
<td>-0.972 0.0001</td>
<td>8 data points, material is unalloyed zinc metal, large velocity variation even though small density variation within specimen, quality of contact between individual powder particles may affect velocity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. -ULTRASONIC VELOCITY VERSUS PERCENT POROSITY: REVIEW AND STATISTICAL ANALYSIS—CONTINUED**

<table>
<thead>
<tr>
<th>Material</th>
<th>Reference</th>
<th>Processing Notes</th>
<th>Microstructural Anisotropy</th>
<th>Velocity Uncertainty</th>
<th>Predicted Line Equation</th>
<th>Correlation Coefficient</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpoled PZT7</td>
<td>8</td>
<td>Unpoled</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>± 0.1</td>
<td>( L V = -0.004 \times N P + 0.404 )</td>
<td>-0.974 0.0001</td>
<td>2 data points for each set; PZT7, PZT5, and PZT7 use different solid solution combinations of ( P b Z r O_3 ) and ( P b T i O_3 ), but theoretical density is (-6.9 \text{ g/cc}) for each. PZT7 uses a distinct sample geometry, velocity was measured along principal directions for each specimen; no correlation coefficient is given since only 2 data points per set; all poled sets have higher theoretical velocity than corresponding unpoled set.</td>
</tr>
<tr>
<td>Fedot PZT7</td>
<td>8</td>
<td>Polarized electric domain orientation</td>
<td>Pulse-echo overlap, Longitudinal waves, 50 MHz</td>
<td>± 0.1</td>
<td>( L V = -0.030 \times N P + 0.404 )</td>
<td>-0.952 0.0001</td>
<td>2 data points for each set; PZT7, PZT5, and PZT7 use different solid solution combinations of ( P b Z r O_3 ) and ( P b T i O_3 ), but theoretical density is (-6.9 \text{ g/cc}) for each. PZT7 uses a distinct sample geometry, velocity was measured along principal directions for each specimen; no correlation coefficient is given since only 2 data points per set; all poled sets have higher theoretical velocity than corresponding unpoled set.</td>
</tr>
<tr>
<td>Doped PZT7</td>
<td>8</td>
<td>Abrasive</td>
<td>Thin vacuum coated film, Longitudinal waves, 50 MHz</td>
<td>± 0.1</td>
<td>( L V = -0.007 \times N P + 0.404 )</td>
<td>-0.974 0.0001</td>
<td>2 data points for each set; PZT7, PZT5, and PZT7 use different solid solution combinations of ( P b Z r O_3 ) and ( P b T i O_3 ), but theoretical density is (-6.9 \text{ g/cc}) for each. PZT7 uses a distinct sample geometry, velocity was measured along principal directions for each specimen; no correlation coefficient is given since only 2 data points per set; all poled sets have higher theoretical velocity than corresponding unpoled set.</td>
</tr>
<tr>
<td>a-SiC</td>
<td>32</td>
<td>Boron and carbonaceous resin binders</td>
<td>Some specimens have preferred pore orientation</td>
<td>± 0.1</td>
<td>( L V = -0.014 \times N P + 1.22 )</td>
<td>-0.972 0.0001</td>
<td>8 data points, material is unalloyed zinc metal, large velocity variation even though small density variation within specimen, quality of contact between individual powder particles may affect velocity</td>
</tr>
<tr>
<td>a-SC</td>
<td>33</td>
<td>Boron and carbonaceous resin binders</td>
<td>Some specimens have preferred pore orientation</td>
<td>± 0.1</td>
<td>( L V = -0.011 \times N P + 1.22 )</td>
<td>-0.972 0.0001</td>
<td>8 data points, material is unalloyed zinc metal, large velocity variation even though small density variation within specimen, quality of contact between individual powder particles may affect velocity</td>
</tr>
<tr>
<td>Hot-pressed silicon nitride</td>
<td>36</td>
<td>Not present silicon nitride has 1% High stress and 0.3-1% impurities; deposit has &lt;1% impurities and various amounts of exposed silicon</td>
<td>Not present silicon nitride has 1% High stress and 0.3-1% impurities; deposit has &lt;1% impurities and various amounts of exposed silicon</td>
<td>± 0.1</td>
<td>( L V = -0.015 \times N P + 1.11 )</td>
<td>-0.972 0.0001</td>
<td>8 data points, material is unalloyed zinc metal, large velocity variation even though small density variation within specimen, quality of contact between individual powder particles may affect velocity</td>
</tr>
<tr>
<td>Material</td>
<td>Reference</td>
<td>Processing Method/ Chemical Additives</td>
<td>Microstructural Anisotropy</td>
<td>Velocity Measurement Technique</td>
<td>Velocity Measurement Uncertainty (m/s)</td>
<td>Density Measurement Technique</td>
<td>Density Measurement Uncertainty (g/cc)</td>
</tr>
<tr>
<td>------------</td>
<td>-----------</td>
<td>------------------------------------</td>
<td>-----------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------------</td>
<td>-------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>Si3N4 37</td>
<td>Injection-molded, slip-cast, and hot-pressed specimens</td>
<td>Thru-transmission through time, Longitudinal waves, 5 MHz</td>
<td>3.30</td>
<td>( V = -3.010 \times 10^{-6} + 1.14 )</td>
<td>( V = -4.210 \times 10^{-6} + 100 )</td>
<td>0.004</td>
<td>1.15 ( \beta_0 )</td>
</tr>
<tr>
<td>Si3N4 38</td>
<td>RSSN has &lt; 1% impurities and var-ious amounts of unmelted silicon</td>
<td>Pulse-echo overlap, Longitudinal waves, 15 MHz</td>
<td>3.30</td>
<td>( V = -3.010 \times 10^{-6} + 1.12 )</td>
<td>( V = -4.210 \times 10^{-6} + 100 )</td>
<td>0.004</td>
<td>0.016 ( \rho_0 )</td>
</tr>
<tr>
<td>Si3N4 26-30</td>
<td>Thru-transmission through time, Shear waves, 5 MHz</td>
<td>3.30</td>
<td>( V = -3.010 \times 10^{-6} + 1.11 )</td>
<td>( V = -4.210 \times 10^{-6} + 100 )</td>
<td>0.004</td>
<td>1.15 ( \beta_0 )</td>
<td>0.016 ( \rho_0 )</td>
</tr>
<tr>
<td>Si3N4 37</td>
<td>Injection-molded, slip-cast, and hot-pressed specimens</td>
<td>Thru-transmission through time, Longitudinal waves, 5 MHz</td>
<td>3.30</td>
<td>( V = -3.010 \times 10^{-6} + 0.053 )</td>
<td>( V = -4.210 \times 10^{-6} + 100 )</td>
<td>0.004</td>
<td>0.016 ( \rho_0 )</td>
</tr>
<tr>
<td>Si3N4 36-38</td>
<td>RSSN has &lt; 1% impurities and various amounts of unmelted silicon</td>
<td>Pulse-echo overlap, Shear waves, 10 MHz</td>
<td>3.30</td>
<td>( V = -3.010 \times 10^{-6} + 0.675 )</td>
<td>( V = -4.210 \times 10^{-6} + 180 )</td>
<td>0.004</td>
<td>0.016 ( \rho_0 )</td>
</tr>
<tr>
<td>Steel 39</td>
<td>Steel</td>
<td>Steal Comparison</td>
<td>3.30</td>
<td>( V = -3.010 \times 10^{-6} + 0.505 )</td>
<td>( V = -4.210 \times 10^{-6} + 180 )</td>
<td>0.004</td>
<td>0.016 ( \rho_0 )</td>
</tr>
<tr>
<td>Steel 38</td>
<td>Steel (See ref.)</td>
<td>Steel Comparison</td>
<td>3.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steel 39</td>
<td>Steel (See ref.)</td>
<td>Steel Comparison</td>
<td>3.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steel 38</td>
<td>Steel (See ref.)</td>
<td>Steel Comparison</td>
<td>3.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steel 39</td>
<td>Steel (See ref.)</td>
<td>Steel Comparison</td>
<td>3.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Material</td>
<td>Reference</td>
<td>Processing Method</td>
<td>Chemical Additives</td>
<td>Microstructural Anisotropy</td>
<td>Velocity Measurement Technique</td>
<td>Velocity Uncertainty (%)</td>
<td>Density Measurement Technique</td>
</tr>
<tr>
<td>----------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>--------------------------</td>
<td>-------------------------------</td>
<td>------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Tungsten</td>
<td>2</td>
<td>Kenna nominal</td>
<td>4 micron starting powder size</td>
<td>Thru-transmission pulse-echo overlap, Longitudinal waves, 1 MHz</td>
<td>≤ 0.5</td>
<td>ASTM C-153-88 Liquid-immersion</td>
<td>≤ 2</td>
</tr>
<tr>
<td>Tungsten</td>
<td>2</td>
<td>G.E. nominal</td>
<td>4 micron starting powder size</td>
<td>Thru-transmission pulse-echo overlap, Longitudinal waves, 1 MHz</td>
<td>≤ 0.5</td>
<td>ASTM C-153-88 Liquid-immersion</td>
<td>≤ 2</td>
</tr>
<tr>
<td>Tungsten</td>
<td>2</td>
<td>G.E. nominal</td>
<td>18 micron starting powder size</td>
<td>Thru-transmission pulse-echo overlap, Longitudinal waves, 1 MHz</td>
<td>≤ 0.5</td>
<td>ASTM C-153-88 Liquid-immersion</td>
<td>≤ 2</td>
</tr>
<tr>
<td>Tungsten</td>
<td>2</td>
<td></td>
<td></td>
<td>Longitudinal waves</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UO2</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UO2+PuO2</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W60Cu20Fe10</td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 1 - ULTRASONIC VELOCITY VERSUS PERCENT POROSITY: REVIEW AND STATISTICAL ANALYSIS—CONCLUDED

<table>
<thead>
<tr>
<th>Material</th>
<th>Reference</th>
<th>Processing/Heat Treatment</th>
<th>Microstructural Anisotropy</th>
<th>Velocity Measurement Technique</th>
<th>Velocity Measurement Uncertainty (m/s)</th>
<th>Density Measurement Technique</th>
<th>Density Measurement Uncertainty (g/cm³)</th>
<th>Theoretical Density, ρT (g/cm³)</th>
<th>Predicted Line Equation (V = ρT / ρ)</th>
<th>Predicted Line Equation (V = ρT / ρ)</th>
<th>Correlation Coefficient</th>
<th>95% Confidence Intervals for Predicted Intercept (B) and Slope (F)</th>
<th>95% Confidence Intervals for Predicted Intercept (B') and Slope (F')</th>
<th>Velocity Variability Across The Surface of Specimen (%)</th>
<th>Corresponding Figure Number</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni3Al</td>
<td>43</td>
<td>Insignificant</td>
<td>Pulse-echo/cross-correlation, Shear waves, 10 MHz</td>
<td>≤ 0.4 Dry et. dimensional</td>
<td>x 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>42</td>
<td>Phase comparison method, Shear waves, 50 MHz</td>
<td>≤ 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Pulse-echo overlap, Shear waves, 3-10 MHz</td>
<td>≤ 0.38 Dry et. dimensional</td>
<td>x 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Pulse-echo overlap, Shear waves, 3-4 MHz</td>
<td>≤ 0.38 Dry et. dimensional</td>
<td>x 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>The-temperature pulse-echo overlap, Shear waves, 5 MHz</td>
<td>≤ 0.38 Leged immersion</td>
<td>x 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W3Re/0.5</td>
<td>41, 43-45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: 95% confidence intervals for predicted intercept (B) and slope (F) are calculated using the equation:

\[ V = \rho_T / \rho \]

Where:
- \( V \) is the predicted ultrasonic velocity (m/s)
- \( \rho_T \) is the theoretical density (g/cm³)
- \( \rho \) is the density (g/cm³)

The correlation coefficient (r) is calculated as:

\[ r = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}} \]

Where:
- \( x_i \) is the independent variable (e.g., porosity)
- \( y_i \) is the dependent variable (e.g., ultrasonic velocity)
- \( \bar{x} \) and \( \bar{y} \) are the means of \( x \) and \( y \) respectively

The 95% confidence intervals for the intercept (B) and slope (F) are calculated using the equation:

\[ B = \bar{y} - \bar{y} \cdot \frac{r \cdot s_b}{s_x} \]

\[ F = r \cdot s_b \]
Table 2 - COMPARISON OF $V_o$ PREDICTED FROM REGRESSION ANALYSIS WITH THAT CALCULATED FROM EQUATIONS 7 (LONGITUDINAL VELOCITY) AND 7a (SHEAR WAVE VELOCITY)

<table>
<thead>
<tr>
<th>Material</th>
<th>Longitudinal Wave Velocity</th>
<th>Shear Wave Velocity</th>
<th>Values substituted into eqs. (7) (For Longitudinal Wave Velocity) and (7a) (For Shear Wave Velocity) to obtain $V_{nc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V_o$ from regression</td>
<td>$V_o$ from regression</td>
<td>Fully dense elastic modulus, $E_0$ (x 10-6) psi, Poisson’s ratio, $\nu$ (Ref.), Theoretical density, $\rho_0$ (g/cm³)</td>
</tr>
<tr>
<td></td>
<td>($V_{nc}$) [cm/sec]</td>
<td>($V_{nc}$) [cm/sec]</td>
<td>$E_0 = \left[ \frac{100}{\left( \frac{V_{nc}}{V_{or}} - 1 \right)} \right]$</td>
</tr>
<tr>
<td></td>
<td>$V_o$ from eq. (7)</td>
<td>$V_o$ from eq. (7a)</td>
<td>$V_{nc} = \left[ \frac{100}{\left( \frac{V_{nc}}{V_{or}} - 1 \right)} \right]$</td>
</tr>
<tr>
<td></td>
<td>($V_{nc}$) [cm/sec]</td>
<td>($V_{nc}$) [cm/sec]</td>
<td></td>
</tr>
<tr>
<td>$\text{Al}_2\text{O}_3$</td>
<td>S</td>
<td>1.10</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>1.06</td>
<td>5.4</td>
</tr>
<tr>
<td>$\text{SiC}$</td>
<td>S</td>
<td>1.16</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>1.22</td>
<td>0.0</td>
</tr>
<tr>
<td>$\text{Si}_3\text{N}_4$</td>
<td>P</td>
<td>0.97</td>
<td>15.4</td>
</tr>
<tr>
<td>$\text{UO}_2$</td>
<td>S</td>
<td>0.558</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.550</td>
<td>0.2</td>
</tr>
<tr>
<td>$\text{YBa}_2\text{Cu}_3\text{O}_7-x$</td>
<td>P</td>
<td>0.594</td>
<td>4.8</td>
</tr>
<tr>
<td>$\text{Steel}$</td>
<td>P</td>
<td>0.614</td>
<td>5.5</td>
</tr>
<tr>
<td>$\text{Tungsten}$</td>
<td>P</td>
<td>0.509</td>
<td>6.1</td>
</tr>
</tbody>
</table>
Table 3. Examples of Property Variation in the YBCO Superconductor

<table>
<thead>
<tr>
<th>Property</th>
<th>Range of Variation</th>
<th>Reference</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition Temperature ($T_c$)</td>
<td>80 - 90 K</td>
<td>Beyers, et al., 1989</td>
<td>Depends Strongly on Oxygen Content</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Park, et al., 1988</td>
<td></td>
</tr>
<tr>
<td>Resistive and Magnetic Transition Width</td>
<td>1 - 30 K</td>
<td>Beyers, et al., 1987</td>
<td>Traditionally, an indicator of phase and compositional purity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cima, et al., 1987</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clarke, et al., 1989</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gaiduk, et al., 1988</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kupfer, et al., 1988</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Park, et al., 1988</td>
<td></td>
</tr>
<tr>
<td>Transport Critical Current Density ($J_c$)</td>
<td>10 - 1000 A/cm$^2$</td>
<td>Alford, et al., 1988</td>
<td>Higher in textured bulk samples and epitaxial thin films</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Camps, et al., 1987</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Davis, et al., 1989</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Flükiger, et al., 1988</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shelton, et al., 1988</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stephens, 1989</td>
<td></td>
</tr>
<tr>
<td>Sharpness of The Resistive Transition</td>
<td>10 - 60</td>
<td>Evetts, et al., 1989</td>
<td>$V = kI^n$ where $V$ and $I$ are voltage and current,</td>
</tr>
<tr>
<td>(n) at 77 K</td>
<td></td>
<td>Tenbrink, et al., 1990</td>
<td>respectively, and $k$ and $n$ are constants</td>
</tr>
</tbody>
</table>
Table 4. Summary of Intergranular Coupling for the High-$T_c$ Polycrystalline Superconductors

<table>
<thead>
<tr>
<th>Situation</th>
<th>Condition</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very weak intergranular coupling</td>
<td>$i_{cJ} &lt; \frac{[(2.07 \times 10^{-7} \text{Gauss/cm}^2)/(U)]}{[(a-b)/ab]}$</td>
<td>$J_c = i_{cJ}$</td>
</tr>
<tr>
<td>Very strong intergranular coupling</td>
<td>$i_{cJ} &gt; i_{cG}(\lambda/L)^2$</td>
<td>$J_c = i_{cJ}$</td>
</tr>
<tr>
<td>Intermediate coupling</td>
<td>Weak-Link, self-field- and cross-section-limited $J_c$</td>
<td>$J_c = (5/\pi)[(a+b)/ab]H_{1/2}$</td>
</tr>
</tbody>
</table>
Table 5. Summary of Specimens Used in Experiments 1, 2, and 3

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Specimens$^a$</th>
<th>Oxygenation Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Pore Fraction Effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>52A - E,C</td>
<td>oxidized</td>
<td></td>
</tr>
<tr>
<td>53A - E,C</td>
<td>oxidized</td>
<td></td>
</tr>
<tr>
<td>59A - E,C</td>
<td>oxidized</td>
<td></td>
</tr>
<tr>
<td>60A - E,C</td>
<td>oxidized</td>
<td></td>
</tr>
<tr>
<td>51A</td>
<td>oxidized</td>
<td></td>
</tr>
<tr>
<td>46B</td>
<td>oxidized</td>
<td></td>
</tr>
<tr>
<td>2: Spatial Variations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>46B, 99 &amp; others</td>
<td>oxidized</td>
<td></td>
</tr>
<tr>
<td>3: Oxygen Content Effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>52A</td>
<td>unoxidized, oxidized</td>
<td></td>
</tr>
<tr>
<td>53A</td>
<td>oxidized, reduced</td>
<td></td>
</tr>
<tr>
<td>59A</td>
<td>oxidized, reduced</td>
<td></td>
</tr>
<tr>
<td>60A</td>
<td>oxidized, reduced</td>
<td></td>
</tr>
<tr>
<td>51A</td>
<td>unoxidized, oxidized, reduced</td>
<td></td>
</tr>
</tbody>
</table>

$^a$C and E denote center- and edge-cut bars, respectively
Table 6. Heating/Sintering/Cooling Schedules for YBCO Samples

<table>
<thead>
<tr>
<th>Segment</th>
<th>Heat to:</th>
<th>Cool to:</th>
<th>For:</th>
<th>Atmosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(temp, °C)</td>
<td>(temp, °C)</td>
<td>(time, hrs.)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>100 peak hold</td>
<td>0.167</td>
<td>oxygen</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4.5</td>
<td>600</td>
<td>oxygen</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>300</td>
<td>oxygen</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>200</td>
<td>oxygen</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>39</td>
<td>oxygen</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>25</td>
<td>air</td>
<td></td>
</tr>
</tbody>
</table>

b. Schedule 2 - Sinter in Oxygen and Then Cool in Argon

<table>
<thead>
<tr>
<th>Segment</th>
<th>Heat to:</th>
<th>Cool to:</th>
<th>For:</th>
<th>Atmosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(temp, °C)</td>
<td>(temp, °C)</td>
<td>(time, hrs.)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>100 peak hold</td>
<td>0.167</td>
<td>oxygen</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4.5</td>
<td>825 hold at 825</td>
<td>0.75</td>
<td>oxygen</td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>600</td>
<td>Argon</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>300</td>
<td>Argon</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>200</td>
<td>Argon</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>39</td>
<td>Argon</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>25</td>
<td>air</td>
<td></td>
</tr>
</tbody>
</table>
Table 7. Schedule 3 - Oxidation For YBCO samples

<table>
<thead>
<tr>
<th>Segment</th>
<th>Heat to: (temp, °C)</th>
<th>Cool to: (temp, °C)</th>
<th>For: (time, hrs.)</th>
<th>Atmosphere&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td></td>
<td>0.167</td>
<td>argon</td>
</tr>
<tr>
<td>2</td>
<td>825</td>
<td></td>
<td>4.5</td>
<td>argon</td>
</tr>
<tr>
<td>3</td>
<td>hold at 825</td>
<td></td>
<td>2 Ar -→ O</td>
<td>oxygen</td>
</tr>
<tr>
<td>4</td>
<td>600</td>
<td></td>
<td>1.25</td>
<td>oxygen</td>
</tr>
<tr>
<td>5</td>
<td>300</td>
<td></td>
<td>13</td>
<td>oxygen</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td></td>
<td>1</td>
<td>oxygen</td>
</tr>
<tr>
<td>7</td>
<td>39</td>
<td></td>
<td>1</td>
<td>oxygen</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td></td>
<td>-</td>
<td>air</td>
</tr>
</tbody>
</table>

<sup>a</sup>Argon was flushed through the furnace for 2 hours prior to the run
Table 8. Schedule 4 - Oxidation For YBCO samples

<table>
<thead>
<tr>
<th>Segment</th>
<th>Heat to: (temp, °C)</th>
<th>Cool to: (temp, °C)</th>
<th>For: (time, hrs.)</th>
<th>Atmosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td></td>
<td>0.167</td>
<td>oxygen</td>
</tr>
<tr>
<td>2</td>
<td>825</td>
<td>600</td>
<td>4.5</td>
<td>oxygen</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>hold at 600</td>
<td>1.25</td>
<td>oxygen</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>300</td>
<td>53&lt;sup&gt;A&lt;/sup&gt;</td>
<td>oxygen</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>200</td>
<td>13</td>
<td>oxygen</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>39</td>
<td>1</td>
<td>oxygen</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>25</td>
<td>-</td>
<td>air</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>A</sup>Power outage occurred 45 hours into 48 hour hold; the schedule was started over and another 8 hour hold took place.
### Table 9. Schedule 5 - Reduction For YBCO samples

<table>
<thead>
<tr>
<th>Segment</th>
<th>Heat to: (temp, °C)</th>
<th>Cool to: (temp, °C)</th>
<th>For: (time, hrs.)</th>
<th>Atmosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td></td>
<td>0.167</td>
<td>oxygen</td>
</tr>
<tr>
<td>2</td>
<td>800</td>
<td></td>
<td>4</td>
<td>oxygen</td>
</tr>
<tr>
<td>3</td>
<td>hold at 800</td>
<td></td>
<td>7</td>
<td>O → Ar</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>600</td>
<td>1.25</td>
<td>argon</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>300</td>
<td>13</td>
<td>argon</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>200</td>
<td>1</td>
<td>argon</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>39</td>
<td>1</td>
<td>argon</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>25</td>
<td>-</td>
<td>air</td>
</tr>
</tbody>
</table>
Table 10a. Dimensional Characteristics For Bars Cut From Samples 52A, 53A, 59A, and 60A

<table>
<thead>
<tr>
<th>Sample</th>
<th>Length (cm)</th>
<th>Width (cm)</th>
<th>Height (cm)</th>
<th>Cross-Sectional Area (cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A-C</td>
<td>0.9995</td>
<td>0.2993</td>
<td>0.1802</td>
<td>0.05393</td>
</tr>
<tr>
<td>52A-E</td>
<td>0.9993</td>
<td>0.2996</td>
<td>0.1800</td>
<td>0.05393</td>
</tr>
<tr>
<td>53A-C</td>
<td>0.9996</td>
<td>0.2999</td>
<td>0.2499</td>
<td>0.07495</td>
</tr>
<tr>
<td>53A-E</td>
<td>0.9996</td>
<td>0.2990</td>
<td>0.2501</td>
<td>0.07478</td>
</tr>
<tr>
<td>59A-C</td>
<td>0.9999</td>
<td>0.3002</td>
<td>0.2501</td>
<td>0.07508</td>
</tr>
<tr>
<td>59A-E</td>
<td>0.9999</td>
<td>0.2997</td>
<td>0.2499</td>
<td>0.07490</td>
</tr>
<tr>
<td>60A-C</td>
<td>1.0003</td>
<td>0.2995</td>
<td>0.2495</td>
<td>0.07475</td>
</tr>
<tr>
<td>60A-E</td>
<td>0.9990</td>
<td>0.2999</td>
<td>0.2509</td>
<td>0.07524</td>
</tr>
</tbody>
</table>

- C denotes bar cut from center of disk
- E denotes bar cut from edge of disk
- % uncertainty in dimensional measurements = ±0.0005 cm
- % uncertainty in cross-sectional area = 0.26 %
### Table 10b. Microstructural Characteristics For Bars Cut From Samples 52A, 53A, 59A, and 60A

<table>
<thead>
<tr>
<th>Sample</th>
<th>Peak Sintering Temp. (°C)</th>
<th>As-received Surface Macrocracked?</th>
<th>Bulk Density (g/cc)</th>
<th>Pore Fraction</th>
<th>Ultrasonic Velocity (cm/µsec)</th>
<th>Mean Grain Diameter (µm)</th>
<th>Grain Diameter Range (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A-C</td>
<td>937</td>
<td>no</td>
<td>4.758</td>
<td>0.254</td>
<td>0.382</td>
<td>1.99</td>
<td>0.5 - 8</td>
</tr>
<tr>
<td>52A-E</td>
<td>947</td>
<td>no</td>
<td>4.743</td>
<td>0.257</td>
<td>0.383</td>
<td>2.09</td>
<td>0.5 - 8</td>
</tr>
<tr>
<td>53A-C</td>
<td>947</td>
<td>no</td>
<td>4.966</td>
<td>0.219</td>
<td>0.404</td>
<td>2.43</td>
<td>1 - 8</td>
</tr>
<tr>
<td>53A-E</td>
<td>947</td>
<td>no</td>
<td>4.994</td>
<td>0.217</td>
<td>0.406</td>
<td>2.43</td>
<td>1 - 10</td>
</tr>
<tr>
<td>59A-C</td>
<td>954</td>
<td>no</td>
<td>5.027</td>
<td>0.212</td>
<td>0.422</td>
<td>2.56</td>
<td>1 - 20</td>
</tr>
<tr>
<td>59A-E</td>
<td>954</td>
<td>no</td>
<td>5.089</td>
<td>0.202</td>
<td>0.427</td>
<td>2.47</td>
<td>1 - 15</td>
</tr>
<tr>
<td>60A-C</td>
<td>966</td>
<td>yes</td>
<td>5.793</td>
<td>0.092</td>
<td>0.494</td>
<td>4.65</td>
<td>2 - 45</td>
</tr>
<tr>
<td>60A-E</td>
<td>966</td>
<td>yes</td>
<td>5.760</td>
<td>0.097</td>
<td>0.494</td>
<td>4.87</td>
<td>2 - 40</td>
</tr>
</tbody>
</table>

**a** Bulk density obtained from dimensions and dry weight (% uncertainty < 0.5 %)

**b** Theoretical density = 6.38 g/cc

**c** Ultrasonic (longitudinal wave) velocity obtained from dry-coupled, pulse-echo measurements at 10 MHz (center frequency); the cross-correlation method calculated the time delays to be identical for 25 repeated measurements

**d** Grain Diameter estimates obtained from Heyn-intercept method (ASTM E112-85) in four directions of photomicrograph with at least 100 grains sampled (estimated % uncertainty = ±20 %)
Table 10c. Unit Cell Parameters From X-ray Diffraction For Bars Cut From Samples 52A, 53A, 59A, and 60A

<table>
<thead>
<tr>
<th>Sample</th>
<th>A-axis Length (Å)</th>
<th>B-axis Length (Å)</th>
<th>C-axis Length (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A-C</td>
<td>3.828±0.003</td>
<td>3.690±0.002</td>
<td>11.679±0.006</td>
</tr>
<tr>
<td>52A-E</td>
<td>3.828±0.002</td>
<td>3.688±0.002</td>
<td>11.676±0.005</td>
</tr>
<tr>
<td>53A-C</td>
<td>3.832±0.003</td>
<td>3.692±0.002</td>
<td>11.684±0.007</td>
</tr>
<tr>
<td>53A-E</td>
<td>3.828±0.003</td>
<td>3.683±0.002</td>
<td>11.664±0.005</td>
</tr>
<tr>
<td>59A-C</td>
<td>3.831±0.002</td>
<td>3.885±0.002</td>
<td>11.664±0.005</td>
</tr>
<tr>
<td>59A-E</td>
<td>3.837±0.005</td>
<td>3.890±0.003</td>
<td>11.666±0.010</td>
</tr>
<tr>
<td>60A-C</td>
<td>3.836±0.002</td>
<td>3.887±0.001</td>
<td>11.673±0.004</td>
</tr>
<tr>
<td>60A-E</td>
<td>3.833±0.001</td>
<td>3.886±0.001</td>
<td>11.672±0.003</td>
</tr>
</tbody>
</table>

*X-ray diffraction run at 2°/minute with Cu-Kα radiation; mean ± standard deviation from least-squares refinement of x-ray diffraction data using the same 16 peaks in all cases.*
Table 10d. Elemental Analysis of Samples 52A, 53A, 59A, and 60A

<table>
<thead>
<tr>
<th>Sample</th>
<th>Yttrium (wt%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Barium (wt%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Copper (wt%)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Y:Ba:Cu atomic ratio</th>
<th>CuO&lt;sup&gt;b&lt;/sup&gt; phase (vol%)</th>
<th>Silicon contamination (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A</td>
<td>13.3±0.4</td>
<td>40.6±0.1</td>
<td>30.4±0.6</td>
<td>1:2:3</td>
<td>2 - 5</td>
<td>0.169</td>
</tr>
<tr>
<td>53A</td>
<td>13.4±0.4</td>
<td>40.6±0.2</td>
<td>30.4±0.6</td>
<td>1:2:3</td>
<td>&lt; 1</td>
<td>0.084</td>
</tr>
<tr>
<td>59A</td>
<td>13.4±0.5</td>
<td>40.7±0.4</td>
<td>30.4±1.0</td>
<td>1:2:3</td>
<td>&lt; 1</td>
<td>0.038</td>
</tr>
<tr>
<td>60A</td>
<td>13.4±0.4</td>
<td>40.6±0.1</td>
<td>30.3±0.6</td>
<td>1:2:3</td>
<td>&lt; 1</td>
<td>0.096</td>
</tr>
</tbody>
</table>

<sup>a</sup> elemental analysis determined from Inductively Coupled Plasma-Atomic Emission Spectroscopy (ICP-AES), mean ± standard deviation for 3 trials; (estimated % uncertainty = 5 % of reading)

<sup>b</sup> estimated from white regions in porosity distribution photomicrographs

<sup>c</sup> elemental analysis obtained from colorimetric technique, mean ± standard deviation for 2 trials; (estimated % uncertainty = 10 % of reading)
Table 10e. Oxygen Content For Bars Cut From Samples 52A, 53A, 59A, and 60A

<table>
<thead>
<tr>
<th>Sample</th>
<th>Oxygen (wt%)^a</th>
<th># of O atoms^b</th>
<th># of O atoms^c</th>
<th># of O atoms^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A-C</td>
<td>18.1±0.11</td>
<td>7.65</td>
<td>6.91±0.04</td>
<td>6.81±0.03</td>
</tr>
<tr>
<td>52A-E</td>
<td>18.2±0.18</td>
<td>7.7</td>
<td>6.93±0.03</td>
<td>6.83±0.03</td>
</tr>
<tr>
<td>53A-C</td>
<td>17.9±0.0</td>
<td>7.55</td>
<td>6.88±0.04</td>
<td>6.79±0.04</td>
</tr>
<tr>
<td>53A-E</td>
<td>18.1±0.36</td>
<td>7.65</td>
<td>7.00±0.03</td>
<td>6.90±0.03</td>
</tr>
<tr>
<td>59A-C</td>
<td>18.0±0.18</td>
<td>7.6</td>
<td>7.00±0.03</td>
<td>6.90±0.03</td>
</tr>
<tr>
<td>59A-E</td>
<td>18.2±0.36</td>
<td>7.7</td>
<td>6.87±0.06</td>
<td>6.78±0.05</td>
</tr>
<tr>
<td>60A-C</td>
<td>18.2±0.18</td>
<td>7.7</td>
<td>6.95±0.02</td>
<td>6.85±0.02</td>
</tr>
<tr>
<td>60A-E</td>
<td>18.0±0.18</td>
<td>7.6</td>
<td>6.95±0.02</td>
<td>6.85±0.02</td>
</tr>
</tbody>
</table>

^a Inert gas fusion, mean ± standard deviation for 2 trials (estimated % uncertainty = 1 % of reading)

^b Calculated from ratio of oxygen atomic weight to YBCO molecular weight, (assuming all oxygen is tied up in YBCO, i.e., ignoring CuO and other impurities)

^c Calculated (mean ± standard deviation) from Wolf et al. (1988) relation {atoms O = 76.40 - 5.95*caxis}; (estimated uncertainty = ±0.05 atoms O) caxis = c-axis length obtained from least squares refinement of x-ray diffraction data

^d Calculated (mean ± standard deviation) from Ono (1987) relation {atoms O = 70.512 - 5.454*caxis}; (estimated uncertainty = ±0.05 atoms O)
Table 11. Microstructural and Compositional Characteristics For Center-(C) and Edge-(E) Cut Bars from Sample 46B

<table>
<thead>
<tr>
<th>Property</th>
<th>C</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions (L x W x H) (cm)</td>
<td>L = 0.51±0.03</td>
<td>L = 0.50±0.03</td>
</tr>
<tr>
<td></td>
<td>W = 0.310±0.001</td>
<td>W = 0.304±0.001</td>
</tr>
<tr>
<td></td>
<td>H = 0.228±0.0005</td>
<td>H = 0.231±0.0005</td>
</tr>
<tr>
<td>Mean Grain Diameter(^a) (µm)</td>
<td>2.41</td>
<td>2.58</td>
</tr>
<tr>
<td>A-axis length(^b) (Å)</td>
<td>3.850±0.007</td>
<td>3.847±0.010</td>
</tr>
<tr>
<td>B-axis length(^b) (Å)</td>
<td>3.889±0.006</td>
<td>3.889±0.007</td>
</tr>
<tr>
<td>C-axis length(^b) (Å)</td>
<td>11.682±0.018</td>
<td>11.684±0.023</td>
</tr>
<tr>
<td>Oxygen (wt%)(^c)</td>
<td>16.4±0.66</td>
<td>16.8±1.60</td>
</tr>
<tr>
<td># of O atoms(^d)</td>
<td>6.8</td>
<td>7.0</td>
</tr>
<tr>
<td># of O atoms(^e)</td>
<td>6.89±0.11</td>
<td>6.88±0.14</td>
</tr>
<tr>
<td># of O atoms(^f)</td>
<td>6.80±0.10</td>
<td>6.79±0.13</td>
</tr>
</tbody>
</table>

\(^a\) Grain diameter estimates obtained from Heyn-Intercept method (ASTM E112-85) in four directions of photomicrograph with at least 100 grains sampled (estimated % uncertainty = ±20 %)

\(^b\) X-ray diffraction; mean ± standard deviation from least-squares refinement technique

\(^c\) Inert gas fusion, mean ± standard deviation for 2 trials (estimated % uncertainty = 1 % of reading)

\(^d\) Calculated from ratio of oxygen atomic weight to YBCO molecular weight, (assuming all oxygen is tied up in YBCO, i.e., ignoring CuO and other impurities)

\(^e\) Calculated (mean ± standard deviation) from Wolf, et al. (1988) relation \{atoms O = 76.40 - 5.95*caaxis\}; (estimated uncertainty = ±0.05 atoms O)

\(^f\) Calculated (mean ± standard deviation) from Ono (1987) relation \{atoms O = 70.512 - 5.454*caaxis\}; (estimated uncertainty = ±0.05 atoms O)
Table 12. Superconductor Behavior For Center- (C) and Edge- (E) Cut Bars of Sample 46B

<table>
<thead>
<tr>
<th>Property</th>
<th>C</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_c(K)^a)</td>
<td>75</td>
<td>86</td>
</tr>
<tr>
<td>%CS ((T=77.5)^a)</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>(\Delta T_{cm}^b)</td>
<td>4</td>
<td>16.5</td>
</tr>
<tr>
<td>Temperature of Loss (\Gamma) Initial Rise (K)</td>
<td>63.5</td>
<td>83, 67</td>
</tr>
<tr>
<td>Temperature of Loss (\Gamma) Peak(s) Center (K)</td>
<td>67.5</td>
<td>84, 70</td>
</tr>
<tr>
<td>Breadth of Loss (\Gamma) Peak(s) (K)</td>
<td>7</td>
<td>4.5, 9</td>
</tr>
<tr>
<td>Resistivity at 77 K (\Omega \cdot cm)^d</td>
<td>0.00215</td>
<td>0.000706</td>
</tr>
</tbody>
</table>

\(a\) \(T_c\) determined from the temperature where 1% of complete shielding occurred; i.e., the onset of the magnetic transition \(\chi'\);
\% complete shielding (%CS) determined from \(\chi'\) susceptibility response;
Experimental uncertainty in the temperature measurement = ±0.5 K;
Percent uncertainty in \(\chi'\) is estimated at ±6% due to sample dimension uncertainty

\(b\) \(\Delta T_{cm}\) determined from the difference in the temperature where 10% and 90% of complete shielding occurred.

\(c\) Loss peak data obtained from \(\chi''\) susceptibility response.

\(d\) Resistivity determined from current (5 - 17 mA) and bulk dimensions; \(\rho = R^*A/I\)
### Table 13. Unit Cell Parameters From X-ray Diffraction For YBCO Samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Processing</th>
<th>a-axis Length $^f$ (Å)</th>
<th>b-axis Length $^f$ (Å)</th>
<th>c-axis Length $^f$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>53A</td>
<td>oxidation$^a$</td>
<td>3.832±0.003</td>
<td>3.888±0.002</td>
<td>11.684±0.006</td>
</tr>
<tr>
<td></td>
<td>reduction$^b$</td>
<td>3.855±0.012</td>
<td>3.855±0.012</td>
<td>11.717±0.012</td>
</tr>
<tr>
<td>59A</td>
<td>oxidation$^a$</td>
<td>3.834±0.004</td>
<td>3.888±0.003</td>
<td>11.675±0.006</td>
</tr>
<tr>
<td></td>
<td>reduction$^b$</td>
<td>3.847±0.012</td>
<td>3.847±0.012</td>
<td>11.705±0.025</td>
</tr>
<tr>
<td>60A</td>
<td>oxidation$^a$</td>
<td>3.835±0.002</td>
<td>3.887±0.001</td>
<td>11.673±0.004</td>
</tr>
<tr>
<td></td>
<td>reduction$^b$</td>
<td>3.850±0.004</td>
<td>3.850±0.004</td>
<td>11.711±0.020</td>
</tr>
<tr>
<td>51A</td>
<td>unoxidized$^b$</td>
<td>3.871±0.004</td>
<td>3.871±0.007</td>
<td>11.693±0.022</td>
</tr>
<tr>
<td></td>
<td>oxidation$^c$</td>
<td>3.848±0.009</td>
<td>3.892±0.007</td>
<td>11.761±0.009</td>
</tr>
<tr>
<td></td>
<td>reoxidation$^d$</td>
<td>3.848±0.008</td>
<td>3.887±0.006</td>
<td>11.681±0.019</td>
</tr>
<tr>
<td></td>
<td>reduction$^e$</td>
<td>3.886±0.005</td>
<td>3.886±0.005</td>
<td>11.797±0.011</td>
</tr>
<tr>
<td>52A</td>
<td>unoxidized$^b$</td>
<td>3.843±0.013</td>
<td>3.843±0.013</td>
<td>11.745±0.029</td>
</tr>
<tr>
<td></td>
<td>oxidation$^c$</td>
<td>3.828±0.003</td>
<td>3.890±0.002</td>
<td>11.679±0.006</td>
</tr>
</tbody>
</table>

$^a$Schedule 1 - see table 6a  
$^b$Schedule 2 - see table 6b  
$^c$Schedule 3 - see table 7  
$^d$Schedule 4 - see table 8  
$^e$Schedule 5 - see table 9  

$^f$X-ray scans run at 2°/minute with Cu-Kα radiation mean ± standard deviation from least squares refinement procedure
Table 14. Oxygen Content and Superconducting Behavior of YBCO Samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Processing</th>
<th>Oxygen (wt%)</th>
<th># of O atoms$^g$</th>
<th># of O atoms$^h$</th>
<th>$T_c$ (K)$^i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>53A</td>
<td>oxidation$^a$</td>
<td>18.0±0.18</td>
<td>6.94±0.04</td>
<td>6.64±0.03</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>reduction$^e$</td>
<td>17.4±0.17</td>
<td>6.69±0.15</td>
<td>6.61±0.14</td>
<td>0</td>
</tr>
<tr>
<td>59A</td>
<td>oxidation$^a$</td>
<td>18.1±0.27</td>
<td>6.93±0.04</td>
<td>6.64±0.04</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>reduction$^e$</td>
<td>16.9±13.4</td>
<td>6.76±0.15</td>
<td>6.67±0.14</td>
<td>40</td>
</tr>
<tr>
<td>60A</td>
<td>oxidation$^a$</td>
<td>18.1±0.27</td>
<td>6.95±0.04</td>
<td>6.65±0.02</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>reduction$^e$</td>
<td>16.4±0.0</td>
<td>6.71±0.12</td>
<td>6.64±0.11</td>
<td>0</td>
</tr>
<tr>
<td>51A</td>
<td>unoxidized$^b$</td>
<td>15.0±0.45</td>
<td>6.42±0.05</td>
<td>6.37±0.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>oxidation$^c$</td>
<td>17.2±1.20</td>
<td>6.83±0.13</td>
<td>6.74±0.12</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>reoxidation$^d$</td>
<td>17.7±0.11</td>
<td>6.90±0.11</td>
<td>6.80±0.10</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>reduction$^a$</td>
<td>16.8±0.10</td>
<td>6.21±0.07</td>
<td>6.17±0.06</td>
<td>0</td>
</tr>
<tr>
<td>52A</td>
<td>unoxidized$^b$</td>
<td>15.1±0.45</td>
<td>6.52±0.17</td>
<td>6.45±0.16</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>oxidation$^c$</td>
<td>17.7±0.53</td>
<td>6.92±0.03</td>
<td>6.82±0.03</td>
<td>89</td>
</tr>
</tbody>
</table>

$^a$Schedule 1 - see table 6a
$^b$Schedule 2 - see table 6b
$^c$Schedule 3 - see table 7
$^d$Schedule 4 - see table 8
$^e$Schedule 5 - see table 9

$^f$Inert gas fusion, mean ± standard deviation for 2 trials (estimated uncertainty = 1% or reading)

$^g$Calculated (mean ± standard deviation) from Wolf et al. (1988) relation \{atoms O = 76.40 - 5.95*caxis\}; (estimated uncertainty = ±0.05 atoms O); (caxis = caxis length obtained from x-ray diffraction)

$^h$Calculated (mean ± standard deviation) from Ono (1987) relation \{atoms O = 70.512 - 5.454*caxis\}; (estimated uncertainty = ±0.05 atoms O);

$^i$Determined from $\chi'$ susceptibility response at $H_{ac} = 20$ mOe and $f = 100$ Hz;
0 indicates no superconducting transition was observed.
Table 15. Microstructural Characteristics and Elastic Behavior of YBCO Samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Processing</th>
<th>Bulk Density (g/cc)</th>
<th>Ultrasonic Velocity (cm/μsec)</th>
<th>Effective Elastic Modulus $\times 10^6$ (psi)</th>
<th>Mean Grain Diameter (μm)</th>
<th>Twinning?</th>
</tr>
</thead>
<tbody>
<tr>
<td>53A</td>
<td>oxidation(^a)</td>
<td>4.99</td>
<td>0.374</td>
<td>8.10</td>
<td>2.43</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>reduction(^b)</td>
<td>4.85</td>
<td>0.360</td>
<td>7.30</td>
<td>2.49</td>
<td>no</td>
</tr>
<tr>
<td>59A</td>
<td>oxidation(^a)</td>
<td>5.06</td>
<td>0.420</td>
<td>10.4</td>
<td>2.53</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>reduction(^b)</td>
<td>4.88</td>
<td>0.394</td>
<td>8.76</td>
<td>2.78</td>
<td>no</td>
</tr>
<tr>
<td>60A</td>
<td>oxidation(^a)</td>
<td>5.78</td>
<td>0.497</td>
<td>16.6</td>
<td>4.76</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>reduction(^b)</td>
<td>5.82</td>
<td>0.485</td>
<td>15.3</td>
<td>4.63</td>
<td>no</td>
</tr>
<tr>
<td>51A</td>
<td>oxidation(^c)</td>
<td>5.74</td>
<td>0.498</td>
<td>16.5</td>
<td>4.87</td>
<td>no</td>
</tr>
<tr>
<td></td>
<td>reoxidation(^d)</td>
<td>5.87</td>
<td>0.498</td>
<td>16.9</td>
<td>4.56</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>reduction(^b)</td>
<td>5.65</td>
<td>0.506</td>
<td>17.4</td>
<td>4.91</td>
<td>yes (more apparent than for previous case)</td>
</tr>
<tr>
<td>52A</td>
<td>unoxidized(^b)</td>
<td>4.37</td>
<td>0.312</td>
<td>4.94</td>
<td>2.12</td>
<td>no</td>
</tr>
<tr>
<td></td>
<td>oxidation(^d)</td>
<td>4.76</td>
<td>0.377</td>
<td>7.86</td>
<td>2.05</td>
<td>not sure</td>
</tr>
</tbody>
</table>

\(^a\)Schedule 1 - see table 6a
\(^b\)Schedule 2 - see table 6b
\(^c\)Schedule 3 - see table 7
\(^d\)Schedule 4 - see table 8
\(^e\)Schedule 5 - see table 9

\(^f\)Bulk density calculated from dry weight and dimensions; experimental uncertainty < 0.6 %

\(^g\)Ultrasonic (longitudinal wave) velocity obtained from dry-coupled, pulse-echo measurements at 5 MHz center frequency

\(^h\)Effective Elastic Modulus calculated from equation 1 (assumed Poisson's ratio is constant = 0.27 (Blendell et al., 1987))

\(^i\)Grain diameter estimates obtained from Heyn-Intercept method (ASTM E112-85) in four directions of photomicrographs with at least 100 grains sampled (estimated uncertainty = ±20 %)
Table 16. Change in Oxygen Content, Properties, and Structure of YBCO Samples After Oxidation and/or Reduction Treatments

<table>
<thead>
<tr>
<th>Sample</th>
<th>Upon (treatment)</th>
<th>% Δ in(^a) oxygen atoms</th>
<th>Superconductor(^b) Transformation</th>
<th>Structure(^c) Transformation</th>
<th>% Δ in(^d) density (ρ)</th>
<th>% Δ in(^e) velocity (V)</th>
<th>% Δ in(^f) Elastic Modulus (E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>53A</td>
<td>reduction</td>
<td>-3.7</td>
<td>S → NS</td>
<td>Or → T</td>
<td>-2.2</td>
<td>-2.5</td>
<td>-2.4</td>
</tr>
<tr>
<td>59A</td>
<td>reduction</td>
<td>-2.4</td>
<td>S → MPS</td>
<td>Or → Off</td>
<td>-3.1</td>
<td>-4.6</td>
<td>-5.0</td>
</tr>
<tr>
<td>60A</td>
<td>reduction</td>
<td>-3.4</td>
<td>S → NS</td>
<td>Or → T</td>
<td>-2.5</td>
<td>-2.1</td>
<td>-4.0</td>
</tr>
<tr>
<td>51A</td>
<td>oxidation</td>
<td>5.9</td>
<td>NS → S</td>
<td>T → Or</td>
<td>2.0</td>
<td>0</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>reoxidation</td>
<td>1.0</td>
<td>S → PS</td>
<td>Some Or → T</td>
<td>-0.3</td>
<td>1.4</td>
<td>1.5</td>
</tr>
<tr>
<td>52A</td>
<td>oxidation</td>
<td>-9.9</td>
<td>PS → NS</td>
<td>Or → T</td>
<td>-2.0</td>
<td>-2.0</td>
<td>-3.4</td>
</tr>
</tbody>
</table>

\(^a\) % Δ in O atoms = 100 * [O\(_{new}\) - O\(_{old}\)]/7; O values determined from Wolf relation described previously; 7 is the ideal number of O atoms for orthorhombic YBCO

\(^b\) S = Superconductor
NS = Not Superconducting
PS = Poorer Superconductor
MPS = Much Poorer Superconductor

\(^c\) Deduced from
1) a.c. susceptibility (χ') versus temperature response
2) relative intensities of x-ray diffraction peaks at 2θ = 32.5 - 33°
3) oxygen content
4) unit cell parameters
5) presence of twinning

Or = Orthorhombic (6.8 < O < 7.0)
OII = Orthorhombic II (6.5 < O < 6.8)
T = Tetragonal (6.5 < O < 6.0)
T' = Tetragonal (O > 7.0)

\(^d\) % Δ in ρ = 100 * [ρ\(_{new}\) - ρ\(_{old}\)]/6.38 g/cc; 6.38 g/cc is the theoretical density of YBCO with 7 O atoms

\(^e\) % Δ in V = 100 * [V\(_{new}\) - V\(_{old}\)]/0.560 cm/μsec; 0.560 cm/μsec is the velocity of fully-dense YBCO with 7 O atoms

\(^f\) % Δ in E = 100 * [E\(_{new}\) - E\(_{old}\)]/32.8x10\(^6\) psi; 32.8x10\(^6\) psi is the Elastic modulus of fully-dense YBCO with 7 O atoms (Alford et al., 1988b)
XIV. APPENDICES

A. APPENDIX A: Introduction to Magnetic and Superconductor Phenomena

1. Magnetism

The permeability of a material is given by

\[ \mu = \frac{B}{H} \] (A1)

where \( H \) is the applied field strength and \( B \) is the total magnetic induction given by (Cullity, 1972)

\[ B = (\mu_0)H + M \] (A2)

where \( \mu_0 \) is the permeability of free space and \( M \) is the intensity of magnetization. (Several systems of definitions are currently in use in the field of magnetism. It is noted here that

1 line of magnetic force /cm\(^2\) = 1 maxwell/cm\(^2\)
= 1 Oersted = 1 gauss = 10\(^{-4}\) Tesla = 0.8 A/cm)

Alternating magnetic flux induces circular currents called eddy currents in a good (normal-state) conductor. The eddy currents in turn generate an a.c. magnetic field that opposes the applied field thus shielding the interior of the body from the applied field (Cullity, 1972). This shielding effect causes the strength of the applied field to decrease according to (Cullity, 1972)

\[ H_{x'} = H_0 \left[ \frac{\cosh(2x'/\delta) + \cos(2x'/\delta)}{\cosh(\delta) + \cos(\delta)} \right]^{1/2} \] (A3)

where \( H_0 \) is the field strength at the surface of the material, \( x' \) is the distance from the center of the material, \( d \) is the material thickness, and \( \delta \) is the normal-state skin depth. The skin depth is
the depth of penetration for which \( H_x = H_0/e \) (= 0.37\( H_0 \)) and is given by (Cullity, 1972)

\[
\delta = 5030 \left( \frac{\rho}{(\mu^* f)} \right)^{1/2} \text{ (cm)} \tag{A4}
\]

where \( \rho \) is the resistivity of the material and \( f \) is the applied a.c. frequency. Flux penetration increases with decreasing \( \mu \) and \( f \) and increasing \( \rho \).

2. Superconductivity

Alternating magnetic flux induces circular currents in superconductor material analogous to the eddy currents induced in normal conductors. The supercurrents generated shield the interior of the body from the field and the strength of the field decreases rapidly as the field penetrates into the sample according to (Tinkham, 1985)

\[
H_x = H_0 \exp(-x/\lambda(T)) \tag{A5}
\]

where \( x \) is the distance from the surface of the material, and \( \lambda(T) \) is the Bardeen-Cooper-Schrieffer (BCS) (Bardeen et al., 1957) London penetration depth at temperature \( T \). The London penetration depth is the depth of penetration for which \( H_x = H_0/e \) (= 0.37\( H_0 \)) and is dependent upon temperature according to the empirical relation (Ekin, 1983)

\[
\lambda(T) = \lambda(0) \left[ 1 - \left( \frac{T}{T_c} \right)^4 \right]^{-1/2} \tag{A6}
\]

where \( \lambda(0) \) is the penetration depth at temperature \( T = 0 \) K. For temperatures near \( T_c \) (Ekin, 1983)

\[
\lambda(T) \big|_{T \to T_c} = 0.707 (\lambda(0)) \left[ 1 - \left( \frac{T}{T_c} \right) \right]^{-1/2} \tag{A7}
\]

\( \lambda(0) \) for YBCO has been estimated to be approximately 300 \( \text{Å} \) - 500 \( \text{Å} \).
(Hor et al., 1987 and Perez-Ramirez et al., 1988) from magnetization methods. \( \lambda(77) \) has been estimated to be approximately 0.25 \( \mu \text{m} \) (Gurvitch et al., 1987; Umezawa et al., 1988 and Worthington et al., 1987) which is comparable to that calculated from equation (A7).

The finite width (the BCS coherence length) defining the diffuse boundary between superconducting and normal regions in a pure superconductor is given by (Ekin, 1983)

\[
\xi(T)|_{T \to T_c} = 0.74(\xi(0))[1-(T/T_c)]^{-1/2} \tag{A8}
\]

where \( \xi(0) \) is the BCS coherence length at \( T = 0 \text{K} \). The coherence length is, on average, the distance between electrons in a Cooper pair. It is a measure of the scale at which lattice interruptions can disrupt the supercurrent. \( \xi(0) \) has been estimated to be approximately 15 A\( ^{\circ} \) - 20 A\( ^{\circ} \) for YBCO from magnetization methods (Hor et al., 1987 and Perez-Ramirez et al., 1988).

The Ginzburg-Landau parameter provides a precise distinction between type I and type II superconductors and is given by (Ekin, 1983)

\[
k = \lambda(T) / \xi(T) \tag{A9}
\]

A superconductor with \( k < 0.707 \) exhibits type I superconductivity while a superconductor with \( k > 0.707 \) exhibits type II superconductivity. For YBCO, it is seen from the estimated values of \( \xi(0) \) and \( \lambda(0) \) that YBCO is a type II superconductor.

In type II superconductors, two critical magnetic fields are significant. \( H_{c1}(T) \) is the field below which flux is completely excluded from the interior of the grain. Above \( H_{c1} \), but below
another critical field designated \( H_{c2}(T) \), flux penetrates the material in the form of small flux tubes parallel to the applied field. The core of each tube is normal (nonsuperconducting) but the material surrounding each flux tube remains superconducting. As the applied field is increased, the number of flux tubes penetrating the material increases until they completely overlap at \( H_{c2}(T) \) and the material is no longer superconducting (Kittel, 1986). In general, the critical fields decrease with increasing temperature according to (Ekin, 1983)

\[
H_{ci}(T) = H_{ci}(0)[1-(T/T_c)^2] 
\]  

(A10)

where \( H_{ci}(0) \) is the critical field at OK and \( i = 1 \) or \( 2 \) (or \( 3 \) although \( H_{c3}(77) \) is not discussed here (Doss, 1989)). \( H_{c1}(0) \) has been estimated to be approximately 500 - 2000 Gauss for YBCO (Hor et al., 1987 and Perez-Ramirez et al., 1988). \( H_{c1}(77) \) has been estimated at approximately 100 Gauss for YBCO (Dersch et al., 1988 and Solin et al., 1988). \( H_{c2}(0) \) has been estimated to be approximately \( 10^6 \) to \( 2 \times 10^6 \) Gauss (Hor et al., 1987 and Perez-Ramirez et al., 1988) for YBCO. \( H_{c2}(77) \) is estimated to be approximately \( 5 \times 10^4 \) to \( 5 \times 10^5 \) Gauss (Flukiger et al., 1988 and Kupfer et al., 1988a).

The above formulas for \( \lambda(T) \) and \( \xi(T) \) are altered by the addition of impurities and defects to a pure superconductor. Such material defects shorten the electronic mean free path \( (l) \), shorten \( \xi(T) \), and lengthen \( \lambda(T) \) (Kittel, 1986). Also, significant anisotropy with respect to the orientation of the Cu-O basal plane is apparent for
\( \lambda(T), \xi(T), \) and the critical fields. Smaller \( \lambda(T) \), larger \( \xi(T) \), and larger critical fields by about an order of magnitude are observed parallel to the Cu-O planes compared to those parallel to the c-axis (Doss, 1989; Flukiger et al., 1988 and Kupfer et al., 1987).
B. APPENDIX B: Summary of Superconductor Properties For Samples 52A, 53A, 59A and 60A.
Figure B1. - A.c. susceptibility versus temperature for bars cut from samples 52A, 53A, 59A and 60A. $H_{ac} = 0.02$ Oe. Frequency = 100 Hz. C = center-cut bar, E = edge-cut bar.
Figure B1. - Continued.

(c) Sample 53A-C.

(d) Sample 53A-E.

Figure B1. - Continued.
Figure B1. - Continued.
Figure B1. - Concluded.

(g) Sample 6OA-C.

(h) Sample 6OA-E.
Table B1. Predicted and Measured Electrical Properties at 77 K For Bars Cut From Samples 52A, 53A, 59A, and 60A

<table>
<thead>
<tr>
<th>Sample</th>
<th>$J_c$ (A/cm$^2$)</th>
<th>$H_s$ (gauss)</th>
<th>n-value</th>
<th>Correlation Coefficient of n-value fit</th>
<th>Predicted $J_{cmax}$ (A/cm$^2$)</th>
<th>Predicted $H_{c1J}$ (gauss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A-C</td>
<td>14.7</td>
<td>1.0</td>
<td>18.3</td>
<td>0.992</td>
<td>235</td>
<td>20.8</td>
</tr>
<tr>
<td>52A-E</td>
<td>17.3</td>
<td>1.2</td>
<td>12.3</td>
<td>0.988</td>
<td>224</td>
<td>19.8</td>
</tr>
<tr>
<td>53A-C</td>
<td>5.6</td>
<td>0.47</td>
<td>10.3</td>
<td>0.991</td>
<td>158</td>
<td>17.0</td>
</tr>
<tr>
<td>53A-E</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>159</td>
<td>17.0</td>
</tr>
<tr>
<td>59A-C</td>
<td>20.75</td>
<td>1.8</td>
<td>25.4</td>
<td>0.998</td>
<td>151</td>
<td>16.2</td>
</tr>
<tr>
<td>59A-E</td>
<td>20.7</td>
<td>1.8</td>
<td>33.2</td>
<td>0.996</td>
<td>157</td>
<td>16.8</td>
</tr>
<tr>
<td>60A-C</td>
<td>---</td>
<td>0.1</td>
<td>---</td>
<td>---</td>
<td>83</td>
<td>8.9</td>
</tr>
<tr>
<td>60A-E</td>
<td>1.6</td>
<td>---</td>
<td>3.9</td>
<td>0.988</td>
<td>79</td>
<td>8.5</td>
</tr>
</tbody>
</table>

$^a$ $J_c$ determined at $E_c = 10$ uV/cm; average contact resistance (at $I = 100$ uAmps) = 1 Ω; ohmic contacts; estimated uncertainty in $J_c = 10$%; Several trials within the same test run determined the reproducibility of the voltage-current characteristic

$^b$ $H_s$ calculated from equation 29

$^c$ n-value determined from logarithmic fit of $E = kJ^3$; data at $E > 0.1$ uV/cm used for fit

$^d$ Predicted $J_{cmax}$ calculated from equation 28 (approximating $H_{1/2}$ by $H_{c1J}$ (equation 23)) with $\lambda = 0.25$ μm

$^e$ Predicted $H_{c1J}$ calculated from equation 23; $\lambda = 0.25$ μm; $H_{c1J}$ is an estimate of $H_{1/2}$ (equation 27)
<table>
<thead>
<tr>
<th>Sample</th>
<th>%CS(T = 90 °C)</th>
<th>%CS(T = 87.5 °C)</th>
<th>%CS(T = 85 °C)</th>
<th>%CS(T = 82.5 °C)</th>
<th>%CS(T = 80 °C)</th>
<th>%CS(T = 77.5 °C)</th>
<th>%CS(T = 75 °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A-C</td>
<td>1</td>
<td>4</td>
<td>27</td>
<td>85</td>
<td>95</td>
<td>96</td>
<td>98</td>
</tr>
<tr>
<td>52A-E</td>
<td>1</td>
<td>3</td>
<td>40</td>
<td>88</td>
<td>96</td>
<td>96</td>
<td>98</td>
</tr>
<tr>
<td>53A-C</td>
<td>1</td>
<td>33</td>
<td>95</td>
<td>97</td>
<td>96</td>
<td>96</td>
<td>98</td>
</tr>
<tr>
<td>53A-E</td>
<td>1</td>
<td>46</td>
<td>96</td>
<td>98</td>
<td>96</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>59A-C</td>
<td>0</td>
<td>2</td>
<td>72</td>
<td>90</td>
<td>96</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>59A-E</td>
<td>0</td>
<td>4</td>
<td>84</td>
<td>97</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>60A-C</td>
<td>2</td>
<td>13</td>
<td>25</td>
<td>38</td>
<td>56</td>
<td>84</td>
<td>97</td>
</tr>
<tr>
<td>60A-E</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>50</td>
<td>93</td>
</tr>
</tbody>
</table>

\(^a\)Percent complete shielding capability (%CS) data determined from \(\chi\)'susceptibility response; percent uncertainty in \(\chi\)' is estimated at ±0.5%; Experimental uncertainty in temperature measurement = ±0.5 K
Table B3. Transition Temperature $T_c$ and Magnetic Transition Width ($\Delta T_{\text{cm}}$) For The Bars Cut From Samples 52A, 53A, 59A, and 60A

<table>
<thead>
<tr>
<th>Sample</th>
<th>$T_c$ (K)$^a$</th>
<th>$\Delta T_{\text{cm}}$ (K)$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A-C</td>
<td>89</td>
<td>4</td>
</tr>
<tr>
<td>52A-E</td>
<td>89</td>
<td>4</td>
</tr>
<tr>
<td>53A-C</td>
<td>89</td>
<td>2</td>
</tr>
<tr>
<td>53A-E</td>
<td>89</td>
<td>1.5</td>
</tr>
<tr>
<td>59A-C</td>
<td>87.5</td>
<td>3.5</td>
</tr>
<tr>
<td>59A-E</td>
<td>88</td>
<td>3</td>
</tr>
<tr>
<td>60A-C</td>
<td>90</td>
<td>12</td>
</tr>
<tr>
<td>60A-E</td>
<td>82</td>
<td>4</td>
</tr>
</tbody>
</table>

$^a$ $T_c$ determined from the temperature where 1% of complete shielding occurred; i.e., the onset of the magnetic transition ($\chi'$);

% complete shielding determined from $\chi'$ susceptibility response;

Experimental uncertainty in the temperature measurement = ±0.5 K

$^b$ $\Delta T_{\text{cm}}$ determined from the difference in the temperatures where 10% and 90% of complete shielding occurred.
Table B4. Loss Peak Characteristics for Bars Cut From Samples 52A, 53A, 59A, and 60A.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature of Loss Peak Initial rise (K)</th>
<th>Temperature of Loss Peak Center (K)</th>
<th>Width of loss peak (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>52A-C</td>
<td>80</td>
<td>83.5</td>
<td>5.5</td>
</tr>
<tr>
<td>52A-E</td>
<td>80</td>
<td>84</td>
<td>6</td>
</tr>
<tr>
<td>53A-C</td>
<td>85</td>
<td>87.5</td>
<td>4</td>
</tr>
<tr>
<td>53A-E</td>
<td>85.5</td>
<td>87.5</td>
<td>4</td>
</tr>
<tr>
<td>59A-C</td>
<td>82.5</td>
<td>86</td>
<td>5</td>
</tr>
<tr>
<td>59A-E</td>
<td>83</td>
<td>86.5</td>
<td>5</td>
</tr>
<tr>
<td>60A-C</td>
<td>75</td>
<td>78</td>
<td>11</td>
</tr>
<tr>
<td>60A-E</td>
<td>74.5</td>
<td>77</td>
<td>6.5</td>
</tr>
</tbody>
</table>

*a* Loss peak data obtained from $\chi''$ susceptibility response; Experimental uncertainty in temperature measurement = ±0.5 K
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The purpose of this dissertation was to 1) characterize the effect of pore fraction on a comprehensive set of electrical and magnetic properties for the yttrium-barium-copper-oxide (YBCO) high temperature ceramic superconductor and 2) determine the viability of using a room-temperature, nondestructive characterization method to aid in the prediction of superconducting (cryogenic) properties. The latter involved correlating ultrasonic velocity measurements at room temperature with property-affecting pore fraction and oxygen content variations. The dissertation is presented in two major chapters. In the first chapter, the use of ultrasonic velocity for estimating pore fraction in YBCO and other polycrystalline materials was reviewed, modeled and statistically analyzed. This chapter provided the basis for using ultrasonic velocity to interrogate microstructure. In the second chapter, 1) the effect of pore fraction (0.10 - 0.25) on superconductor properties of YBCO samples was characterized, 2) spatial (within-sample) variations in microstructure and superconductor properties were investigated and 3) the effect of oxygen content on elastic behavior was examined. Experimental methods used included a.c. susceptibility, electrical, and ultrasonic velocity measurements. Superconductor properties measured included transition temperature, magnetic transition width, transport and magnetic critical current density, magnetic shielding, a.c. loss, and sharpness of the voltage—current characteristic. Superconductor properties including within-sample uniformity were generally poorest for samples containing the lowest (0.10) pore fraction. Ultrasonic velocity was linearly related to pore fraction thereby allowing sample classification. An ultrasonic velocity image constructed from measurements at 1 mm increments across a YBCO sample revealed microstructural variations that correlated with variations in magnetic shielding and a.c. loss behavior. Destructive examination using quantitative image analysis revealed pore fraction to be the varying microstructural feature. Changes in superconducting behavior were observed consistent with changes in oxygen content. Velocity increases generally accompanied oxygen content increases, and this behavior was reversible. Similarly, elastic modulus increased with increasing oxygen content. Global patterns in velocity images were the same after oxidation and reduction treatments which correlated with destructive measurements showing insignificant changes in the pore distribution.