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PREFACE

Recognizing the considerable advances that have been made in computational fluid dynamics (CFD) and the impact that CFD has had on aeropropulsion research, the Internal Fluid Mechanics Division of NASA Lewis Research Center sponsored the Computational Fluid Dynamics Symposium on Aeropropulsion.

The objective of the symposium was to provide a forum for exchanging information regarding recent developments in numerical methods, physical and chemical modeling, and applications. It was also our objective to identify key issues and problem areas of CFD, specifically those affecting propulsion systems. Thus, a synergy could be developed among the government laboratories, universities, and industries.

The symposium included 4 invited and 34 contributed papers, covering such topics as numerical methods, grid generation (including structured and unstructured grids), turbomachinery, turbulence modeling (including pdf methods), high speed flows, chemically reacting flows, propulsion components (including the inlet nozzle), and combustors.

This publication supercedes the previous version (NASA CP-10045). It contains six papers that were not included in the preprint. In our opinion, the collected papers represent the current capability of CFD for propulsion applications.

Meng-Sing Liou
Louis A. Povinelli
Symposium Organizers
NASA Lewis Research Center
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THOUGHTS ON THE CHIMERA METHOD OF SIMULATION
OF THREE-DIMENSIONAL VISCOUS FLOW

Joseph L. Steger
Department of Mechanical, Aeronautical, and Materials Engineering
University of California at Davis
Davis, California 95616

ABSTRACT

The chimera overset grid method is reviewed and discussed relative to other procedures for simulating flow about complex configurations. It is argued that while more refinement of the technique is needed, current schemes are competitive to unstructured grid schemes and should ultimately prove more useful.

INTRODUCTION AND OVERVIEW

There are currently two mainstream approaches for computing flow fields in which geometry imposes complex boundary conditions – composite structured grid schemes and unstructured grid schemes. In my assessment of the literature, unstructured grid methods are generally considered to be more versatile and easier to adapt to complex geometry while composite structured grid methods are generally considered to use more efficient numerical algorithms and require less computer memory. But with either composite-structured or unstructured grids, the capability to solve flow about complex configurations has been suitably demonstrated. Both pure-strain approaches have their strengths and weaknesses. Hybrid schemes which incorporate the best features of both have already appeared[1-3] and will likely become more important in treating flow about complex geometries.

The chimera[4] and similar methods which use overset grids[5-29] are generally classed into the composite structured grid category, because these approaches clearly grew out of an attempt to generalize body conforming structured grid schemes to treat more complex situations. The chimera approach uses a composite of overset structured grids to resolve geometry, flow features, or permit more efficient flow solvers. While chimera generally employs composite structured grids, the connectivity of the overset structured grids is itself unstructured.

The chimera approach has been used to compute inviscid and high Reynolds flow about complex configurations(c.f.[7,8,14-19,24-26]), and it has even been demonstrated for unsteady three dimensional viscous flow problems in which one body moves with respect to another[26]. The viability of this approach is perhaps best illustrated by the fact that this progress has been made by a relatively small group of researchers. Nevertheless, chimera is sometimes viewed as an intermediate
solution approach, one which will ultimately be replaced by the unstructured grid method. With further examination, however, the chimera approach may be found to have more versatility than current unstructured schemes because, while grids can be abutted together like patches, they can also be overset. Oversetting can be somewhat foreign to finite volume and finite element methods, but oversetting can be useful. In overset schemes, intermediate boundary curves can be placed arbitrarily. In overset regions, the possibility also exists of impressing solutions from one domain onto another via forcing functions rather than only through boundary interfaces. These features can and have been exploited in several ways.

Overset grids allow structured grids to be used without excessive distortion or inefficient use of grid density. Consequently, efficient numerical methods can be used which depend on structured grids such as alternating direction implicit schemes and parabolized Navier Stokes procedures. Moreover, numerical schemes that use structured-grids generally require less computer storage and are better suited to vectorized computers. Arbitrary placement of intermediate boundaries can greatly simplify the task of structured grid generation. It allows, for example, the use of hyperbolic grid generation procedures [30,31] which do not conform to boundary value constraints but which generate nearly orthogonal grids with excellent mesh spacing control. Overset structured grids have also been used as a solution adaption procedure [21,22], and overset grids can be positioned in the field simply to implement a special solver, most of which require some kind of coordinate alignment, (usually to streamlines in flow field simulation). Overset grids allow one body to move with respect to another without regriding [10,26] or placement of new bodies into the domain without regenerating the entire mesh.

As noted earlier, the chimera method is an outgrowth of trying to generalize a powerful solution approach, the body conforming structured grid method, to more complex situations. The method is proven, but far from mature. There are weaknesses which must be removed if chimera is to remain competitive with unstructured grids.

There are two main criticisms leveled against the current implementations of the chimera method. One is the bookkeeping-like complexities associated with connecting overset grids together. In fact, the bookkeeping with a chimera scheme is similar to that associated with an unstructured grid – easier because the connectivities can be made using structured grid data but more difficult because of multiple oversetting. However, only a few researchers have worked on this problem as opposed to the myriad that have worked on unstructured grids. Consequently, there is less available software for overset structured grids.

The other criticism is that in most simulations of complex flows the solutions on the overset grids are merged using simple interpolation. The fact that interpolation is generally used to connect grids implies that conservation is not strictly enforced. For most practical applications it is difficult to devise a situation where this error is overall-significant since conservation is strictly maintained at all points in the domain (assuming the solver is a conservative one) except at a small number of interface boundaries. Nevertheless, this source of error has to be eliminated, and conservative interface schemes for overset grids have been devised [23,27]. Refinement and simplification of these techniques are still warranted for use with three dimensional flow solvers, however.

In the remainder of this paper, a brief review of the chimera scheme is given, and a few results from previously presented space shuttle flow field simulations are used to indicate current status. Some possible future directions for the chimera scheme are then indicted, followed by concluding remarks.
BACKGROUND AND PROGRESS

The chimera composite grid discretization method is a domain decomposition approach which uses overset body-conforming grids. In this approach, each component of a configuration is grided separately and is overset onto a major grid to form the complete model. The major grid is stretched over the entire field, and is often generated about a dominant boundary or body surface. Minor grids are used to resolve features of the geometry or flow that are not adequately resolved by the major grid, and are overset on the major grid without requiring mesh boundaries to join regularly.

For example, Fig. 1 shows surface grids generated for the integrated space shuttle configuration in its ascent mode. The configuration shown has simplified attach hardware, and various protuberances such as the external fuel lines and even the orbiter vertical tail have been neglected. A grid is then independently generated about each component. A composite grid is then formed by superimposing all grids together. The body-conforming grids used for each component are shown in Fig. 2 at their respective planes of symmetry. Here the external tank (ET) grid is treated as the major grid and is extended to the far field. Figure 3 shows nearby $\xi = \text{constant}$ planes for the orbiter and ET projected onto an $x=\text{constant}$ plane. Whenever points of a grid, say grid 1, fall within the body-boundary of another grid, say grid 2, the points of grid 1 are cut out forming a hole in grid 1. The hole-boundary data of grid 1 are then supplied from grid 2. Hole grid points have been removed from view in Fig. 3.

Software to interconnect the grids is needed to ascertain when points of one grid fall within a body boundary of another (grid hole points) and to supply pointers so that one grid can provide boundary data to another. Various algorithms have been devised for performing these tasks automatically [4,8,14-16,20,29]. For the illustrated shuttle grids, the code Pegasus [8,14,16,29] (provided and maintained by CALSPAN of AEDC) has been used. General software for this problem has also been developed in [20] and includes an interactive workstation demonstrator for two dimensional grids.

A flow simulation code developed for a single general curvilinear grid can be readily adapted for composite overset grids. One simply sets flags to blank out hole points and supplies a control program that calls in grids and interface routines. For example, the structured-grid, implicit, approximately-factored F3D scheme [32,33] for the thin-layer Navier-Stokes equations

$$\partial_t \hat{Q} + \partial_\xi \hat{F} + \partial_\eta \hat{G} + \partial_\zeta \hat{H} = Re^{-1} \partial_\zeta \hat{S} \quad (1)$$

was easily modified for chimera overset grids as

$$\left[ I + i_b \delta_\zeta (\hat{A}^+) \right] \n = \left[ I + i_b \delta_\zeta (\hat{A}^-) \right] \Delta \hat{Q} = \n \times \left[ I + i_b \delta_\eta \hat{B} \right] \delta_\n \n - i_b \Delta t \{ \delta_\zeta (\hat{F}^+) \} + \delta_\zeta (\hat{F}^-) + \delta_\eta \hat{G}^{\n} + \delta_\zeta \hat{H}^{\n} - Re^{-1} \delta_\zeta \hat{S}^{\n} + (D_e|_\eta + D_e|_\zeta) \hat{Q}^{\n} \quad (2)$$

Here introduction of the flag $i_b$ accommodates the possibility of having arbitrary holes in the grid. (The hole includes hole-boundary points which are later updated by interpolating the solution from the overset grid which created the hole.) The array of values $i_b$ is defined such that $i_b = 1$ at normal grid points and $i_b = 0$ at hole points. Thus, in Eq. (2) when $i_b = 1$ the normal scheme
Fig. 1 Simplified configuration and surface grid point distributions for the integrated space shuttle.

Fig. 2 Symmetry planes of all grids.
is maintained, but when \( i_b = 0 \) the scheme reduces to \( \Delta \hat{Q}^n = 0 \) or \( \hat{Q}^{n+1} = \hat{Q}^n \) and thus \( \hat{Q} \) is not changed at a hole point. For the most part \( i_b \) is coupled to the time step \( (h = \Delta t \text{ or } (\Delta t)/2) \) and is trivial to implement into the coding. (Difference operators that use more than one point to either side require some additional coding modification, see Ref. [24]) By using the \( i_b \) array it is not necessary to provide branching logic to avoid hole points, and computer vectorization is not inhibited.

The F3D algorithm was implemented on composite grids by writing a control program which at each “time step” fetched a grid and its data from an isolated large memory into a working memory. Boundary interface arrays that store grid interconnect data, \( Q_{BC} \), are also fetched. The \( Q_{BC} \) array holds overset-grid boundary values for the current grid which are supplied from the other grids and is a relatively small array. Because the hole boundaries are arbitrarily located, the \( Q_{BC} \) array has pointers much like those used with unstructured grids. The solution on the current grid is then updated or advanced in time. Overset boundary data that the current grid sends to other grids are then found by interpolation and loaded into \( Q_{BC} \), and all arrays are sent back to the isolated large memory. The next grid is then fetched, and so on.

To illustrate this capability, calculated results for the integrated space shuttle vehicle are taken from Refs. [24,25] and are reproduced in Figs. 4 and 5. These figures show comparisons between computational and experimental data for \( M_\infty = 1.05 \) at an angle of attack, \( \alpha = -3^\circ \), and using the wind tunnel Reynolds number \( Re = 4.0 \times 10^6/\text{ft} \) for the computations. Shaded surface pressure coefficient comparisons between the computation and wind tunnel data, [34] are shown by Fig. 4. This kind of comparison is possible because the 3% scale wind tunnel model was instrumented with 1538 pressure taps. Mach contours in planes of symmetry of the ET and solid rocket booster (SRB) are also shown in Fig. 4, and are used to highlight the SRB plume which was modeled as a hot-air jet. A limited amount of flight test data [35] are also available for comparison, and Fig. 5 shows pressure comparisons between computation, flight, and wind tunnel data taken along the side of the fuselage. This computation required about 15 hours of computer time using a single processor of the CRAY 2, and employed a composite grid containing one million points distributed over seven distinct grids. Additional details of the experimental comparisons (and some disclaimers) are given in Refs.[24,25].

With the composite overset grid approach it is possible to move one body with respect to another without regridding at each time step advance of the flow field. Demonstration of this capability for SRB staging from the shuttle is presented in Ref. [26].

**FUTURE DIRECTIONS**

As noted previously, two main criticisms can be leveled against the chimera approach: 1) the complexity of the interconnectivity is perhaps as difficult as dealing with an unstructured grid, and 2) nonconservative interpolations to update interface boundaries are often used in practical three dimensional computations. To indicate the complexity of the interconnectivity, it should be remarked that some of the attach-hardware used in the space shuttle simulations is not actually attached. The attach-hardware was floated between the body elements. This is because the algorithms devised to impose grid connectivity are not accurate enough when the refined grids used for
Fig. 3 Cross-section of grids showing holes, a) ET grid, b) Orbiter grid.

Fig. 4 Comparison of pressure coefficient between computation (top) and wind tunnel (bottom), $M_\infty = 1.05$, $\alpha = -3^\circ$, and $Re = 4.0 \times 10^6/ft$ (3% model).
Fig. 5 Comparison of $C_p$ from computation (−), wind tunnel (○), and flight test (▲ right side, Δ left side) along the $\phi = 70^\circ$ line of the orbiter fuselage, $M_\infty = 1.05$ and $\alpha = -3^\circ$, $Re = 4.0 \times 10^6/ft$, and $10^\circ/9^\circ$ elevon deflection.
high Reynolds number viscous flow simulation are encountered. Because the normal grid spacing is so fine, small errors in interpolation for the body surface can cause the test which identifies when points lie inside a another body surface to fail. Specifically, two viscous boundary layer grids emanating off the same surface cannot fall within that surface, yet due to the fineness of the grids, a viscous flow field point above the surface of one grid may be judged to be inside the same body surface of another grid because of interpolation error. Special logic can be used to exclude this case, and the problem is not encountered for inviscid simulations. There are a variety of ways to deal with this problem, they include more consistent interpolation schemes, introducing special viscous surface grids, alternate tests, and so on, but current software is inadequate and needs refinement.

Several approaches have been proposed to treat the problem of nonconservative interfaces, but they have not been implemented into the F3D code. It should be remarked that while the space shuttle simulations have used simple interpolation procedures because of their robustness, CALSPAN simulations for the last several years[16-18,28,29] have implemented an unpublished idea of Benek and use interpolants of delta quantities, specifically, $\hat{Q}^{n+1} - \hat{Q}^n$. Interpolating this quantity on interface boundaries ensures space-time conservation over the global field, but the utility (or penalty) of this approach has not yet been rigourously examined.

A fairly obvious way to ensure interface conservation would be to introduce an unstructured flow solver in the vicinity of the interface boundaries. Already in chimera, primitive elements of an unstructured grid solver exist in the form of pointers and grid interfacing arrays which transfer interpolated values of the solution from one grid to the next. Some care would have to be taken, but an explicit differencing of the governing equations using unstructured data could substitute for the interpolation process. The chimera would then mimick a hybrid structure-unstructured approach much as in Refs. [1-3].

Finally, the chimera framework lends itself to the construction of a general-purpose flow code that can optionally take advantage of approximate solution methods, and some preliminary work has been carried out in this area. For example, the F3D flow simulation code used for the previously described shuttle work already has options (at various levels of maturity) to use either explicit or implicit solution algorithms as well as a semimarching scheme for predominately steady supersonic flow. In addition, a fortified option [36] of the basic algorithm is available. To support this option and to provide diagnostics of Navier-Stokes solution accuracy, a three-dimensional boundary-layer code in arbitrary general coordinates has also been included.

CONCLUDING REMARKS

Overset grid schemes such as chimera grew out of efforts to adapt body conforming structured grid methods to more complex boundaries. Although these schemes have not received the attention that unstructured (or patched) grid methods have received, they have proven to be competitive, and are likely to prove to be more powerful. Incorporation of unstructured grids into the overall chimera framework is quite feasible, and offers a relatively low risk route to a hybrid structured-unstructured simulation code as well as a fall back position in the (unlikely) event that chimera does not live up to its expectations.
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ABSTRACT

This paper presents a wavefront mesh generator for two dimensional triangular meshes as well as a brief description of the solution method used with these meshes. The interest is in creating meshes for solving the equations of fluid mechanics in complex turbomachinery problems, although the mesh generator and flow solver may be used for a larger variety of applications. The focus is on the flexibility and power of the mesh generation method for triangulating extremely complex geometries and in changing the geometry to create a new mesh. Two turbomachinery applications are presented which take advantage of this method: the analysis of pylon/strut and pylon/OGV interaction in the bypass of a turbofan.

MESH GENERATOR

In recent years the use of unstructured triangular meshes in computational fluid dynamics has grown in popularity. The main reason for going to triangular cells is the ability to compute the flowfield around complex geometries since in these cases it is easier to create a triangular mesh than a quadrilateral mesh, if a quadrilateral mesh can even be created. The first question that one encounters when deciding to work with triangles is how to create the mesh. This paper presents a mesh generator which was originally based on the work of Lo [1] and extended by Peraire et al [2,3]. The method works by advancing a front through the domain to be triangulated, creating points as they are needed. The result is a very powerful and flexible mesh generator.

The computational domain is specified as a number of closed objects inside an outer boundary. Each of these curves are defined as piecewise cubic splines based on a set of points given by the user. These boundaries are divided into segments which represent a node distribution on the boundary and compose the initial front. This front then moves into the domain to be triangulated, creating triangles as it goes. A new triangle is made up of two nodes on the front and either a newly created node or another node on the front. The front moves inward until it totally collapses in on itself. An example of the process is shown in Figure 1 where the wave front is denoted by the darker line.

For the mesh generator to determine the size of the triangles throughout the region, a desired mesh size must be given for each point in the triangulated region. Here this is done by creating a background mesh of large triangles with mesh parameters given at the nodes. A general point in the region will lie inside a background mesh triangle, and the local mesh parameters are found by a linear interpolation of the values at the background nodes.

Some less desirable triangles can be created by the process, for example where the front finally collapses, therefore the final mesh is smoothed. The smoothing of the final grid is done in two steps. First, the triangulation is made to conform to the rules for a Delaunay mesh. This is done by examining all sets of two adjacent triangles. The face between the triangles is rotated if the current face location is on the longer diagonal as shown in Figure 2. Next the nodes are displaced slightly so the mesh is relaxed. The new location of a node is given by

\[ x_i^{\text{new}} = x_i + \frac{\omega}{n} \sum_{k=1}^{n} (x_k - x_i) \]

where \( i \) is the node to be smoothed and the sum is over the \( n \) nodes surrounding node \( i \). A value of \( \omega = 0.3 \) is used for the relaxation factor. The combination of these two steps in smoothing the grid is quite effective in eliminating any undesirable cells as can be seen in Figure 1.
Figure 1: Mesh at various stages in the advancing front method.
The focus of the discussion here will be on the flexibility and power in generating grids for extremely complex geometries with very little user time required in the definition of the problem. Interested readers are referred to the papers by Peraire et al [2,3] for a discussion on the exact algorithm for front advancement. It would suffice to say that the 2D mesh generator consists of over 3000 lines of code of which most involve conditional statements. The only part of the code which will vectorize is a few lines involving a search. Peraire et al [4] have successfully extended this method to three dimensions. The biggest difficulty from a user interface point of view in three dimensions is setting up a background mesh size distribution. Instead of using a background mesh, some other method which defines the distribution on the boundaries and smooths it through the region could be used.

To illustrate the ease of creating a mesh, the specifics involved in creating the mesh in Figure 1 will be shown as an example. As previously stated, the outer boundary of the domain and the objects inside the domain are specified by the user as a set of points which define a closed curve. Two other files are required, one which describes the orientation of the objects and another which describes the background mesh.

Objects:
Here, two objects are used: a square which is defined from $x = -1, 1$ and $y = -1, 1$, and a circle with center at the origin and radius 1. The points defining these objects are in files OBJECT.SQUARE and OBJECT.CIRCLE respectively.

The object files contain additional information about the type of boundary condition to be applied to segments of the boundary. The boundary condition could correspond to an inlet, outlet, solid wall or a set of periodic surfaces.

Orientation:
The file FGRID.SQUARE is shown below along with the geometry for the problem. This file describes the orientation of the objects in the domain. The several lines of the file are:

Line 1: title for the mesh
Line 2: name of the object file which in this case is OBJECT.SQUARE
Line 3: tells whether the mesh will be created inside or outside the object where a positive number means the mesh is inside
Line 4: four real values which give the factor by which the data is scaled, the angle by which the data is rotated about the origin in the data, and the amount in the $x$ and $y$ directions by which the data is translated
Last 3 lines: the same kind of information given above about the data in file OBJECT.CIRCLE
It is clear that objects can be easily rotated, scaled and placed anywhere in the domain. This means it is easy to change the location of an object or drop another object into the domain.

**Background:**

The information about the background mesh for this case is given in file BACK.SQUARE which is shown below. This file has information giving the node locations and the mesh parameters at the nodes as well as the way the nodes are connected to create a mesh. The several lines of the file are:

**Line 1:** number of nodes in the background mesh which in this case it 5

**Next 5 lines:** each node is given a consecutive numbers from the top of the list and has three real values which give the x and y locations of the nodes and the desired standard length of the cell

**Line 7:** number of cells in the background mesh which in this case is 4

**Next 4 lines:** each line contains the three node numbers listed counter-clockwise which make up the background cells

The current version of the code requires the user to set up the background mesh by hand. This turns out to be a little tedious when a complicated mesh size distribution is desired. In the future an interactive method of creating the background mesh will be created where the user can place and move points using a mouse and connect these points again using a mouse.

A few other examples of meshes created using this method are shown in Figures 3 and 4. In Figure 3 a very unusual mesh was created. The point which should be most emphasized in connection with this example is that once the object
files were created for the letters C, F and D, it was a simple matter to get the mesh. In Figure 4 a more standard mesh was created about a T7 turbine blade. The background mesh is shown to illustrate how course a background mesh can be to get a realistic cell size distribution. It can be seen that resolution is obtained around the leading edge where it is needed, but the cells are coarser in the rest of the region.

![Figure 3: Mesh around an unusual configuration.](image)

FLOW SOLVER

The calculations were performed using UNSFLO [5], a Ni-type, Lax-Wendroff, Euler program which has the capability of computing on an unstructured triangular or quadrilateral mesh, or a mesh consisting of a mix of these cell types. The algorithm is fairly straightforward, but the numerical smoothing used has been found to have a large effect on the accuracy of the solution. The dissipative operator which we call numerical smoothing is composed of two parts, a fourth difference operator throughout the flowfield and another operator which is required to capture shocks and other discontinuities. Due to its importance to the accuracy of the solution, the fourth difference operator will be discussed here.

To compute the fourth difference operator, a second difference of a second difference is found. These operators are not necessarily the same, and in UNSFLO they are not. The first is a relatively simple operator which gives a non-zero second difference for a linear function on an irregular mesh. The second operator is more complex, but results in a zero second difference for a linear function. By examining the effect of the second difference operator on a linear function the accuracy of the operator is tested, since for second order or higher accuracy the contribution must be zero.

A typical cell is shown in Figure 5 with corresponding nodes labeled 1, 2 and 3. The operators will be described in terms of a contribution from the cell to one of the nodes. The total contribution to a node comes from all the cells surrounding the node.

The low-accuracy second difference operator is not dependent on the location of the nodes surrounding the node for which the second difference is computed, but merely on the function values at these nodes. For a triangular mesh the contribution from cell A to the second difference at node 1 is

\[(D^2S)_{1A} = (S_3 + S_2 - 2S_1)\]  \hspace{1cm} (2)

where \(S\) is the variable for which the second difference is computed. This second difference is conservative since the total contribution of each cell to its nodes is zero.

The high-accuracy second difference operator consists of finding the first derivative for each cell and then combining the derivatives on the cells surrounding a node to form a second difference. Unlike the low-accuracy second difference operator, this operator is dependent on the mesh geometry. Referring to Figure 5 the first derivative with respect to \(x\) is found for cell A.
Figure 4: Mesh around T7 turbine blade and background mesh. The mesh contains 1,127 cells and 652 nodes.
Figure 5: Triangular cell

\[
(S_x)_A = \frac{1}{A} \int \int_{cellA} \frac{\partial S}{\partial x} \, dz \, dy
\]
\[
= \frac{1}{A} \int_{1-2-3} S \, dy
\]
\[
= \frac{1}{2A} [(S_2-S_1)(y_2-y_1) + (S_3+S_2)(y_3-y_2) + (S_1+S_3)(y_1-y_3)]
\]  

(3)

and similarly for the derivative with respect to y. A similar process is performed to create a second difference. The integration is taken around all the triangles which surround the node for which the second difference is computed, using the derivative values calculated at the cells. To get a second difference instead of a second derivative, there is no division by the area of the integrated region. The contribution to the second difference at node 1 from cell A is

\[
(D^2S)_{1A} = \int_{2-3} [(S_x)_A \, dy - (S_y)_A \, dx]
\]
\[
= (S_x)_A (y_3 - y_2) - (S_y)_A (x_3 - x_2)
\]  

(4)

This second difference operator is conservative since again the total contribution of each cell is zero, but unlike the previous operator it is second order accurate.

On all boundaries, solid wall or farfield, boundary conditions must be implemented for the second difference operators. For the low-accuracy operator the contribution to a node on the boundary is simply the contribution from the cells surrounding that node which are inside the domain as given in Equation (2). The high-accuracy operator involves a line integral in Equation (4) which must be closed when considering a node on the boundary. To do this the integral is continued along the boundary faces on either side of the node in question using the value of \((S_x)\) and \((S_y)\) from the cell directly inside the boundary.

Clearly, to get the fourth difference operator either of these second difference operators could be used. Two methods were examined by Lindquist [6,7]. The first method is to use the low-accuracy second difference twice by operating first on the state vector and then operating on this second difference. This fourth difference is conservative, but is second order accurate only on a uniform mesh since the second difference operator used is only second order accurate on a uniform mesh. The second method is to compute a second difference of the state vector using the high-accuracy method and operate on this second difference with the low-accuracy second difference. This operator is second order accurate since the first operator is second order accurate and conservative since the second operator is conservative.
The second method is more expensive than the first, but the effect per iteration is an increase of only 5-10% which is a small increase for the gain in accuracy. The fourth difference is multiplied by a coefficient, between 0.0001 and 0.01, to control the amount of smoothing which is added to the scheme.

A modification to the high accuracy second difference operator was made by Holmes and Connell [8] which is particularly useful in creating a more accurate operator when the aspect ratio of the cells is high. This modification adds a weighting factor to the operator which is based on the geometry of the mesh.

**APPLICATIONS**

There are applications in turbomachinery where a standard grid generator is useless. In particular, two problems arise: the grid generator assumes a particular geometry configuration or grid clustering is desired in a specific locality. Two cases will be discussed here which involve both these situations. The problem is the analysis of pylon/strut and pylon/OGV interaction in the bypass of a turbofan. The configuration is clearly complex and high grid resolution is only required around the struts or OGVs, particularly in the leading edge region. In both cases UNSFLO, the solver described in the previous section, was used.

The first application is a pylon/strut interaction. The geometry for this case is similar to that published in Reference [9]. Figure 6 shows the computational domain, which represents the complete bypass annulus unwrapped into a two-dimensional domain. At the center is the top pylon, and at the top and bottom of the domain are the two surfaces of the bottom pylon plus a section of periodic boundary. The eight struts all have a NACA 0012 profile and are inclined at angles of $-10^\circ$, $0^\circ$, $7^\circ$, $20^\circ$, $-20^\circ$, $-7^\circ$, $0^\circ$, $10^\circ$, listed from top to bottom. The specification of this geometry required just three files, one describing the outer boundary (the two pylons plus the inflow, outflow and periodic boundaries), one describing a NACA 0012 airfoil of unit chord, and one describing how the full geometry is composed from these two files by the appropriate scaling, rotations and translations. To change the inclination of any of the struts requires only a minor change to the last file. Figure 6 also shows the background mesh which is used to control the mesh spacing, as well as the initial grid points on the boundaries. The final mesh shown in Figure 6 has cells which are three times the size used in the computation since the final mesh spacing is quite small, but the blowup in the mesh nearest the pylon is of the actual mesh. For obvious reasons, the mesh spacing has been controlled so that the grid is very fine around the struts, particularly their leading edges, and is fairly coarse around the pylons. Overall, this case uses approximately 120,000 cells and 60,000 nodes.

The high stagger angles of the struts was chosen to generate lift such that the lift-related potential field of the struts would approximately cancel the blockage-related potential field of the pylons, and hence reduce the unsteady downstream interaction with the fan. The flow calculation, with the inflow being at zero incidence and $M_{\infty} = 0.386$ reveals a problem with this approach. Because of the high lift, each of the two struts which are most inclined has a strong normal shock with a peak Mach number of 1.8 just behind the leading edge as shown in Figures 7, 8 and 9. The loss at this shock is so large that the accompanying vorticity leads to an inviscid separation near the trailing edge which is shown in Figure 10. The strong shock loss in this case suggests that it is a better idea to design the struts to be non-lifting, and instead tailor the OGV’s, which are just upstream of the struts but are not included in this calculation, to prevent the potential field of the pylons from interacting with the fan.

The second application is a pylon/OGV interaction. The proper geometry in this case has 28 OGV’s around the annulus but to reduce the computational cost the calculation was performed with 14 OGV’s, maintaining the size and position of the OGV’s and the pylon, and therefore doubling the relative blockage effect of the pylon. There are two reasons for presenting this case. The first is that it is another complicated example of unstructured grid generation with good control over grid spacing which varies by over two orders of magnitude. The second reason is that the results of the flow calculation exhibit a self-excited propagating flow instability which greatly resembles rotating stall. Rotating stall has previously been calculated in two dimensions by a coupled vortex-boundary layer method [10] and by a Navier-Stokes calculation [11]. In the former case a propagating stall cell with large blockage was calculated, whereas in the latter case the blockage was not very severe and could almost be described as an unsteady boundary layer separation rather than a propagating stall. These two computations used five blade passages, which clearly places some restrictions on the stall cell character due to the periodicity constraints. In comparison to these other two calculations, the present calculation is believed to be the first solving the Euler equations which predicts a large stall cell blockage, and uses sufficiently many blade passages that the effect of the periodicity assumption is believed to be minimal.

The flow calculation was begun in a steady-state mode in which the Euler equations are time-marched using local
timesteps. This did not converge to a steady-state, but produced results that looked very much like a single rotating stall cell. The computation was then switched into a time-accurate unsteady mode with a constant timestep, and continued until it settled into a periodic solution in which there were two very similar 'stall cells', approximately three blade passages in size. Figure 12 shows contour plots of entropy at four different instants. It clearly shows the high entropy of the 'stalled' fluid and the downward propagation of the 'stall cell'. Figure 13 shows an enlarged view of the 'stall cell' with velocity vectors at each grid point.

Although it must be emphasised that this is an inviscid calculation, the basic unsteady propagation mechanism is very similar to that of a two-dimensional stall cell [12]. As the stall cell approaches a particular vane, the blockage due to the reduced mass flow through the stalled passage causes an increase in the flow incidence on the new vane. This increased incidence leads to a strong normal shock, and the vorticity this produces leads to an inviscid separation. As the incidence increases, the shock strengthens and both the shock and the separation point move forward towards the leading edge until it develops into a leading edge separation with a free shear layer. The transfer of momentum across the shear layer due to numerical smoothing causes the separated fluid to grow into a strong passage. This is the part of the cycle which is probably most incorrectly modelled by the Euler equations; in reality, the retarding viscous force at the blade surface would prevent the growth of such a strong vortex. In the computation the passage vortex grows until it blocks most of the passage. At this time, the passage is near the rear of the rotating stall cell. The blockage due to the other stalled passages now reduces the incidence and supresses the leading edge separation. The flow reattaches at the leading edge and then progressively drives the passage vortex downstream, and the passage returns ultimately to its uninstalled state. The ratio of the stall propagation speed to the mean inflow axial velocity is approximately 0.3, a value which is within the range of experimental data for stall propagation.

CONCLUSIONS

The wavefront method of mesh generation has been found to be extremely powerful. It provides a straightforward method of defining the geometry of the computational domain and the ability to easily modify that geometry. The variation of cell size can be specified and changed to fit the current problem. Most of the complexity of the mesh generator is in the code which lets the user concentrate on the current application. Only two dimensional problems are described here, but the method has been successfully extended to three dimensions by Peraire et al [4]. In complicated cases the majority of the user time spent in grid generation is in the specification of the background mesh controlling the grid spacing. It is thought that in three dimensions this may become a problem which deserves attention.

The two applications which are presented demonstrate the ability to analyze complex geometries. The mesh generator and the flow solver for these problems were the same as would be used for a single blade problem. This greatly reduces the need for several flow solvers or grid generation codes. The flowfield solutions provide useful insights into the design of bypass struts and the calculation of rotating stall.
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Figure 6: Pylon/strut - Background mesh and the complete mesh with three times the actual mesh cell size and a blowup around one of the blades from the actual mesh.
Figure 7: Pylon/strut - Mach number contours with a blowup around the strut nearest the large pylon.
Figure 8: Pylon/strut - Mach number contours and computational grid of blowups around the strut nearest the large pylon.
Figure 9: Pylon/strut - Mach number distribution on the pylons and struts.

Figure 10: Pylon/strut - Mach number contours and flow vectors showing separation around the trailing edge of the strut nearest the large pylon.
Figure 12: Pylon/OGV - Entropy contours at four different stages in a cycle.
Figure 13: Pylon/OGV - Blowup of entropy contours with flow vectors from Figure 12.
ABSTRACT

A new class of methods for obtaining level sets to generate unstructured grids is presented. The consecutive grid levels are computed using the distance function, which corresponds to solving the Hamilton-Jacobi equations representing the equations of motion of fronts propagating with curvature-dependent speed. The relationship between the distance function and the governing equations will be discussed as well as its application to generating grids. Multiply connected domains and complex geometries are handled naturally, with a straightforward generalization to several space dimensions. The grid points for the unstructured grid are obtained simultaneously with the grid levels. The search involved in checking for overlapping triangles is minimized by triangulating the entire domain one level at a time.

INTRODUCTION

A paper on fronts propagating with curvature-dependent speed by Osher and Sethian (Ref. 6) has motivated us to research the possibility of applying the theory of propagating fronts to grid generation. While this theory has a potential to be used for generating structured grids, powerful and well-tested methods already exist to tackle that problem. However, generating the appropriate unstructured mesh for use with finite element or finite difference methods is still a difficult step given the fact that the success of the method depends largely on a correct discretization of the domain. Several ideas and practical algorithms have been proposed in the past (Ref. 2-5,7); however, this technique is radically different from all of them in several ways.

The idea underlying the grid generation procedure presented comes from the relationship between grid levels and fronts propagating with curvature-dependent speed. The front at the next time level corresponds to the next grid level and satisfies all the requirements generally imposed on a well-generated grid. The equation of motion for a front propagating with curvature-dependent speed is an initial-value Hamilton-Jacobi equation with a right-hand side that depends on curvature effects. The surface is viewed as a level set of the solution to this equation which, as it evolves in time, yields a different level set and thus, the next grid level.

While this method will work with any consistent initialization of the Hamilton-Jacobi variable, by carefully choosing the initial condition, the equation may not have to be solved. As will be shown later, setting the Hamilton-Jacobi variable to a function of the distance from a point in the computational domain to the initial surface, (i.e., geometry), results in a solution to the equation with no diffusion term. That is, the level set corresponding to a particular value is used as a grid level and, by repeatedly using a contour-plotter-like search algorithm, all the grid levels are readily obtained.

To accurately match prescribed outer boundaries of the domain, they are treated the same way as the geometry: they will be represented by another front that also moves, but inward. The strategy for triangulation is based on a "level-by-level" principle which assumes that all curves obtained from the contour plotter are closed curves (loops).
1. EQUATIONS OF MOTION

Some theoretical results will now be presented in anticipation of our later discussion of the actual grid generation scheme. Given a simple, closed, smooth initial curve $\gamma(0)$ in $\mathbb{R}^2$ (Ref. 6), let $\gamma(t), t \in [0, \infty)$ be a one-parameter family of curves representing the grid levels. The $\gamma(t)$ curves are generated by propagating the initial curve normal to itself with speed $F = F(K)$, where $K$ is the curvature. Let $X(s,t) = (x(s,t), y(s,t))$ be the position vector that parametrizes $\gamma(t)$ by $s$, $0 \leq s \leq S$, $X(0,t) = X(S,t)$. By convention, the interior is on the left in the direction of increasing $s$, resulting in a counter-clockwise orientation of $\gamma$. The equations of motion can now be written as:

$$
\begin{align*}
  x_t &= F(K) \frac{y_s}{(x_s^2 + y_s^2)^{1/2}}, \\
  y_t &= -F(K) \frac{x_s}{(x_s^2 + y_s^2)^{1/2}}.
\end{align*}
(1.1)
$$

with the initial condition $X(s,0) = \gamma(0), s \in [0,S]$ given. The formula for the curvature is

$$
K = \frac{y_{ss}x_s - x_{ss}y_s}{(x_s^2 + y_s^2)^{3/2}}.
(1.2)
$$

With $t = f(x,y)$, $K$ becomes

$$
K = \frac{f_{xx}f_y^2 - 2f_{xy}f_xf_y + f_{yy}f_x^2}{(f_x^2 + f_y^2)^{3/2}}.
$$

As shown in Ref. 6, the function $f$ satisfies

$$
F^2(f_x^2 + f_y^2) = 1
(1.3)
$$

if the curve $\gamma$ stays smooth and nonintersecting.

Using these facts, the system (1.1) can now be transformed into a second order Hamilton-Jacobi equation. Let $\phi(x,y,t)$ be a Lipschitz continuous function such that $\phi(x,y,0) > 1$ inside the closed curve $\gamma$, $\phi(x,y,0) < 1$ outside $\gamma$, and $\phi(x,y,0) = 1$ on $\gamma$. We may then write

$$
\begin{align*}
  f_x &= -\frac{\phi_x}{\phi_t}, \\
  f_y &= -\frac{\phi_y}{\phi_t},
\end{align*}
$$

which, using Eq. (1.3) implies
In general, the curve could propagate inward or outward, but keeping grid generation in mind, choose the direction of propagation to be outward, thus obtaining

\[ F^2(\phi_x^2 + \phi_y^2) = \phi_t^2 \]

with \( H(\psi) = -(\phi_x^2 + \phi_y^2)^{1/2} \), which is now a Hamilton-Jacobi equation in \( \phi \) where

\[ K = -\frac{\phi_x \phi_y^2 - 2\phi_x \phi_y \phi_y + \phi_y \phi_x^2}{(\phi_x^2 + \phi_y^2)^{3/2}}. \]

After solving for \( \phi \) in time, the position of the propagating curve at time \( t \) can be obtained by looking for the locations where \( \psi(x,y,t) = 1 \). By appropriately choosing the speed function \( F \), the smoothness of the successive curves can be controlled as well.

2. INITIAL CONDITIONS

One simple and, as it will turn out, very useful choice for initializing \( \phi \) is

\[ \phi(x,y,0) = 1 \pm d((x,y); \gamma(0)) \]  \hspace{1cm} (2.1)

where \( d(X; \gamma) \) is the distance from point \( X = (x,y) \) to the curve \( \gamma \), and the "+" sign is chosen for points inside the curve \( \gamma(0) \) and the "-" sign is chosen for the points outside the curve. Thus, \( \phi \) will be exactly one for points lying on \( \gamma(0) \). We shall term the initialization (2.1) as the distance function.

Proposition: The level curve of the distance function at a level \( \delta \) is precisely the level curve of a solution \( \phi \) to Eq. (1.4) with \( F(K) = C \) that corresponds to \( \phi = 1 \).

Proof: \( F(K) = C \), a constant speed function, implies that every point on the initial curve is moving normal to itself with the same speed; hence, all of them cover an equal distance \( \delta \) in time \( \tau \). Thus, every point on the new curve \( \gamma(\tau) \) will be \( \delta \) away from the original curve \( \gamma(0) \), where

\[ \psi(x_0,y_0,0) = 1 \text{ for } \gamma(0) = \{(x_0,y_0)\}, \]

and

\[ \psi(x_1,y_1,\tau) = 1 \text{ for } \gamma(\tau) = \{(x_1,y_1)\}. \]

\( \gamma(\tau) \) would therefore correspond to one level curve of the distance function, i.e.,

\[ \psi(x_1,y_1,0) = 1 - \delta \text{sgn}C. \]

This completes the proof.
Applying this result to grid level generation for unstructured mesh where the speed function \( F \) is constant, we note that no time integration of Eq. (1.4) is needed. Using the distance function, the grid levels are instantly obtained by simply specifying a set of values and then searching for the locations where the grid function (our Hamilton-Jacobi variable \( \phi \) initialized by Eq. (2.1)) is equal to those values.

3. MESH GENERATION ALGORITHM

Using the above preliminary analysis, we have developed an algorithm that generates the nodes and triangulates between them one level at a time, also providing for arbitrary clustering of the triangles by modifying the distance function described in the previous section.

3.1 Grid Function

Because of the necessity of a grid function, the first step is to set up the computational domain which is a rectangular domain covering the entire region to be triangulated. This region will then be discretized as a cartesian grid, with equal spacing in both the \( x \) and \( y \) directions. Since this is merely an intermediate step, we keep this overlaid grid as simple and coarse as possible. Typically, the grid spacing will be greater or equal to the minimum side required for the unstructured elements to be generated.

To each point of this computational grid, we assign a grid function initialized as prescribed by Eq. (2.1). The spacing of the computational grid should be fine enough to resolve the sharp corners and the interior openings of the inner and outer boundaries. The boundaries are prescribed by the user in the form of patches, where the program has the built-in capability of point redistribution within each patch. The nodes of the interior boundaries are entered in counter-clockwise order, while the nodes of the exterior boundary are entered in clockwise order. All the curves representing the boundaries are assumed to be closed loops, with the possibility of several inner loops, corresponding to multiply connected domains (Fig. 1). For our example of Fig. 1, a contour plot of the grid function over the region of interest is illustrated in Fig. 2.

3.2 Generation of Interior Nodes

For each grid level, using a contour-plotter-like algorithm, we search for the locations in the computational domain, where the grid function matches a prescribed value. This value will obviously be less than one, and will depend on the nodal density and current grid level. It is important that the contour algorithm follows the contour levels in a continuous fashion, thus yielding closed curves. Simultaneously with following these contour curves, the nodes are generated as well by simply recording the coordinates of equally (or nonequally for varying nodal densities) spaced points along the curves. Once two complete adjacent contour levels are obtained with the corresponding points, no more points are generated, until the triangulation of this set of "ribbons" is complete (Figs. 3 and 4). This inherent topological structure of the nodes is a main advantage of the method, since it greatly reduces the search time necessary to form the best triangles.
Fig. 1
Boundary of the domain to be triangulated.

Fig. 2
Contour level curves of the grid function between 0 and 1

Fig. 3
Triangulation in progress in the first subregion: between the initial curves and the first level set.

Fig. 4
Triangulation in progress in the second subregion: between the first and second level sets.
3.3 Forming Triangular Elements

Once two adjacent contour levels are known, the triangulation in the region enclosed by them is relatively straightforward. The algorithm that connects the nodes to form triangular elements has the following major steps:

1. Choose an initial "base" AB by connecting two adjacent nodes A and B on one of the contour loops that corresponds to a higher contour level.
2. For each triangle to be formed do:
   2a. Using the current base AB as the base of the triangle, choose the third vertex C such that the resulting triangle will, in some sense, be optimal. The criterion used will be elaborated later.
   2b. Update the array that contains the sides, with information about the newly created triangle, as well as the array that contains the elements (triangles).
   2c. Choose a new base AB from one of the two newly created sides AC or BC of the latest element, and if the other side does not belong to a contour loop, enqueue it for later use. If no more sides are available as eligible bases, stop. Otherwise go back to step 2a.

Criterion for determining vertex C:

The base AB is a directed vector, and the third vertex C will only be chosen from points to its right. All those nodes that belong to the contour loops enclosing our current region of interest are considered. After analyzing the criteria proposed by Cavendish (Ref. 2) and Lo (Ref. 3), we found that those are unnecessarily complicated and time consuming. Given the special setting of our formulation, the following choice of node C guarantees optimal triangulation (Fig. 5):

choose C so that the norm max(|AC|, |BC|) is minimized over all C that lie to the right of AB.

![Criterion for choosing the "best" third vertex C for triangle ABC.](image)

Once the "best" C is selected, we must ensure that it indeed yields a triangle that will not overlap any other existing triangles. In practice, this is done by checking if any of the existing sides would partly or entirely lie within triangle ABC. If this happens, this choice of C is
marked and thrown away, and the same criterion is used to select a new $C$ from the remaining available nodes. Once again, the fact that only a relatively small number of nodes are considered in the checking routine greatly reduces the computational time required in the search.

Note that this triangulation scheme is indeed a "greedy algorithm" in that it looks only one step ahead and only tries to create the best next triangle without weighing the impact of this choice on later choices. However, because connecting the nodes is very much a local process, there are typically only two or three good choices at each step, hence they cannot result in radically different triangulations. In fact, because of the regular spacing of the nodes lying on contour loops, only about 1% of the best $C$'s get eliminated due to overlapping.

Once the current region of interest is triangulated, the program obtains the next set of nodes (step 3.3 above) which, in turn, will define the next region of interest. Steps 3.2 and 3.3 follow each other until the whole domain is covered. During the above triangulation process, information about neighboring elements and connected nodes is being stored as well, which could be useful input to some flow solvers. The entire triangulated domain is shown in Fig. 6.

![Fig. 6 The entire triangulated region before smoothing.](image)

### 3.4 Smoothing

Once the whole domain is triangulated, to further regularize the elements, we apply a very simple and effective smoothing algorithm (suggested by Cavendish in Ref. 2). This process consists of replacing the coordinates of each node by the average of the coordinates of those surrounding nodes that it is connected to by a side. That is, each node is replaced by the centroid of the surrounding polygon. Since this algorithm follows the order in which the nodes were generated, at each step, the most updated coordinates are used. To accelerate convergence, we suggest that at each smoothing cycle the order is reversed, hence, propagating the smoothing in the opposite direction. Generally, two smoothing cycles result in triangles sufficiently close to a satisfactory set of nodes. The final, smoothed triangulated domain after two smoothing steps is shown in Fig. 7.
4. CLUSTERING OF NODES NEAR BOUNDARY CURVES

To achieve varying nodal densities within the computational domain, we use the grid function described earlier. Modifying the formula used in Eq. (2.11), the grid function will not be a function linearly decreasing with the distance from the boundary curves, instead, an average of decreasing exponential functions of distances from each boundary curve. The boundaries are entered as patches, and each patch has a clustering factor $c_i$ associated with it. The grid function at each point will then be divided by a weighted average of all the $c_i$'s. That is:

$$\phi_{jk} = 1 + d((x,y); \gamma(0))/a_{jk}$$  \hspace{1cm} (4.1)

where

$$a_{jk} = \frac{\sum_{i=1}^{n} c_i w_{jk}^i}{\sum_{i=1}^{n} w_{jk}^i}$$  \hspace{1cm} (4.2)

and

$$w_{jk}^i = e^{-d((x_{jk}, y_{jk}); \gamma_i(0))} b$$  \hspace{1cm} (4.3)

Here $n$ is the total number of patches, $\phi_{jk}$ is the grid function at grid point $(j,k)$, $\gamma_i(0)$ is the notation used for the $i$th patch representing the geometry or outer boundary, and $b$ is a scaling factor dependent on the dimensions of the whole domain. It is clear from Eqs. (4.2) and (4.3) that the scaling used in Eq. (4.1) is very heavily dependent on geometry patches close to the point $(j,k)$, while the influence of every other patch is relatively small and it diminishes
exponentially as the distance to that patch increases. Averages must be taken to ensure a smooth grid function so the contour algorithm will work. Figure 8 illustrates our initial example with the ratio of the largest and smallest cells being \(10\) (that is, \(\frac{\max (c_i)}{\min (c_i)} = 10\)) before smoothing, while the effect of smoothing (after two cycles) is shown in Fig. 9.

Fig. 8
Clustered triangular mesh around the two inner circles before smoothing.

Fig. 9
Clustered mesh of Fig. 8 after two cycles of smoothing.

5. THE GENERAL PROGRAM

A flow chart containing the main building blocks of the program is now presented to illustrate the logic of the algorithm.

1. Input the geometry and outer boundary data, and clustering parameters for the patches.
2. Redistribute points along geometry and outer boundary loops according to required clustering.
3. Initialize grid function over computational domain
4. Until the whole domain is covered, do:
   4a. Find contour level for next grid function value; simultaneously generate nodes on the obtained loops.
   4b. Connect nodes in subregion enclosed by two sets of contour loops.
5. Do twice:
   5a. Smooth the entire region.
6. FURTHER EXAMPLES

The example used thus far is relatively simple; to illustrate how this method tackles very complex, multi-connected geometries, several examples of different characteristics follow.

Figure 10 shows the word "GRID" with equally spaced mesh around it. The same geometry is used in Fig. 11, where we have a clustered mesh instead, with the ratio of the largest and smallest elements being 10. Note the exponentially decaying influence of the clustering factor associated with each geometry segment as the distance to them increases throughout the domain.

![Fig. 10](image1)
Smoothed, equally spaced mesh around the word "GRID".

![Fig. 11](image2)
Smoothed, clustered mesh around the word "GRID".

Figure 12 shows a grid for the "bomb-bay" problem, where heavy clustering is required in the cavity area and near the wall, while a quite course grid is sufficient as the far field is approached. Figure 13 shows a blowup of the cavity area.

7. CONCLUSIONS

A new, two-dimensional unstructured grid generator has been developed using the distance function to obtain the interior nodes for a prescribed, possibly multiconnected domain, where the nodal density can vary throughout the domain. The algorithm eliminates the need to break up the domain into several subdomains and triangulate each of those subdomains separately. Dense clustering of nodes is made possible with the density of the nodes varying smoothly.

The natural question arises as to whether this method could have an extension to three dimensions. The preliminary analysis given at the beginning of this paper convinces us that the theory of curves moving with curvature-dependent speed can be easily generalized to surfaces.
in an n-dimensional space. Similarly, the proposition proved earlier also holds for any n-dimensional space; hence, the distance function can be used in the same way in three dimensions. Even obtaining the isosurfaces (which correspond to contour curves in two dimensions), representing the different grid levels, is relatively straightforward. However, to pick up the nodes on these isosurfaces according to a prescribed distribution function is the same problem as surface-gridding, which can be a complicated and time-consuming problem by itself. Once the nodes are known, forming the tetrahedral elements would be a process similar to that of triangulation described above, with search done on a level-by-level basis again. The same concepts would apply in three dimensions, with faces replacing sides, and intersection of planar sections replacing intersection of line segments. The criterion for choosing the best tetrahedron could be applied in its present form as well; we simply choose the fourth point of a tetrahedron to minimize the maximum of the three edges to be created. The three dimensional background grid, however, which has to resolve the smallest element, may have to be quite dense, thus creating a new, and perhaps unsurpassable bottleneck. Further results for extending the method to three dimensions will be reported in future work.
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COMPUTATIONAL STUDY OF THREE DIMENSIONAL VISCOUS FLOW THROUGH A TURBINE CASCADE USING MULTI-DOMAIN SPECTRAL TECHNIQUE

Earl W. Renaud
Choon S. Tan
Massachusetts Institute of Technology
Cambridge, MA 02139

ABSTRACT

The three dimensional viscous flow through a planar turbine cascade is numerically simulated by direct solution of the incompressible Navier-Stokes equations. Flow dependence in the spanwise direction is represented by direct expansion in Chebyshev polynomials, while the discretization on planes parallel to the endwalls is accomplished using the spectral element method. Elemental mapping from the physical to the computational space use an algebraic mapping technique. A fractional time stepping method that consists of an explicit nonlinear convective step, an implicit pressure correction step, and an implicit viscous step is used to advance the Navier-Stokes equations forward in time. Results computed at moderate Reynolds numbers show a three dimensional endwall flow separation, a midspan separation of the blade suction surface boundary layer, and other three-dimensional features such as the presence of a saddle point flow in the endwall region. In addition, the computed skin friction lines are shown to be orthogonal to the surface vorticity lines, demonstrating the accuracy achievable in the present method.

INTRODUCTION

Blade rows in modern axial flow turbines are often designed with rather high loadings and low aspect ratios (ref. [1]) (to increase power density and decrease part counts), this results in strong endwall secondary flows, often extending to midspan. These strong secondary flows have been known to be a source of (total pressure) loss through the blade row (ref. [2]). A large number of experimental investigations (ref. [3]-[4]) have been carried out in plane and annular cascades to obtain data which have been used to develop a physical understanding of the generation of secondary flows. Concurrent with these studies, theoretical efforts have been made (ref. [5]) to develop analytic models for predicting flowfields and the losses associated with the existence of secondary flows. These efforts have led to a global understanding of the secondary flow phenomena. However, the detailed mechanisms responsible for these secondary losses are not understood to the extent that a quantitative model can be formulated in terms of the secondary flow. Such an understanding is essential for developing a reliable model for the prediction of the losses associated with endwall secondary flows (ref. [6]). An approach to address this issue would be to make use of a numerical simulation scheme that can generate an accurate solution of the three-dimensional flow in a planar turbine cascade. The high order accuracy obtainable in a calculation based on the spectral element technique makes it ideally suited to such an investigation.

This paper presents a computation of the three dimensional viscous flow through a planar turbine cascade by a multi-domain spectral element method. The goal of this investigation is to develop a reliable computational tool that can be used to gain an improved understanding of secondary flow and loss generation in turbine cascade endwall regions. The spectral element technique used in this investigation offers the advantages of high order accuracy, minimal dispersion and dissipation errors and geometric flexibility, all of which are essential to a quantitative study of the fundamental phenomena underlying the generation of secondary flow and the associated loss in turbine cascades. In the following, we first present the governing equations and outline an efficient technique for advancing the solution in time. This is followed by a brief concise description of the spectral element technique and formulation of the spectral element method. The last two sections present an application of the method to the calculation of the three dimensional viscous flow through a planar turbine cascade.
GOVERNING EQUATIONS AND TEMPORAL DISCRETIZATION

The equations governing the flow are the incompressible Navier-Stokes equations written in rotational form,

\[
\frac{\partial \vec{V}}{\partial t} = \vec{V} \times \vec{\omega} - \nabla P_t + \frac{1}{Re} \nabla^2 \vec{V} \tag{1}
\]

\[
\nabla \cdot \vec{V} = 0 \tag{2}
\]

Here, \( \vec{V} \) is the velocity field normalized by upstream axial velocity at midspan, \( \vec{\omega} = \nabla \times \vec{V} \) is the vorticity field, \( P_t \) is the total pressure normalized by twice the upstream axial dynamic head, and \( Re \) is the Reynolds number based on the upstream axial velocity at midspan and blade axial chord.

The solution to Eqs.(1-2) is advanced forward in time using a fractional time stepping scheme (ref. [7]), consisting of a non-linear convective step, a pressure step imposing continuity, and a viscous correction step imposing the no-slip boundary condition. The non-linear convection step is implemented through an explicit third order Adams-Bashforth scheme that yields

\[
\hat{\vec{V}}^{n+1} - \hat{\vec{V}}^n = \frac{\Delta t}{12} [23(\vec{V} \times \vec{\omega})^n - 16(\vec{V} \times \vec{\omega})^{n-1} + 5(\vec{V} \times \vec{\omega})^{n-2}] \tag{3}
\]

Once \( \hat{\vec{V}} \) is determined, we are left with an unsteady Stokes problem which can be split in time as follows. First, the pressure correction step is discretized in time by a Backward Euler method, yielding

\[
\frac{\hat{\vec{V}}^{n+1} - \hat{\vec{V}}^n}{\Delta t} = -\nabla P_t \tag{4}
\]

and

\[
\nabla \cdot \hat{\vec{V}}^{n+1} = 0 \tag{5}
\]

subject to the boundary condition

\[
\hat{\vec{V}}^{n+1} \cdot \vec{n} = 0 \tag{6}
\]

on the blade surface and endwalls. Computationally, the above step is reformulated as a solution for \( P_t \) by taking the divergence of Eqn.(4) and applying Eqn.(5) to yield

\[
\nabla^2 P_t = \nabla \cdot \left( \frac{\hat{\vec{V}}^{n+1}}{\Delta t} \right) \tag{7}
\]

subject to the boundary condition

\[
\frac{\partial P_t}{\partial n} = \frac{\hat{\vec{V}}^{n+1} \cdot \vec{n}}{\Delta t} \tag{8}
\]

on the solid walls. The velocity field \( \vec{V} \) that satisfies continuity identically is then computed from Eqn.(4).

Following the solution of the pressure step is the viscous correction step imposing the non-slip boundary condition on the solid surfaces. The step is discretized using the implicit Crank-Nicholson scheme, giving

\[
(\nabla^2 - \frac{2Re}{\Delta t})(\hat{\vec{V}}^{n+1} + \hat{\vec{V}}^n) = -\frac{2Re}{\Delta t} \hat{\vec{V}}^{n+1} + \hat{\vec{V}}^n \tag{9}
\]

subject to the appropriate non-slip boundary conditions on the solid surfaces. At the inflow, the velocity is assumed known, while at the outflow a homogeneous Neumann boundary condition is imposed.
SPATIAL DISCRETIZATION AND ELEMENTAL MAPPING

Spatial discretization in $Z$

Since the geometry is invariant in the spanwise dimension (planar cascade), one can choose a direct spectral expansion for the flow variation in the $Z$ direction. The need to account for different boundary conditions on the endwalls (Dirichlet for the velocity and Neumann for the pressure) leads us to define an eigenfunction expansion

$$F_i(Z) = \sum_m f_m T_m(Z)$$

satisfying the following Sturm-Liouville problem,

$$\frac{d^2 F_i(Z)}{dZ^2} = \lambda_i^2 F_i(Z),$$

subject to homogeneous Neumann boundary conditions for the pressure and homogeneous Dirichlet boundary conditions for the velocity. These functions are constructed separately for the viscous velocity step and pressure step in a preprocessing procedure via the tau method (ref. [8]). The Chebyshev polynomials $T_m(Z)$ are given as

$$T_m(Z) = \cos(m \cos^{-1} Z)$$

with the collocation points chosen at

$$Z_k = \cos \frac{\pi k}{L}.$$  (13)

It should be noted that the choice of collocation points can be arbitrary, yet the distribution given in Eqn. (13) can be shown to give an error that satisfies the minimax criterion (ref. [9]). In addition, such a choice also results in good resolution of the viscous boundary layers near the endwall.

Spatial discretization in the $X$-$Y$ plane

The complexity of the geometry prohibits a simple global spectral discretization of the flow variables in the $(X,Y)$ plane. The region is instead divided into a number of subdomains, or spectral elements, following the technique developed by Patera (ref. [10]). In each $i^{th}$ subdomain or element we can expand the flow variables as

$$\begin{bmatrix} \mathbf{V} \\ p \end{bmatrix} = \sum_{j=0}^{N_x} \sum_{k=0}^{N_y} \sum_{l=0}^{N_z} \begin{bmatrix} \mathbf{V}_{jkl} \\ p_{jkl} \end{bmatrix} \mathbf{h}_j(\xi^i) \mathbf{h}_k(\eta^i) F_i(Z)$$  (14)

where $F_i(Z)$ are the interpolants from the direct expansion in the spanwise direction given in Eqn. (10) above, and $h_m(S)$ are high order local Lagrangian interpolants in terms of Chebyshev polynomials. These can be written as

$$h_m(S) = \frac{2}{M} \sum_{n=0}^{M} \frac{1}{\bar{C}_m \bar{C}_n} T_n(S_m) T_n(S)$$

with

$$\bar{C}_m = \begin{cases} 1 & \text{for } m \neq 0 \text{ or } M \\ 2 & \text{for } m = 0 \text{ or } M \end{cases}$$

where the $S_m$ are the collocation points in the computational space.

Elemental Mapping

The mapping from the physical coordinate space $(X,Y,Z)$ to the local natural coordinate space $(\xi, \eta, \zeta)^i$ is given by an isoparametric tensor-product mapping (ref. [11]),

$$(X,Y)^i = \sum_{j=0}^{J} \sum_{k=0}^{K} (X,Y)^j_k h_j(\xi^i) h_k(\eta^i),$$
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where we have chosen $\zeta = Z$, with the collocation points in the elemental computational space defined as

$$\{(\xi, \eta, \zeta)_{jkl}^i\} = \left(\cos \frac{\pi j}{J}, \cos \frac{\pi k}{K}, \cos \frac{\pi l}{L}\right)^i$$

where $j, k, l = 0 \rightarrow J, K, L$.

To complete the definition of the mapping from the physical coordinate space $(X, Y, Z)$ to the elemental computational space $(\xi, \eta, \zeta)^i$, we need to define the collocation points in the physical space $(X, Y)^i_{jkl}$. This can be accomplished by several different methods. The first is through the use of an analytic conformal functional mapping, which can be used whenever the elements are rectangular in some suitable regular curvilinear coordinate system. A second and less restrictive method uses a Laplace equation to generate a linear functional variation in two dimensions over the element in physical space. The functional values are then used to map the points in the computational space to the physical element. The third method is an algebraic method using elements with two linear and two generally curved sides. Due to its relative simplicity, ease of implementation and geometric generality, the algebraic method is used here.

In the algebraic method, we first define a general parametric function $X(S) = f_X(S)$ and $Y(S) = f_Y(S)$ on each side of each element. Collocation points are then distributed along each element side in arc length according to the formula

$$\left\{ \begin{array}{l} X \\ Y \end{array} \right\}_m = f_{X,Y}(S_m)$$

where the collocation arc lengths $S_m$ are defined as in Eqn.(12). Next, making use of the linearity of two opposing sides, the interior points are defined along straight lines connecting the points on opposing curved sides, distributed according to Eqn.(19) as illustrated in Figure (1).

The final discretized equations are obtained by substituting Eqn.(14) into the relevant temporal discretizations, Eqns.(3-9). For a complete derivation of the final discretized equations, and a detailed description of the computational cycle, see Tan (ref. [12]).
APPLICATION

Objective

The computational method above has been used to calculate the three-dimensional viscous flow through a planar cascade at moderate Reynolds number. Although the flow through turbine cascades generally occurs at Reynolds numbers that would be considered "large", a decision has been made to restrict the investigation to a laminar flow regime. This has several implications for the application of the results. The first is that the loss levels that are calculated will not be applicable to realistic machine geometries. The second is that any phenomena that has its origin in small scale turbulent motion will not be reproduced in the simulation. Lastly boundary layer parameters such as momentum and displacement thickness will not reflect those of the cascade operated at large Reynolds numbers. Yet it is felt that these restrictions do not invalidate the results of the simulation. Since the generation of secondary flow is a kinematic process with characteristic length scales of an order much larger than those associated with small scale turbulent motion, a laminar simulation will produce secondary flows with structure and form similar to the higher Reynolds number case. In addition, the relationship between these secondary flow structures and the mechanisms by which they are responsible for an increase in loss should not depend on the small scale turbulent structure of the flow. Therefore, conclusions drawn about this relationship, based on the simulation, should be applicable to the general high Reynolds number turbulent flow situation.

Cascade Geometry and Inflow Conditions

The cascade blade cross section is that used by Langston (ref. [13]) in his benchmark experimental investigation, invariant in the spanwise direction, with a solidity of 1.0 and a blade aspect ratio of 2.0, both based on axial chord. The cascade extends over the region $Z = (-1, 1)$ in the spanwise direction. Figure (2) shows the spatial discretization in the $X, Y$ plane, where the $X-Y$ plane is divided into 125 spectral elements, with each element representing a seven by thirty three Chebyshev expansion, as indicated in Eqn.(14). Figure (2) also shows a graphic representation of one blade and one endwall, with each level on the blade surface corresponding to one collocation point of the direct expansion in the spanwise direction.

The inflow condition to the cascade consist of a circumferentially uniform flow at a angle of 45.5 degrees from axial.
Table 1: Boundary layer parameters of inlet velocity profile

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(chord)</th>
<th>(Re, Re)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\delta)</td>
<td>.5623</td>
<td>10.46</td>
</tr>
<tr>
<td>(\delta^*)</td>
<td>.1110</td>
<td>2.066</td>
</tr>
<tr>
<td>(\theta)</td>
<td>.0517</td>
<td>.9612</td>
</tr>
<tr>
<td>(Re_0)</td>
<td></td>
<td>51.666</td>
</tr>
</tbody>
</table>

**NUMERICAL RESULTS**

Presented in this section are numerical results for the flow through a planar turbine cascade, using the inflow conditions given above and a Reynolds number of 1000. The simulation was conducted with a time step size of \(\Delta t = 3.0 \times 10^{-4}\), which was limited by stability restrictions on the explicit convection step. The results presented show the solution after six thousand time steps, or a nondimensional time of \(t = 1.8\).

Computed results of the flow at midspan are shown in Figures (3-5). Figure (3.a) show the midspan surface static pressure coefficient, defined as

\[
C_p = \frac{P - P_{\infty}}{P_{\infty} - P}.
\]
The distribution shown has a smooth chordwise variation, with none of the oscillations that are suggestive of insufficient resolution in a spectral calculation. This computed static pressure distribution agrees with that measured by Langston (ref. [13]), with the exception of a higher minimum suction side pressure. This suggests the presence of a laminar boundary layer separation on the suction surface. Indeed, the plot of shear stress distribution on the blade shown in Figure (3.b), indicates that this laminar separation occurs at a point on the suction surface where the value of the wall shear stress vanishes, at $X = .741$. Positive shear stress on the suction surface behind the separation is indicative of reverse flow in the separated region. Contours of total pressure loss coefficient in Figure (4), defined as

$$ CP_T = \frac{P_{T_{\infty}} - P_T}{P_{T_{\infty}} - P_{\infty}} $$

show a rapid thickening of the suction side boundary layer which then separates in the region of adverse pressure gradient. The comparatively thin boundary layer on the pressure side evolves with negligible total pressure loss up to mid-chord. This may suggest that only a small fraction of the blade profile loss is generated on the pressure surface. Examination of the results in Figure (4) indicate a region of low total pressure near the trailing edge. This region of low total pressure outside the boundary layer can be attributed to the unsteadiness associated with the presence of vortex shedding and the separated flow region. Contours of the static pressure distribution, shown in Figure (5), clearly indicate the occurrence of vortex shedding. The closed circular contours immediately downstream of the trailing edge are characteristic of shed vorticies.

Numerical results of the endwall flow region are presented in Figures (6-11). Figure (6) shows a comparison of the velocity and vorticity vectors at a height of $\Delta Z = .005$ above the endwall. At this spanwise location very near the endwall the velocity and vorticity vectors are orthogonal and proportional, demonstrating the accuracy attainable using the described computational method.

Figure (7.a) is a plot of the two dimensional projection of the velocity vectors near the endwall, at a height of $\Delta Z = .019$ above the endwall. The figure clearly shows the separation line that is a result of the formation of the horseshoe vortex at the blade leading edge. The line begins just behind the saddle point, shown in Figure (7.b), and
**Figure 5:** Midspan static pressure coefficient contours.

**Figure 6:** Comparison of velocity and vorticity vectors above cascade endwall in the region of the saddle point.
Figure 7: Velocity vectors above cascade endwall (a) and an enlargement of the region near the saddle point (b).
extends across the blade passage toward the suction surface of the adjacent blade. Behind this line the velocity is significantly higher, indicating that the incoming endwall boundary layer separates and convects toward the blade suction surface, as can be seen in Figure (10), which shows contours of total pressure loss coefficient (Eqn.(22)) on constant axial planes. Figure (8) shows a contour plot of the total velocity magnitude at the same spanwise location as the vectors in Figure (7.a). The separation line can clearly be seen extending across the passage, with a significant increase in total velocity magnitude occurring across the line. This increase in velocity appears to be nearly uniform over the length to the separation line. Thus, the acceleration of the upstream boundary layer on one side of the line and the higher velocity fluid on the other side of the line are of equal magnitude. This means that the pressure gradient in the streamwise direction must be continuous across the line. This can be seen in Figure (9) which is a contour plot of the static pressure on the passage endwall. The plot shows that the strength of the streamwise pressure gradient is continuous across the separation line, as the total velocity distribution suggested. The Figure also shows the “trough” of static pressure on the endwall that has been observed by Langston (ref. [13]). This trough is characteristic of the formation of a horseshoe vortex structure.

Figure (11) shows contours of streamwise vorticity, defined as

$$\omega_s = \frac{\vec{w} \cdot \vec{V}}{|\vec{V}|}$$

plotted at a height $\Delta Z = .019$ above the endwall. The figure shows the saddle point ahead of the horseshoe vortex and the formation of the vortex at the blade leading edge. The highest level of streamwise vorticity is concentrated directly behind the separation line, underneath and in front of the horseshoe vortex core. This structure can be identified as a counter vortex, caused by the high shear levels beneath the larger horseshoe vortex.

CONCLUDING REMARKS

A multi-domain spectral method is used to calculate the three-dimensional viscous flow through a planar turbine...
cascade at moderate Reynolds number. The solution uses a series expansion in Chebyshev polynomials to represent the flow dependence in the spanwise direction, while discretization on planes parallel to the endwalls is accomplished using the spectral element method. The elemental mapping from the physical to computational space is accomplished by using an algebraic mapping procedure developed for the calculation. The computational method is then applied to a planar cascade of turbine blades using Langston's profile.

The midspan static pressure loading is found to be qualitatively similar to that measured by Langston, with the exception of the presence of a boundary layer separation on the suction side.

The chosen spatial discretization is found to give an adequate resolution of the flow features in the endwall region. These features include the formation of a horseshoe vortex about the leading edge, and the resulting separation of the upstream boundary layer. The static pressure distribution on the endwall shows the presence of a static pressure trough that is characteristic of the formation of a horseshoe vortex system. In addition, there is evidence of a small intense counter vortex underneath the horseshoe vortex. The separation of the incoming boundary layer results in the presence of high velocity fluid near the wall behind the separation line. This causes an increase in endwall shear stress in that region, which may result in increased total pressure loss in the cascade.

The presented application of a spectral element technique to the calculation of turbine cascade flows shows that the spectral method can be used as a computational tool to gain an improved understanding of secondary flow in axial flow turbines.
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Figure 10: Total pressure loss coefficient contours on various axial planes.
Figure 11: Streamwise component of vorticity above endwall.

REFERENCES

A finite-difference, frequency-domain numerical scheme for the solution of the linearized unsteady Euler equations

James R. Scott
NASA Lewis Research Center
Cleveland, Ohio 44135

Hafiz M. Atassi
University of Notre Dame
Notre Dame, Indiana 46556

Abstract

A numerical method is developed for solving periodic, three-dimensional, vortical flows around lifting airfoils in subsonic flow. The first-order method that is presented fully accounts for the distortion effects of the nonuniform mean flow on the convected upstream vortical disturbances. The unsteady velocity is split into a vortical component which is a known function of the upstream flow conditions and the Lagrangian coordinates of the mean flow, and an irrotational field whose potential satisfies a nonconstant-coefficient, inhomogeneous, convective wave equation. Using an elliptic coordinate transformation, the unsteady boundary value problem is solved in the frequency domain on grids which are determined as a function of the Mach number and reduced frequency. Extensive comparisons are made with known solutions to unsteady vortical flow problems, and it is seen that the agreement is in general very good for reduced frequencies ranging from 0 up to 4.
I. INTRODUCTION

Most flows encountered in aerodynamics are high speed flows where the Reynolds number is large and the effects of viscosity are confined to small regions such as boundary layers and wakes. Because major portions of these flow fields are essentially inviscid and irrotational, potential flow theory has been used extensively by aerodynamicists in the analysis of flows about streamlined bodies. Today steady potential flow solvers are widely used in the design of aircraft wings, turbomachinery blades, and helicopter rotors.

In many real flow applications, however, the flow is not steady but unsteady. Frequently the unsteadiness in the flow is due to the occurrence of upstream vortical disturbances that are convected downstream and induce an unsteady flow field as they interact with the body. For an aircraft wing, such upstream flow distortion can be caused by atmospheric turbulence. For propeller and turbomachinery blades, the vortical disturbances may be caused by the viscous wakes of an upstream rotor or stator, installation effects, or upstream turbulence.

When viewed from the blade frame of reference, the upstream vortical disturbances will appear as propagating vorticity waves that are called gusts. There are a number of undesirable effects that can be associated with such vortical gusts. They will, for example, induce unsteady forces on the airfoil surface which can cause forced vibrations and radiate noise into the far field. In some instances, the impinging gusts may cause flow separation and loss of aerodynamic performance. For rotating blades, the fundamental frequency of the upstream disturbances will equal the blade passing frequency. If the frequency of the aerodynamic excitation equals a natural frequency of the rotating blades and the amplitude is sufficient, then catastrophic structural failure may result.

Another possible source of unsteadiness in the flow is the unsteady motion of the airfoils or blades themselves. Such unsteady structural motion can be caused by structure-borne vibrations as well as the flow-induced oscillations described above. There can also be unsteady interactions between the airfoil motion and the incident disturbances which can dampen or increase the magnitude of the airfoil unsteady motion.

Because of the undesirable effects associated with these unsteady flows, there is considerable interest in controlling and understanding the aerodynamic excitations which can cause such unsteady blade motion.

Up until recently, most numerical efforts to solve these kinds of unsteady flows concentrated on potential methods. The early work dealt with solving the unsteady small disturbance potential equation as a way of obtaining the unsteady flow around oscillating airfoils or cascades. Later work was directed toward solving the linearized unsteady potential equation and the unsteady full potential equation. Potential methods have proven to work well for oscillating airfoil problems, but unfortunately they cannot adequately account for the vortical part of the flow. Previous potential formulations which have included the effects of the upstream vorticity have invoked the linear thin airfoil approximation and assumed that the imposed vortical gust is convected without distortion by the
nonuniform mean flow. This was the approach used by McCroskey and Goorjian \(^1\) and McCroskey \(^2\). However, as shown by Goldstein and Atassi \(^3\), Atassi \(^4\), and Scott and Atassi \(^5\), the assumption that the gust is convected without distortion is not justified and is a poor approximation for flows with a spatially varying mean flow. This is especially true for turbomachinery and propeller flow fields where the blades are heavily loaded and there are strong mean flow gradients.

In the past few years, computational efforts in unsteady aerodynamics have concentrated on the so-called primitive variable methods in which the unsteady Euler or Navier-Stokes equations are solved in time along with certain specified boundary conditions. Unlike the potential methods, the primitive variable methods are equally well-suited to both oscillating airfoil problems and flows with convected upstream vorticity. The main difficulty associated with these methods is that they are too expensive to be used for routine engineering calculations such as are encountered in design work. In addition, uncertainties about physically correct far field boundary conditions leaves some question as to the accuracy of the solutions.

In a previous paper \(^5\), the authors presented a linearized unsteady aerodynamic analysis for subsonic vortical flows around lifting airfoils which represents an alternative to the potential and primitive variable methods. The analysis that was presented in \([5]\) offers the computational efficiency of potential methods, but at the same time accounts for the convection and distortion of the upstream vorticity by the nonuniform mean flow. Our analysis is therefore equally well-suited to vortical flow problems as well as to oscillating airfoil problems. In addition, since our linearization is about the nonuniform mean flow, the full nonlinear effects of the mean flow are accounted for. Only the unsteady part of the flow is linearized. These features, coupled with the inherent efficiency of the linearized approach, make our analysis an ideal solution method for unsteady aerodynamic flow fields.

In \([5]\) we presented the mathematical formulation of the general linearized boundary value problem, and demonstrated the capabilities of our approach by presenting numerical solutions for a large variety of unsteady vortical flows. The numerical results presented showed in detail the effects of airfoil thickness, angle of attack, camber, and Mach number on the unsteady lift and moment of isolated airfoils subjected to periodic vortical gusts in subsonic flows.

In the present paper our major purpose is to present the details of the frequency domain numerical scheme that has been developed to implement our linearized unsteady aerodynamic analysis. Since we presented the full formulation of the analysis in \([5]\), we will only summarize the resulting boundary value problem in the present paper. This will be done in the following section. Following that will be the main section of the paper which presents our frequency domain numerical scheme. Finally, in Section IV, we present a large variety of numerical results which demonstrate the validation of our codes.
II. LINEARIZED UNSTEADY AERODYNAMIC FORMULATION

Consider an inviscid, compressible flow past a two-dimensional airfoil placed at nonzero incidence to a stream with uniform upstream velocity $U_\infty$ in the $x_1$ direction. We assume in the present discussion that the fluid is an ideal, non-heat conducting gas with constant specific heats, and that there are no shocks in the flow. Under the above assumptions there will be a steady potential flow around the airfoil so that we may write

$$\vec{U}_0(\vec{x}) = \vec{\nabla}\Phi_0,$$

where $0$ subscripts are used to denote steady mean flow quantities.

Let us assume that far upstream an unsteady vortical disturbance is imposed on the flow. The only restriction that we place on the upstream disturbance is that it can be expressed as a generalized Fourier integral so that we may write

$$\vec{u}_\infty(\vec{x} - iU_\infty t) = \int \vec{a}(\vec{k})e^{i\vec{k} \cdot (\vec{x} - iU_\infty t)} d\vec{k}$$

and in addition, that its length scale $l'$ and characteristic velocity $u_\infty$ are such that the condition

$$\frac{c}{U_\infty} \ll \frac{l'}{u_\infty}$$

is satisfied, where $c$ is the airfoil chord length. We thus require that the time scale associated with the mean flow be an order of magnitude less than the time scale associated with the upstream unsteady disturbances. Since our concern is with flows that have large scale upstream disturbances in which $l'$ is the same order of magnitude as the chord length $c$, condition (2.3) essentially reduces to the requirement that $u_\infty \ll U_\infty$.

Since we present a linearized mathematical formulation, we may without loss of generality consider a single Fourier component of the incident vortical disturbance, and solve for more general disturbances by superposition. We therefore consider incident vortical gusts of the form

$$\vec{u}_\infty = \vec{a}e^{i\vec{k} \cdot (\vec{x} - iU_\infty t)},$$

where $\vec{a}$ and $\vec{k}$ must satisfy

$$\vec{a} \cdot \vec{k} = 0$$

(2.5)

to ensure that the continuity equation is satisfied.

In general, the components of $\vec{X}$ in equation (2.4) are not the spatial coordinates, but rather are Lagrangian coordinates of the mean flow. For the case of two-dimensional mean flow the components of $\vec{X}$ are given by

$$X_2 = \frac{\Psi_0}{\rho_\infty U_\infty}$$

(2.6)
and

\[ X_3 = x_3, \]  

(2.7)

where \( \Psi_0 \) is the stream function of the mean flow and \( x_3 \) is the spatial coordinate in the spanwise direction. The component \( X_1 \) is defined by

\[ X_1 = U_\infty \Delta, \]  

(2.8)

where \( \Delta \) is the Lighthill “drift” function \(^6\), which can be expressed in terms of \( \Phi_0 \) and \( \Psi_0 \) as

\[ \Delta = \frac{\Phi_0}{U_\infty^2} + \int_{-\infty}^{\Phi_0} \left( \frac{1}{U_0^2} - \frac{1}{U_\infty^2} \right) d\Phi_0, \]  

(2.9)

where the integration is carried out on \( \Psi_0 = \text{constant} \). The difference in \( \Delta \) between two points on a streamline is the time it takes a mean flow fluid particle to traverse the distance between those two points. Note that for the thin airfoil case in which the mean flow is a uniform parallel flow, the components of \( \vec{X} \) reduce precisely to the spatial coordinates.

We assume that the total unsteady flow field can be represented by

\[ \vec{U}(\vec{x}, t) = \vec{U}_0(\vec{x}) + \vec{u}(\vec{x}, t) \]  

(2.10)

\[ p(\vec{x}, t) = p_0(\vec{x}) + \rho'(\vec{x}, t) \]  

(2.11)

\[ \rho(\vec{x}, t) = \rho_0(\vec{x}) + \rho'(\vec{x}, t) \]  

(2.12)

\[ s(\vec{x}, t) = s_0 + s'(\vec{x}, t) \]  

(2.13)

where the entropy \( s_0 \) is constant, and \( \vec{u}, \rho', \rho', \) and \( s' \) are the unsteady perturbation velocity, pressure, density and entropy, respectively. Quantities with \( 0 \) subscripts are the steady mean flow quantities which are assumed to be known. Note that these quantities obey the steady nonlinear equations of motion, so that the linearization of the unsteady flow is about the fully nonlinear mean flow.

Substituting relations (2.10) - (2.13) into the nonlinear Euler equations and neglecting products of small quantities, one obtains the linearized continuity, momentum, and energy equations

\[ \frac{D_0 \rho'}{Dt} + \rho' \vec{\nabla} \cdot \vec{U}_0 + \vec{\nabla} \cdot (\rho_0 \vec{u}) = 0 \]  

(2.14)

\[ \rho_0 (\frac{D_0 \vec{u}}{Dt} + \vec{u} \cdot \vec{\nabla} \vec{U}_0) + \rho' \vec{U}_0 \cdot \vec{\nabla} \vec{U}_0 = -\vec{\nabla} p' \]  

(2.15)

\[ \frac{D_0 s'}{Dt} = 0, \]  

(2.16)

where \( \frac{D_0}{Dt} = \frac{\partial}{\partial t} + \vec{U}_0 \cdot \vec{\nabla} \) is the convective derivative associated with the mean flow.

It is shown in References 7 and 8 that if the unsteady velocity is decomposed into the sum of a known vortical component and an unknown potential component, then the
The unsteady pressure is related to $\phi$ through the equation

$$p' = -\rho_0(x)\frac{D_0\phi}{Dt}.$$  

(2.19)

The vortical velocity $\tilde{u}(R)$ is a known function of the mean flow Lagrangian coordinates and the upstream vortical disturbances and is given by

$$\tilde{u}(R) = [\nabla(\tilde{a} \cdot \tilde{X})]e^{ik(x-\tilde{U}_\infty t)} + \nabla \tilde{\phi},$$  

(2.20)

where

$$\tilde{\phi} = \frac{i}{k_1}(a_1 + \frac{a_2k_1 - a_1k_2}{1 + i\alpha_0 U_\infty k_1} \frac{1 - e^{-ik_2x_2}}{k_2})e^{ik(x-\tilde{U}_\infty t)},$$  

(2.21)

and

$$\tilde{a} = (a_1, a_2, a_3) \quad \text{and} \quad a_0 = -\left(\frac{\partial U_0}{\partial n}\right)^{-1}.$$  

(2.22)

Here $n$ denotes the direction of the outward unit normal, $S$ denotes the stagnation point near the airfoil leading edge, and $U_0 = |U_0|$ is the magnitude of the mean velocity. (See [5] or [8] for more details concerning the purpose and derivation of the function $\tilde{\phi}$.)

Finally, the potential $\phi$ must satisfy the boundary conditions

$$\tilde{\nabla} \phi \cdot \tilde{n} = 0 \quad \text{airfoil surface}$$  

(2.23)

$$\frac{D_0}{Dt}(\Delta \phi) = 0 \quad \text{wake}$$  

(2.24a)

$$\Delta[\nabla \phi \cdot \tilde{n}] = 0 \quad \text{wake}$$  

(2.24b)

$$\tilde{\nabla} \phi \rightarrow -\tilde{\nabla} \tilde{\phi} \quad \text{as} \quad x_1 \rightarrow -\infty,$$  

(2.25)

where equation (2.23) is the impermeability condition at the airfoil surface, equations (2.24a) and (2.24b) impose continuity of the pressure and normal velocity across the wake, and equation (2.25) ensures that $\tilde{u}(x, t) \rightarrow \tilde{u}_\infty(x, t)$ as $x_1 \rightarrow -\infty$.

The linearized boundary value problem for the unsteady gust response problem thus consists of the governing equation (2.17) and boundary conditions (2.23) – (2.25), together with the requirement that $\phi$ is continuous at the airfoil trailing edge.
III. NUMERICAL SCHEME

Reformulation and Nondimensionalization of the Boundary Value Problem

For numerical purposes it is necessary to reformulate the boundary value problem presented in the previous section into a form more suitable for numerical computations. Of particular concern is condition (2.25). In order to facilitate the implementation of the far field boundary condition, it is convenient to replace $\phi$ by a function whose gradient vanishes as $r \to \infty$, where $r$ is the distance from the airfoil center.

To this end, we introduce the potential functions $\phi_1$ and $\phi_2$, where

$$\phi = \phi_1 - \phi_2$$  \hspace{1cm} (3.1)

and $\phi_2$ is a known function which is constructed such that

$$|\phi_2 - \phi_\infty| \to 0 \quad \text{as} \quad r \to \infty.$$  \hspace{1cm} (3.2)

Equation (3.1) together with conditions (2.25) and (3.2) then show that the new potential function $\phi_1$ will satisfy

$$\vec{\nabla} \phi_1 \to \vec{\nabla} \phi_2 - \vec{\nabla} \phi \to 0 \quad \text{as} \quad r \to \infty.$$  \hspace{1cm} (3.3)

The problem may then be reformulated in terms of the unknown potential $\phi_1$.

To satisfy condition (3.2), the function $\phi_2$ must take the form

$$\phi_2 = \frac{i}{k_1}(a_1 + \frac{a_2 k_1 - a_1 k_2}{1 + i a_0 U_\infty k_1} \frac{1 - e^{-i k_2 X_2}}{k_2}) e^{i k_2 (X_e - i U_\infty t)},$$  \hspace{1cm} (3.4)

where the vector $X_e$ satisfies

$$|X_e - \vec{X}| \to 0 \quad \text{as} \quad r \to \infty.$$  \hspace{1cm} (3.5)

To satisfy this condition for the general problem of vortical flows around lifting airfoils, we define $X_e$ as follows:

$$X_{e,1} = \frac{\Phi_0}{U_\infty} - \frac{\Gamma}{\pi U_\infty} sgn(\Psi_0)\left[\frac{\pi}{2} + sgn(\Psi_0)\tan^{-1}\left(\frac{\rho_\infty \Phi_0}{\beta_\infty \Psi_0}\right)\right][1 - e^{-\left(\frac{\Phi_0^2 + \frac{z_e^2}{z_\infty^2}}{z_\infty^2}\right)^2}].$$  \hspace{1cm} (3.6)

$$X_{e,2} = X_2$$  \hspace{1cm} (3.7)

$$X_{e,3} = X_3.$$  \hspace{1cm} (3.8)

The expression for $X_{e,1}$ is obtained by making a far field expansion of Lighthill’s drift function $\Delta$ in terms of $\Phi_0$ and $\Psi_0$. Note that the first term in the expansion is just $\frac{\Phi_0}{U_\infty}$, and that the second term arises due to the circulation around the airfoil. Since the second
term vanishes for airfoils with zero circulation, it is clear that the formulation of the source term for nonlifting airfoils is much simpler than for lifting airfoils.

We also point out that the first factor in brackets in equation (3.6) is discontinuous and undefined at the points on the airfoil where \( \Phi_0 = 0, \Psi_0 = 0^+ \) and \( \Phi_0 = 0, \Psi_0 = 0^- \). The second factor in brackets is not part of the expansion itself, but is included to remove the discontinuity in \( X_{e,1} \). By including the second factor in brackets and defining \( X_{e,1} = 0 \) at \( \Phi_0 = 0, \Psi_0 = 0 \), we obtain an expression for \( X_{e,1} \) which is everywhere continuous. It is important that \( X_{e,1} \) be continuous along the airfoil surface, for if it were not, the potential function \( \phi_1 \) would have to satisfy a discontinuous airfoil boundary condition. (See condition (3.10) below.) By defining \( X_{e,1} \) as in (3.6), we obtain an expression for \( \tilde{X}_e \) which is everywhere continuous and also ensures that conditions (3.5) and (3.2) will be satisfied for both lifting and nonlifting airfoils.

Finally, the parameter \( \beta_\infty = \sqrt{1 - M_\infty^2} \), where \( M_\infty \) is the free stream Mach number, and \( c \) is the airfoil chord length. The \( \beta_\infty \) term arises due to a Gothert's rule correction on the mean velocity so that the expression for \( X_{e,1} \) is valid for both compressible and incompressible flows.

Before presenting the reformulated boundary value problem in terms of the potential \( \phi_1 \), we present the nondimensionalization of the problem. We normalize as follows:

\[
\begin{align*}
& x_1, x_2, x_3, X_1, X_2, X_3, X_{e,1} & \text{by } & \frac{c}{2} \\
& \Phi_0, \Gamma & \text{by } & \frac{c}{2} U_\infty \\
& \Psi_0 & \text{by } & \frac{c}{2} \rho_\infty U_\infty \\
& U_0, c_0 & \text{by } & U_\infty \\
& \rho_0 & \text{by } & \rho_\infty \\
& p' & \text{by } & \rho_\infty U_\infty |\tilde{a}| \\
& t, \Delta & \text{by } & \frac{c}{2 U_\infty} \\
& \omega & \text{by } & \frac{2 c}{U_\infty} \\
& k_1, k_2, k_3 & \text{by } & \frac{2 c}{\rho_\infty |\tilde{a}|} \\
& \phi, \bar{\phi}, \phi_1, \phi_2 & \text{by } & \frac{c}{\rho_\infty |\tilde{a}|} \\
& \bar{a} & \text{by } & |\tilde{a}| \\
\end{align*}
\]

The normalized wave number \( k_1 = \omega r_{\infty} \frac{2 U_\infty}{c} \), where \( \omega \) and \( U_\infty \) are the dimensional angular frequency and free stream velocity, respectively, is called the reduced frequency.

We will assume throughout the remainder of the present section, unless stated otherwise, that all quantities are nondimensional.

The governing equation for \( \phi_1 \) is then

\[
\frac{D_0}{Dt} \left( \frac{1}{c_0^2} \frac{D_0 \phi_1}{Dt} \right) - \frac{1}{\rho_0} \bar{\nabla} \cdot (\rho_0 \bar{\nabla} \phi_1) = \frac{1}{\rho_0} \bar{\nabla} \cdot (\rho_0 \bar{u}^{(R)}) \\
+ \frac{D_0}{Dt} \left( \frac{1}{c_0^2} \frac{D_0 \phi_2}{Dt} \right) - \frac{1}{\rho_0} \bar{\nabla} \cdot (\rho_0 \bar{\nabla} \phi_2) \tag{3.9}
\]
and the boundary conditions are

\[
\nabla \phi_1 \cdot \vec{n} = \nabla \phi_2 \cdot \vec{n} \quad \text{airfoil surface} \quad (3.10)
\]

\[
\frac{D_0}{Dt} [\Delta (\phi_1 - \phi_2)] = 0 \quad \text{wake} \quad (3.11a)
\]

\[
\nabla \phi_1 \rightarrow 0 \quad \text{as} \quad x_1 \rightarrow -\infty. \quad (3.12)
\]

\[
\Delta [\nabla (\phi_1 - \phi_2) \cdot \vec{n}] = 0 \quad \text{wake} \quad (3.11b)
\]

For completeness we also present the nondimensional expressions for the potential functions \( \tilde{\phi} \) and \( \phi_2 \), for the unsteady velocity and pressure, and for the upstream velocity disturbances.

\[
\tilde{\phi} = \frac{i}{k_1} \left( a_1 + \frac{a_2 k_1 - a_1 k_2}{1 + i a_0 k_1} \frac{1 - e^{-ik_2 x_2}}{k_2} \right) e^{ik \cdot \vec{X} - ik_1 t}. \quad (3.13)
\]

\[
\phi_2 = \frac{i}{k_1} \left( a_1 + \frac{a_2 k_1 - a_1 k_2}{1 + i a_0 k_1} \frac{1 - e^{-ik_2 x_2}}{k_2} \right) e^{ik \cdot \vec{X} - ik_1 t}, \quad (3.14)
\]

where

\[
X_1 = \Delta, \quad X_2 = X_{e,2} = \Psi_0, \quad X_3 = X_{e,3} = x_3 \quad (3.15)
\]

\[
X_{e,1} = \Phi_0 - \frac{\Gamma}{\pi} \text{sgn}(\Psi_0) \left[ \frac{\pi}{2} + \text{sgn}(\Psi_0) \tan^{-1} \left( \frac{\Phi_0}{\beta_\infty \Psi_0} \right) \right] [1 - e^{-(\Phi_0^2 + \Psi_0^2)}] \quad (3.16)
\]

\[
\vec{u}(\vec{x}, t) = \vec{u}^{(R)} + \nabla (\phi_1 - \phi_2) \quad (3.17)
\]

where

\[
\vec{u}^{(R)} = \left[ \nabla (\vec{a} \cdot \vec{X}) \right] e^{ik \cdot \vec{X} - ik_1 t} + \nabla \tilde{\phi}. \quad (3.18)
\]

\[
p' = -\rho_0(\vec{x}) \frac{D_0(\phi_1 - \phi_2)}{Dt}. \quad (3.19)
\]

\[
\vec{u}_\infty = \vec{a} e^{ik \cdot \vec{X} - ik_1 t}. \quad (3.20)
\]

**Determination of Mean Potential Flow**

In order to obtain numerical solutions to equation (3.9) and its associated boundary conditions, one must first obtain the steady potential flow about the airfoil for the given flow conditions. This will in general require the use of a standard potential flow solver such as FLO36.\(^9\)

However, an examination of equations (3.13) through (3.18) indicates that the most natural choice of independent variables in which to solve equation (3.9) are \( \Phi_0 \) and \( \Psi_0 \), the mean flow potential and stream functions. Since standard potential flow codes solve
the steady problem in terms of the spatial coordinates $x_1$ and $x_2$, there is some difficulty in obtaining the steady solution as a function of $\Phi_0$ and $\Psi_0$.

Another difficulty arises due to the fact that the grids used by steady flow solvers are not suitable for the unsteady calculation. As reported in References 10 and 11, accurate solution of equation (3.9) over a large range of flow conditions requires using grids which are determined as a function of both the reduced frequency $k_1$ and the free stream Mach number $M_\infty$. This means that in general it will be necessary to interpolate the solution from the steady grid onto the appropriate unsteady grid.

Because of the loss of accuracy that can result from such an interpolation process, and also because of the need to know the mean flow as a function of $\Phi_0$ and $\Psi_0$, an analytical scheme that can obtain the compressible, subsonic flow about isolated airfoils was developed. The scheme is based on the idea that, except for a small inner region surrounding the airfoil, the flow gradients are not too large. Thus in the large outer region extending to infinity, the mean flow is essentially governed by a set of linear equations. As a result, one can use Gothert’s Rule, whereby the compressible flow about a given airfoil can be obtained from the incompressible flow about a similar airfoil.

If we let $\alpha_C$, $\theta_C$, and $\gamma_C$ denote the angle of attack, thickness ratio, and camber ratio of the given airfoil in a compressible flow, then the transformed airfoil for the incompressible flow field has angle of attack, thickness ratio, and camber ratio given by

$$\begin{align*}
\alpha_I &= \beta_\infty \alpha_C \\
\theta_I &= \beta_\infty \theta_C \\
\gamma_I &= \beta_\infty \gamma_C
\end{align*}$$

where $I$ subscripts denote quantities from the incompressible flow field. Using dimensional quantities and denoting the compressible velocity by $(U_\infty + u_C, v_C)$ at the point $(x, y)$ and the incompressible velocity by $(U_\infty + u_I, v_I)$ at the point $(x_I, y_I)$, the spatial coordinates and velocity in the compressible and incompressible planes are related by

$$\begin{align*}
x &= x_I \\
y &= \frac{y_I}{\beta_\infty}
\end{align*}$$

and

$$\begin{align*}
u_C &= \frac{u_I}{\beta_\infty^2} \\
v_C &= \frac{v_I}{\beta_\infty}.
\end{align*}$$

It is assumed here that the free stream velocity $U_\infty$ is aligned with the $x$ axis, and that the angle of attack, thickness ratio, and camber ratio of the airfoil are such that the perturbation velocities are small compared to $U_\infty$. The potential and stream functions of
the compressible flow field are then related to the potential and stream functions of the incompressible flow field by

\[ \Phi_0 - U_\infty x = \frac{1}{\beta_\infty} (\Phi_I - U_\infty x_I) \quad (3.24a) \]

\[ \Psi_0 - U_\infty y = \frac{1}{\beta_\infty} (\Psi_I - U_\infty y_I) \quad (3.24b) \]

Using (3.22), and assuming that all quantities have been nondimensionalized as in the previous section, equations (3.24) can be rewritten

\[ \Phi_I - M_\infty^2 x_I = \beta_\infty^2 \Phi_0 \quad (3.25a) \]

\[ \Psi_I = \beta_\infty \Psi_0 \quad (3.25b) \]

The problem is then, given \((\Phi_0, \Psi_0)\), solve equations (3.25) for \((\Phi_I, \Psi_I)\) and then use relations (3.22) and (3.23) to determine the spatial coordinates \((x, y)\) and velocity components \((u_C, v_C)\) of the compressible flow field. If this can be done, then we have the compressible flow field determined as a function of \((\Phi_0, \Psi_0)\). Note that this assumes that we can determine \((x_I, y_I)\) and \((u_I, v_I)\) as functions of \((\Phi_I, \Psi_I)\). Since there is a one to one correspondence between \((x_I, y_I)\) and \((\Phi_I, \Psi_I)\), and between \((u_I, v_I)\) and \((\Phi_I, \Psi_I)\), this is not a difficulty. At the least, it can always be done numerically. For the special case of Joukowski airfoils, however, it is possible to express the complex potential \((\Phi_I, \Psi_I)\) in terms of the polar coordinates \((r, \theta)\), and then obtain \((x_I, y_I)\) and \((u_I, v_I)\) through known functional expressions of \((r, \theta)\).

For the case of incompressible flow around a Joukowski airfoil the complex potential is given by

\[ \Phi_I + i \Psi_I = \zeta' e^{-i\alpha_I} + \frac{a^2 e^{i\alpha_I}}{\zeta'} + \frac{\Gamma_I}{2\pi i} \ln \left( \frac{\zeta'}{a} \right) + K \quad (3.26) \]

where \(K\) is an arbitrary constant and

\[ \zeta' = \zeta - \zeta_\nu = re^{i\theta}. \quad (3.27) \]

Here \(\zeta_\nu = -\epsilon + i\epsilon'\) is a complex constant, and the parameters \(a, \epsilon, \) and \(\epsilon'\) depend on the airfoil geometry. \(\Gamma_I\) is the steady circulation around the airfoil and is given by

\[ \Gamma_I = -4\pi a \sin(\alpha_I + \beta) \quad (3.28) \]

where \(\beta\) is defined by

\[ \sin \beta = \frac{\epsilon'}{a}. \quad (3.29) \]
The spatial coordinates \((x_I, y_I)\) are determined from \(r\) and \(\theta\) through the Joukowski transformation

\[
x_I + i y_I = \zeta + \frac{d^2}{\zeta}
\]  
\tag{3.30}

where the parameter \(d\) satisfies

\[
(\epsilon + d)^2 + \epsilon^2 = a^2.
\]  
\tag{3.31}

Finally, the velocity components \((u_I, v_I)\) are given by

\[
u_I - i v_I = \frac{\zeta^2[\zeta' + a e^{i(2 \alpha_I + \beta)}]}{(\zeta + d)\zeta^2} - 1.
\]  
\tag{3.32}

Using relations (3.26) through (3.30), equations (3.25) can be expressed in terms of \(r\) and \(\theta\) as

\[
\begin{pmatrix}
(r + \frac{a^2}{r}) \cos(\theta - \alpha_I) - [2a \sin(\alpha_I + \beta)] \theta + K \\
-M^2 [r \cos \theta - \epsilon + \frac{d^2 (r \cos \theta - \epsilon)}{r \sin \theta + \epsilon}] = \beta^2 \Phi_0 \\
(r - \frac{a^2}{r}) \sin(\theta - \alpha_I) + 2a \sin(\alpha_I + \beta) \ln(\frac{r}{a}) = \beta \Psi_0
\end{pmatrix}
\]  
\tag{3.33}

If for given \(\Phi_0\) and \(\Psi_0\) we can solve equations (3.33) for \(r\) and \(\theta\), then equations (3.30) and (3.32) can be used to get \((x_I, y_I)\) and \((u_I, v_I)\), and equations (3.22) and (3.23) can be used to obtain \((x, y)\) and \((u_c, v_c)\). Once we have obtained \((u_c, v_c)\), the other mean flow quantities can then be obtained from Bernoulli's law for polytropic gases.

We note that, while the system of equations (3.33) is highly nonlinear in the unknowns \(r\) and \(\theta\), it can be routinely solved by two-dimensional Newton iteration. Once a subroutine has been developed to solve equations (3.33), the compressible steady flow around any Joukowski airfoil can be very efficiently obtained. In addition, the mean flow is obtained for arbitrary \(\Phi_0\) and \(\Psi_0\), so that there is no restriction whatsoever on the particular grid that may be used for the unsteady calculation.

The only limitation in obtaining the mean potential flow by this particular approach is the underlying assumption that \(u_c\) and \(v_c\) must be small compared to \(U_\infty\). This means that the method will not give a good approximation in the inner region and particularly near the stagnation point where the perturbation velocities are of the same order of magnitude as \(U_\infty\). However, extensive testing of this particular approach and comparing with the steady potential flow solver FLO36 has shown that the region of inaccuracy is very small. Figures 1 through 4 show Mach number comparisons between the present approximate analytical scheme and FLO36. The comparison is made at grid points along fixed grid lines used by FLO36. It is seen that the agreement overall is quite good, with the
exception of grid points on the airfoil surface that are near the stagnation point. Because of this inaccuracy, we use FLO36 to calculate the mean flow quantities along the airfoil surface itself, and use the approximate analytical scheme off the airfoil except in a small region just upstream of the stagnation point. In this region, for airfoils that have steady loading, the velocities are calculated using a Taylor series expansion. For airfoils without steady loading, the velocities are calculated from a local analytical solution which is patched to the outer solution.

**Frequency Domain Formulation**

An inspection of equations (3.13), (3.14), (3.18), and (3.20) indicates that the time dependence of the present boundary value problem comes entirely through the harmonic term $e^{-ik_1t}$. It is therefore possible to make a transformation from the time domain into the frequency domain by a simple change of dependent variable. By transforming the problem into the frequency domain, time is completely eliminated from the problem and it is possible to significantly simplify the mathematical formulation of the boundary value problem.

For the case of two-dimensional mean flow, we transform into the frequency domain by making the following change of dependent variable:

$$\phi_1 = \varphi e^{-ik_1t+ik_3x_3}$$ \quad (3.34)

By including the $ik_3x_3$ term in the transformation, the harmonic dependence on the spanwise component $x_3$ is also eliminated, since all of the $e^{ik_3x_3}$ terms then factor out from each side of the equation. This is of course possible in view of (3.20) and (3.15).

Before presenting the governing equation in the new dependent variable $\varphi$, we introduce the linear operators $\mathcal{L}$ and $\mathcal{L}_0$ to simplify the notation.

$$\mathcal{L} = \frac{D_0}{Dt} \left( \frac{1}{c_0^2} \frac{D_0}{Dt} \right) - \frac{1}{\rho_0} \nabla \cdot (\rho_0 \nabla)$$ \quad (3.35)

and

$$\mathcal{L}_0 = M^2_\infty \frac{D_0^2}{Dt_0^2} - \left( \frac{\partial^2}{\partial \Phi_0^2} + \frac{\partial^2}{\partial \Psi_0^2} + \frac{\partial^2}{\partial x_3^2} \right)$$ \quad (3.36)

where

$$\frac{D_0}{Dt_0} = \frac{\partial}{\partial t} + \frac{\partial}{\partial \Phi_0}$$ \quad (3.37)

The governing equation then takes the form

$$\mathcal{L} \phi_1 = \frac{1}{\rho_0} \nabla \cdot (\rho_0 \vec{u}(R)) + \mathcal{L}_0 \phi_2$$ \quad (3.38)

The operator $\mathcal{L}_0$ is essentially the operator for the linear thin airfoil gust response problem. By writing the governing equation in the following equivalent form, the left hand side of
the equation will exhibit the character of the thin airfoil operator in the far field since $\mathcal{L} \to \mathcal{L}_0$ there.

\[
\mathcal{L}_0 \phi_1 + (\mathcal{L} - \mathcal{L}_0) \phi_1 = \frac{1}{\rho_0} \vec{\nabla} \cdot (\rho_0 \vec{u}^{(R)}) + \mathcal{L} \phi_2
\]  

(3.39)

We then have in terms of $\varphi$

\[
\mathcal{L}_0 \phi_1 + (\mathcal{L} - \mathcal{L}_0) \phi_1 =
\]

\[
e^{-ik_1t + ik_3z_3} \left\{-[\beta_\infty^2 \frac{\partial^2 \varphi}{\partial \Phi_0^2} + \frac{\partial^2 \varphi}{\partial \Psi_0^2} + 2ik_1M_\infty \frac{\partial \varphi}{\partial \Phi_0} + (k_1^2M_\infty^2 - k_3^2) \varphi] \right.
\]

\[+ \frac{k_1^2M_\infty^2}{U_0^2} - \frac{k_1^2M_\infty^2}{U_0^2} - i k_1 U_0^2 \frac{\partial}{\partial \Phi_0} \left( \frac{M_\infty^2}{U_0^2} \right) \varphi \]

\[+ [M^2 \frac{\partial U_0^2}{\partial \Phi_0} - 2ik_1] + 2ik_1 M_\infty^2 + U_0^4 \frac{\partial}{\partial \Phi_0} \left( \frac{M_\infty^2}{U_0^2} \right) - \frac{U_0^2}{\rho_0} \frac{\partial \rho_0}{\partial \Phi_0} \frac{\partial \varphi}{\partial \Phi_0} \]

\[\left. + (\beta_\infty^2 - \beta_\infty^2 U_0^2) \frac{\partial^2 \varphi}{\partial \Psi_0^2} + (1 - U_0^2) \frac{\partial^2 \varphi}{\partial \Psi_0^2} - \frac{U_0^2}{\rho_0} \frac{\partial \rho_0}{\partial \Psi_0} \frac{\partial \varphi}{\partial \Psi_0} \right\},
\]

where $M$ is the local Mach number of the mean flow.

Equation (3.40) may be simplified further by making the following change of both dependent and independent variables:

\[
\varphi = \psi e^{-iK_0 \Phi}
\]  

(3.41a)

where

\[
K_0 = \frac{k_1 M_\infty^2}{\beta_\infty^2}
\]  

(3.41b)

and

\[
\Phi = \Phi_0
\]  

(3.42a)

\[
\Psi = \beta_\infty \Psi_0
\]  

(3.42b)

Expressing equation (3.40) in terms of $\psi$ and the new independent variables $\Phi$ and $\Psi$, one gets

\[
\mathcal{L}_0 \phi_1 + (\mathcal{L} - \mathcal{L}_0) \phi_1 =
\]

\[
e^{-ik_1t + ik_3z_3} e^{-iK_0 \Phi} \left\{-[\beta_\infty^2 \frac{\partial^2 \psi}{\partial \Phi^2} + \frac{\partial^2 \psi}{\partial \Psi^2} + \left( \frac{k_1^2M_\infty^2}{\beta_\infty^4} - \frac{k_3^2}{\beta_\infty^2} \right) \psi] \right.
\]

\[+ A_1 \psi + A_2 \frac{\partial \psi}{\partial \Phi} + A_3 \frac{\partial \psi}{\partial \Psi} + A_4 \frac{\partial^2 \psi}{\partial \Phi^2} + A_5 \frac{\partial^2 \psi}{\partial \Psi^2} \}
\]  

(3.43)
where \( A_1 \ldots A_5 \) are functions of \((\Phi, \Psi)\) defined by

\[
A_1(\Phi, \Psi) = \frac{k_1^2 M_\infty^2}{\beta^2_\infty} - \frac{k_1^2 M^2}{U_0^2} - i k_1 U_0^2 \frac{\partial}{\partial \Phi} \left( \frac{M^2}{U_0^2} \right) \]  \hspace{1cm} (3.44a)

\[- i K_0 [M^2 \frac{\partial U_0^2}{\partial \Phi} - 2 i k_1] + U_0^4 \frac{\partial}{\partial \Phi} \left( \frac{M^2}{U_0^2} \right) - \frac{U_0^2 \partial \rho_0}{\partial \Phi} \bigg] + \frac{k_1^2 M_\infty^4}{\beta^4_\infty} \beta^2 U_0^2 \]

\[
A_2(\Phi, \Psi) = M^2 (\frac{\partial U_0^2}{\partial \Phi} - 2 i k_1) + U_0^4 \frac{\partial}{\partial \Phi} \left( \frac{M^2}{U_0^2} \right) - \frac{U_0^2 \partial \rho_0}{\partial \Phi} + 2 i K_0 \beta^2 U_0^2 \]  \hspace{1cm} (3.44b)

\[
A_3(\Phi, \Psi) = - \frac{U_0^2 \partial \rho_0}{\rho_0 \partial \Psi} \]  \hspace{1cm} (3.44c)

\[
A_4(\Phi, \Psi) = \beta^2_\infty - \beta^2 U_0^2 \]  \hspace{1cm} (3.44d)

\[
A_5(\Phi, \Psi) = 1 - U_0^2 \]  \hspace{1cm} (3.44e)

Note that in the far field the functions \( A_1 \ldots A_5 \) tend to zero so that the right hand side of (3.43) reduces to that of the linear thin airfoil theory.\(^{12}\)

To complete the frequency domain formulation, it is necessary to present the right hand side of the governing equation (3.39). We will refer to the right hand side of (3.39) as the source term and denote it by \( e^{-i k_1 t + i k_3 x_3} S \). To facilitate the presentation of the source term, we will write the governing equation as

\[
\mathcal{L}_0 \phi_1 + (\mathcal{L} - \mathcal{L}_0) \phi_1 = e^{-i k_1 t + i k_3 x_3} S \]  \hspace{1cm} (3.45a)

or

\[
\mathcal{L}_0 \phi_1 + (\mathcal{L} - \mathcal{L}_0) \phi_1 = e^{-i k_1 t + i k_3 x_3} (S_1 + S_2 + S_3 - S_4) \]  \hspace{1cm} (3.45b)
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The frequency domain governing equation is then given by

\[ e^{-ik_1t + ik_3x_3} S_1 = \frac{\nabla}{\rho_0} \cdot \{ [\nabla (\dddot{a} \cdot \dddot{X})] e^{i\dddot{r} \cdot \dddot{X} - ik_1t} + \dddot{\phi} \} \] (3.46a)

\[ e^{-ik_1t + ik_3x_3} S_2 = \nabla \cdot \{ [\nabla (\dddot{a} \cdot \dddot{X})] e^{i\dddot{r} \cdot \dddot{X} - ik_1t} + \dddot{\phi} \} \] (3.46b)

\[ e^{-ik_1t + ik_3x_3} S_3 = \frac{D_0}{c_0^2} \left( \frac{1}{\beta_\infty^2} \frac{D_0 \phi_2}{Dt} \right) \] (3.46c)

\[ e^{-ik_1t + ik_3x_3} S_4 = \frac{1}{\rho_0} \nabla \cdot (\rho_0 \nabla \phi_2) \] (3.46d)

The frequency domain governing equation is then given by

\[
\begin{align*}
& -\beta_\infty^2 \left[ \frac{\partial^2 \psi}{\partial \Phi^2} + \frac{\partial^2 \psi}{\partial \Psi^2} + \left( \frac{k_1^2 M_\infty^2}{\beta_\infty^2} - \frac{k_1^2}{\beta_\infty^2} \right) \psi \right] \\
& + A_1 \psi + A_2 \frac{\partial \psi}{\partial \Phi} + A_3 \frac{\partial \psi}{\partial \Psi} + A_4 \frac{\partial^2 \psi}{\partial \Phi^2} + A_5 \frac{\partial^2 \psi}{\partial \Psi^2} \\
& = e^{iK_0 \Phi} (S_1 + S_2 + S_3 - S_4)
\end{align*}
\] (3.47)

where \(A_1...A_5\) are defined by equations (3.44) and \(S_1...S_4\) are defined by equations (3.46). In the far field both the coefficients \(A_1...A_5\) and the source term \(S_1 + S_2 + S_3 - S_4\) tend to zero so that the equation reduces to a Helmholtz equation.

We conclude this section by presenting the frequency domain formulation of the airfoil and wake boundary conditions given by equations (3.10), (3.11a) and (3.11b). In terms of the new coordinates \((\Phi, \Psi)\) and the new dependent variable \(\psi\), equation (3.10) for the airfoil boundary condition becomes

\[
\frac{\partial \psi}{\partial \Psi} = -\frac{e^{iK_0 \Phi}}{\beta_\infty} \left[ \frac{a_1 \beta_\infty \Gamma}{\pi} \frac{1 - e^{-\Phi^2}}{\Phi} + \frac{a_2 + ia_0 a_1 k_2}{1 + ia_0 k_1} \right] e^{i k_1 X e,1}. \] (3.48)

The wake boundary condition (3.11a) becomes

\[
(-ik_1 + U_0^2 \frac{\partial}{\partial \Phi})[\Delta(\psi e^{-iK_0 \Phi} - \varphi_2)] = 0, \] (3.49a)

where

\[ e^{-ik_1t + ik_3x_3} \varphi_2 = \phi_2 \] (3.49b)
and where \( \Delta(\psi e^{-iK_0\Phi} - \varphi_2) \) denotes the jump in the quantity \( \psi e^{-iK_0\Phi} - \varphi_2 \) across the vortex sheet behind the airfoil. Finally, condition (3.11b) becomes

\[
\Delta[\nabla(\psi e^{-iK_0\Phi} - \varphi_2) \cdot \vec{n}] = 0. \quad (3.49c)
\]

**Transformation into Computational Coordinates and Formulation of the Numerical Boundary Value Problem**

Our basic numerical approach to solving equation (3.47) is to use the method of finite difference approximations. By discretizing the flow field and employing finite differences at each grid point, a large linear system of equations is obtained which can be solved using a matrix solver.

Previous experience in solving equation (3.47) for the case of flat plate and symmetric airfoils has shown that the independent variables \((\Phi, \Psi)\) are not suitable computational coordinates for the gust response problem. There are difficulties in obtaining consistently accurate results over a large range of Mach numbers and reduced frequencies, and also problems with the implementation of far field boundary conditions. A transformation of the independent variables is needed which not only provides an adequate distribution of grid points around the airfoil in the near field, but also provides a distribution of grid points in the far field which is suitable for acoustic wave propagation and the implementation of far field, radiation type boundary conditions.

In order to satisfy these requirements, we make a transformation into the elliptic coordinates \((\eta, \xi)\) with the transformation

\[
\Phi = a^* \cos(\pi \eta) \cosh(\pi \xi) \quad (3.50a)
\]

\[
\Psi = a^* \sin(\pi \eta) \sinh(\pi \xi). \quad (3.50b)
\]

where \(a^*\) is an arbitrary constant which will be defined later. Note that in the far field the elliptic coordinates reduce essentially to cylindrical coordinates, and that the \(\Phi - \Psi\) plane is mapped into a semi-infinite strip in the \(\eta - \xi\) plane.

With this change of variables, the governing equation takes the following form:

\[
- \beta_\infty^2 \left[ \frac{\partial^2 \psi}{\partial \eta^2} + \frac{\partial^2 \psi}{\partial \xi^2} + J(\eta, \xi) \left( \frac{k_1^2 M_\infty^2}{\beta_\infty^4} - \beta_\infty^2 \right) \psi \right] \\
+ A_1 J(\eta, \xi) \psi + T_1 \frac{\partial \psi}{\partial \xi} + T_2 \frac{\partial \psi}{\partial \eta} + T_3 \frac{\partial^2 \psi}{\partial \xi^2} + T_4 \frac{\partial^2 \psi}{\partial \eta^2} + T_5 \frac{\partial^2 \psi}{\partial \eta \partial \xi} \\
= e^{iK_0\Phi}(S_1 + S_2 + S_3 - S_4) J(\eta, \xi). \quad (3.51)
\]
Here $J(\eta, \xi)$ is the Jacobian of the transformation (3.50) which is given by

$$J(\eta, \xi) = \pi^2 a^{*2} [\sin^2(\pi \eta) + \sinh^2(\pi \xi)],$$

and the $T_i$ coefficients are known functions of $\eta$ and $\xi$.

The airfoil boundary condition (3.48) has also been transformed through the change of variables (3.50). Expressing condition (3.48) in the variables $(\eta, \xi)$, one gets

$$\frac{\partial \psi}{\partial \xi} = -a^{*} \pi \sin(\pi \eta) \frac{e^{iK_0 \Phi}}{\beta_\infty} \left[ \frac{a_1 \beta_\infty \Gamma}{\pi} \frac{1 - e^{-\Phi^2}}{\Phi} + \frac{a_2 + i a_0 a_1 k_2}{1 + i a_0 k_1} e^{ik_1 x_{e,1}} \right].$$

We now proceed to discuss the remaining boundary conditions. First, the wake boundary condition (3.49a) may be integrated so that it becomes

$$\Delta(\psi e^{-iK_0 \Phi}) = \Delta \varphi_2 + [\Delta(\psi e^{-iK_0 \Phi})]_{t.e.} - \Delta \varphi_{2_{t.e.}} e^{ik_1 \int_{t.e.}^{s} \frac{d \Phi}{d \psi}}.$$

where the subscript t.e. denotes quantities at the airfoil trailing edge. Note that, in general, both $\psi$ and $\Phi$ are discontinuous across the wake, so that in evaluating $\Delta(\psi e^{-iK_0 \Phi})$, it is necessary to take into account the jump in both $\psi$ and $\Phi$. This condition is imposed for grid points on the lower side of the wake.

On the upper side of the wake, we impose condition (3.49c), which specifies that the normal velocity component of the unsteady velocity is continuous across the wake. This may be written

$$[U_0 \frac{\partial}{\partial \psi} (\psi e^{-iK_0 \Phi} - \varphi_2)]^+ = [U_0 \frac{\partial}{\partial \psi} (\psi e^{-iK_0 \Phi} - \varphi_2)]^-$$

where “+” and “−” superscripts denote above and below the wake, respectively, and the derivatives in (3.55) are taken to be one-sided.

In order to proceed further in the development of the boundary conditions (3.54) and (3.55) in terms of the computational coordinates $(\eta, \xi)$, it is necessary to first discuss in more detail the transformation (3.50). First, the constant $a^*$ is determined from the condition that the airfoil trailing edge point on the suction side, where $\Phi = a^*, \Psi = 0$, should map into the point $\eta = 0, \xi = 0$, and the stagnation point, where $\Phi = -a^*, \Psi = 0$ should map into the point $\eta = 1, \xi = 0$. Then $a^*$ must be determined from

$$a^* = \frac{1}{2} \int_{t.e.}^{s_p} U_0 ds$$

where $s$ denotes the arc length along the airfoil surface, t.e. denotes the airfoil trailing edge, and s.p. denotes the stagnation point. The steady solver FLO36 is used to locate the stagnation point, and the integration in (3.56) is carried out using trapezoidal integration.
The suction surface of the airfoil, then, corresponds to the line segment on the \( \eta \) axis between 0 and 1, and the pressure surface corresponds to the line segment on the \( \eta \) axis between 1 and \( \eta_{t.e.-} \), where \( \eta_{t.e.-} < 2.0 \) (See Figure 5.) The pressure side of the wake then corresponds to the line segments given by \( \{ \eta_{t.e.-} < \eta \leq 2.0, \ \xi = 0 \} \), and \( \{ \eta = 2.0, \ \xi > 0 \} \). The suction side of the wake corresponds to the positive \( \xi \) axis. The upper boundary of the \( \eta - \xi \) grid, which is given by \( \{ \xi = \xi_{max}, \ 0 \leq \eta \leq 2 \} \), corresponds to the far field boundary in the \( \Phi - \Psi \) plane.

Because of the discontinuity in \( \Phi \) across the wake grid line, the grid points on the upper and lower sides of the wake in the physical plane (the \( x_1 - x_2 \) plane) do not coincide. This presents some difficulty in the implementation of boundary conditions (3.54) and (3.55), inasmuch as these conditions both specify a relation that must be satisfied across the wake. The difficulty can be removed, however, by simply using a linear averaging of \( \psi \) at the two adjacent grid points to represent \( \psi \) at an arbitrary point in between. Using such a linear averaging, then, boundary condition (3.54), which is imposed for wake grid points on the pressure side, becomes

\[
\left[ (\psi e^{-iK_0\Phi})^+ \right]_{avg} = \left[ (\psi e^{-iK_0\Phi})^- \right] - \Delta \varphi_2 + \left[ \Delta (\psi e^{-iK_0\Phi})_{t.e.} - \Delta \varphi_{2t.e.} \right] e^{ik_1 \int_{\Phi_{t.e.}}^{\Phi} \frac{d\Phi}{v_0}}. \tag{3.57}
\]

The discontinuity in \( \Phi \) across the wake also leads to a shift in the location of the corresponding grid points in the physical plane on opposite sides of the wake. Because of this shift, the last several grid points on the pressure side in the physical plane extend past the last suction side wake grid point, so that the above averaging technique cannot be employed. (See Figure 5) However, because these last few points are in the far field where the mean flow is nearly uniform, the function \( \psi \) behaves essentially as in the case of the thin airfoil problem, and is approximately an odd function of \( \Psi \). By assuming \( \psi \) to be an odd function with respect to \( \Psi \) in the far field, condition (3.54) becomes

\[
\left[ (\psi e^{-iK_0\Phi})^- \right] = -\frac{1}{2} \Delta \varphi_2 - \frac{1}{2} \left[ \Delta (\psi e^{-iK_0\Phi})_{t.e.} - \Delta \varphi_{2t.e.} \right] e^{ik_1 \int_{\Psi_{t.e.}}^{\Psi} \frac{d\Psi}{v_0}}. \tag{3.58}
\]

for extra far field wake grid points on the pressure side.

For wake grid points on the suction side, the linear averaging technique can be used for all points, and condition (3.55) becomes

\[
\left[ U_0 \frac{\partial}{\partial \Psi} (\psi e^{-iK_0\Phi} - \varphi_2) \right]^+ = \left[ U_0 \frac{\partial}{\partial \Psi} (\psi e^{-iK_0\Phi} - \varphi_2) \right]_{avg}. \tag{3.59}
\]

Expressing this in \( \eta \) and \( \xi \), one gets
\[
\left[ e^{-iK_0 \Phi} \frac{U_0}{\sinh(\pi \xi)} \frac{\partial \psi}{\partial \eta} \right]^+ - \left[ e^{-iK_0 \Phi} \frac{U_0}{\sin(\pi \eta)} \frac{\partial \psi}{\partial \xi} \right]_{\text{avg}}^- = U_0^+ \left( \frac{\partial \varphi_2^+}{\partial \Psi} - \frac{\partial \varphi_2^-}{\partial \Psi} \right)
\]
when the averaged values of \( \psi \) lie on the \( \eta \) axis. When the averaged values of \( \psi \) lie on the right hand boundary of the \( \eta - \xi \) grid \( \{ \eta = 2.0, \xi > 0 \} \), (3.59) becomes

\[
\left[ e^{-iK_0 \Phi} \frac{U_0}{\sinh(\pi \xi)} \frac{\partial \psi}{\partial \eta} \right]^+ - \left[ e^{-iK_0 \Phi} \frac{U_0}{\sin(\pi \xi)} \frac{\partial \psi}{\partial \xi} \right]_{\text{avg}}^- = U_0^+ \left( \frac{\partial \varphi_2^+}{\partial \Psi} - \frac{\partial \varphi_2^-}{\partial \Psi} \right)
\] (3.61)

In order to complete the formulation of the boundary conditions, it is only necessary to specify conditions at the airfoil trailing edge and in the far field. At the trailing edge, there are two grid points that coincide, one corresponding to the suction side of the airfoil and one corresponding to the pressure side. It is therefore necessary to impose two conditions at the trailing edge point. At the point on the suction side, which corresponds to \( (\eta, \xi) = (0, 0) \), the Jacobian of the coordinate transformation (3.50) vanishes. Since the Kutta condition requires that the velocity at the trailing edge be finite, we are led to the requirement that

\[
\frac{\partial \psi}{\partial \eta} = 0 \quad \text{at} \quad (\eta, \xi) = (0, 0).
\] (3.62)

At the pressure side trailing edge point, we impose the condition that the unsteady pressure is continuous,

\[
p'_{t.e.+, \text{--}} = p'_{t.e.-} \quad \text{at} \quad (\eta, \xi) = (\eta_{t.e.-}, 0).
\] (3.63)

We point out that since the Jacobian vanishes at the suction side trailing edge point, it is not possible to directly calculate the pressure in \( \eta - \xi \) coordinates at that point. However, it can be calculated using a Taylor series expansion from neighboring points. By using this approach, condition (3.63) can be satisfied.

In presenting the far field boundary condition, we first comment that while condition (3.12) expresses the mathematical requirement that \( \nabla \phi_1 \rightarrow 0 \) at upstream infinity, this condition cannot be imposed throughout the far field on a boundary at a finite distance from the airfoil. To implement such a condition would impose a reflecting boundary condition which can lead to large errors in the solution.
To correctly model the physics of the present unsteady boundary value problem requires that the far field boundary condition be such that it allows outgoing acoustic waves to leave the solution domain without being reflected back into the computational grid. This can be accomplished, for example, by using separation of variables along with a series expansion for the far field solution $\psi$ and only accepting those terms in the series which represent outgoing waves. The difficulty with this approach, however, is that it leads to a matrix which requires pivoting and therefore longer solution times. In addition, since $\psi$ is not continuous across the wake, but the series expansion for $\psi$ is continuous everywhere, there is an incompatibility near the wake which can lead to a poor solution in the far field.

An alternative to the series expansion approach is to use a Sommerfield radiation condition on the unsteady pressure. This approach avoids both the difficulties associated with the series expansion method and is also easier to implement. The Sommerfield radiation condition for the pressure is the approach used in the present work, and may be written in operator notation as

\[
\left[ \frac{\partial}{\partial R} - i \sqrt{\left( \frac{k_1 M_\infty}{\beta_\infty^2} \right)^2 - \left( \frac{k_3}{\beta_\infty} \right)^2} \right] \left( \frac{\partial}{\partial \Phi} - i \frac{k_1}{\beta_\infty^2} \right) \psi = 0
\]  

(3.64)

where

\[
\Phi = R \cos \Theta \\
\Psi = R \sin \Theta.
\]  

(3.65a, 3.65b)

Neglecting $\frac{1}{R} \frac{\partial}{\partial \Theta}$ terms, this reduces to

\[
\cos \Theta \frac{\partial^2 \psi}{\partial R^2} - i \sqrt{\left( \frac{k_1 M_\infty}{\beta_\infty^2} \right)^2 - \left( \frac{k_3}{\beta_\infty} \right)^2} \cos \Theta + \frac{k_1}{\beta_\infty^2} \frac{\partial \psi}{\partial R} \\
- \frac{k_1}{\beta_\infty^2} \sqrt{\left( \frac{k_1 M_\infty}{\beta_\infty^2} \right)^2 - \left( \frac{k_3}{\beta_\infty} \right)^2} \psi = 0
\]  

(3.66)

This condition is applied for all grid points such that $0 < \eta < 2$, $\xi = \xi_{\text{max}}$.

**Numerical Method**

In the previous section we presented the transformation into computational coordinates and the development of the numerical boundary value problem. The problem to be solved numerically consists of the governing equation (3.51), and the boundary conditions (3.53), (3.57), (3.58), (3.60), (3.61), (3.62), (3.63) and (3.66). As mentioned previously, our basic numerical approach is to use the method of finite difference approximations, and then to solve the resulting linear system of equations using a matrix solver.
The first step in obtaining numerical solutions to equation (3.51) and its associated boundary conditions for a given flow configuration is to calculate the source term $S$ and the coefficient functions $A_1...A_5$. This requires the evaluation of Lighthill’s drift function and its first and second partial derivatives with respect to $\Psi$, and the evaluation of the mean flow quantities and their partial derivatives with respect to $\Phi$ and $\Psi$ at each interior grid point. The mean flow quantities are obtained through the analytical scheme presented previously in the present paper, and their derivatives are calculated using four point differencing.

It should be emphasized that accurate evaluation of the source term is essential if accurate solutions to equation (3.51) are to be obtained, and this in turn depends largely upon the accurate evaluation of the drift function. If the drift function is not evaluated accurately, then the source term will not tend to zero in the far field and the numerical scheme will become unstable. One of the major advantages of using the analytical scheme outlined previously in this section to obtain the mean flow is that it can determine the mean velocities at arbitrary $(\Phi, \Psi)$. This means that for fixed $\Psi$, i.e. on a given streamline, we can determine the mean velocities for arbitrary $\Phi$. Since evaluation of the drift function requires the integration of the expression $(\frac{1}{U_\infty^2} - \frac{1}{U_\Phi^2})$ with respect to $\Phi$ on a fixed streamline, it is very easy to do the numerical integrations necessary to accurately evaluate the drift function $\Delta$. In the actual calculations, we evaluate $\Delta$ at a given grid point as the sum of an analytically determined part and a numerically determined part. The analytical part comes from a far field expansion for $\Delta$ which is given by

$$\Delta = \Phi_0 - \frac{\Gamma}{\pi} \text{sgn}(\Psi_0) \left[ \frac{\pi}{2} + \text{sgn}(\Psi_0) \tan^{-1} \left( \frac{\Phi_0}{\beta_\infty \Psi_0} \right) \right]$$  (3.67)

This expression can be used to accurately calculate $\Delta$ at some point far upstream, and then since $\Delta$ is additive, the remaining portion of the integration can be done numerically from the upstream location to the given grid point. The numerical integration is done using the trapezoid rule with variable spacing in $\Phi$ to ensure accurate resolution near the airfoil. The first and second partial derivatives of $\Delta$ are approximated using four point differencing.

Once $S$ and $A_1...A_5$ have been calculated, they can be stored separately and passed to the subroutine which sets up the matrix equation to be solved.

We now proceed to discuss the differencing used for the governing equation and boundary conditions. To represent equation (3.51) we use the standard nine-point, central difference computational molecule which is second order accurate in $\eta$ and $\xi$. We assume in general that the spacing in each direction is nonuniform. Details of the grid spacing will be discussed momentarily. Each of the boundary conditions (3.53), (3.62), (3.63), and (3.66) are implemented using four-point, one-sided differencing which is third order accurate for (3.53), (3.62), and (3.63), and second order accurate for (3.66). Boundary conditions (3.60) and (3.61) are both implemented using three-point, one-sided differencing which is second order accurate.

Obtaining a numerical solution to the finite difference equations representing the governing equation (3.51) and its associated boundary conditions requires solving a large
matrix equation whose size is equal to twice the number of grid points. There are difficulties in solving this linear system of equations because the matrix is not block tridiagonal and does not have a regular block structure which can be exploited. In addition, iterative solvers have convergence problems because the diagonal dominance of the matrix changes as the parameters $M_\infty$, $k_1$, and $k_3$ are varied.

Because of these difficulties, a general purpose sparse matrix solver was developed which stores only the nonzero entries of the matrix and can solve an arbitrary sparse matrix equation using Gaussian elimination. The solver basically works by using an ordered list to represent the nonzero entries of each row in the matrix, and then inserts and deletes new entries in the rows of the matrix as multiples of each row are added to other rows to carry out the elimination process. The only requirement for the solver to work is that the matrix must be arranged such that it remains reasonably sparse during the elimination procedure.

The sparse solver has both a pivoting and non-pivoting feature. However, as pivoting during the elimination process proved to be unnecessary, the pivoting feature was not used. By not pivoting during the elimination, it was possible to increase the storage efficiency of the solver and thereby solve larger systems of equations. The increased storage efficiency was gained by using a mapping function to map sub-blocks of the rectangular two-dimensional arrays containing the nonzero entries of the matrix and their associated column numbers into singly dimensioned arrays which contained less unused storage. By using this technique, the storage efficiency of the solver was increased by about 25 percent.

The final issue to be discussed in regard to our numerical scheme is the method of grid determination. As reported previously, it is not possible to use a single grid and obtain accurate solutions to the gust response problem for a large range of reduced frequencies. Rather, the unsteady grid must be determined as a function of both the mean flow Mach number and the reduced frequency.

This requirement is dictated by both the accuracy of the far field boundary condition (3.66), and the need to adequately model the airfoil boundary condition (3.56) and the wake boundary conditions (3.57) and (3.58). The accuracy of the far field boundary condition depends on the reduced frequency $k_1$ and free stream Mach number $M_\infty$ in such a way that the parameter $\frac{k_1 M_\infty}{\beta_\infty^2} R$, where $R$ is the distance to the far field boundary, should remain at least $O(1)$. This shows that the location of the outer boundary of the grid must be determined as a function of $k_1$ and $M_\infty$. In addition, there should be enough grid points per wavelength to accurately represent the airfoil and wake boundary conditions. Due to the harmonic terms containing the parameters $K_0$ and $k_1$, this shows that the $\eta$ and $\xi$ spacing have to be determined as a function of $k_1$ and $M_\infty$.

The spacing in the $\eta$ direction is constant for $0 \leq \eta \leq 1$, and then changes slightly but constant again for $1 \leq \eta \leq \eta_{t.e.-}$, and finally constant again, but slightly different from the two previous intervals, for $\eta_{t.e.-} \leq \eta \leq 2$. The spacing on $0 \leq \eta \leq \eta_{t.e.-}$ determines the spacing on the airfoil surface. Normally the number of grid points in the $\eta$ direction varies from 40 for the low frequencies up to about 70 for reduced frequencies of 4.
An optimal spacing of the grid points in the wake (the $\xi$ direction) turns out to be more difficult to achieve than the spacing on the airfoil. Numerical studies of the thin airfoil gust response problem showed that the optimal choice of spacing was 12 uniformly spaced grid points per wavelength. For the case of the thin airfoil, the wake boundary condition analogous to condition (3.57) is much simpler, and it is possible to choose the spacing of the $\xi$ grid points such that they are uniformly spaced along the waves. However, for the general problem of nonuniform mean flows, the waves in the wake are distorted due to the $e^{ik_1 \int_{z=1}^z} \frac{\xi_0}{\beta} \xi_0$ term, and it is no longer possible to determine the grid point spacing such that they are uniformly spaced along the waves. This does not prove to be a difficulty, however, because in the far field the general problem of vortical flows past a lifting airfoil reduces essentially to a linear problem as the mean flow tends to become uniform. So we may determine the wake spacing as in the case of the flat plate airfoil, and in the far field the grid points will be nearly uniformly spaced along the waves.

For a flat plate airfoil, the wake boundary condition which imposes the continuity of the pressure is given, corresponding to the transformation (3.50), by

$$\psi_{wake,j} = \psi_{t.e.} e^{ik_1 \frac{a^* \cosh(\pi \xi_j) - a^*}{a^*}}.$$  \hspace{1cm} (3.68)

In order to have uniformly spaced grid points along the waves in the wake, the argument of the exponential function should vary by equal fractional increments of $\pi$. To place 12 grid points per wavelength, we are then led to the requirement that the location of the $j$th $\xi$ grid point be determined from the relation

$$\frac{k_1}{\beta^2} \frac{a^* \cosh(\pi \xi_j) - a^*}{a^*} = j \frac{2\pi}{12}.$$  \hspace{1cm} (3.69)

Solving for $\xi_j$, we get

$$\xi_j = \frac{1}{\pi} \cosh^{-1} \left( j \frac{\pi \beta^2}{6a^*k_1} + 1 \right).$$  \hspace{1cm} (3.70)

This is the method for determining the $\xi$ spacing in the far field. Near the airfoil the above procedure leads to a spacing which is too coarse to be used. So near the airfoil we use uniform $\xi$ spacing which remains constant at some value $\Delta \xi$, until a point is reached such that the $\xi_j$ determined from (3.70) satisfy $\xi_{j+1} - \xi_j \leq \Delta \xi$. From that point on, the spacing of the $\xi$ grid points is determined from (3.70).

**IV. CODE VALIDATION**

Extensive efforts were taken to validate the computer codes which were developed to implement the numerical solution procedure which was outlined in the previous section. The validation process consisted of a combination of comparing numerical results with known analytical solutions to the classical thin airfoil gust response problems, comparing
with the second order theory of Goldstein and Atassi\textsuperscript{3} and Atassi,\textsuperscript{4} comparing with the first order numerical results of Atassi and Grzedzinski,\textsuperscript{13} and calculating solutions to limiting case problems i.e., as Mach number, thickness, angle of attack, or camber go to zero.

Sample computation times for the results presented varied considerably, depending on the reduced frequency, Mach number, and airfoil loading. For thin, unloaded airfoils, with low reduced frequency gusts, typical solution times were about 20 seconds per frequency on the Cray X-MP at the NASA Lewis Research Center. The higher frequencies for these airfoils required on the order of 60 CPU seconds per frequency, with slightly higher solution times as the Mach number increases. For thick, symmetric, unloaded airfoils, the solution times range from about 40 seconds for the lower frequencies up to about 150 seconds for the highest frequencies. Finally, for loaded airfoils, the solution times ranged from about 250 seconds for the low frequencies up to around 1200 seconds for the highest reduced frequencies. No effort was made to optimize the computational efficiency of the scheme, as our main purpose was to validate its accuracy.

In the results that follow, comparisons are made for one-dimensional (transverse) gusts, two-dimensional (transverse and longitudinal) gusts, and fully three-dimensional gusts. See Figures 6, 7, and 8.

The first step in the validation process was to compare numerical results with known solutions to the classical thin airfoil gust response problems. In Figures 9 and 10 we present comparisons between numerical and analytical results for the normalized unsteady lift for vortical flows past flat plate airfoils with zero thickness. The normalized unsteady lift, commonly called the response function, is defined by

$$R_L(k_1, k_3, M_\infty) = \frac{L'}{\pi \rho_\infty cU_\infty |\vec{a}| e^{i\omega t}}$$  \hspace{1cm} (4.1)

where $L'$ is the unsteady lift. Figure 9.a shows a comparison between numerical results and the Sears solution\textsuperscript{14} for the case of a one-dimensional (transverse) gust in incompressible flow, and Figures 9.b and 9.c compare numerical results and analytical results obtained from a Possio solver for a one-dimensional gust at Mach numbers of .5 and .8. The reduced frequency values at which the comparisons are made range from 0 to 4.0, and are shown below the plot. The point on the real axis and furthest to the right corresponds to $k_1 = 0$, and the other points along the curve correspond in order to the other reduced frequency values. Figures 10.a through 10.c compare numerical results and analytical results from a Possio solver for three-dimensional gusts for Mach numbers of .1, .5, and .8. The conditions on the gust wave number parameters are shown below the plots. As can be readily seen, there is excellent agreement between the numerical and analytical results. The only loss of accuracy occurs when both the Mach number and reduced frequency become large.

In order to assess the accuracy of the present numerical scheme for vortical flows around thin airfoils in which the mean flow is not uniform, we compare with the second order theory of Goldstein and Atassi \textsuperscript{3} and Atassi.\textsuperscript{4} The results given by Atassi assume a zero thickness airfoil, but account for the effects of airfoil camber and angle of attack on the
airfoil unsteady response. In Figure 11, we compare the numerically computed response function with the second order theory for an incompressible flow with a two-dimensional gust about an airfoil with an angle of attack of two degrees and a camber ratio of .05. The numerically computed response function is for a 6% thick Joukowski airfoil, while the second order theory does not take into account the airfoil thickness. The reduced frequency values used for the comparison are shown below the plot. As can be seen, the numerical results for the 6% thick airfoil show a slightly larger lift at the low frequencies, but a slightly smaller lift at the higher frequencies for $k_1$ up to about 3.0. As shown in the results presented in [5] and [15], this effect can be attributed entirely to the thickness of the airfoil, so that the agreement is very good for reduced frequencies ranging from 0 up to about 3.0. For the frequencies higher than 3.0, it is not possible to make any firm conclusion on the accuracy of the numerical results.

To validate the numerical scheme for airfoils with thickness, we compare with the results of Atassi and Grzedzinski. In Figure 12, we show comparisons for one-, two-, and three-dimensional gusts for incompressible flows around a 12% thick Joukowski airfoil with zero degrees angle of attack and zero camber ratio. The reduced frequency values for the comparison range from .2 to 2.5 and are shown on the plots. We limit the comparison to this range of $k_1$, since this is roughly the range of validity of the Green’s function approach of Atassi and Grzedzinski. The agreement between the two sets of results is good in general.

The final step in the validation process was to calculate the solutions to various limiting case problems. The limiting case of $M_\infty \to 0$, i.e., the incompressible case, was covered above where the numerical results were compared to the Sears solution. We now present results for the limiting cases of airfoil thickness, angle of attack, and camber.

In Figures 13 through 16, we compare numerical results for the unsteady lift and moment about the airfoil center of a 3% thick, symmetric Joukowski airfoil with that of a flat plate airfoil with zero thickness. Analogous to the response function $R_L$ for the unsteady lift, we define the response function $R_M$ for the unsteady moment by

$$R_M(k_1, k_3, M_\infty) = \frac{M'}{2\rho_\infty c^2 U_\infty |\vec{d}| e^{i\omega t}} \tag{4.2}$$

where $M'$ is the unsteady moment about the airfoil center. Figures 13 and 14 present results for $M_\infty = .1$, and Figures 15 and 16 present results for $M_\infty = .6$. For both Mach numbers, it is seen that the small airfoil thickness has little effect on the unsteady response, except for high reduced frequencies in the two-dimensional gust case, where the magnitude of the unsteady lift is reduced by 15 - 20 percent. It would appear from these results that thickness effects become more important at the higher frequencies for the case of the two-dimensional gust.

Figures 17 and 18 present comparisons between results for a 12% thick symmetric Joukowski airfoil at zero degrees angle of attack and one degree angle of attack. All plots are for a free stream Mach number of .1. As in the case of airfoil thickness, the strongest
effect is seen in the two-dimensional gust case. However, here there is a significant effect both for the low and high reduced frequencies. At the low frequency end, the effect is primarily a reduction in the magnitude of the unsteady lift, while at the high end it is primarily a change in phase of the unsteady lift. We also point out that, in agreement with the theoretical results of Atassi,\(^4\) for the transverse gust case in which the gust has only an upwash component, the steady loading on the airfoil has virtually no effect on the unsteady lift.

Finally, in Figures 19 through 20, we compare results for a 12% thick Joukowski airfoil with no camber with a 12% thick Joukowski airfoil with a camber ratio of .02. The free stream Mach number for all plots is .1, and the angle of attack is zero degrees. The effect here is exactly analogous to the effect of small angle of attack, except that it is stronger in this case due to the increased steady loading on the airfoil. For the one degree angle of attack airfoil the steady lift coefficient was .12, while for the 2% cambered airfoil the steady lift coefficient was .27. In each case, the reduction of the quasi-steady lift \((k_1 = 0 = k_2)\) for the two-dimensional gust is directly proportional to the steady loading on the airfoil with a proportionality constant of 0.26. Using the theoretical results of Atassi reported in [4], it can be shown that for zero thickness airfoils in a two-dimensional gust in incompressible flow, the reduction in the quasi-steady lift for airfoils with small camber and angle of attack is proportional to the steady lift coefficient with a proportionality constant of \(\frac{k_2}{\pi[A]} = .23\). The difference between the numerical and theoretical values of the proportionality constant can be accounted for by the fact that the theoretical result does not account for the thickness of the airfoil, and also assumes a parabolic profile for the airfoil camber line.

In Reference 15 a more general study of how the two-dimensional quasi-steady lift changes in response to mean airfoil loading showed that for airfoils with heavier loading and Mach number effects the value of the proportionality constant was about .25. We thus conclude that the reduction in the two-dimensional quasi-steady lift due to mean airfoil loading is roughly proportional to the steady lift coefficient of the loaded airfoil with a proportionality constant of .25.

Before concluding the discussion of numerical results, the authors would like to emphasize the significance of the method of grid determination which was outlined in the previous section. In Figure 21 we present numerical results which demonstrate the kinds of errors that can occur as a result of using an inappropriate grid. The results shown in these figures were generated without determining the grid as a function of the reduced frequency. For each case shown, the same grid was used for all frequencies in the calculation. The grid used for each Mach number was the one normally used only for the highest reduced frequency. By using the grid for the highest frequency, it was assured that there would be sufficient grid resolution to resolve the waves for the lower frequencies. But as can be seen, the agreement is not nearly as good as when the grid is determined as a function of both the Mach number and reduced frequency. These results show the effect of keeping the outer boundary fixed, and not varying it with the reduced frequency in order to ensure that the representation of the far field boundary condition is sufficiently accurate.
The results in Figure 22 show the kinds of errors that can occur when the grid points are not suitably spaced in the far field. The grids used for the results in Figure 22 used an exponentially decreasing spacing which was varied to ensure that there were enough grid points per wavelength to adequately model the wavelike structure of the solution. In addition, the location of the far field boundary was also varied to ensure that the far field boundary condition would be sufficiently accurate. However, as the results show, there are large errors in the response function curves. This is due to the fact that exponential spacing is not suitable for this kind of wave propagation problem.

V. CONCLUSION

In the present paper the authors have presented a finite-difference, frequency-domain numerical scheme for the solution of unsteady, subsonic vortical flows around lifting airfoils. The present method is an alternative to the potential and primitive variable methods, and due to its inherent efficiency and ability to correctly handle the convection and distortion of the upstream vorticity by the nonuniform mean flow, represents an ideal solution method for unsteady aerodynamic flow fields.

The computer codes that have been developed to implement the present numerical approach have been validated through extensive comparisons with known solutions to unsteady vortical flow problems and through the calculation of various limiting case problems. The numerical results have shown that our numerical scheme can calculate with very good accuracy the solutions to a large variety of unsteady vortical flow problems. We conclude that for symmetric airfoils and loaded airfoils with small mean loading, the present scheme is very accurate for reduced frequencies ranging from 0 up to at least 4.0, for both incompressible and compressible flows. For more heavily loaded airfoils, the scheme has similar accuracy for reduced frequencies ranging from 0 up to around 3.0. For reduced frequencies above 3.0, it is not possible to make any firm conclusion on the accuracy of the present numerical scheme for airfoils with substantial mean loading. This is an area that requires further study.

Among the most important features of our numerical approach are the transformation of the independent variables into elliptic coordinates, the method of determining the unsteady grid as a function of the Mach number and reduced frequency, the far field radiation condition for the unsteady pressure, the general purpose direct sparse matrix solver, and the formulation and method of evaluation of the source term.

Finally, the authors are in the process of extending the present linearized unsteady aerodynamic analysis and numerical solution procedure to include transonic flows. Details will be presented in a future paper.
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Figure 1. Comparison of Mach number at the airfoil surface between FLO36 and the present analytical scheme. $M_\infty = .6, \alpha = 0^\circ$, camber = 0, thickness = .12.
Figure 2. Comparison of Mach number at the airfoil surface between 
FLO36 and the present analytical scheme. \( M_\infty = 0.6, \alpha = 2^\circ, \)
camber = 0, thickness = 0.12.
Figure 3. Comparison of Mach number along a FLO36 grid line which wraps around the airfoil. $M_\infty = .6$, $\alpha = 0^\circ$, camber = 0, thickness = .12.
Figure 4. Comparison of Mach number along a FLO36 grid line which wraps around the airfoil. $M_\infty = .6$, $\alpha = 2^\circ$, camber = 0, thickness = .12.
Figure 5. Computational and physical grids.
Figure 6. Airfoil in a transverse gust.

Figure 7. Airfoil in a transverse and longitudinal gust.
Figure 8. Airfoil in a three-dimensional gust.
Figure 9. Comparison between the numerically computed unsteady lift and analytical results for a flat plate airfoil in a transverse gust at (a) $M = 0.1$, (b) $M = 0.5$, and (c) $M = 0.8$

$k_1 = 0.0, 0.007, 0.027, 0.062, 0.110, 0.172, 0.248, 0.338, 0.442, 0.561, 0.694, 0.842, 1.01, 1.18, 1.38, 1.59, 1.82, 2.07, 2.33, 2.62, 2.93, 3.26, 3.62, 4.01$
Figure 10. Comparison between the numerically computed unsteady lift and analytical results for a flat plate airfoil in a three-dimensional gust at (a) $M = 0.1$, (b) $M = 0.5$, and (c) $M = 0.8$

$k_3 = 0.442$, $|\vec{a}| = 1$, $\frac{a_2}{a_1} = -\frac{7}{4}$, $k_1 = k_2$, $\vec{a} \cdot \vec{k} = 0$, $a_2 > 0$

$k_1 = 0.0, 0.007, 0.027, 0.062, 0.110, 0.172, 0.248, 0.338, 0.442, 0.561, 0.694, 0.842, 1.01, 1.18, 1.38, 1.59, 1.82, 2.07, 2.33, 2.62, 2.93, 3.26, 3.62, 4.01
Figure 11. Comparison between the numerically computed unsteady lift and the second order theory for an airfoil in a transverse and longitudinal gust. The second order theory does not account for the thickness of the airfoil. $M_\infty = .1$, $\alpha = 2^\circ$, camber = .05, thickness ratio = .06. $-a_1 = a_2 = .7071$, $k_1 = k_2, a_3 = k_3 = 0$, $k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6, 0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0$
Figure 12. Comparison between the numerically computed unsteady lift and the first order results of Atassi and Grzedzinski for (a) transverse gust, (b) transverse and longitudinal gust with $-a_1 = a_2 = .7071$, $k_1 = k_2$, $a_3 = k_3 = 0$, and (c) a three-dimensional gust with $k_3 = .4$, $|\bar{a}| = 1$, $\frac{a_3}{a_1} = -\frac{7}{4}$, $k_1 = k_2$, $\bar{a} \cdot \bar{k} = 0$, $a_2 > 0$. $M_\infty = .1$, $\alpha = 0$, camber = 0, thickness ratio = .12. Results shown are the complex conjugate values of the unsteady lift.

$k_1 = 0.2, 0.3, 0.45, 0.6, 0.8, 1.0, 1.3, 1.6, 2.0, 2.5$
Figure 13. Comparison between the unsteady lift of a flat plate airfoil and a 3 percent thick Joukowski airfoil in (a) transverse gust, (b) transverse and longitudinal gust with $-a_1 = a_2 = .7071$, $k_1 = k_2$, $a_3 = k_3 = 0$, and (c) a three-dimensional gust with $k_3 = 0.4$, $|\vec{d}| = 1$, $\frac{a_2}{a_1} = -\frac{7}{4}$, $k_1 = k_2$, $\vec{a} \cdot \vec{k} = 0$, $a_2 > 0$. $M_\infty = .1$, $\alpha = 0$. camber = 0. $k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6,$ $0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0$
Figure 14. Comparison between the unsteady moment of a flat plate airfoil and a 3 percent thick Joukowski airfoil in a (a) transverse gust, (b) transverse and longitudinal gust with $-a_1 = a_2 = 0.7071$, $k_1 = k_2$, $a_3 = k_3 = 0$, and (c) a three-dimensional gust with $k_3 = 0.4$, $|\vec{a}| = 1$, $\frac{a_3}{a_1} = -\frac{1}{\sqrt{2}}$, $k_1 = k_2$, $\vec{a} \cdot \vec{k} = 0$, $a_2 > 0$. $M_\infty = 0.1$, $\alpha = 0$, camber = 0. $k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6, 0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0$
Figure 15. Comparison between the unsteady lift of a flat plate airfoil and a
3 percent thick Joukowski airfoil in a (a) transverse gust,
(b) transverse and longitudinal gust with \(-a_1 = a_2 = .7071, k_1 = k_2,\)
a_3 = k_3 = 0, and (c) a three-dimensional gust with \(k_3 = 0.4, |\bar{a}| = 1,\)
\(a_2 = -\frac{\pi}{4}, k_1 = k_2, \bar{a} \cdot \bar{k} = 0, a_2 > 0.\) \(M_\infty = .6, \alpha = 0,\) camber = 0.
\(k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6,\)
0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0
Figure 16. Comparison between the unsteady moment of a flat plate airfoil and a 3 percent thick Joukowsli airfoil in a (a) transverse gust, (b) transverse and longitudinal gust with $-\alpha_1 = \alpha_2 = .7071$, $k_1 = k_2$, $a_3 = k_3 = 0$, and (c) a three-dimensional gust with $k_3 = 0.4$, $|\vec{d}| = 1$, $\frac{a_2}{a_1} = -\frac{1}{4}$, $k_1 = k_2$, $\vec{a} \cdot \vec{k} = 0$, $\alpha_2 > 0$. $M_\infty = .6$, $\alpha = 0$, camber = 0. $k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6, 0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0$
Figure 17. Comparison between the unsteady lift of a 12 percent thick, Joukowski airfoil at 0° angle of attack and 1° angle of attack for a (a) transverse gust, (b) transverse and longitudinal gust with $-a_1 = a_2 = 0.7071$, $k_1 = k_2$, $a_3 = k_3 = 0$, and (c) a three-dimensional gust with $k_3 = 0.4$, $|\vec{a}| = 1$, $\frac{a_2}{a_1} = -\frac{\sqrt{2}}{4}$, $k_1 = k_2$, $\vec{a} \cdot \vec{k} = 0$, $a_2 > 0$. $M_\infty = 0.1$, camber = 0, thickness ratio = 0.12.

$k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6, 0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0$
Figure 18. Comparison between the unsteady moment of a 12 percent thick, Joukowski airfoil at 0° angle of attack and 1° angle of attack for (a) transverse gust, (b) transverse and longitudinal gust with \(-a_1 = a_2 = .7071, k_1 = k_2, a_3 = k_3 = 0\), and (c) a three-dimensional gust with \(k_3 = 0.4, |\overline{a}| = 1\), \(\frac{a_2}{a_1} = -\frac{1}{4}, k_1 = k_2, \overline{a} \cdot \overline{k} = 0, a_2 > 0\). \(M_\infty = .1\), camber = 0, thickness ratio = .12.

\(k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6, 0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0\)
Figure 19. Comparison between the unsteady lift of an uncambered Joukowski airfoil and an airfoil with camber ratio of .02 for a (a) transverse gust, (b) transverse and longitudinal gust with $-a_1 = a_2 = .7071$, $k_1 = k_2$, $a_3 = k_3 = 0$, and (c) a three-dimensional gust with $k_3 = 0.4$, $|\vec{\epsilon}| = 1$, $\frac{E_2}{a_1} = -\frac{7}{4}$, $k_1 = k_2$, $\vec{a} \cdot \vec{k} = 0$, $a_2 > 0$. $M_\infty = .1$, $\alpha = 0^\circ$, thickness ratio = .12.

$k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6,$
$0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0$
Figure 20. Comparison between the unsteady moment of an uncambered Joukowski airfoil and an airfoil with camber ratio of .02 for a (a) transverse gust, (b) transverse and longitudinal gust with \(-a_1 = a_2 = .7071, k_1 = k_2, a_3 = k_3 = 0\), and (c) a three-dimensional gust with \(k_3 = 0.4, |\bar{a}| = 1\), \(\frac{a_2}{a_1} = -\frac{7}{4}, k_1 = k_2, \bar{a} \cdot \bar{k} = 0, a_2 > 0\). \(M_\infty = .1, \alpha = 0^o\), thickness ratio = .12.

\(k_1 = 0.0, 0.01, 0.03, 0.06, 0.1, 0.2, 0.3, 0.45, 0.6, 0.8, 1.0, 1.3, 1.6, 2.0, 2.5, 3.0, 3.5, 4.0\)
Figure 21. Comparison between numerical results generated on a fixed grid and analytical results for a flat plate airfoil in a transverse gust at (a) $M = 0.1$, (b) $M = 0.5$, and (c) $M = 0.8$.

$k_1 = 0.0, 0.007, 0.027, 0.062, 0.110, 0.172, 0.248, 0.338, 0.442, 0.561, 0.694, 0.842, 1.01, 1.18, 1.38, 1.59, 1.82, 2.07, 2.33, 2.62, 2.93, 3.26, 3.62, 4.01$
Figure 22. Numerical results for the unsteady lift of a 12 percent thick, symmetric Joukowski airfoil in a transverse gust. Results show grid dependent errors due to exponentially decreasing spacing in the $\xi$ direction which was used in place of condition (3.70).
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ABSTRACT

A method for calculating the flow field in aircraft engine inlets is presented. The phenomena of inlet unstart and restart inlet are investigated. Solutions of the Reduced Navier Stokes (RNS) equations are obtained with a time consistent direct sparse matrix solver that computes the transient flow field both internal and external to the inlet. Time varying shocks and time varying recirculation regions can be efficiently analyzed. The code is quite general and is suitable for the computation of flow for a wide variety of geometries and over a wide range of Mach and Reynolds numbers.

INTRODUCTION

At supersonic flight mach numbers the flow within an aircraft engine inlet is very complex. Oblique and normal shocks are present and viscous interactions can be quite significant. These effects are amplified by the presence of adverse pressure gradients, and shock-boundary layer interaction plays an important role in determining the flow behaviour. At supersonic flight conditions, the performance of the inlet/diffuser depends critically on the nature of the shock interaction and, in particular, on the location of the terminal shock. At off-design flight conditions, for a given diffuser geometry, a shock can move ahead of the cowlings so that inlet unstart occurs. This causes a sharp reduction in mass flow and pressure recovery and an associated large increase in drag. The shock can be swallowed (engine restart) by increasing the throat area or by decreasing the back pressure. The performance of the inlet then returns to the design value. These complex flow phenomena cannot be accurately predicted with analytical techniques. Computational methods can provide a reasonable estimate of the critical flow phenomena. Toward this goal, the present authors have previously investigated inviscid and low Reynolds numbers flow in two dimensional and axisymmetric inlets (1,2,3).

The present study deals with an investigation of the flow characteristics in typical aircraft engine inlets at large Reynolds number. A two dimensional/axisymmetric flow solver for inlet flow field studies has been developed. The governing equations are written in general non-orthogonal curvilinear coordinates and are discretized using a form of flux vector splitting (4). This procedure was formulated previously by Rubin and Khosla (4,5). The discretization procedure remains the same for viscous and inviscid, incompressible, subsonic, transonic and supersonic flows, see Rubin and Khosla (6-10), and has been extended for three dimensional (11), as well as unsteady flow (1,2,3,12,13) computations. A significant feature of this procedure is that it does not require the addition of explicit artificial viscosity. Numerical dissipation due to the accuracy of the discretization can be minimized on sufficiently fine grids, see Rubin and Himansu (14).
For unsteady flow computations, in order to capture the transient behaviour efficiently, a more robust and time consistent procedure has been developed. A direct sparse matrix solver (15,16) has been appropriately modified for coupled systems of equations and is applied herein. The choice of the direct solver is dictated by considerations of stability, robustness, accuracy and time consistency. For steady computations, the solution technique permits large time increments and has strong convergence properties; whereas, for transient flows, time consistency is maintained in an efficient manner. Implicit, time consistent procedures based on approximate factorization, e.g. ADI techniques, typically do not have strong convergence properties and may require added transient or steady state artificial viscosity (17). The sparse matrix direct solver, considered herein, retains the simplicity and robustness of the time marching procedure and, as in the steady-state global relaxation formulation, explicitly added artificial viscosity is not required. Moreover, for time dependent computations, the time step limitation for the direct solver is much less severe than that for other time marching procedures.

The flow in an inlet at large Reynolds number is inherently turbulent. A simple algebraic two layer eddy viscosity (Baldwin-Lomax) model is used herein for turbulent flow computations. Section 2 presents the governing equations. The boundary conditions and discretization are described in Sections 3 and 4, respectively. Section 5 deals with the solution procedure and the results are discussed in Section 6.

GOVERNING EQUATIONS

The RNS equations are obtained from the full NS equations by neglecting the viscous diffusion terms in an appropriate streamwise direction, as well as all viscous diffusion terms in the normal momentum and energy balances. In this context, the RNS system represents a composite of the Euler plus second-order boundary layer equations. The conservation form of the RNS equations are written in general non-orthogonal curvilinear co-ordinates ($\xi,\eta$), so that an arbitrary grid generation technique can be applied.

**Continuity Equation:**
\[(\rho;' + (\rho'U)_\xi + (\rho'V)_\eta = 0).\]

**X Momentum Equation:**
\[
\left[pgr(UX_\xi + VX_\eta)\right]' + (\rho'U^2X_\xi)_\xi + (\rho'UUX_\eta)_\xi + (\rho'UUX_\xi)_\eta + (\rho'V^2X_\eta)_\eta + r(PY_\eta)_\xi - r(PY_\xi)_\eta - \{(\mu r X_\xi [U(XX_\xi - Y\eta_\xi) + V(XX_\xi + Y\eta_\xi)]/g)_\eta\} - (2\mu r Y_\xi[2(UX_\eta + VX_\xi) + (VY_\xi + UrY_\xi)_\eta]/(3g)) \text{ } / (Re_\omega = 0) \]

**Y Momentum Equation:**
\[
\left[pgr(VY_\eta + UY_\xi)\right]' + (\rho'U^2Y_\eta)_\xi + (\rho'UUY_\xi)_\xi + (\rho'UUY_\eta)_\eta + (\rho'V^2Y_\eta)_\eta - r(PX_\eta)_\xi + r(PX_\xi)_\eta - \{(\mu r Y_\eta [U(YY_\eta - XX_\xi) + V(YY_\eta + XX_\xi)]/g)_\xi\} - r(2\mu r X_\xi [3(UY_\eta + VX_\xi) + (VY_\xi + UrY_\xi)_\eta]/(3g)) \text{ } / (Re_\omega = 0) - (r\mu Y_\xi[U(YY_\xi - XX_\xi) + V(YY_\xi + XX_\xi)]/g) \text{ } / (Re_\omega = 0) \]

**Energy Equation:**
\[
(\rho'H)_\tau + (\rho'HU)_\xi + (\rho'HV)_\eta = (r(\gamma - 1)M_\infty^2 / [1 + 5(\gamma - 1)M_\infty^2]) (Pg)_\tau - \{(\mu r Y_\eta (HY_\xi)/g)_\eta + (\mu r H_\xi (HY_\xi)/g)_\eta \}/ (Re_\omega Pr) \]
Equation of State:
\[
P + \frac{(\gamma - 1)\rho V^2}{(2\gamma)} = (\gamma - 1) \left[ \frac{1}{((\gamma - 1)M_\infty^2)} + .5 \right] \left( \rho H/\gamma \right) \tag{1e}
\]

\(U\) and \(V\) are the contravariant velocity components in the \(\xi\) and \(\eta\) directions, respectively; \(\rho\) is the density; \(P\) is the pressure; \(H\) is the total enthalpy; \(\mu\) is the coefficient of viscosity; \(\gamma\) is the ratio of specific heats; \(Re_\infty\) is the Reynolds number; \(Pr\) is Prandtl number and \(M_\infty\) is the free stream mach number. The quantities \(X_{\xi}, X_\eta, Y_{\xi}, Y_\eta\) are metrics associated with the coordinate transformation; \(r\) is the radial location. Two dimensional flow equations are recovered by setting \(r\) to one in (1a-e); \(g\) is the transformation Jacobian and \(\tau\) is time. For viscous flow computations, the \(X\) and \(Y\) momentum equations are appropriately combined to obtain the momentum balance in the \(\xi\) and \(\eta\) directions. Viscous diffusion terms are retained in the \(\xi\) momentum equation; all viscous dissipation terms in the \(\eta\) momentum and energy equations are neglected.

In the equations (1a-e), all distances have been normalized with respect to the inlet throat radius; the velocities, density, temperature, total enthalpy, viscosity are non-dimensionalized with respect to the corresponding freestream values; the pressure is non-dimensionalized with respect to twice the free stream dynamic pressure.

INITIAL AND BOUNDARY CONDITIONS

For viscous flow computations, the inviscid values are prescribed for the initial guess. Boundary conditions are such that, at the inflow \(U, V, \rho, P\) and \(H\) are all prescribed. At the outflow, for boundaries outside of the inlet and far from regions of reversed flow, the negative eigenvalue fluxes are neglected. For internal flow boundaries, the back pressure is specified. This is consistent with the operational or experimental conditions of the inlet. Far from the surface of the cowling, uniform flow conditions are imposed. At the surface, for inviscid flow calculations, zero normal velocity or injection is specified. For viscous flow computations, additional no slip and adiabatic wall temperature conditions have been prescribed for most computations. However, cold wall temperature conditions have also been considered in some calculations. A wall pressure condition is not required. The surface pressure is computed as part of the solution. For external outer boundaries, the free stream pressure is specified. More details on boundary conditions as applied to internal flows are available in reference (1,2,3,18).

DISCRETIZATION

The RNS equations are discretized based on a pressure flux-split technique. The differencing has been described in previous references (1-4) and is only briefly reviewed here. All convective or \(\xi\) derivatives are upwind or flux vector differenced. The \(\eta\) derivatives in the continuity and \(\eta\) momentum equations are mid point trapezoidal or two-point (central) differenced, whereas, the \(\eta\) derivatives in the \(\xi\) momentum and energy equations are three point central differenced. The three point \(\eta\) differencing in the \(\xi\) momentum and energy equations works quite well for normal shocks, but leads to oscillations ahead of strong oblique shocks. These oscillations are eliminated with mid-point differencing, similar to that used for the continuity and \(\eta\) momentum equations. For compression regions the \(\xi\) momentum equation, written at an appropriate half point is employed. For expansion regions,
The original central differencing scheme is retained. The details of this analysis are given in reference (1).

The streamwise pressure gradient is flux-split (4). This splitting is consistent with the flow physics and does not involve any discontinuous switching across shocks or contact discontinuities. The pressure gradient is given by

\[ P_\xi = \frac{(w_{i-1/2} - w_{i+1/2})}{\Delta \xi} + \frac{(1 - w_{i+1/2})}{\Delta \xi} \]

The parameter \( w \) is computed as follows. For unsteady flows, where a differential form of the energy equation is employed, see reference (4), the cartesian form of \( w \) is

\[ w = \frac{M^2}{\xi} \text{ for } M_\xi < 1 \text{ and } w = 1 \text{ for } M_\xi > 1. \]

For curvilinear co-ordinates the eigenvalue analysis indicates that the parameter \( w \) should be redefined as follows (for details see reference 3)

\[ w = \frac{M^2}{\xi} \left( \frac{g^2}{\eta^2} + \frac{X^2}{\eta^2} \right) \text{ for } M_\xi < 1 \text{ and } w = 1 \text{ for } M_\xi > 1. \]

Where \( \eta, X, \) and \( g \) are the metric quantities described previously in section 2.

The flux form of the streamwise pressure gradient term, with \( w \) given at the half point is second-order accurate, see reference (4), and captures very sharp normal shocks, e.g. over three grid points. It should be noted that the flux splitting is employed only in the main flow or \( \xi \) direction. In the normal, and/or secondary flow direction, as described previously, central two or three-point differencing is applied. This discretization is capable of capturing very strong normal shocks. However, a complete flux-split formulation in both co-ordinate directions is required when considering very strong oblique shock waves, e.g., hypersonic free streams. It must be noted that, though the convective streamwise derivatives are approximated using first-order differencing the accuracy of the overall scheme is somewhere between first and second-order for RNS solutions. This analysis has previously been discussed in references (5,8). In reversed flow regions, the streamwise convection terms in the \( \xi \) momentum and energy equation are flux vector or upwind differenced and this requires that the parameter \( w \) be set to zero, see references (2,3,4,11,14). An alternate form of flux-splitting in both \( \xi \) and \( \eta \) directions is currently being examined.

In subsonic attached flow regions, upstream influence is transmitted through the negative eigenvalue flux or forward differenced part of \( P_\xi \). At the leading edge, upstream influences originate from both the upper and lower surfaces of the cowling. This is modelled as an averaged form of the \( \xi \) momentum equation, written at two half points. The details of this procedure are discussed in reference (3).

Turbulence Model

For turbulent flow computations the Baldwin-Lomax (B-L) model (19) is used. This is an algebraic, two layer eddy viscosity model. The inner model is based on the Prandtl-Van Driest formulation and the outer model is based on a modified Clauser formulation. The distribution of vorticity is used to determine the length scales so that the necessity for finding the outer edge of the boundary layer is removed. Details of this model are discussed in references (19,20). It is known that for highly curved geometries or large regions of recirculation of the B-L model is inadequate. For the present study these effects are generally not dominant.
SOLUTION PROCEDURE

The discretized equations are quasilinearized and written in a nine point star in delta form.

\[ A_{ij} \delta \phi_{ij-1} + B_{ij} \delta \phi_{ij} + C_{ij} \delta \phi_{ij+1} + D_{ij} \delta \phi_{i-1j} + E_{ij} \delta \phi_{i+1j} + A_{ij} \delta \phi_{i-1j-1} + C_{ij} \delta \phi_{i-1j+1} + E_{ij} \delta \phi_{i+1j-1} + \]
\[ A_{ij} \delta \phi_{i-1j+1} + C_{ij} \delta \phi_{i+1j-1} + E_{ij} \delta \phi_{i+1j+1} = G_{ij} \]  

(2)

where \( \delta \phi \) is the solution vector, the coefficients \( A_{ij} \) ... \( E_{ij} \) are (5x5) matrices and \( G_{ij} \) is a (5x1) vector.

For supersonic regions where there is no upstream influence, \( E_{ij}, EM_{ij} \) and \( EP_{ij} \) are zero and the method reduces to a standard initial value problem. This system can then be easily solved using a marching technique such as line relaxation. However, for subsonic flow fields and fine meshes the convergence rates of such iterative techniques are generally significantly reduced. Moreover, for unsteady flows the physical time step limitation can also be severe (13). Iterative schemes for strongly interacting flows are also susceptible to false transients that further reduce time step requirements. Most of the difficulties that are associated with iterative or approximate factorization techniques can be overcome by the use of a direct solver. In the present study the choice of direct solver is dictated by considerations of stability, robustness and time consistency.

The Yale Sparse Matrix Package (YSMP), developed by Eisenstadt (14), and modified for coupled systems [15] and for the boundary conditions detailed previously, is applied here. This is an efficient solver as it stores only non-zero elements, and reorders the matrix using a minimum degree algorithm to minimize fill-in during the LU decomposition. However, for fine meshes and large numbers of mesh points, the memory requirement for the direct solver can become significant. Although memory associated with present day computers has constantly been increasing, access is still limited. To overcome this limitation, a domain decomposition strategy is employed. The computational domain is appropriately split into subdomains with suitable overlap between adjacent regions. Since we are dealing with flow fields that involve moving shocks, the overlap has to be sufficiently broad to accommodate the complete shock. Since captured shocks are spread over three to four grid points, an overlap of five points is specified. For further details see reference (2).

RESULTS

In the first part of the present investigation a two dimensional inlet (flat plate diffuser) is considered. The present authors have previously investigated inviscid and viscous laminar flow (Re\# 12000) for this geometry, see references (1,2). Rather interesting flow physics is highlighted even by this simple geometry. Flow behaviour within a more complex geometry, axisymmetric inlet with a centerbody and cowling was also investigated. The results of this analysis are discussed in reference (3). Most results are for \( M_{\infty} = 2.5 \). Higher Mach numbers were considered and these results are presented in reference [2].

The unstart and restart of a two dimensional inlet are investigated herein.
Supersonic flow between two parallel plates with a sufficiently high back pressure is computed. Computations were performed on a 57 x 154 grid (ΔX= 0.024, ΔYmin= 0.00003). In the normal direction, 97 points are placed inside the diffuser and the remainder are appropriately distributed outside. The internal flow field (between the center-line and cowling) and the external flow field, are computed simultaneously. For this grid, the CPU time per iteration on the Cray Y-MP8 is about 35 seconds per iteration. The memory requirement for the above grid using domain decomposition strategy (5 domains each of approximately 15 x 154) is a little over three megawords.

In the present investigation, unstart and restart are investigated by changing the back pressure. At unstart a bow shock stands ahead of the inlet (fig.1a-b). An inviscid solution, for an unstarted inlet, as described in reference (1), was used as an initial solution to compute the viscous flow. Steady viscous turbulent flow (Re# 1000000) solutions for an unstarted inlet were then obtained. Convergence at each time step requires approximately 3 to 5 iterations or 150 CPU seconds. The steady state viscous results requires 25 time steps. The unstarted inlet (back pressure ratio Pb/Pi=7.2) was restarted by decreasing the back pressure ratio to 6. This is well below the critical value. Figures 2a-b depict the time history of the

![Fig.1a Unstarted Inlet](image1)

![Fig.1b Unstarted Inlet](image2)

![Fig.2a Time History of Unstart (Centerline Pressure)](image3)

![Fig.2b Time History of Unstart (Cowling Pressure)](image4)
restart process. Once the shock is swallowed the adverse pressure gradient associated with the shock generates a reversed flow region at the cowling surface. Since the shock location varies with time, the separation region is also in constant flux. A steady state is never achieved.

At a non-dimensionalized time $r$ of 5.0 where $r = \frac{tU}{\infty}$ and $L$ is the throat half-width, the normal shock is swallowed (inlet restart) and lies very close to the inlet tip. At this location the terminal normal shock merges with the inlet leading edge oblique shock. The cowling pressure distribution (fig.2b) indicates a single shock close to the inlet lip. However, at time 5.54 the pressure distribution (fig.2b) indicates a double shock. Due to the separation, the boundary layer thickens considerably and this generates a strong leading edge oblique shock. At time 7.7 the pressure contours (fig.3a) indicate a very complex shock structure close to the surface. An oblique shock originates from the leading edge of the cowling lip and this shock intersects the triple point associated with the normal shock. The velocity vectors (fig.3b) depict the recirculation zone associated with the triple point shock.

Unstart of the inlet was then obtained by gradually increasing the back pressure from 6. to 7.2. As a first step, a restarted inlet with the swallowed shock very close to the cowling lip was considered. Laminar flow at a Reynolds number of 12000 was first investigated. Figures 4a-b depict the time history leading to unstart.
Time history is recorded from the time instant \((t=0)\) at which the back pressure is held constant at \(P_b/P_i=7.2\). Figures 4c-d indicate that the pressure along the cowling at the shock gradually rises and a pressure pulse travels within the boundary layer towards the inlet exit. This pressure pulse is associated with a shed vortex. The skin friction, figs. 4c-d, and the velocity vector plots (figs. 5a-b) depict the recirculation region associated with the moving vortex. The vortex diminishes in size and strength as it moves towards the inlet exit. These results indicate that during unstart as the shock moves towards the cowling lip, vorticity is shed and then convected downstream with the flow until it is dissipated within the boundary-layer. The resulting flow phenomena associated with unstart is therefore quite complex as it involves moving shocks and recirculation regions as well as vortex shedding and associated viscous-inviscid interactions. Current investigations include the effect of surface bleed to reduce the severity of vortex interaction.

The effects of the turbulence model was then considered. Unstart flow conditions obtained for a Reynolds number of 100000 were investigated. The time history leading from start to unstart is depicted in Figures 6a-b. A comparison of Figure 2b (restart) and Figure 6a (unstart) indicate that the shock speed for the unstart condition is much smaller than that for the restart condition. The skin friction (fig. 6b) indicates that as the shock moves out of the inlet, the associated
recirculation bubble diminishes in size and eventually vanishes when unstart (time=19.4) conditions are achieved. For the turbulent flow calculations, the vorticity is immediately dissipated and shedding is not observed.

For the flat plate diffuser, which represents a starting point for the simulation of transient inlet behaviour, neither computational or experimental results are available for comparison. However, there is qualitative agreement with flow visualization studies. This has been discussed in reference (2). The only detailed and quantitative assessment of accuracy is through grid refinement studies. These have previously been carried out and are discussed in reference (2). The code has also been validated for other geometries by comparing with other known solutions in reference (1).

In the second part of this study, supersonic flow in an axisymmetric inlet with a centerbody (fig.7) is investigated. In this study, the inviscid flow solution has been obtained. Computations were performed on an 89 x 115 grid. For supersonic inflow, a conical shock is formed at the tip of the centerbody. A second shock originates from the tip of the cowling and lies within the inlet (fig. 8). This represents the design case and there is no mass spillage. If the back pressure at the inlet exit is raised, a terminal normal shock is formed. Figure 9a shows the pressure distribution for a back pressure to free stream pressure ratio (Pb/Pi) of
8. A terminal shock is formed and lies close to the exit (fig. 9b). If the back pressure is sufficiently high, the mass flow behind the normal shock is larger than that allowable for the given throat area. As a result, the shock moves toward the throat of the inlet and is eventually expelled from the inlet. This results in spillage of the excess mass and inlet unstart. This phenomena is further investigated herein.

A sufficiently large back pressure is applied; i.e., \((P_b/P_i) = 9\). The time history leading to unstart is depicted in figures 9a-b. The pressure contours (figs 10a-d) depict the complex shock pattern that exists at various time intervals during unstart. At a non-dimensional time of 208., the terminal normal shock interacts with the cowling conical shock (fig. 10c). At a time of 259, the shock is expelled (fig. 10d) and the inlet unstarts. The expelled shock interacts with the centerbody conical shock and this results in a bow shock ahead of the inlet (fig.10d). The surface pressure distribution at various times is shown in figures 11a-b (fig.10). Viscous computations for this geometry are under investigation and these results will be reported in a subsequent paper.
SUMMARY

A RNS flux-split computational procedure has been applied to investigate unstart/restart of aircraft engine inlets. A two-dimensional flat plate diffuser and an axisymmetric inlet with a centerbody has been considered. A sparse matrix direct solver combined with a domain decomposition strategy has been used to efficiently compute the complete transient flow behavior for a variety of back pressure ratios.

Unstart and/or restart of the inlet was initiated by changing the back pressure. The associated transients were efficiently captured. The applicability of the RNS flux-split procedure for unsteady flows involving moving shocks, time varying recirculation regions and shed vorticity has been demonstrated.
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SIMULATION OF TURBOMACHINERY FLOWS

John J. Adamczyk
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Lewis Research Center
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ABSTRACT

With the interest in jet propulsion at the end of World War II, aerodynamicists were challenged to develop mathematical models which could be used to design turbomachinery components for jets. NASA Lewis engineers and scientists played a major role in meeting this challenge. This paper highlights some of their accomplishments as well as those of others. The paper also addresses several problems which must be solved if jet propulsion technology is to advance.

INTRODUCTION

NASA Lewis Research Center has a long history of developing mathematical models of turbomachinery flows and of constructing numerical algorithms to solve the equations associated with these models. That history began in the late forties and fifties with the modeling of axial, centrifugal, and mixed flow machinery. Stantiz, Wu, Ellis, Hamrick, Hansen, Klapproth, Goldstein, Prain, Costello, Cummings, Sinnette, and Yohner are just a few of the names behind this pioneering work. Both "Axial Compressors" (NASA SP-36, ref. 1) and "Aerodynamics of Turbines and Compressors" (ref. 2) give excellent accounts of Lewis' many contributions. Similar projects were pursued concurrently by academic and industrial researchers, of which Marble (ref. 3) and Smith (ref. 4) are exemplary.

Most of these early works can be divided into two categories, blade-to-blade (cascade plane) and throughflow (meridional plane) analyses. Although the blade-to-blade analyses originated from isolated airfoil theory, through-flow analyses had no direct counterpart in external aerodynamics and were unique, at this time, because they accounted for the effects of vorticity on the development of the flow field. In fact, the external aerodynamic community has only very recently found it necessary to include the effects of vorticity outside of boundary layer regions in the analysis of aircraft components.

Although throughflow analyses were the first to find wide use, it was not until the seventies that these blade-to-blade analyses were developed to a point that designers could use them with confidence. Before they could be directly useful to designers, throughflow analyses had to await the development of digital computers and of blade element correlations which corrected for the effects of viscosity and in-passage shocks.

In 1954 NASA Lewis undertook a comprehensive effort (lasting nearly three years) to correlate the available data on axial flow compressors for the purpose of design. These correlations, which were developed according to blade element theory, corrected for the effects of viscosity on blade element efficiency and for the flow angle exiting the element (ref. 1). A similar effort was undertaken by turbine aerodynamicists at Lewis (ref. 5). At the same time,
a number of nongovernment efforts with similar goals yielded correlations for
the departure of the flow angle from the mean chamber line. These correlations
were used to establish the flow turning produced by a blade element and the
pressure distribution along the element surface.

In the late fifties the desire for a higher pressure ratio per stage
forced designers to consider transonic blading. This new class of blading
necessitated the development of models for estimating the losses created by an
in-passage shock. Such a model was developed by Miller and Hartmann (ref. 6).
Today updated versions of this model, which account for the oblique inclina-
tion of the shock wave relative to the flow direction, can be found in many
throughflow analyses. A more recent addition to the list of models used with
throughflow analyses introduces the effects of spanwise mixing on the radial
distribution of total temperature, total pressure, and angular momentum. These
models associate the mixing process with either the development of secondary
flows, Adkins and Smith (ref. 7), or turbulent diffusion, Gallimore and Cumpsty
(ref. 8). Although these models have been shown to give comparable results,
the issue of the controlling mixing process is still being debated.

With the development of blade element correlations, all of the parts were
in place to attempt a computer execution of a throughflow simulation. One of
the first publications which illustrated the capabilities of this new technol-
ogy for compressor design was authored by Wright and Novak (ref. 9). This pub-
lication was followed by a number of others, of which Crouse et al. (ref. 10)
and Hearsey (ref. 11) have resulted in computer codes that are available to the
compressor design community. All three of these publications relied on the
streamline curvature procedure to solve the throughflow equations.

In the mid and late sixties Katsanis pioneered the development of aerody-
namic analysis codes for turbomachinery which used matrix iteration procedures
to solve the finite difference form of the fluid flow modeling equations. One
of these was a throughflow analysis code, co-written with McNally and known as
"Meridional" (ref. 12), which is still widely used by turbomachinery designers.
Recently Katsanis added to "Meridional" the ability to analyze more than one
blade row, and a publication which outlines this enhancement is forthcoming.
Katsanis also succeeded in developing a blade-to-blade analysis code. This
code and its successor, TSONIC (ref. 13), was one of the first blade-to-blade
analysis codes to find wide acceptance by designers. These codes provided a
reliable estimate of the blade surface pressure and Mach number distribution.
McNally later developed a boundary layer analysis (ref. 14) which could be used
with TSONIC to estimate the blade boundary growth and blade element total pres-
sure loss at design conditions. Today the codes developed by Katsanis and
McNally, or similar codes, are routinely used to design subsonic and mildly
transonic compressors as well as turbine blade sections.

In the mid seventies Garabedian and Korn (ref. 15) developed a hodograph
procedure for designing supercritical, shock-free airfoil sections. The rele-
vance of their work to turbomachinery blade element design was immediately
recognized. With the assistance of Korn, Stephens (ref. 16) succeeded in using
this procedure to redesign a cascade of airfoils which had previously been
designed with the Pratt & Whitney cascade design codes. Back-to-back perform-
ance tests clearly showed the performance improvements that could be attained
by using this hodograph direct design procedure. These gains came from
improved control of the diffusion rate of the suction surface flow. For compressors, designers have been able to duplicate the arbitrary shapes associated with this hodograph design concept by using existing blade element geometry generators. Today, one finds these cascade sections routinely used in many advanced compressor designs. An additional illustration of the progress that has been achieved in blade-to-blade analysis is the recent publication of Davis, Hobbs, and Weingold (ref. 17). These authors succeeded in predicting the total pressure loss of a cascade of airfoils over its useful range of operation to within experimental accuracy. Today, cascade tests are used primarily to validate and calibrate computer codes and in experimental studies of fluid dynamic phenomena that establish empirical relationships utilized in cascade flow simulation.

With the introduction of supercomputers in the late seventies, it became feasible to use three-dimensional codes to analyze a blade row in the final stages of design. The first component to benefit from this capability was the fan. This application was brought about, in large part, by the work of Thompkins and Oliver (ref. 18) and Denton and Singh (ref. 19). Nearly all of the fan designs executed today (ref. 20) are evaluated by using three-dimensional Euler codes with corrections added to account for the effects of viscosity. These codes have demonstrated their ability to accurately predict the structure and strength of the in-passage shock, a capability that has resulted in improved fan performance. However, there remains the issue of accurate loss prediction for both design and off-design operating conditions.

The references cited in this introduction are by no means complete. They represent the author's best attempt to condense the many publications written over the years on the subject of turbomachinery flow modeling and simulation.

The progress made in modeling and simulating turbomachinery flows since the late forties is most impressive. There are, however, many unsettled issues and unsolved problems which remain, and computational fluid dynamics can help resolve them. The rest of this paper outlines some of these problems.

WHERE DO WE GO FROM HERE?

What follows is an attempt to identify turbomachinery-related flow problems whose solutions remain to be found or are less than satisfactory. (These problems were identified by a number of sources.) The solution of these problems would greatly advance design. Their solution is not simply bigger and faster computers. Fluid flow modeling as well as experimental fluid mechanics will have to be combined with numerical simulation to develop solutions to these problems which have a timely impact on the design process. All three of these disciplines are needed, for without each of them, the end result will fall short of meeting the needs of designers.

These problems can be divided into four categories: (1) intra-blade-row flows, (2) inter-blade-row flows, (3) component interactions, and (4) interdisciplinary interactions.

One of the most important intra-blade-row flow problems is the prediction of relative total pressure loss at design and off-design operation. In addressing this problem, we must first assess our ability to predict the loss
of both subsonic and transonic compressor and turbine blade rows at design conditions. We need to establish the requirements to attain grid-independent solutions. The deficiencies of the simulation codes need to be established and an engineering assessment made of the merit of correcting them. For off-design operation, the prediction of loss is made more complicated by large regions of flow separation and large radial migrations of flow. In addition, vortex shedding may occur and the endwall flow may become unstable, causing the flow field to be unsteady. The impact of these unsteady flows on the intra- and inter-blade-row flow field has just begun to be examined. These intra-blade-row flow structures appear to establish the stability limits for compressors.

Another important problem whose solution is far from optimal is the design of endwall blade sections. It has been known for some time that the maximum loss for compressors occurs in this region. In addition, recent experimental studies have shown this region to be critical in establishing the stall stability limit. For turbines, the endwall region is the origin of large-scale, secondary flow structures which are known to have a significant impact on blade row performance and life. These secondary flows can also influence the performance and life of the neighboring downstream blade row. To date we have simply acknowledged the existence of the endwall flow region in our designs or employed empirically derived flow control concepts to improve the quality of the flow in this region. We need to establish why some of these concepts worked, while others failed. We need to develop design criteria for the endwall region which are more closely related to the controlling flow physics than those we have today.

The second group of problems is associated with the flow process in multi-stage machinery induced by blade row interactions. Currently two approaches are being examined to analyze these problems. The first involves simulating the unsteady flow field generated by more than one blade row. The second attempts to simulate the time-averaged flow field within a typical passage of a blade row embedded in a single or multistage configuration. This approach introduces the effects of neighboring blade rows by means of semiempirical models of blade forces, energy sources, and both momentum and energy correlations. Significant progress has been made using both approaches. The unsteady simulations have provided new insight into the complex blade row interactions which occur in transonic machinery, whereas the time-averaged flow simulations have been useful in modeling the complex flow fields within multistage configurations. These two approaches to multi-blade-row simulation can complement each other. The unsteady simulations can provide a data base for calibrating the models used to close the time-averaged flow modeling equations, and the time-averaged simulations can provide answers to many problems which would be prohibitive to solve with an unsteady code.

It would be of great benefit to define and execute numerical simulations which go beyond those that have been accomplished to date. Numerical simulations need to be executed which focus on specific issues or questions pertaining to the flow physics controlling the performance and the life of a blade row. Codes used in these studies need to be carefully documented for their ability to accurately capture the space and time scales associated with these flow processes. The costs of obtaining this information will be substantial, and thus every attempt should be made to document the simulation code. In addition, every attempt should be made to make the results available to as many researchers as feasible.
The third area focuses on problems which result from component interactions. Very often these problems are concerned with system transient behavior during stall or surge or the response of the system to a flow distortion. Because of the diverse range of space and time scales associated with these problems, the only practical means of addressing them is to resolve only those flow structures which have a first order effect on the system response. The direct effects of those structures which are of secondary importance are either neglected or approximated. An example of this approach is the model developed by Moore and Greitzer (ref. 21) for predicting the onset and recovery from surge and rotating stall. This model has reproduced many of the observed responses of compression systems during post stall operation. The equations associated with this model are challenging to solve, and because of the insight gained from them, they should be of interest to the CFD community.

Much more needs to be done in the area of component interaction modeling. Because most models are either quasi one dimensional or two dimensional, they cannot effectively treat problems for which the tangential and radial scales are nearly equal.

Solving the last problem requires the application of two or more disciplines. Problems which fit under this category are flutter and forced vibration of blading, hot section life prediction, and finally, engine simulation and control. We have made significant progress in the last 10 years in predicting when flutter will occur in high speed fans and advanced turboprops. This progress is partly due to new, unsteady aerodynamic models which include the effects of aerodynamic loading and blade sweep. We have developed analyses which examine flutter in the frequency domain and more recently have begun to address the problem in the time domain. Additional work, however, is needed in predicting part speed or stall flutter.

Aerodynamically induced, forced vibrations seem to be a problem which refuses to go away. They can occur whenever the natural frequency of a blade crosses the frequency of the aerodynamic excitation. The resulting blade vibration amplitude is dependent on the excitation level, the aerodynamic damping, the structural damping, and the mode of vibration. Because we generally uncover the problem only after the machine has been built, it is costly to solve. We have begun to address forced vibration with unsteady aerodynamic models which include the effect of blade loading and blade thickness. These models are either based on the asymptotic theory or rapid distortion or are numerical solutions of either the Reynolds-averaged form of the Navier-Stokes equations or Euler equations. Asymptotic models provide the rapid solutions which are very important to designers, whereas numerical simulations help establish the limits of these asymptotic models and address those problems which are beyond their capability. Both approaches should be further developed.

The prediction of the life of a component in the hot section of an engine has been, and continues to be, an area of intense activity at NASA Lewis. The impact of material properties, the stress state of the structure, the environment, and both the gas-side and air-side surface heat transfer on engine hot section life were investigated intensively under the NASA Lewis HOST program. The interested researcher should read reference 22 for more details about this program.
The confluence of the solutions to the problems that were discussed is an engine simulator. Developing a numerical propulsion system simulator (NPSS) is truly a grand challenge, requiring a coordinated, multidisciplinary research effort. NASA Lewis (ref. 23) is currently in the midst of planning such a program whose ultimate goal is a detailed, front-to-back computation of an engine, including its aero-thermal-structural response, the combustion process, and its response both to control inputs and external disturbances. To achieve such a capability, an hierarchy of engine systems, component-specific models, and component subsystem models of varying degrees of fidelity will have to be developed and mathematically "coupled." Managing the computation and data flow within the host computing engine will also be challenging. It is estimated that a saving of 25 to 40 percent in engine development costs and manpower would result from NPSS technology - significant numbers given the cost of engine development. Equally important, NPSS technology will permit us to explore and test new concepts without committing large outlays of funds and manpower. NPSS would screen out those concepts of little or no value, and those which promise to have significant impact could be introduced into production at reduced cost and time.

CONCLUSIONS

The last 40 years have produced significant advances in our understanding, modeling, and simulation of turbomachinery flows. With these advancements has come increased component efficiency, reduced weight, and increased durability. The engineers and scientists at NASA Lewis have played a major role in bringing this about. Today, the challenges we face as turbomachinery aerodynamicists are as demanding as those of the past. The researchers at NASA Lewis in partnership with their colleagues in industry and in universities are addressing many of them. The research program they have put in place emphasizes experimentation, modeling, and simulation. All three of these elements are needed, for without one of them, the end product would fall short of meeting its goal. The confluence of this research will be an engine simulator which will permit a detailed front-to-back computation of an engine. Such a simulator would reduce engine development costs 25 to 40 percent and allow the introduction of new concepts in a timely fashion.
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NUMERICAL SOLUTIONS OF 2-D MULTI-STAGE ROTOR/STATOR UNSTEADY FLOW INTERACTIONS

R.-J. Yang and S.-J. Lin
Rocketdyne Division, Rockwell International
Canoga Park, CA 91303

ABSTRACT

Rai’s method [1,2] of single-stage rotor/stator flow interaction is extended to handle multi-stage configurations. In this study, a two-dimensional Navier-Stokes multi-zone approach has been used to investigate unsteady flow interactions within two multi-stage axial turbines. The governing equations are solved by an iterative, factored, implicit finite-difference, upwind algorithm. Numerical accuracy is checked by investigating the effect of time step size, the effect of subiteration in the Newton-Raphson technique and the effect of full viscous vs thin-layer approximation. Computed results are compared well with experimental data. Unsteady flow interactions, wake cutting and the associated evolution of vortical entities are discussed.

INTRODUCTION

In the past, a major portion of the computational analysis of turbomachinery was focused on steady-state solutions of isolated airfoils. In the case of rotor-stator configurations, there are aerodynamic interactions between stationary vanes (stator) and rotating blades (rotor). During the interactions, the flow is inherently unsteady because of potential effects, the cutting of wakes of upstream airfoils by downstream airfoils and vortex shedding by blunt trailing edges of the airfoils. The interaction effects are known to affect many aspects of turbomachinery performance including blade loading, stage efficiency, heat transfer, stall margin and noise generation. To understand the flow physics and thus to improve or aid designs, an accurate transient solution of the entire turbomachine would be very useful.

Rai [1] presented a one-stator/one-rotor interaction study. His calculation was performed on a system of patched and overlaid grids using the unsteady, thin-layer, Navier-Stokes equations in two-dimension. The airfoil geometries and flow conditions are the same as that in Ref.[3]. A good agreement between the calculation and the experimental result of Ref.[3] was obtained in the case of time-averaged surface pressures on the stator and rotor. Unsteady fluctuating pressure amplitudes were also in reasonable agreement. Rai[2] extended his method to do multi-stator/multi-rotor calculation with a closer approximation to the experimental airfoil geometries.
It was found the time-averaged pressures were nearly identical to those of one-stator/one-rotor case. However, a significant improvement in unsteady fluctuating pressure amplitude and phase were obtained. Yang et al. applied the method of Rai to calculate the unsteady aerodynamics of a one-stator/one-rotor configuration in the high pressure oxidizer turbopump of the space shuttle main engine. It described the vortex shedding and wake cutting process and the associated unsteady convection of large scale vortical motion. It also found small time step size was required to resolve unsteady components in the flow field. Lin and Yang applied the method of Rai to simulate multi-stator/multi-rotor configuration in the high pressure fuel turbopump of the space shuttle main engine. It performed spatial and temporal accuracy studies to determine maximum time step and grid sizes within engineering accuracy and with minimum computational costs. The study showed that a factor of ten could be achieved in reducing computer time by judiciously enlarging time step size and reducing total number of grid points for the configurations considered. Griffin and McConnaughey applied Rai’s method to compute unsteady heat transfer coefficients for stator/rotor configurations. Their computed results were compared well with experimental data.

The studies reported previously are for single-stage configurations. It is useful to extend Rai’s method to have multi-stage capability because most turbomachines have multi-stage rotating components. Especially for the case if one is interested in those parts after first stage. The reason is that wake effects are important to characterize aerothermal behavior in the downstream stages. If one uses a single-stage approach, a time dependent wake condition at inlet has to be specified. Usually the wake condition is not known except provided by experiments. For a general approach, using a multi-stage method, the wake information is obtained from numerical solutions without invoking experimental data. This paper presents the extension of Rai’s single-stage method to multi-stage case.

In extending Rai’s method to multi-stage case, two technical aspects have to be addressed. First is the grid generation procedure and second is the flow solver. These issues will be described in the technical approach section. To validate our new codings, a calculation using the United Technology Research Center one and half stages large scale rotating rig case is performed. Computed results in the form of time-averaged static pressure and unsteady fluctuating pressure amplitude on airfoil surfaces are presented and compared with experimental data. Numerical accuracy is investigated by a series of tests, namely, the effect of time step size, the effect of iteration in the Newton-Raphson technique and the effect of full viscous vs thin-layer approximation. Finally, an application of the method to a six stages axial turbine in the space shuttle main engine low pressure oxidizer turbopump is demonstrated in the paper.

**TECHNICAL APPROACH**

Rai’s single-stage ROTOR code is adopted as a basis in the present study. The extension of the code to multi-stage case is described as follows:

(a) **Grid Generation Procedure**

There are two kinds of grid system often used in rotor/stator interaction study. One is single deforming grid system and another is multi-zone grid system. Single deforming grid system
suffers the grid skewness problem if the separation distance between vane and blade is small. Multi-zone grid system avoids the problem and has been demonstrated as an efficient system for rotor/stator interaction problems[1,2]. The ROTOR code uses patched and overlaid grids for single-stage case. Its extension to multi-stage case is straight forward. For each airfoil, there are two grid zones, namely, one inner 'O-' grid, and one outer 'H-' grid. The inner 'O-' grid encloses the airfoil surface and accurately resolves the leading and trailing edges. The 'O-' grid is generated using an elliptic grid generator with the condition that the grid be orthogonal to the airfoil surface. The 'H-' grid is generated algebraically with the requirement that the metric coefficients be continuous across the periodic lines where periodic boundary conditions are imposed. A region of overlap exists between the 'O-' and 'H-' grids. The vane and blade grid systems are separated by a common patched boundary to facilitate movements of the rotor grid system without any distortion of the grid lines. Information transfer between the different zones is affected by proper imposition of interface boundary conditions. Note that for a single-stage case, there is only one moving patched boundary. For a n-stage case, there are 2n-1 moving patched boundaries.

(b) Flow Solver

The ROTOR code solves the unsteady, thin-layer Navier-Stokes equations in the 'O-' grid zones, and the unsteady Euler equations in the 'H-' grid zones. The governing equations are cast in the strong conservation form. The numerical procedure used to solve the governing equations is an iterative, factored, implicit scheme. The governing equations are replaced by a fully implicit finite-difference approximation. Numerical fluxes are evaluated by the third-order accurate upwind-biased Osher scheme. The resulting system of nonlinear equations is solved by the Newton-Raphson iteration technique. To solve these difference equations at each iteration level, an approximate factorization method is used. This technique leads to system of coupled linear difference equations having narrow block-banded structures which can be solved efficiently by a LU decomposition method. Some subiterations may be used at each time step to reduce linearization and factorization errors.

The major effort of the present modification to the ROTOR code is to treat multiple moving patched boundary conditions correctly. During the interaction process, rotor airfoils move relative to stator airfoils. Accurate method for information transfer between stationary and moving grids are necessary for multi-stage interaction problems. Rai[1] has developed a highly accurate method used for single-stage problems. Its extension to the multi-stage case is straight forward. In an independent study, Gundy-Burlet et al. [7] also presented a new code, STAGE-2, for a multi-stage compressor calculation.

(c) Boundary Condition

The use of multiple zones in simulating flows over rotor/stator configurations results in several computational boundaries, namely, inlet, exit, solid surface, periodic and zonal (overlap and patch) boundaries. The boundary conditions used at each of these boundaries are addressed briefly below.
For subsonic flow conditions, characteristic analysis requires three in-flow quantities and one out-flow quantity to be specified. Currently, the total pressure, the Riemann invariant corresponding to the right running characteristic, and the in-flow angle are specified at the inlet, and the Riemann invariant corresponding to the left running characteristic, is extrapolated from the interior to the inlet boundary. At the exit, the static pressure is specified, and three other variables are extrapolated from the interior. 'No-slip' and adiabatic wall boundary conditions are applied at the solid surfaces. It should be noted that in the case of the rotor airfoil 'no-slip' does not imply zero absolute velocity at the surface of the airfoil, but rather, zero relative velocity. The implementation of periodic boundary conditions is straight forward.

The present grid system (for instance see figure 2) consists the following two zonal boundaries:

1. The overlap boundary between the inner and outer zones for the rotor and stator. The grid of outer zone exists concurrently with the grid of the inner zone in the inner zone area. Information transfer from the inner zone to the outer zone takes place within the inner zone.

2. The patch boundary between the outer stator zone and the outer rotor zone. A one-grid overlap exists at this boundary, i.e., the outer stator zone penetrate the outer rotor zone to the extent of one grid point (in the direction of the axis of the hub) and vice versa.

For the zonal boundaries (1) and (2), the boundary points are integrated by using the following relation:

\[(\tilde{Q}^{p+1} - \tilde{Q}^p)_{z.b.} = 0\]

where \(\tilde{Q}\) is the vector of flow variables, the subscript z.b. refers to the points on a zonal boundary, the superscript \(p\) is the \(p\)-th Newton-Raphson iteration at a given time step. This is followed by an explicit, corrective interpolation procedure at the end of each iteration wherein the value of \(\tilde{Q}\) along the zonal boundary are obtained from interpolating the dependent variables of the neighboring grid in which the zonal boundaries lies. The zonal boundary can be treated in a manner such that the fluxes across them satisfy conservation condition. Since the current calculations are entirely subsonic and free of discontinuities, physically meaningful solutions can be obtained even with the use of nonconservative form of the equations. Therefore, the nonconservative overlap and patch boundary conditions used here can be expected to yield accurate solutions. Additional details regarding the implementation of zonal boundaries can be found in Ref.[1,8].

(d) Turbulence Model

Flows associated with rotor/stator configurations are unsteady in nature due to periodic interaction effects. In addition, the flow might have transition from laminar to full turbulence along airfoil surfaces. Near the trailing edges of airfoils, there exist large scale wake structures. Conventional turbulence models are developed to calculate steady mean flows. For unsteady turbulent flows, advanced turbulence models are required. As a starting point for the rotor/stator flow calculations, the Baldwin-Lomax model [10] is used in the current studies. The kinematic viscosity is evaluated using the Sutherland’s law.
COMPUTED RESULTS AND DISCUSSION

Two cases with different rotor/stator configurations and flow conditions are calculated by integrating the equations of motion and the boundary conditions described earlier. Case one is the United Technology Research Center (UTRC) 1.5 stages large scale rotating rig (LSRR). Case two is the 6 stages axial turbine in the space shuttle main engine (SSME) low pressure oxidizer turbopump (LPOTP).

Case 1: UTRC 1.5 stages LSRR

Figure 1 shows the configuration. There are 22:28:28 airfoils in each blade row, respectively. In the computation we pick up 21:28:28 airfoils, a common factor of 7, so that only 3:4:4 airfoils are simulated by using periodic boundary condition to accommodate the effects of other airfoils. To keep blockage effects the same, the first stage stator airfoil geometry is enlarged by a factor of 22/21 keeping the pitch-to-chord ratio constant. The first stage rotor and second stage stator airfoil geometries are kept the same as the experiment in [9]. The inner 'O-' grid zone for each airfoil contains 101 * 21 points. For outer 'H-' grid zone, the first stage stator airfoil contains (65 * 31 - 39 * 18) points, the rotor airfoil contains (65 * 31 - 40 * 19) points, and the second stage stator airfoil contains (88 * 31 - 39 * 18) points, respectively. The total grid points for the entire 11 airfoils are about 40,000 points. Fig. 2 shows the grid system (for sake of clarity, not every grid line is plotted). The flow conditions are: the inlet Mach number is 0.07, Reynolds number is 4.0 * 10^4 per inch (this Reynolds number is very close to the experimental value used in [3,9] and is lower than the value used by Rai in [1,2]), the flow coefficient is 0.78 (ratio of inlet flow velocity to rotor velocity). Since the quantities that are prescribed at the inlet boundary are the Riemann invariants and not the dependent variables themselves, the values of u, v, p and ρ obtained at the inlet, when solution becomes periodic in time are generally different from those used to determine the Riemann invariants. To match the inlet flow condition, the ratio of the exit static pressure to the inlet total pressure needs to be adjusted and the calculations need to be continued until the calculated flow coefficient is equal to the specified value. In the present calculation, the final pressure ratio is 0.95.

Figure 3 shows the time-averaged pressure coefficient Cp and unsteady pressure envelope on the airfoil surfaces. The pressure coefficient is defined as

\[ C_p = \frac{P_{avg} - (P_{t})_{inlet}}{1/2 \rho_{inlet} \omega^2} \]

where \( P_{avg} \) is the static pressure averaged over one composite cycle, \( (P_{t})_{inlet} \) is the averaged total pressure at the inlet, \( \rho_{inlet} \) is the averaged density at the inlet, and \( \omega \) is the velocity of the rotor airfoils. The shaded area represents the range of the fluctuating pressure in a composite cycle. A composite cycle corresponds to the motion of the fluctuating pressure through an angle equal 6\( \pi /21 \) where 21 is the number of first stage stator airfoils. Clearly, there is a good agreement between the prediction and experimental data. The figure indicates that the unsteadiness is appreciable only on the first stage stator airfoil suction side near its trailing edge. On the other hand, the flow is seen to be unsteady over the entire first stage rotor and second stage stator surfaces. The fluctuating pressure on the first stage stator is due to the upstream potential interaction between
the downstream airfoils and the first stage stator airfoil, while that on the first stage rotor and the second stage stator is due to the combined influence of potential interaction, wake/airfoil and wake/wake interactions.

It has been shown that the predicted time-averaged pressure coefficients agree quite well with the experimental data. Generally speaking, the first order mean flow quantities are easier to be computed than the second order fluctuating flow quantities. Our experience indicated that small time step size was required to resolve fluctuating quantities associated with small time scale. For numerical accuracy check up, we perform the following investigations: the effect of full viscous vs thin-layer approximation, the effect of time step size, and the effect of subiteration. During these investigations, it showed that mean flow quantities nearly have no change with respect to these factors. Therefore only fluctuating pressure amplitudes are presented in the following.

(a) Full viscous vs thin-layer approximation

For most engineering flow calculations, grid meshes are placed parallel to streamwise direction (say $\xi$ direction). It is generally believed that the streamwise viscous effect can not be resolved unless fine grid mesh is used in the streamwise direction. Therefore, thin-layer approximation, i.e., neglect of streamwise viscous term, is used in the flow calculations. For the current geometry, 'O'-grid mesh is used to wrap around airfoil surfaces. Local flow near leading and trailing edges of the airfoils is not parallel to body surfaces. Especially near trailing edges, the $\xi$ direction has dominant viscous effect and should not be neglected. Therefore, the effect of full viscous calculation is investigated.

Figure 4 shows the results of fluctuating pressure amplitude coefficients for both full viscous and thin-layer computations (3000 time steps per composite cycle and 3 subiterations are used in the calculations) and comparisons with the experimental data. The magnitude of temporal pressure fluctuating $\tilde{C}_p$ is defined as

$$\tilde{C}_p = \frac{P_{\text{max}} - P_{\text{min}}}{1/2 \rho_{\text{inlet}} \omega^2}$$

where $P_{\text{max}}$ and $P_{\text{min}}$ are the maximum and minimum pressure occurring over a composite cycle at a given point. Full viscous and thin-layer computations both agree well with the experimental data. It demonstrates that the viscous effect on unsteady pressure fluctuation near trailing edges of the airfoils is small comparing with inviscid mechanism. It is known that the shear layer type of wake is unstable. It is an inviscid instability so that the shear layers would roll up into discrete vortical entities. The pressure fluctuation associated with the evolution of the inviscid vortical entities tend to be larger than that associated with viscous effects.

(b) The effect of time step size

Time resolution to temporal flow structures is one of the major factors in determining numerical accuracy for unsteady flow problems. Time scales associated with the rotor/stator unsteady flow interaction are rotor rotation time scale, vortex shedding time scale, wake convection time scale and acoustic time scale. These scales may range from very large to very small, depending on geometry and flow conditions. At this time, we know of no published analytical model describing how to choose time step size for this kind of unsteady flow calculation. We perform the following calculations using 2000, 3000, 4500 time steps, respectively, in a composite cycle.
Three subiterations are used in each calculation. Figure 5 shows the computed results and compares with the experimental data. The result indicates the following: (1) as time step sizes getting smaller, solutions coincide with each other asymptotically, (2) small time step size is necessary to resolve temporal structure of vortical entities and (3) upstream potential effect on the first stage stator fluctuating pressure is well resolved within the time step sizes considered as evidenced in Fig.5(a).

(c) The effect of subiteration

The nonlinear equations of the Navier-Stokes equations are solved by the Newton-Raphson iteration technique in the present ROTOR code. Linearization and factorization errors can be driven to zero at each time step if a solution can be converged by the Newton-Raphson iteration. It is known that using compressible flow formulation to simulate low Mach number flow may result in large factorization error within the frame work of ADI method. We perform the calculations to investigate the combined effects of linearization and factorization errors on the fluctuating pressure amplitude. We use 4500 time steps in a composite cycle; 1, 2 and 3 subiterations are employed respectively. Since temporal truncation errors are the same in these cases, any differences in the solutions are due to linearization and factorization errors. Figure 6 shows the computed results and compares with the experimental data. Solutions using 2 and 3 subiterations both are nearly identical to each other. Results with 1 subiteration, only small deviations from the experimental data are observed. Comparing figures 5 and 6 (see the case of 4500 steps/cycle with 2 subiterations and 3000 steps/cycle with 3 subiterations, these two cases have the same computing costs), it is felt that the effect of time step size is more effective in reducing the errors. Heuristically, small time step size reduces linearization, factorization, and temporal truncation errors. Then we ask: is subiteration necessary if a smaller time step size is used? We perform the calculations using 6000 steps/cycle with 1 subiteration. The computed results turn out to be nearly identical to that of 4500 steps/cycle with 1 subiteration. Thus subiteration is still necessary to reduce linearization and factorization errors.

Figures 7 and 8 show the pressure and Mach number contours at one instant. At first stage stator passages, flow features are almost unchanged except near its trailing edges. Differences are observed at the first stage rotor and second stage stator passages. The differences are due to wakes effects. Wakes are generated by the trailing edges of the stator and rotor airfoils. The wakes would roll up into vortical entities. These entities are embedded in and convected by the mean flow. Because of the rotor rotation, the wakes generated by the first stage stator are chopped and sheared (rotor suction side has higher velocity than pressure side) and convected along the rotor passages. They interact with the rotor airfoils and other wakes generated by the rotor trailing edges. The combined wakes are convected into second stage passages and more complex interaction takes place. Figure 9, unsteady vectors, and figure 10, entropy contours, illustrate the phenomena described above. Unsteady vectors are obtained by subtracting the mean flow vectors from the instantaneous flow vectors. They clearly reveal large scale structures of vortical entities. Figure 10 also reveals that wakes remain coherent downstream. Along rotor passage, high loss fluid is convected toward suction side and low loss fluid is transported toward pressure side to replace the migrated wake fluid. The high loss fluid mixes with rotor wake and are convected coherently into second stage stator passage. Many complicated interactions, for instance wake/wake, wake/airfoil interactions, occur in the second stage.
Case 2: SSME 6 stages LPOTP

There are 43 and 67 airfoils in the first stage stator and rotor respectively. From the second stage to sixth stage, there have identical configuration with 61 and 67 airfoils in the stator and rotor respectively. As a demonstration, only 12 airfoils are chosen in the computation, ie, the ratio of the stator airfoil to rotor airfoil is 1:1 from the first stage to sixth stage. By doing this and keeping blockage effects the same, the first stage stator airfoil is scaled by a factor of 43/67 and those stator airfoils after the first stage are scaled by a factor of 61/67, keeping the pitch-to-chord ratio constant. The geometries of rotor airfoils in the entire six stages are unchanged. The flow conditions are: the inlet Mach number is 0.05, Reynolds number is 2.5 \times 10^6 \text{ per inch}, the flow coefficient is 0.396. During the initial calculation, we use 500 steps/cycle with 1 subiteration to eliminate transient disturbances. At the same time, the exit static pressure is adjusted to establish the specified flow coefficient. It takes about 30 cycles (around 8 hours of CPU time on a CRAY-YMP machine) to converge a mean flow solution. Since there is no experimental data available for this case, for a conservative approach, we continue the calculation using 2000 steps/cycle with 3 subiterations. It takes another 5 cycles to achieve a time-periodic solution.

Figure 11 shows the time-averaged pressure coefficient $C_p$ and unsteady pressure envelope on the stator and rotor airfoils for the six stages turbine. Similar to the case 1, the unsteadiness is appreciable only on the first stator suction side near the trailing edge of the airfoil, and the unsteadiness is spread over the entire stator and rotor airfoils after the first stage stator. Near the trailing edge of every airfoil, the shear layer type of wake would roll up into vortical entities. The evolution of the vortical motion along downstream passages produces unsteady flow fluctuations. It is interesting to note that the time-averaged $C_p$ profiles are almost repeatable (except a constant level difference) along the downstream stages. Figures 12 and 13 show instantaneous pressure and entropy contours. They depict different instantaneous flow features from stage to stage. The flow within the downstream stages is more complicated than the upstream stages. The time variation of the static pressure at an identical location in both stator and rotor airfoil surfaces are shown in figure 14. The major shape is similar, but local variations do exist. It is believed that the major contribution to the unsteadiness is from the adjacent wake effects. Further upstream wakes have minor contribution because of physical and numerical dissipations. Even so, the figure clearly shows time variations of the pressure history, indicating the importance of using multi-stage computation to obtain accurate transient flow informations.

**SUMMARY**

Rai's method of single-stage rotor/stator flow interaction has been extended to compute multi-stage configurations. Two different axial multi-stage turbines are simulated: the 1.5 stages of the UTRC LSRR and the 6 stages SSME LPOTP. Numerical accuracy for the UTRC case is checked by investigating the effect of full viscous vs thin-layer approximation, the effect of time step size and the effect of subiteration in the Newton-Raphson technique. The shear layer type of wake near the trailing edge of every airfoil would roll up into large scale vortical entities. It is an inviscid mechanism associated with the evolution of the vortical entities. The unsteady pressure fluctuation produced by the inviscid mechanism is larger than that of viscous effect. Small time
step size is effective in reducing errors caused by linearization, factorization and truncation, however, subiteration is still necessary to reduce linearization and factorization errors.

Wakes are convected coherently into downstream stages. Interactions between wake/airfoil and wake/wake are common. For the case of 6 stages SSME LPOTP, though there have identical stage geometries along downstream, yet the time variation of the flow field is different from stage to stage. The use of multi-stage computation is necessary to obtain transient flow informations for the multi-stage machine.
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Fig. 1 UTRC 1.5 stages LSRR

Fig. 2 Multi-zone grid system

Fig. 3 Time-averaged pressure coefficient and unsteady pressure envelope on airfoil surfaces.
Fig. 4 The effect of full viscous vs thin-layer calculations on the fluctuating pressure amplitude.

Fig. 5 The effect of time step size on the fluctuating pressure amplitude.

Fig. 6 The effect of subiteration on the fluctuating pressure amplitude.
Figure 7: UTRC LSRR instantaneous pressure contours.

Figure 8: UTRC LSRR instantaneous Mach number contours.
Figure 9: UTRC LSRR unsteady velocity vectors.

Figure 10: UTRC LSRR instantaneous entropy contours.
PRESSURE COEFFICIENT ON STATOR SURFACE

time-averaged unsteady envelope

Fig. 11(a) SSME 6 stages LPOTP time-averaged pressure coefficient and unsteady pressure envelope on stator surfaces.
Fig. 11(b) SSME 6 stages LPOTP time-averaged pressure coefficient and unsteady pressure envelope on rotor surfaces.
Fig. 12 SSME 6 stages LPOTP instantaneous pressure contours.

Fig. 13 SSME 6 stages LPOTP instantaneous entropy contours

Fig. 14(a) Pressure history on stator surface

Fig. 14(b) Pressure history on rotor surface
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ABSTRACT

A new kind of C-type grid is proposed for turbomachinery flow calculations. This grid is non-periodic on the wake and results in minimum skewness for cascades with high turning and large camber. Euler and Reynolds averaged Navier-Stokes equations are discretized on this type of grid using a finite volume approach. The Baldwin-Lomax eddy-viscosity model is used for turbulence closure. Jameson’s explicit Runge-Kutta scheme is adopted for the integration in time, and computational efficiency is achieved through accelerating strategies such as multigriding and residual smoothing. A detailed numerical study has been carried out for a turbine rotor and for a vane. A grid dependence analysis is presented and the effect of artificial dissipation is also investigated. Comparison of calculations with experiments clearly demonstrates the advantage of the proposed grid.

INTRODUCTION

The history of turbomachinery design has seen important evolution in recent years. While the need for efficiency and weight reduction has driven a designer to investigate the details of the complex flowfields in which each component is expected to operate, Computational Fluid Dynamics (CFD), however, has progressed rapidly and increased its reliability as an effective designing tool. Thus, it is reasonable to see CFD taking an indispensable role in the future design and optimization of turbomachinery. In the past few years several two and three-dimensional codes for solving inviscid flows have reached a high level of maturity and are commonly used in turbomachinery applications (see e.g. references 1 and 2). However, the inviscid predictions do not provide any information about heat transfer and boundary-layer thickening, which are important quantities in the analysis of internal flows, specifically in turbomachines, and generally require solutions of Navier-Stokes equations. Although important progress has been made in
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solving the Navier-Stokes equations (e.g. references 3-6), more work still needs to be done in terms of robustness and accuracy, and especially in terms of turbulence modelling. In addition, in the case of cascade flow solutions, the grid generation process seems to be an item that still needs to be improved.

Rotor and stator cascades of modern turbomachinery are often characterized by a high turning geometry and/or by strong flow deviations from the axial so that the generation of meshes capable of picking up the flow details is not straightforward. Procedures that use periodicity generally give rise to highly distorted meshes. In the present work, this problem is solved by the introduction of non-periodic elliptic C-type grids. The removal of periodicity allows the grid to be only slightly distorted even for cascades having a large camber and a high stagger angle. On these new kinds of grids the Euler and Navier-Stokes equations are efficiently solved using a Runge-Kutta scheme in conjunction with accelerating techniques like multigridging and variable coefficient implicit residual smoothing. The two-layer eddy-viscosity model of Baldwin and Lomax is used for the turbulence closure.

Due to the complexity of transonic cascade flows, it was believed worthwhile to investigate the convergence in space of the computed solutions. A grid independence study is carried out in both grid directions, and also the effect of the fourth order dissipation on the boundary layer is discussed by comparing the wall skin friction coefficient.

The capability of the procedure is shown by comparing computed results to experiments for a typical highly loaded gas turbine rotor and for a high turning nozzle. With the accelerating strategies, a solution for viscous flow can be obtained in a few minutes on a modern supercomputer.

**COMPUTATIONAL GRID**

It is known that the grid structure must be selected carefully in order to achieve an accurate resolution of a complex flow field. When dealing with the construction of grids for turbomachinery blade passages the following aspects are of importance: (a) accurate leading and trailing edge flow description, (b) description of the wake, and (c) imposition of periodicity.

Sheared H-type grids are fairly common in turbomachinery applications. They are easy to generate and to extend to three-dimensional applications. Unfortunately those grids provide poor leading and trailing edge flow reproduction. On the leading edge truncation errors due to the grid distortion introduce extra entropy which is transported downstream on the blade surface.

Those kind of problems do not exist on O-type grids. However, in this case the difficulty lies in the wake where clustering grid and avoiding distortion is desired. In addition, when the flow is transonic, O-type meshes are not suitable for a fine reproduction of the outlet shock system.

Therefore, with respect to the first two points, we can conclude that, if a single grid structure is chosen, the C-type seems to have the best overall capability.

For item (c) it is evident that a simple point-to-point correlation is the easiest way of imposing periodicity between the various blades. Unfortunately it is common in turbine blading to have high turning geometry with an outlet flow that is strongly deviated from the axial. In such a case, the imposition of the circumferential grid correspondence results in highly distorted grids and
this distortion is reflected in a low resolution of the flow gradients. Our experience in computing transonic cascade flows has suggested that when the outlet flow angle (from the axial) exceeds 70 degrees, it is difficult to reproduce the shock system correctly, and the sheared H-type grids often work better than the C-type.

We therefore believed it was necessary to break the point-to-point grid correspondence to allow a better grid orientation. The grid periodicity can be removed on the external part of the mesh or on the wake. In practice, only one of the two options is sufficient. We selected the second one for two reasons. Firstly, the wake can be roughly followed as a straight line and interpolations between the coarse and fine part of the domain are straightforward. Secondly, this solution allows the trailing-edge shock to intersect the coarse part of the mesh as far as possible. This point will become evident later as we discuss the calculated results.

The non-periodic C-type grids used for the present calculations are generated with an elliptic procedure that solves the discretized Poisson equations using a relaxation procedure by Sorenson(ref. 7). Forcing functions as proposed by Steger and Sorenson(ref. 8) are used to control the grid spacing and orientation at the wall, while on the external part of the mesh periodicity conditions are imposed. Grids for viscous flow are obtained from the inviscid grids by adding lines with the desired spacing distribution.

**COMPUTATIONAL METHOD**

**Governing Equation and Spatial Discretization**

The unsteady Euler and Reynolds averaged Navier-Stokes equations are discretized in space using a finite-volume approach and a cell-centered scheme by Jameson(refs. 9 and 6). The effect of turbulence is taken into account by using the eddy-viscosity hypothesis and the two-layer mixing length algebraic model of Baldwin and Lomax(ref. 10). Also, the simple transition model suggested in reference 10 is adopted. On the wake, where the grid is not periodic, linear interpolations are used to compute the necessary flow quantities.

**Artificial Dissipation and Boundary Conditions**

In order to ensure stability and to prevent odd-even point decoupling, artificial dissipation terms are added to both the Euler and Navier-Stokes equations. This paper uses the Jameson artificial dissipation model which is a blending of the second and fourth differences. Smoothing fluxes are computed on the boundary so that no errors in the conservation property are introduced globally from the artificial dissipation (e.g., references 2, 11, and 12). Boundary conditions are treated via the theory of characteristics. Total enthalpy, total pressure, and the flow angle are specified at the subsonic-axial inlet while the outgoing Reimann invariant is taken from the interior. At the subsonic-axial outlet, the static pressure is prescribed and the outgoing Reimann invariant, the total enthalpy, and the component of velocity parallel to the boundary are extrapolated. On the solid wall the momentum equation and the tangency or no-slip conditions are used
to compute the pressure, which is the only variable needed from the cell-centered discretization.

**Time-Stepping Scheme**

The solution is advanced in time towards a steady-state solution using an explicit four-stage Runge-Kutta scheme. Good, high-frequency damping properties that are important for the multigrid process are obtained from this scheme by performing two evaluations of the dissipative terms at the first and second stages. For economy the contribution of the viscous terms is computed only at the first stage and then frozen for the remaining stages.

**Convergence Acceleration**

Four techniques are employed to improve the computational efficiency: (1) local time-stepping, (2) residual smoothing, (3) multigrid, and (4) grid refinement. When only the steady-state solution is of interest, local time-stepping and implicit residual smoothing can be used to improve the robustness and the convergence of the basic scheme. In the present work the variable coefficient formulation of the implicit smoothing (references 13 and 6) is used and the time step is computed locally on the basis of a fixed Courant number (typically 5). However most of the reduction in the computational effort is obtained through a multigrid method. Jameson’s Full Approximation Storage (FAS) scheme (reference 14) and a V-type cycle with subiterations are used as multigrid strategies. In addition, a grid refinement procedure is used to provide an efficient initialization of the flow field. This strategy is implemented in conjunction with multigrid to obtain a Full-Multigrid process (FMG) (also reference 11).

**INVISCID TRAILING EDGE FLOW REPRESENTATION**

The flow near rounded trailing edges is generally separated both on the pressure and suction side of the blade. These separations lead to the formation of two vortices characterized by low flow speed and high vorticity. Obviously this kind of flow pattern can not be reproduced with an inviscid approach. In fact inviscid solutions tend to give strong and unrealistic over-expansions near those regions. These over-expansions produce extra entropy which is transported downstream as a spurious wake that should not exist by the inviscid assumption. In addition, according to theory, if the grid is made very fine a Kutta condition must be imposed to ensure a steady state solution. A practical way of overcoming this problem is by adding a wedge to the trailing edge of the blade to simulate the recirculation zone. The first author’s experience (reference 12) suggests that a wedge of a length of about three times the trailing edge thickness gives satisfactory results when it is oriented so that no net pressure load is carried from the added part of the blade. To show the usefulness of this procedure, inviscid computations with and without the trailing edge wedge will be presented in the next section.

**RESULTS AND DISCUSSION**

Some applications of the computational procedure that has been briefly described are presented in this section. Numerical results are given for a rotor gas turbine blade (fig. 1) and for a
nozzle (fig. 2). Both of these geometries result in high turning flows with strong outlet deviations from the axial. Flows at transonic speed are considered. Figures 1 and 2 display periodic and non-periodic inviscid grids together with enlargements of viscous grids. The good grid shapes of the non-periodic C-type are evident, which in the end lead to improvement of solutions over that on the periodic grids.

Inviscid transonic cases are solved using a $449 \times 17$ non-periodic C-type mesh. For those grids 129 points are located on the suction side of the blade and 65 on the pressure one, while on the fine and coarse part of the wake there are respectively 160 and 95 points. Such a fine outlet grid has been introduced for a fine reproduction of the shock system downstream of the blade passage. Moreover, as shown by the authors, an excessive smearing of the trailing-edge shock can noticeably influence the blade load. For viscous calculations two different mesh sizes are used because of the different Reynolds numbers at which the proposed blade has been tested (references 15-17). The rotor blade has an outlet Reynolds number of about 800,000 and the $449 \times 33$ grid is used with spacing at the wall in the normal direction equal to $5 \times 10^{-5}$ chords for the first cell. For the nozzle, the outlet Reynolds number is 2.2 million. The mesh number is increased to $449 \times 49$ and the spacing at the wall reduced to $2.5 \times 10^{-5}$ chords to resolve the near-wall profile.

In order to check the convergence of the solutions, a grid-independence analysis is presented for the case of the gas turbine rotor. The influence of the transition and of the artificial dissipation are also investigated in terms of pressure and skin friction coefficient.

The full-multigrid process includes three grid levels with, respectively, two, three, and four grids. Twenty-five cycles are performed on the first two levels and 350 on the final one. To give a complete description of the code performance for most of the test case we report convergence history, a comparison of the computed surface isentropic Mach number with experimental data, and flow contours. In addition, inviscid predictions with and without the additional wedge at the trailing edge are discussed.

Turbine Rotor Blade

The Von Karman Institute gas turbine rotor blade (VKI LS-59) is a high loaded blade with a thick, rounded, trailing edge (see fig.1). This blade was extensively tested experimentally by Sieverding(ref. 16) and Kiock(ref. 15) and numerically by several authors (e.g. refs. 1,6,16). For this blade, computations are carried out for flow regimes that vary from subsonic to typically transonic.

A subsonic calculation obtained for an isentropic outlet Mach number ($M_{2is}$) of 0.81 is summarized in figs.3 and 4. Due to the absence of shocks the grid size has been now reduced to $199 \times 17$ for the Euler equations and $257 \times 33$ for the viscous one. In the viscous calculation a fine mesh is used near the leading and trailing edges in order to pick up details of the stagnation point and of the recirculation region. The efficiency of the FMG procedure is given through the convergence histories of fig.3(a) where most of the slowdown in the viscous calculation is caused by the fine trailing edge mesh and from the flow complexity in this region. The over-expansions at the rounded trailing edge of the inviscid solution are visible in fig.3(b) where experimental and
computed surface isentropic Mach number are compared. For this case no important difference in terms of pressure distribution is noticed between the fully turbulent and transitional solution.

The VKI LS-59 case has been selected for the accuracy-convergence analysis. Figures 3 (c) and (d) report the skin friction coefficient distribution for the condition of fully turbulent and transitional flow. Hereafter, the skin friction coefficient $C_f$ will be presented for both surfaces of the suction and pressure sides with coordinate $x/c$ running from 0 to 1.0 and 1.0 to 2.0 respectively, and with stagnation point at 1.0. The transition, whose criterion follows the Baldwin and Lomax model(ref. 10), occurs near the leading edge on the pressure side and near the midcord on the suction one. Computed results are presented for various values of the averaged $y^+$, from 0.2 to 4, using 49 points in the blade-to-blade direction. The solid line ($y^+ = 2$) is considered as a reference solution and corresponds to the grid spacing previously described. For the fully turbulent case the convergence is achieved with a $y^+ = 1$, while for the transitional case some difference is noticed because of a shift in the location of transition. Also, the geometrical stretching at the wall has been varied from 1.05 to 1.3 and no significant difference has been found.

The influence of the artificial dissipation is displayed in fig. 4(a), where the coefficient for the fourth order has been reduced by factors of two and four with respect to the default value. In the case of using one quarter of the default value, convergence "levels off" after residual has dropped four orders.

One of the useful properties of the multigrid is that the solution approaches the final value in quite a uniform way. This is shown in fig. 4(b) where the solution after 100 cycles on the finest grid level is compared with a solution after 400 cycles. Except that the transition location on the suction side is not in the final position, the solution remains unchanged on the pressure side after 100 cycles.

Mach number contours for the present test are given in fig. 4(c). Figures 4(d) and (e) show an enlargement of the grid and of Mach number contours near the leading edge. The flow is well-behaved and the stagnation point sharply captured. Details of the trailing edge are shown in figs. 4(f)-(h). The flow pattern as well as the two vortices downstream of the separation on the suction and pressure side of the blade are clearly reproduced. We note that even though the solutions have been obtained by solving the full Navier-Stokes equations, the grid spacing in the streamwise direction is still not fine enough to resolve full Navier-Stokes terms. In fact the thin-layer solution looks identical in the recirculating zones.

The flow predictions corresponding to a sonic isentropic exit condition are shown in figs. 5 and 6. Figures 5 (a) and (b) show the convergence histories and the surface Mach number distributions for the two inviscid calculations and for the transitional viscous one. The unrealistic over-expansions of the inviscid rounded trailing edge solution are now much evident. These over-expansions produce about the same amount of total pressure loss as the viscous prediction so that the strength of the suction-side shock is roughly the same for the two calculations but the location is different. In fact, the over-expansion near the pressure side of the trailing edge and the absence of boundary-layer effects cause the inviscid rounded trailing-edge shock to be predicted ahead of the viscous one. On the contrary, the Euler solution obtained with the additional wedge exhibits a stronger shock with respect to the experiments. This is not surprising and is consistent with the inviscid assumption. Moreover the low entropy production of the wedge solution causes the real exit Mach number to be about 2% higher than the experimental value.
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The skin frictions distribution for the fully turbulent and transitional flows are plotted in fig. 5(c). In both cases a separation bubble is predicted at the foot of the shock on the suction side. The pressure side is basically all turbulent while on the suction side the transition is caused by the shock. Differences are visible also in the distribution of surface isentropic Mach number in fig. 5(d). The shock is sharper in the transitional prediction.

Due to the presence of shocks we select this flow condition to perform a grid independence study in the streamwise direction. Three grids with respectively 64, 96 and 128 points on the suction side have been introduced. Results are summarized in fig. 6(a) where it is evident that the space-convergence is basically achieved.

Density contours for the above calculations are given in fig. 6 along with an available Schlieren picture, courtesy of Prof. Claus Sieverding of VKI. The spurious wake of the inviscid, rounded, trailing-edge solution is evident. The intensity is similar to that of the viscous results. All the solutions predict correctly the trailing edge shock on the suction side. Such a shock crosses the non-periodic wake without being excessively smeared from the coarse part of the grid. On the contrary, the throat shock system is quite different among various calculations. Since it is also different from channel to channel in the Schlieren picture, it is difficult to draw a final conclusion as to the validity of calculations except for the fact that the viscous wake seems not sufficiently diffuse. We will discuss this problem later.

Computations relative to an isentropic exit Mach number of 1.2 are illustrated in figs. 7 through 8. In terms of surface Mach number (fig. 7(b)) the situation is qualitatively similar to the previous case but now the transitional prediction agrees better with experiments. The suction side transition is still located near the shock but now no separation is predicted by the Baldwin-Lomax model.

The structure of the vortices is depicted in fig. 7(d). The exit flow angle causes the pressure-side vortex to be compressed and the suction-side one to be expanded. Due to the presence of fish-tailing shocks the recirculation region is longer with respect to the subsonic case. The orientation of the wedge obtained with the no net pressure load criteria agrees very well with the shape of the viscous prediction.

Density contours are given in fig.8. The wedge solution exhibits a higher reflection of the throat shock but all the solutions sharply capture the fish-tailing shocks and the expansion region downstream of the throat shock. The interaction between the wake and the suction-side, trailing-edge shock causes some reflection. This phenomenon is not due to the interpolations on the wake as it is nonexistent in the wedge solution.

For the three viscous calculations we have discussed, the computed exit flow angle and the loss coefficient are compared to experiments in figs. 9 and 10. The agreement is excellent especially in terms of loss coefficient which is generally difficult to match, but unfortunately is one of the final goals in turbomachinery calculations.

**Turbine Nozzle**

As a second application we selected a typical high turning turbine nozzle like the VKI LS-82 (see fig.2). This vane has been designed and tested at the Von Karman Institute(ref. 17). The
inlet flow is axial and turned from the blade by about 80 degrees so that the resulting outlet flow is strongly deviated from axial and this is typical of modern high work vanes. The flow about this geometry is very complex especially in the transonic regime. The proper grids are needed in order to pick up details of the shock system. Standard periodic grids give rise to strong distortions as evident from fig.2, in contrast to which the grid we are proposing gives low distortion.

The sonic outlet condition has an exit Reynolds number of $1.5 \times 10^6$. Convergence histories and comparison with experiments are given in fig.11. In terms of surface Mach number the situation is not much different from the previous blade. Good agreement is obtained through the viscous solution, while some overestimation in the shock strength is noticed in the inviscid calculations. The transition is now predicted very close to the leading edge on both the blade sides so that the viscous solution is basically fully turbulent. Comparison between Schlieren picture and computed density contours is reported in fig. 12. The shock system is reasonably captured on the whole; the suction-side shock, downstream of the throat, is smeared from the thick boundary layer and does not cross the strong wake sharply. As evident from the Schlieren picture the trailing-edge flow is very complex and is only roughly reproduced by the present viscous calculation.

For a high speed case we compute the condition corresponding to an exit isentropic Mach number of 1.43. The agreement with experiments is good (see fig. 13(b)) and the suction-side shock is captured in all the calculations. The density contours of fig. 14 clearly indicate the good reproduction of the whole shock system. Now the computed trailing-edge flow agrees better with the Schlieren picture. However the suction-side, trailing-edge, shock is strongly smeared from the coarse part of the grid on the non-periodic wake. Such a circumstance can be easily avoided by allowing the outlet part of the grid to turn towards the axial direction as depicted in fig 15. With this grid the fish-tailing shocks can be computed on the finer part of the grid. The wake smeared by the numerical procedure is now compensated for the fact that the Baldwin-Lomax turbulence model generally predicts lower diffusion in the wake region than what experiments suggest.

Density and pressure contours for the previously discussed grid are given in fig. 15. Obviously for such a computation the exit static pressure can not be imposed to be constant without producing undesired reflection. In the present calculation the shape of the circumferential pressure distribution is taken from the interior while the averaged exit value is imposed to match the experimental one. The level of the shock reproduction is remarkable, being sharply captured on the whole computational domain as well as the expansion regions. As anticipated the wake is smeared and basically disappears after being crossed by the strong trailing-edge shock. This seems more realistic from the physical point of view but much effort is needed to understand and correctly predict this kind of interaction in turbomachinery blading.

**Code Performance**

The code in its present form is only partially vectorized due to the fact that it was originally developed for scalar machines. A speed-up factor of about 3.5 has been obtained by unrolling the short do-loops on the four equations of motion (continuity, x- and y-momentum, and energy) and allowing the residual smoothing to be vectorized on parallel lines. The viscous calculation on the $449 \times 33$ grid presented previously were obtained in about 300 sec on Cray X-MP at NASA Lewis Research Center. But with the full-multigrid acceleration, all the solutions converge after
200 cycles, which take 110 sec on NAS Cray Y-MP. For design applications a subsonic solution on a $257 \times 33$ grid converges after about 50 multigrid cycles on the finest grid level (four decade drops in the residual) and this can be obtained in 30 sec on the Cray X-MP.

CONCLUSIONS

A new kind of C-type grid has been introduced, this grid is non-periodic on the wake and allows very good flow predictions for cascades with high turning and large camber. The central difference finite volume scheme with artificial dissipation originally developed for external flows has proven to be accurate and to converge well for cascade viscous flows. With the described accelerating strategies, accurate transonic viscous solutions can be obtained in less than two minutes on a modern supercomputer. Good overall prediction can be obtained with the Baldwin-Lomax turbulence model. However in transonic turbine blading the trailing-edge flow is very complex and strongly influences the whole flowfield so that additional effort is needed, especially in turbulence modelling in order to obtain detailed and realistic flow simulations. An appropriate prediction of the wake and of the transition are other important topics that require further development.
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FIG. 1 Computational grids for the VKI LS-59 rotor blade

FIG. 2 Computational grids for the VKI LS-82 nozzle
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FIG. 4 VKI LS-59 gas turbine rotor blade (M_{2o} = .81)
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FIG. 6 VKI LS-59 gas turbine rotor blade (M_{in} = 1.0)
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FIG. 7 VKI LS-39 gas turbine rotor blade (M_in = 1.2)
FIG. 8 Density contours for the VKI LS-59 blade \( M_{ns} = 1.2 \)

FIG. 9 Computed and experimental exit flow angle

FIG. 10 Computed and experimental loss coefficient
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FIG. 11 VKI LS-82 nozzle ( $M_{Bi}=1.0$ )
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FIG. 12 Density contours and Schlieren picture for the VKI LS-82 nozzle ($M_{Bi}=1.0$)
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FIG. 13 VKI LS-82 nozzle ($M_{in} = 1.43$)

FIG. 14 Density contours and Schlieren picture for the VKI LS-82 nozzle
($M_{in} = 1.43$)
Fig. 15 VKI LS-82 nozzle ($M_{in} = 1.43$)
COMPUTATION OF SUPERSONIC AND LOW SUBSONIC CASCADE FLOWS USING AN EXPLICIT NAVIER-STOKES TECHNIQUE AND THE k-ε TURBULENCE MODEL
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ABSTRACT

A fully explicit two-dimensional flow solver, based on a four-stage Runge-Kutta scheme, has been developed and utilized to predict two-dimensional viscous flow through turbomachinery cascades for which experimental data is available. The formulation is applied to the density averaged Navier-Stokes equations. Several features of the technique improve the ability of the code to predict high Reynolds number flows on highly stretched grids. These include a low Reynolds number compressible form of the k-ε turbulence model, anisotropic scaling of artificial dissipation terms and locally varying timestep evaluation based on hyperbolic and parabolic stability considerations. Comparisons between computation and experiment are presented for both a supersonic and a low-subsonic compressor cascade. These results indicate that the code is capable of predicting steady two-dimensional viscous cascade flows over a wide range of Mach numbers in reasonable computation times.

NOMENCLATURE

Symbols Used

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>speed of sound</td>
</tr>
<tr>
<td>c</td>
<td>chord length</td>
</tr>
<tr>
<td>c_p</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>C_f</td>
<td>skin friction coefficient</td>
</tr>
<tr>
<td>C_p</td>
<td>pressure coefficient</td>
</tr>
<tr>
<td>e</td>
<td>internal energy per unit mass</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$e_o$</td>
<td>total energy per unit mass (= $e + V^2/2$)</td>
</tr>
<tr>
<td>E, F</td>
<td>flux vectors</td>
</tr>
<tr>
<td>U, V</td>
<td>contravariant velocity components</td>
</tr>
<tr>
<td>J</td>
<td>Jacobian of curvilinear transformation</td>
</tr>
<tr>
<td>k</td>
<td>turbulent kinetic energy</td>
</tr>
<tr>
<td>L</td>
<td>turbulence length scale</td>
</tr>
<tr>
<td>n, s</td>
<td>blade normal and tangential coordinates</td>
</tr>
<tr>
<td>p</td>
<td>static pressure</td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$q_i$</td>
<td>cartesian components of heat transfer rate vector</td>
</tr>
<tr>
<td>Q</td>
<td>primary transport variable vector</td>
</tr>
<tr>
<td>R</td>
<td>residual vector</td>
</tr>
<tr>
<td>S</td>
<td>source term vector</td>
</tr>
<tr>
<td>t</td>
<td>pitch length</td>
</tr>
<tr>
<td>T</td>
<td>static temperature</td>
</tr>
<tr>
<td>$T_u$</td>
<td>turbulence intensity</td>
</tr>
<tr>
<td>$u, v$</td>
<td>cartesian velocity components</td>
</tr>
<tr>
<td>V</td>
<td>magnitude of total velocity</td>
</tr>
<tr>
<td>x, y</td>
<td>cartesian coordinates</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>exponent in artificial dissipation scaling function</td>
</tr>
<tr>
<td>$\beta_1$, $\beta_2$</td>
<td>incidence and deviation angles</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker delta</td>
</tr>
<tr>
<td>$\delta_{\xi\xi}$, $\delta_{\eta\eta}$, $\delta_{\xi\xi\xi\xi}$, $\delta_{\eta\eta\eta\eta}$</td>
<td>central differencing operators</td>
</tr>
<tr>
<td>$\delta_1$, $\delta_2$</td>
<td>displacement and momentum thickness</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>specific heat ratio</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>local timestep</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>isotropic turbulent kinetic energy dissipation rate</td>
</tr>
<tr>
<td>$\kappa_2$, $\kappa_4$</td>
<td>artificial dissipation constants</td>
</tr>
<tr>
<td>$\mu_1$, $\mu_t$</td>
<td>molecular and turbulent viscosities</td>
</tr>
<tr>
<td>$V_{ij}$</td>
<td>pressure monitoring parameter for artificial dissipation</td>
</tr>
<tr>
<td>$\xi$, $\eta$</td>
<td>curvilinear coordinates</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
<tr>
<td>$\sigma_2$, $\sigma_4$</td>
<td>artificial dissipation weighting functions</td>
</tr>
<tr>
<td>$\tau_{ij}$</td>
<td>cartesian components of stress tensor</td>
</tr>
<tr>
<td>$\omega$</td>
<td>total pressure loss coefficient</td>
</tr>
</tbody>
</table>
INTRODUCTION

Computation of viscous flows by numerically solving the Navier-Stokes equations has become increasingly feasible due in most part to the ever increasing speed and memory of digital computers. State of the art CFD codes available today are capable of calculating steady 3-D viscous flows about entire vehicles, and even unsteady viscous flows in 3-D turbomachinery stages. However, despite the rapid advance towards exploiting the power of computers now available, some serious limitations of these codes have yet to be adequately resolved. Surely the most profound of these limitations is the lack of accurate, general turbulence models. Secondary to this, but of much concern, is the role of artificial dissipation in Navier-Stokes calculations.

Explicit schemes, such as the Runge-Kutta methods first applied to the solution of the Euler equations by Jameson, Schmidt and Turkel\textsuperscript{1} offer several appealing characteristics in application to fluid flow computations. Such schemes are easily vectorizable, amenable to convergence acceleration techniques,
and can be extended to unsteady flow computations in a straightforward manner. However, because of
the stiffness associated with the explicit treatment of transport equations which contain large source
terms, incorporation of higher order turbulence models, which contain such source terms, has not been
popular in explicit flow solvers.

Often, algebraic eddy viscosity models are used to approximate the apparent stresses in explicit codes.
These models have little computational overhead and do not adversely affect the stability of the scheme.
Though very useful in computing attached or slightly separated boundary layer flows, such models have
well recognized drawbacks in the computation of complex flows where multiple length scales exist and
where the transport of turbulent length scales is important. Though the k-ε turbulence model also has
major deficiencies [see Speziale², Lakshminarayana³ for example], it does provide the transport of
length scale which is computed based on local fluid and turbulence properties. The model has been
shown to provide better predictions than algebraic models for 2-D flow with adverse pressure gradient
[Kirtley and Lakshminarayana⁴] and for 2-D shock-boundary layer flow on curved surfaces [Degrez and
VanDromme⁵]. It therefore seemed worthwhile to try to use it to provide an improved engineering
approximation to the complex cascade flowfields investigated herein.

Implicit flow solvers have been used for well over a decade to compute compressible turbulent flows
using various forms of the k-ε turbulence model. However, there have been only a few attempts to
incorporate the model into an explicit solution procedure. In these cases, the stiffness problems
associated with explicit treatment of the k-ε model have been circumvented by incorporating semi-
implicit treatment of the source terms [Liu⁶], implementation of an algebraic inner layer model coupled to
a high Reynolds number form of the k-ε model in the outer layer [Liu⁶], or by using wall functions to
model, rather than to resolve, the near wall region where source terms and grid aspect ratio can be large
[Grasso and Speziale⁷, Eliasson⁸, Holmes and Connell⁹].

The use of higher order turbulence models, and the precise control of levels of artificial dissipation, can
improve the accuracy of high Reynolds number flow computations about complex configurations. The
main thrust of this investigation is the incorporation of a low Reynolds number compressible form of the
k-ε turbulence model into a purely explicit scheme, and the application of the technique to flows across a
wide range of Mach numbers. In addition to this, some recently published improvements in controlling
artificial dissipation levels in the computation of viscous flows on highly stretched grids are tested and
incorporated. Two complex cascade flows are computed, for supersonic and low subsonic freestream
conditions. For the supersonic cascade, isentropic blade Mach number, shock-boundary layer structure
and wake loss profiles are compared with experimentally measured values. Pressure distribution and
boundary layer profiles of velocity and turbulent kinetic energy are compared with data for the subsonic
cascade. The results are shown to be quite good within the accuracy of the turbulence model and experimental data used.

GOVERNING EQUATIONS AND TURBULENCE MODEL

In the present development, the density weighted averaging attributed to Favre\textsuperscript{10} is used. This decomposition has advantages in flow computations with variable density [see Jones\textsuperscript{11}]. Specifically, the averaged governing equations are of simpler form and the physical interpretation of terms in the equations is clearer than when conventional time averaging is used. Reynolds (time) averaging, defined for a scalar, $\phi$, as

$$
\phi = \phi + \phi' , \text{ where } \phi = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \phi \, dt ,
$$

is used for pressure, density, molecular stress tensor and molecular heat flux vector. Favre (density) averaging, defined for scalar, $\phi$, as

$$
\phi = \phi + \phi'' , \text{ where } \phi = \frac{\rho \phi}{\rho} ,
$$

is used for velocity components, internal energy, turbulent kinetic energy and turbulent energy dissipation rate.

The resulting density averaged two-dimensional Navier-Stokes equations can be written in conservative form in generalized body fitted coordinates as:

$$
\frac{\partial \hat{Q}}{\partial t} + \left( \frac{\partial \hat{E}_x}{\partial \xi} + \frac{\partial \hat{F}_x}{\partial \eta} \right) = \left( \frac{\partial \hat{E}_v}{\partial \xi} + \frac{\partial \hat{F}_v}{\partial \eta} \right) + \hat{S} ,
$$

where
The metric terms based on a standard coordinate transformation \((x,y) \rightarrow (\xi,\eta)\) are given by

\[
\hat{Q} = \frac{1}{J} \begin{pmatrix}
\bar{\rho} \\
\bar{\rho} u \\
\bar{\rho} \tilde{v} \\
\bar{p} \tilde{e}_o
\end{pmatrix}, \quad \hat{E}_c = \frac{1}{J} \begin{pmatrix}
\bar{\rho} \bar{U} \\
\bar{\rho} u \bar{U} + \xi \bar{p} \\
\bar{\rho} \tilde{v} \bar{U} + \xi \tilde{p} \\
(\bar{p} \tilde{e}_o + \tilde{p}) \bar{U}
\end{pmatrix}, \quad \hat{F}_c = \frac{1}{J} \begin{pmatrix}
\bar{\rho} \bar{V} \\
\bar{\rho} u \bar{V} + \eta \bar{p} \\
\bar{\rho} \tilde{v} \bar{V} + \eta \tilde{p} \\
(\bar{p} \tilde{e}_o + \tilde{p}) \bar{V}
\end{pmatrix}.
\]

\[
\hat{E}_v = \frac{1}{J} \begin{pmatrix}
0 \\
\xi x \tau_{xx} + \xi y \tau_{yx} \\
\xi x \tau_{xy} + \xi y \tau_{yy} \\
\xi x (\bar{u} \tau_{xx} + \bar{v} \tau_{xy} - q_x) + \xi y (\bar{u} \tau_{yx} + \bar{v} \tau_{yy} - q_y)
\end{pmatrix},
\]

\[
\hat{F}_v = \frac{1}{J} \begin{pmatrix}
0 \\
\eta x \tau_{xx} + \eta y \tau_{yx} \\
\eta x \tau_{xy} + \eta y \tau_{yy} \\
\eta x (\bar{u} \tau_{xx} + \bar{v} \tau_{xy} - q_x) + \eta y (\bar{u} \tau_{yx} + \bar{v} \tau_{yy} - q_y)
\end{pmatrix},
\]

\[
\hat{S} = \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}.
\]

The metric terms based on a standard coordinate transformation \((x,y) \rightarrow (\xi,\eta)\) are given by

\[
\xi x = \frac{\partial \xi}{\partial x}, \quad \xi y = \frac{\partial \xi}{\partial y}, \quad \eta x = \frac{\partial \eta}{\partial x}, \quad \eta y = \frac{\partial \eta}{\partial y},
\]

\[
J = \xi x \eta y - \eta x \xi y.
\]

The Jacobian, \(J\), at each gridpoint is equal to \(1/(\text{average area of adjacent cells})\). The contravariant velocity components are given by

\[
\bar{U} = \xi x \bar{u} + \xi y \bar{v}, \quad \bar{V} = \eta x \bar{u} + \eta y \bar{v}.
\]

Incorporating an eddy viscosity formulation, the effective stress tensor and the effective heat flux vector are given in cartesian coordinates by:

\[
\tau_{ij} = \tau_{ij} - \rho \bar{u}_i \bar{u}_j = (\mu_1 + \mu_i) \left[ \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right] - \frac{2}{3} \delta_{ij} \frac{\partial \bar{u}_k}{\partial x_k} + \frac{2}{3} \delta_{ij} \bar{p} \delta_{ik}.
\]
In the derivation of Equations 4 and 7, it has been assumed that the time averaged molecular stress tensor and the molecular heat flux vector are equivalent to their density averaged values. This approximation should be a good one since, compared to turbulent diffusion, molecular diffusion is only significant near solid boundaries, where local Mach number and hence density fluctuations are small. The apparent heat flux vector has been modelled by incorporating the gradient diffusion hypothesis. The laminar Prandtl number, Pr_l, is set to 0.72 for air. The turbulent Prandtl number, Pr_t, is set to the standard value of 0.90.

In the present work, the density averaged k-ε equations are numerically decoupled from the density averaged mean flow equations. Specifically, at each iteration, the four mean flow equations are updated using "frozen" values of eddy viscosity and turbulent kinetic energy from the previous iteration. Likewise, the coupled k-ε equations are then updated using the "frozen" mean flow quantities just computed.

Low Reynolds number forms of the compressible k-ε equations can be written in the same form as Equation 3 where the scaled variable vectors become:

\[
\hat{Q} = \frac{1}{J} \left[ \frac{\rho k}{\rho \varepsilon} \right], \quad \hat{E}_c = \frac{1}{J} \left[ \frac{\rho k U}{\rho \varepsilon U} \right], \quad \hat{F}_c = \frac{1}{J} \left[ \frac{\rho k V}{\rho \varepsilon V} \right],
\]

\[
\hat{E}_v = \frac{1}{J} \left[ \frac{\mu_t + \mu_l}{Pr_k} \left[ \left( \nabla \cdot \nabla \frac{\partial k}{\partial \xi} \right) \nabla \cdot \nabla \frac{\partial k}{\partial \eta} \right] \right],
\]

\[
\hat{F}_v = \frac{1}{J} \left[ \frac{\mu_t + \mu_l}{Pr_k} \left[ \left( \nabla \cdot \nabla \frac{\partial \varepsilon}{\partial \xi} \right) \nabla \cdot \nabla \frac{\partial \varepsilon}{\partial \eta} \right] \right],
\]
\[ \hat{S} = \frac{1}{J} \left( \frac{P - \rho \bar{e} + D}{(C_1 f_1 P - C_2 f_2 \rho \bar{e}) \bar{k}} + \bar{\varepsilon} \right), \]

where the production term \( P \) is given in cartesian coordinates as

\[
P = \left[ 2\mu_t \frac{\partial \bar{u}}{\partial x} - \frac{2}{3} \rho \bar{k} + \mu_t \left( \frac{\partial \bar{u}}{\partial x} + \frac{\partial \bar{v}}{\partial y} \right) \frac{\partial \bar{u}}{\partial x} \right] + \nu_t \left( \frac{\partial \bar{u}}{\partial y} + \frac{\partial \bar{v}}{\partial x} \right)^2 \cdot \]

The mass averaged turbulent kinetic energy and isotropic component of turbulent kinetic energy dissipation rate are defined as

\[
\bar{k} = \frac{1}{\rho} \sum_i \bar{u}_i \bar{u}_i \quad \bar{\varepsilon} = \frac{\nu_p \partial \bar{u}_i / \partial x_j \partial \bar{u}_i}{\rho} \cdot \]

The eddy viscosity is obtained from

\[
\mu_t = \frac{C_{\mu} f_\mu \rho \bar{k}^2}{\bar{\varepsilon}}. \]

The particular form of low Reynolds number model used in the code was originally devised by Chien for incompressible flow\(^1\). Compressible forms have been given by Coakley\(^13\) and more recently by Nichols\(^14\). For this model, the constants and functions in Equations 8 through 11 are given by

\[
f_\mu = 1 - \exp(-0.115y^+), \quad f_1 = 1, \quad f_2 = 1 - \frac{2}{9} \exp(-R_T/36),
\]

\[
R_T = \frac{\rho \bar{k}^2}{\mu_t \bar{\varepsilon}}, \quad y^+ = \frac{\rho \bar{u}_i^*}{\mu_t}, \quad u^* = \sqrt{\frac{\tau_w}{\rho}}, \quad \]

\[\text{Equation (12)}\]
Following Hobson\textsuperscript{15}, the blade normal coordinate, $n$, in Equations 12, is replaced by absolute distance from leading and trailing edge, upstream and downstream of the passage respectively.

The transport variable, $\varepsilon$, used in this model is the isotropic component of the dissipation rate, though the $\varepsilon$ equation is derived for the total dissipation rate. As discussed by Jones\textsuperscript{16}, at high local Reynolds numbers, the anisotropic component of dissipation is negligible, so the model remains valid in these regions. Near a solid wall, however, the anisotropic dissipation component is not negligible, and the isotropic component, $\varepsilon$, goes to zero. The term, $D$, accounts for the non-zero value of total dissipation near the wall, so that the model also remains valid near solid walls and retains the convenience of specifying the $\varepsilon = 0$ boundary condition there.

It should be noted, that although the $k$-$\varepsilon$ equations have been cast in compressible form, the modelling assumptions invoked here are essentially those for incompressible flow. Specifically, terms in the unmodelled $k$ and $\varepsilon$ equations which contain density fluctuation terms, $p'$, are neglected. Also, pressure diffusion terms are neglected.

No thin layer approximations are made in either the mean flow or turbulence transport equations.

**NUMERICAL SOLUTION**

**Discretization**

The H-grid flow solver used in the present studies incorporates a standard 4-stage Runge-Kutta scheme as first applied to Euler calculations by Jameson, Schmidt and Turkel\textsuperscript{1},

\[
\hat{Q}^1 = \hat{Q}^n + \frac{1}{4} \Delta t \hat{R}(\hat{Q}^n) \\
\hat{Q}^2 = \hat{Q}^n + \frac{1}{3} \Delta t \hat{R}(\hat{Q}^1) \\
\hat{Q}^3 = \hat{Q}^n + \frac{1}{2} \Delta t \hat{R}(\hat{Q}^2) \\
\hat{Q}^{n+1} = \hat{Q}^n + \Delta t \hat{R}(\hat{Q}^3). \tag{13}
\]
Here, the residual, $\hat{R}$, is defined according to

$$
\hat{R} = -\left( \frac{\partial E_x}{\partial \xi} + \frac{\partial F_x}{\partial \eta} \right) + \left( \frac{\partial E_y}{\partial \xi} + \frac{\partial F_y}{\partial \eta} \right) + \hat{S}.
$$

(14)

The scheme is fourth order accurate in time. Second order accurate central differences are used to discretize the derivatives in Equation 14. Viscous and source terms are evaluated prior to the first stage, convective terms are computed at every stage. The stability region for the scheme is shown in Figure 1.

The curve in Figure 1 represents the contour $|g(z)| = 1.0$, where $z$ is the complex Fourier symbol of a discretized scalar convection-diffusion equation at a particular wavenumber, and $g$ is the amplification factor arising from a 1-D scalar VonNeumann linear stability analysis of the given scheme applied to this discretized equation.
The differencing molecule used to discretize the flux vectors in computational space is shown in Figure 2. Flux vectors, $\mathbf{E}$ and $\mathbf{F}$, are computed at mid-points between nodes. For viscous fluxes, this scheme incorporates information from all nine points in the differencing molecule. This approach requires three times the storage for metric terms than if viscous fluxes were computed on the grid vertices themselves (13 point molecule). However, the truncation error associated with discretizing the viscous fluxes on a uniform cartesian mesh using a thirteen point scheme is $O(4\Delta x^2) + O(4\Delta y^2)$ as compared to $O(\Delta x^2) + O(\Delta y^2)$ for the nine point molecule, consistent with the truncation error of the convective fluxes. It is also easier to apply periodic and wall-function boundary conditions with the more compact differencing molecule.

![Diagram](image.png)

**Figure 2.** Computational molecule and index convention for the present scheme. Flux vectors computed at midpoints (marked x) between vertices.

To accelerate the solution to steady state, locally varying timesteps are computed based on a linear stability analysis of the discretized Navier-Stokes equations. The resulting timestep specification is given as:
Here, IMAG and REAL are input parameters corresponding to operational CFL and VonNeumann numbers chosen to ensure stability (see Figure 1). A similar expression is given by Martinelli 17. The first term in the brackets in Equation 15 arises from the convection operators, the latter term corresponds to physical viscous terms. Note that for the present uncoupled approach, the turbulent kinetic energy does not appear in the stability expressions.

For large Reynolds number flows, the H-grids used must be highly stretched in the pitchwise direction, in order to adequately resolve near-wall gradients. Consequently, the metric terms, $\eta_x, \eta_y$ in Equation 15 can become very large near the $J = 1$ and $J = NJ$ boundaries. Also, when using a two equation turbulence model, as in the present study, the eddy viscosity, $\mu_t$, can be very large near the $J = 1$ and $J = NJ$ boundaries, upstream and downstream of the blades, where wall damping effects are negligible. This combination of large eddy viscosity and grid metrics causes the viscous stability term to dominate in these regions, and it has been found that it is crucial to include the influence of these terms in determining a stable local timestep. For the supersonic and subsonic cascade test cases computed herein, $\Delta t_v < \Delta t_c$ for 40.0% and 7.5% of the grid points at convergence, respectively.

Even for the computation of steady, one-dimensional, inviscid flows, the use of highly stretched grids gives rise to significantly reduced convergence rates in explicit schemes. This affect arises due to characteristic propagation speed in the streamwise direction. In two dimensions, an analogous situation arises when the computational mesh is clustered in one curvilinear coordinate direction to resolve regions where flowfield gradients are large. Specifically, the maximum local stable timestep in regions where the mesh is highly clustered in the $\eta$ direction, is inversely proportional to the metric term, $\sqrt{\nabla \eta \cdot \nabla \eta}$, which can be very large. It is the nature of this inviscid effect which often allows one to use a local timestep based solely on inviscid considerations, for viscous flow computations.

The $k$ and $\varepsilon$ equations each contain non-linear production and destruction source terms which can be very large near solid boundaries. According to linear stability theory, such terms can also severely reduce convergence rates if a purely explicit scheme is used to discretize the equations. It was found that
by incorporating a composite viscous-inviscid timestep specification, the stability restrictions on the k-ε solution are not much more severe than the restrictions on the mean flow equations discussed above. In fact, it was possible to compute high Reynolds number flows with this turbulence model using a purely explicit treatment in reasonable computation times. A local timestep for the k-ε equations of approximately 1/4 of the stable mean flow timestep was satisfactory for the cascade flows computed herein. Converged solutions were thereby obtained in computation times approximately twice those of solutions using an algebraic eddy viscosity model. This is illustrated for turbulent flat plate flow computations presented in the Results section.

**Artificial Dissipation**

Central difference schemes applied to hyperbolic equations that do not contain any inherent dissipation require the addition of artificial dissipation, to damp high wave number disturbances. These disturbances can be introduced into linear problems through inconsistent boundary condition treatment or machine roundoff error. In non-linear problems, such disturbances can be introduced through aliasing of sub-grid scale non-linear disturbances, to lower, resolvable wave numbers. Even for viscous flow calculations, artificial dissipation must be introduced into the scheme because the physical viscous terms are only effective in damping frequencies at higher wave numbers than can be resolved on practical grids.

In the present work, artificial dissipation is added to the discretized mean flow equations as

\[ \hat{R} = - \left( \frac{\partial \hat{E}_c}{\partial \xi} + \frac{\partial \hat{E}_c}{\partial \eta} \right) + \left( \frac{\partial \hat{E}_v}{\partial \xi} + \frac{\partial \hat{E}_v}{\partial \eta} \right) + D(Q) + \hat{S} \]  

(16)

Here, \(D(Q)\) represents a mixed 2nd and 4th order nonconservative artificial dissipation operator similar to that devised by Jameson, Schmidt and Turkel\(^1\).

\[
D(Q) = D_\xi(Q) + D_\eta(Q), \\
D_\xi(Q) = S_2 \delta_{\xi\xi} Q + S_4 \delta_{\xi\xi\xi\xi} Q, \\
D_\eta(Q) = S_2 \delta_{\eta\eta} Q + S_4 \delta_{\eta\eta\eta\eta} Q. 
\]  

(17)

The fourth order operators are included to damp high wave number errors and the second order operators are included to improve shock capturing.
As pointed out by Pulliam\textsuperscript{18}, artificial dissipation terms should operate on physical values of the flowfield variables and as such must be appropriately scaled by the metric Jacobian. Artificial dissipation terms must also be scaled by the local timestep to ensure that the steady state solution is independent of the timestep. In addition to the above consistency requirements on the dissipation scaling, levels of dissipation should always be reduced to levels adequate to stabilize a scheme without altering the accuracy of the solution. For the computation of viscous flows on highly stretched grids, this latter requirement is a sensitive matter.

For high Reynolds number flows, very highly stretched grids must be used to resolve body normal gradients in near wall regions. If the artificial dissipation terms in both the $\xi$ and $\eta$ directions are scaled by the local timestep, on grids which are highly stretched in the $\eta$ direction, excessive dissipation is introduced in the $\xi$ direction. This effect is discussed by Caughey and Turkel\textsuperscript{19} and Swanson and Turkel\textsuperscript{20}. This excessive dissipation may reduce accuracy and convergence rates in viscous flow computations. A recently devised eigenvalue scaling of the artificial dissipation terms, due to Martinelli\textsuperscript{17} alleviates this problem. Since the present technique is primarily used to compute viscous flows on highly stretched grids, anisotropic dissipation scaling factors similar to those used by Martinelli are incorporated. $S_{2\xi}$, $S_{2\eta}$, $S_{4\xi}$, $S_{4\eta}$ in Equation 17 are defined

\[
S_{2\xi} = \frac{\sigma_{2\xi}}{J} \left[ \frac{1}{\Delta t_{c\xi}} \left( 1 + \frac{\Delta t_{c\eta}}{\Delta t_{c\xi}} \right)^{\alpha} \right], \quad S_{2\eta} = \frac{\sigma_{2\eta}}{J} \left[ \frac{1}{\Delta t_{c\eta}} \left( 1 + \frac{\Delta t_{c\xi}}{\Delta t_{c\eta}} \right)^{\alpha} \right],
\]

\[
S_{4\xi} = \frac{\sigma_{4\xi}}{J} \left[ \frac{1}{\Delta t_{c\xi}} \left( 1 + \frac{\Delta t_{c\xi}}{\Delta t_{c\eta}} \right)^{\alpha} \right], \quad S_{4\eta} = \frac{\sigma_{4\eta}}{J} \left[ \frac{1}{\Delta t_{c\eta}} \left( 1 + \frac{\Delta t_{c\eta}}{\Delta t_{c\xi}} \right)^{\alpha} \right].
\]

Here, $\Delta t_{c\xi}$, $\Delta t_{c\eta}$, are timesteps corresponding to unit CFL limit for the inviscid one-dimensional problem in each direction,

\[
\Delta t_{c\xi} = \frac{1}{|\bar{U}| + a\sqrt{(\nabla \xi \cdot \nabla \xi)}}, \quad \Delta t_{c\eta} = \frac{1}{|\bar{V}| + a\sqrt{(\nabla \eta \cdot \nabla \eta)}}.
\]

The choice of unit CFL scaling in the numerator of Equation 19 ensures that the steady state solution will be independent of the operational CFL limit used to compute local timesteps. If $\alpha = 1$, Equation 18 reduces to standard isotropic scaling. As mentioned above, this introduces excessive dissipation in the $\xi$ direction in regions where the grid is stretched in the $\eta$ direction. If $\alpha = 0$, the scaling becomes purely anisotropic. If the grid is very highly stretched in the $\eta$ direction, such scaling may not provide enough dissipation in the $\xi$ direction, resulting in reduced convergence rates. For intermediate values of $\alpha$
between 1/2 and 2/3, Martinelli\textsuperscript{17}, Swanson and Turkel\textsuperscript{20} and Radespiel and Swanson\textsuperscript{21} have shown good convergence rates for Euler and Navier-Stokes calculations on highly clustered grids.

Another scaling issue is important in the computation of viscous flows. All of the mean flow equations with the exception of the continuity equation contain physical dissipation terms. Also, near solid boundaries, physical dissipation terms in the energy equation are quite small, in the absence of heat transfer effects. However, near solid boundaries, the viscous fluxes in the momentum are quite large and are themselves adequate to provide smoothing. In these same regions, second and fourth derivatives of the transport variables can be quite large leading to large values of artificial dissipation there. This well recognized phenomenon [see Davis, Ni and Carter\textsuperscript{22} and Swanson and Turkel\textsuperscript{20} for instance] gives rise to very large nonphysical values of total dissipation in the near wall region. Often some sort of geometric decay function is used to control the levels of artificial dissipation in these regions to reduce the magnitude of numerical to physical smoothing to acceptable levels. In the present work, the scaling functions in Equation 18 are multiplied by a normalized square of the local velocity, $V^2/V^2_\infty$, for the momentum equations.

Following Jameson, Schmidt and Turkel\textsuperscript{1}, the non-linear weighting functions in Equation 18 are determined from

$$\sigma_{2\xi} = \kappa_2 \text{MAX} \left( v_{\xi,i+1,j}, v_{\xi,i,j}, v_{\xi,i-1,j} \right),$$

$$\sigma_{4\xi} = - \text{MAX} \left( 0, \kappa_4 - \sigma_{2\xi} \right),$$

where the monitoring parameters $v$, are normalized second derivatives of pressure,

$$v_{\xi,i,j} = \frac{|p_{i+1,j} - 2p_{i,j} + p_{i-1,j}|}{|p_{i+1,j} + 2p_{i,j} + p_{i-1,j}|},$$

and $\kappa_2 \equiv 1/4$, $\kappa_4 \equiv 1/64$. Expressions similar to Equations 20 and 21 are used in the $\eta$ direction. When shocks are not anticipated in the flowfield, $\kappa_2$ is set equal to zero so that the artificial dissipation added to the mean flow is fourth order only.

To examine the effects of the scalings given, two numerical experiments were conducted. The subsonic cascade described below was used as a numerical test bed. The reader is referred to the next section for specifics on this flow configuration.
The first experiment attempted to isolate the influence of eigenvalue scaling on accuracy and convergence. The test case was run for five thousand iterations using the following values of $\alpha$ in Equation 18: $\alpha = 1$ (standard isotropic scaling), $\alpha = 0$ (purely anisotropic scaling) and $\alpha = 2/3$ (intermediate scaling). In Figure 3, the convergence histories for the three cases are plotted.

![Figure 3. Convergence histories for various eigenvalue scalings.](image)

Scaling the dissipation anisotropically does provide an improved convergence rate for this case as expected. In addition, purely anisotropic scaling provides somewhat superior convergence rate than the weighted scaling ($\alpha = 2/3$). This suggests that, for this case, such scaling does not reduce dissipation in the $\xi$ direction to the point of destabilizing the solution. The influence of these scalings on accuracy was found to be negligible.
The second experiment sought to detect the influence of spurious dissipation levels in near wall boundaries, and to see how the proposed velocity scaling affects solution convergence and accuracy. When the ratio of artificial to physical dissipation terms in Equation 16 were compared, it was found that for this test case, at convergence, artificial dissipation levels were as high as ten times the physical dissipation terms at the first several grid points adjacent to the wall! By incorporating the velocity scaling exactly as proposed above, it was possible to reduce the artificial to physical dissipation ratio to less than .01 in the near wall region, except in the immediate vicinity of the leading and trailing edges. The convergence rates compared very closely, but as shown in Figure 4, the converged solutions showed some discrepancy.

![Graph showing skin friction coefficient comparison](image.png)

Figure 4. Comparison of predicted skin friction coefficient, along the suction surface of the test cascade, with and without velocity scaling of the artificial dissipation.

It is clear from this figure that unnecessary levels of artificial dissipation in boundary layers can affect solution accuracy in practical application.
Both eigenvalue scaling (with $\alpha = 2/3$) and local velocity scaling were used in all computations that follow.

It is worth noting, that the dissipation scaling considerations addressed here are especially important when a multigrid acceleration scheme is used. Careful tuning of artificial dissipation levels is crucial when performing explicit multigrid calculations on highly stretched grids. This is because inadequate or excessive dissipation can diminish the high wave number damping properties of the driving scheme thereby rendering multigrid acceleration less effective\textsuperscript{23}.

Lack of adequate grid resolution in the $\xi$ direction just upstream and downstream of the blade edges, causes the wall damping function, $f_\mu$, in Equation 12 to be effective only over two to four grid points in this direction. This gives rise to very large streamwise gradients in $k$ and $\varepsilon$ at the leading and trailing edges, which in turn leads to slowly growing oscillations in these variables. It was found necessary to smooth these oscillations by incorporating small amounts of second order artificial dissipation in the $k$ and $\varepsilon$ equations in a manner consistent with Equations 16 and 17, with $S_{2\xi} = S_{2\eta} = 0.002$, $S_{4\xi} = S_{4\xi} = 0.0$.

**Boundary and Initial Conditions**

Along blade surfaces the no-slip condition is imposed upon the velocities, pressure is extrapolated from adjacent grid points, and density is computed based on specified wall temperature or heat transfer rate. At the inlet, total pressure and total temperature are specified. For subsonic inflow, either inlet flow angle or pitchwise velocity are specified, and the $R-$ characteristic is extrapolated along $\eta = \text{constant}$ grid lines from the interior of the computational domain. At subsonic outflow boundaries, static pressure is specified and velocity components and entropy are extrapolated along $\eta = \text{constant}$ grid lines. Along periodic boundaries, cyclic information is used when discretizing derivatives in the $\eta$ direction.

Constant values of $k$ and $\varepsilon$ are imposed at the inflow boundary based on specified freestream turbulence intensity and length scale,

\[
T_{\text{inlet}} = \frac{\sqrt{2}k_{\infty}}{V_{\infty}},
\]

\[
L_{\infty} = \frac{C_{\mu} k_{\infty}^{3/2}}{\varepsilon}.
\]

\textsuperscript{(19)}
Typically, the freestream length scale is set between 0.001 and 0.01 times the pitch of the blade passage. At the outflow boundary, values of $k$ and $\varepsilon$ are extrapolated along $\eta = \text{constant}$ grid lines from the interior of the computational domain. Turbulent kinetic energy and isotropic dissipation rate are set to zero along solid boundaries, as discussed in the turbulence model section.

The flowfield is initialized using standard quasi-1D analysis to provide uniform initial velocity profiles along each $\xi = \text{constant}$ grid line. This gives rise to huge production terms in the $k$-$\varepsilon$ equations, and can cause solutions to become rapidly unstable. This problem is alleviated by running the code in laminar mode for a couple hundred iterations to develop a slight boundary layer, thereby reducing the size of these terms.

**RESULTS AND DISCUSSION**

**Computational Considerations**

The code has been validated for laminar and turbulent flat plate boundary layer flows, where nearly exact agreement with theory and experiment were obtained. In addition, it has been applied to laminar flow about a circular arc bump in a channel, as well as to turbulent flow about a similar configuration with a heated wall using an algebraic eddy viscosity model. These two model problems had been computed by Chima and Johnson and Davis, Ni and Carter respectively. The present method yielded nearly exact agreement with these two sets of results. Implicit residual smoothing is available to accelerate the convergence to steady state of the mean flow. However, successful implementation of implicit smoothing for the turbulence transport equations has not been realized. For consistency, then, residual smoothing was not used in obtaining any of the proceeding results.

For turbulent flow calculations, the highly vectorized code executes at $2.8 \times 10^{-5} \text{ CPU seconds / (gridpoint \ast iteration)}$ on the Cray Y-MP 8/32 at the Pittsburgh Supercomputer Center. When an algebraic eddy viscosity model is used, the execution rate is $1.7 \times 10^{-5} \text{ CPU seconds / (gridpoint \ast iteration)}$. Since the same near wall resolution is needed for these two models, similar grids must be used. Experience with the code has shown that mean density residual converges slightly more slowly when using the $k$-$\varepsilon$ model, so the total overhead associated with using the higher order model is less than a factor of 2.0.
To illustrate the above considerations, convergence histories are presented here for the prediction of developing turbulent flow over a flat plate. Both the algebraic eddy viscosity model due to Baldwin and Lomax\textsuperscript{25} and the present two-equation model were used.

Both cases converged very slowly due to the extremely high aspect ratio of the grid (1.2 x 10\textsuperscript{4} at the trailing edge of the plate). The convergence history for the computations is shown in Figure 5. It took approximately 10000 iterations for both calculations to converge to within engineering accuracy (taken to be a 4.5 order of magnitude drop in the RMS density residual). Note that the convergence rates are similar. This illustrates that it is primarily "inviscid" stability constraints, and not the stiffness associated with large source terms in the turbulence transport equations, which give rise to the slower convergence rates which occur when explicit schemes are used to compute turbulent flows on highly stretched meshes.

Figure 5. Convergence history for turbulent flat plate boundary layer calculations (solid line = Baldwin and Lomax, dashed line = k-\varepsilon).
DFVLR PAV-1.5 Supersonic Compressor Cascade

The first cascade to be investigated is the PAV-1.5 supersonic compressor cascade tested at DFVLR by Schreiber26. This pre-compression blade was designed especially to investigate shock-boundary layer interaction with separation. At the test freestream Mach number, a standoff leading edge shock forms, which gives rise to a separated shock-boundary layer interaction aft of mid chord on the suction surface of the adjacent passage. Though the measured absolute inlet Mach number was supersonic, the blade row stagger angle was high so the axial component of the inlet velocity was subsonic. This gives rise to the "unique incidence" condition wherein there exists a fixed relationship between inlet Mach number and inlet flow angle. Beyond a critical Mach number this condition exists and inlet conditions become independent of back pressure. This phenomena as well as the complex wave interaction field within the passage and shock-boundary-layer interaction provide a challenging test case for both numerical scheme and turbulence model.

The computed case was experimentally tested in air at an inlet Mach number of 1.53 and a maximum attainable static pressure ratio of 2.13. The measured axial velocity density ratio of 1.02 indicates that the flow was close to two-dimensional. The Reynolds number based on chord was 2.7 x 10^6. The inlet turbulence intensity was measured using a Laser-two-focus (L2F) velocimeter to be no more than 1 %, which is the value used in the computations. As mentioned above, the inlet Mach number is supersonic, but axial velocity at the inlet to the computational domain is subsonic allowing left running characteristics to propagate out of the inlet plane. For this reason, subsonic inlet boundary conditions were specified: \( p_o = 101325 \text{ N/m}^2, T_o = 300 \text{ K}, V_{\theta \infty} = 379.5 \text{ m/s}^2 \). At the subsonic exit plane the backpressure, \( p_e = 56500 \text{ N/m}^2 \), was specified corresponding to the experimentally measured pressure ratio of the cascade, \( p_2/p_1 = 2.13 \).

The 129 x 100 computational mesh used was generated using Sorenson's GRAPE code, modified by Gorski28 to generate H-grids, and is shown in Figure 6. The blade normal grid spacing at the wall was prescribed as .000011 chord. This yielded values of \( y^+ \leq 1 \) at grid points adjacent to the walls. Except in the immediate vicinity of the leading and trailing edges, the suction and pressure surface boundary layers had at least 9 grid points with values of \( y^+ \leq 20 \).
Figure 6. 129 x 100 computational grid for the PAV-1.5 cascade.
For clarity, only every other grid line is shown in both $\xi$ and $\eta$ directions.
The convergence history for this computation is shown in Figure 7. It took approximately 6500 iterations for this calculation to converge within engineering accuracy as measured by the invariance of total number of supersonic gridpoints in the field. This corresponded to approximately 39 minutes of CPU time on the Pittsburgh Cray. It was not possible to "cold start" the initialized flowfield at the specified pressure ratio, as the code became rapidly unstable when this was attempted. Rather, the back pressure had to be increased in a stepwise fashion with iteration (notice "jumps" in convergence at iteration 500, 1000, 2000), until the experimentally imposed pressure ratio could be specified at iteration 2000. It is felt that the "unhealthy" convergence history is due in part to the highly clustered grid and also to the nearly choked operating condition.

Figure 7. Convergence history for PAV-1.5 cascade computation.
In Figure 8, a hand rendering of the shock wave pattern deduced from L2F measurements has been reproduced from Reference 28, alongside the computed shock wave pattern presented as divergence of velocity contours, and Mach number contours.

Figure 8. Shock wave pattern for PAV - 1.5 cascade. a) Divergence of velocity contours (-300 to -4800 by -500 [s⁻¹]). b) Mach number contours (0.9 to 1.5 by .15). In each diagram, the top two passages show computed contours. The bottom passage is the shock wave pattern deduced from flow visualization and L2F measurements, reproduced from Schreiber²⁶. Stations labelled A-D correspond to .25, .50, .75 and .90 chord.
The key features of the flowfield are evident in this diagram, including the bow, lambda and passage shocks. In both experiment and computation, the bow shock is seen to impinge on the suction surface boundary layer of the adjacent passage. This gives rise to a lambda shock structure, a rapid thickening and separation of the boundary layer, and a Mach reflection which impinges on the pressure surface of the same passage. The high pressure ratio operating condition of this test case gives rise to a normal passage shock which impinges upstream of midchord on the pressure surface. This feature is also evident in both experiment and computation. The computation also shows some evidence of an oblique trailing edge shock, typical of supersonic compressor cascades at high operating pressure ratios.

In Figure 9, the predicted isentropic blade surface Mach number is plotted against the experimental values.

![Figure 9. Isentropic blade surface Mach numbers for PAV-1.5 cascade computation. Calculated (solid line) and experimental values (symbols).](image.png)
The calculation and experiment show fairly good agreement. The features labelled A, B and C in Figure 9 correspond to local compression regions where the bow shock impinges on the suction surface, the Mach reflection impinges on the pressure surface and the passage shock impinges on the pressure surface.

In Figure 10, the computed total pressure ratio is compared with traverse probe measurements at an axial location 0.09 chord downstream of the cascade exit plane.

![Graph](image)

Figure 10. Total pressure ratio profile 0.09 chord downstream of trailing edge for PAV-1.5 cascade computation. Calculated (solid line) and experimental values (symbols).

The wake profile and loss distribution is reasonably well predicted, with the losses associated with the lambda shock system underpredicted. The wake centerline total pressure ratio is predicted reasonably well considering the difficulty in measurement at this location. It is noted that the results presented are not fully grid independent. Modifications in the pitchwise grid clustering near midpassage gave rise to
as much as a 2% chord difference in the impingement location of the bow shock on the suction surface and a 5% chord difference in the location of the passage shock. The loss distribution aft of the blade was hardly affected, but the blade surface Mach number distributions varied noticeably.

In Figure 11, computed velocity and turbulence intensity profiles at four locations on the suction and pressure surfaces are presented.

Figure 11. Local velocity and turbulence intensity profiles at four chord locations along the suction (a and c) and pressure (b and d) surfaces for the PAV-1.5 cascade computation. The hash marks correspond to the estimated boundary layer thicknesses reported by Schreiber. Refer to Figure 7 for the chord locations corresponding to A-D.
Along the suction surface, the predicted boundary layer is seen to remain quite thin for this high Reynolds number flow, thickening to about .01 chord at midchord. At .75 chord the boundary layer has separated due to the bow shock impinging at .67 chord, and the boundary layer thickness is seen to have rapidly increased to approximately .03 chord. At .90 chord, the separated boundary layer has grown to .05 chord. The turbulence intensity profile behaves in a manner consistent with a boundary layer separation. Namely, aft of the onset of separation the turbulent kinetic energy boundary layer thickens rapidly and the peak in intensity appears well away from the blade surface. Careful examination of Figure 11 (c) also shows that the turbulence intensity has been amplified well outside of the boundary layer. This amplification is presumably due to the influence of the shock on the normal stress components of the production term in the turbulent kinetic energy equation.

The predicted boundary layers along the pressure surface are seen to remain quite thin along the entire blade. The influence of the passage shock at .40 chord is seen to thicken the boundary layer at .50 chord, but the flow reattaches and the boundary layer thickness remains approximately .02 chord from .75 to .90 chord. Similar trends are noticed in the local turbulence intensity profiles, with the typical peak away from the blade just aft of separation, returning very close to the wall some distance after reattachment.

The blade normal coordinate in Figure 11 is measured along grid lines which veer from perpendicular to the blade sufficiently far from the surface. The "kinks" in the velocity profiles at station B on the pressure and suction surfaces are caused by these curved grid lines intersecting the passage and bow shocks respectively.

Predicted and measured performance parameters for this cascade, operating at the given conditions are presented in Table 1.

Schreiber, provided measured loss coefficients at maximum attainable cascade pressure ratio for a number of operating inlet Mach numbers. For comparison, the code was run at two additional operating points within the envelope of the experimental tests. Figure 12 shows computed total pressure loss coefficients at all three operating points computed, along with the envelope of experimental loss coefficients. Computed values lie within the envelope of experimental values. It is noted, that Schreiber attributes the scatter in measured loss coefficient to variations in experimental axial velocity density ratio.
Figure 12. Total pressure loss coefficients at several cascade operating points, experiment\textsuperscript{26} and computation (solid symbols).

ARL-Double Circular Arc Subsonic Compressor Cascade

The second cascade flow to be computed is the Applied Research Laboratory (ARL) double circular arc cascade tested at Penn State by Zierke and Deutch\textsuperscript{29}. The computed case was tested at a negative incidence of 1.5 degrees. The working fluid was air at standard atmosphere with an inlet velocity of 32.9 m/s (inlet Mach number = 0.1). The Reynolds number based on chord was 5.0 x 10\textsuperscript{5}. Inlet turbulence intensity was measured at 1.8 \%. The measured axial velocity ratio was measured to be between 0.97 and 1.03, indicating that the flow was close to two-dimensional.
It is noted that the present solution method, which incorporates a compressible formulation of the Navier-Stokes equations is not well suited to this low Mach number flow.

The 129 x 85 computational mesh used was generated using the GRAPE code, and is shown in Figure 13.

Figure 13. 129 x 85 Computational grid for the ARL DCA cascade.
Grid spacing in the blade normal direction was set to .000023 chord on the blade surfaces. This yielded values of $y^+ \leq 1$ at grid points adjacent to the walls. Except in the immediate vicinity of the leading and trailing edges, the suction and pressure surface boundary layers had at least 11 grid points with values of $y^+ \leq 20$.

It was only possible to obtain a steady solution when a coarse "preliminary" grid was used for this case. These coarse grid calculations overpredicted skin friction along the entire length of the suction surface, so the flow remain attached and a steady state solution was achieved. The more refined grid adequately resolved both inner layer and core flow regions yielding more accurate skin friction and boundary layer profiles. However, because both calculation and experiment show regions of mean flow reversal near the trailing edge, it was not possible to obtain a steady solution. The convergence history for this computation is shown in Figure 14. It took approximately 7000 iterations for this calculation to acquire a 4.5 order of magnitude drop in the RMS density residual. This corresponds to approximately 36 minutes of CPU time on the Cray Y-MP. However as shown in Figure 14, the residual changes begin to increase and then level off. This is attributed to periodic shedding of vorticity from the aft portion of the suction surface.

![Figure 14. Convergence history for ARL DCA cascade computation.](image)
Despite the lack of a steady state solution, the flow along the blade remained relatively unchanged after 7000 iterations except for quasi-periodic shifts in the boundary layer velocity and turbulence intensity profiles. The measured flow also showed a small region of mean backflow near the trailing edge of the blade, and for that reason was also probably somewhat unsteady. In Figure 15, comparison is made between computed blade surface pressure coefficient and measured values. Agreement is good along both blade surfaces.

Figure 15. Pressure coefficient for ARL DCA cascade computation. Calculated (solid line) and experimental values (symbols).
The oscillations in the pressure distributions near the leading and trailing edges in Figure 15 are caused by the velocity scaling of the artificial dissipation. The H-grid used gives rise to highly skewed regions near the relatively blunt leading and trailing edges of this configuration, causing the velocity scaling presented "as is" to give rise to these oscillations. Though the cascade flow is not significantly affected by this effect, it may be worth investigating improved scaling.

In Figure 16 the predicted boundary layer profiles at three chordwise locations on the suction surface are plotted with those measured by laser doppler velocimeter. Agreement is excellent at 20\% chord and 50\% chord and reasonable at 90\% chord.

Figure 16. Boundary layer profiles at three chord locations along the suction surface for the ARL DCA cascade computation. Calculated (solid line) and experimental values (symbols).
Local turbulence intensity profiles are presented for three chordwise locations on the suction surface in Figure 17. As above, agreement between calculation and experiment is good at the first two stations, and reasonable in the aft portion of the blade.

Figure 17. Local turbulence intensity profiles at three chord locations along the suction surface for the ARL DCA cascade computation. Calculated (solid line) and experimental values (symbols).

Predicted and measured performance parameters for this cascade are also presented in Table 1.
Table 1. Comparison of Cascade Flow Parameters for Computed Cases

<table>
<thead>
<tr>
<th>Flowfield Parameter</th>
<th>PAV-1.5</th>
<th>ARL DCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Measured</td>
<td>Computed</td>
</tr>
<tr>
<td>$C_L^a$</td>
<td>$\equiv 0.43$</td>
<td>0.38</td>
</tr>
<tr>
<td>$\omega^b$</td>
<td>0.144</td>
<td>0.149</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$-1.8^o$</td>
<td>$-1.3^o$</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>2.7%</td>
<td>3.1%</td>
</tr>
<tr>
<td>s/c sep$_{ss}$</td>
<td>0.63</td>
<td>0.67</td>
</tr>
<tr>
<td>s/c sep$_{pp}$</td>
<td>$\equiv 0.40$</td>
<td>0.40</td>
</tr>
<tr>
<td>AVDR</td>
<td>1.02</td>
<td>1</td>
</tr>
</tbody>
</table>

\[ C_L = \frac{(\text{Lift per unit span}) \_ \_ V_m}{0.5 \rho_m V_m^2} \]

\[ \omega = \frac{P_{\infty} - P_0}{0.5 \rho \infty V_{\infty}^2} \] for ARL and \[ \omega = \frac{P_0 - P_0}{P_{\infty} - P_{\infty}} \] for PAV.

CONCLUSIONS

A Navier-Stokes procedure has been developed and applied to a supersonic and a low subsonic compressor cascade. A compressible low Reynolds number form of the k-\(\varepsilon\) turbulence model was used. It was found in this study that:

1) A fully explicit treatment of the turbulence transport equations is possible. The computational overhead associated with this treatment is reasonable.

2) It is crucial to incorporate local timestep constraints based on stability analysis of the full viscous mean flow equations if the k-\(\varepsilon\) model is used for an H-grid cascade configuration.

3) The highly stretched grids needed to resolve near-wall physics warrant eigenvalue and local velocity scaling of artificial dissipation terms to improve accuracy and convergence rates.
4) Flowfield predictions were found to be good for a supersonic cascade and fair for a low subsonic cascade.

5) Overall cascade performance parameters were well predicted for the supersonic cascade but not well predicted for the low subsonic cascade, due to flowfield unsteadiness and turbulence model shortcomings.

Currently, several improvements and extensions to the technique are under way, including incorporation of multigridsing, turbulence model corrections to account for streamline curvature and pressure strain, point implicit treatment of source terms in the turbulence transport equations, improved vectorization of the code and extension to three dimensions.
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Flux-Vector Splitting for the 1990s
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Abstract

The development of flux-vector splitting through the 1970s and 1980s is reviewed. Attention is given to the diffusive nature of flux-vector splitting, which makes it an undesirable technique for approximating the inviscid fluxes in a Navier-Stokes solver. Several proposed improvements, including a brand-new one, are discussed and illustrated by a simple, yet revealing, numerical test case. Finally, an outlook for flux-vector splitting in the 1990s is presented.

1 Introduction

Flux-vector splitting is a technique for achieving upwind bias in numerical flux functions for the Euler equations. It has been very popular during the Euler era (the 1980s), but has lost much of its appeal with the rise of Navier-Stokes solvers, since it causes undesirably high errors in boundary layers. Ironically, it shares this deficiency with other flux functions that are widely used in Navier-Stokes codes [1].

Flux-vector splitting is a natural consequence of regarding a fluid as an ensemble of particles. Measured along any coordinate, some particles will move forward, other ones backward; this automatically splits the fluxes of
mass, momentum and energy into forward and backward fluxes, i.e.

\[ \mathbf{F} = \mathbf{F}^+ + \mathbf{F}^- . \]  

On a computational grid these split fluxes immediately allow upwind differencing:

\[ \left( \frac{\partial \mathbf{F}}{\partial x} \right)_j := \frac{\mathbf{F}^+_j - \mathbf{F}^+_{j-1}}{\Delta x} + \frac{\mathbf{F}^-_{j+1} - \mathbf{F}^-_j}{\Delta x}. \]  

A full update step with the first-order upwind flux-split scheme for the Euler equations can be regarded as an approximate way to integrate the collisionless Boltzmann equation

\[ \frac{\partial \phi(q)}{\partial t} + q \frac{\partial \phi(q)}{\partial x} = 0 \]  

for the distribution function \( \phi(q) \) of the particle velocity \( q \). For the sake of numerical simplicity the velocity distribution in practice usually is not chosen to be Maxwellian (see, however, [2]). Because of this, and the finite length of the time-step, the velocity distribution in any cell at the end of a time-step is not of the same functional form as at the start of the time-step, when it was assumed to be an "equilibrium" distribution. Replacing the final, non-equilibrium distribution by an equilibrium distribution with the same integrated mass, momentum and energy in each cell instantaneously simulates the effect of the particle collisions. Euler schemes based on flux-vector splitting may therefore be termed Boltzmann-type schemes [3].

## 2 A gallery of flux-vector splittings

### 2.1 The Beam Scheme, alias Steger-Warming splitting

The first Boltzmann-type scheme in use for integrating the Euler equations was developed for astrophysical calculations around 1970 by Kevin Prendergast [4]; it is based on a velocity distribution consisting of delta-functions, whence the name "Beam Scheme":

\[ \phi(q) = \rho_s \delta[q - (u - \sigma)] + (\rho - 2\rho_s) \delta(q - u) + \rho_s \delta[q - (u + \sigma)]. \]  
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Here $\rho$ is the density, $\rho_s$ is the density of the particles in each side beam, $u$ is the mass-averaged flow velocity, and $\sigma$ is a dispersion velocity not less than the speed of sound. In the special case that $\sigma$ equals the speed of sound, and the specific internal energy that is not in the form of $x$-translations (in the Beam Scheme a passively convected quantity) is equidistributed over the side beams, the flux splitting becomes identical to the well-known splitting of Steger and Warming [5], developed in the late 1970s without regard to a velocity distribution. This equivalence was discovered by Van Albada [6].

The Beam-Scheme interpretation is advantageous, for instance, when formulating the flux splitting for gases with an equation of state more complicated that the ideal-gas law [7].

### 2.2 Van Leer's splitting

The most popular splitting subsequently developed, Van Leer’s [8], again is not derived from or associated with any a priori chosen velocity distribution, but from certain mathematical constraints. The main design features of Van Leer’s splitting are:

- the split fluxes are continuously differentiable (Beam/Steger-Warming fluxes are non-differentiable in sonic and stagnation points, which is inappropriate when approximating a first-order system of conservation laws);

- for subsonic flow the Jacobians of the split fluxes have a zero eigenvalue, which accounts for crisp numerical profiles of stationary shocks.

If the second constraint is relaxed, a one-parameter family of continuously differentiable split fluxes can be generated [9]; these are the simplest possible in the sense that they are at most quartic in the Mach number, just as the Van Leer fluxes. The differences among members of this family arise only in the energy-flux splitting.

Extensions of these fluxes to real gases are also included in [9], but have been given by several other authors [7] [10].
2.3 Hānel’s energy-flux splitting

The above family of energy-flux splittings includes the one originally proposed by Hānel [11]:

\[ F_{\text{energy}}^\pm = F_{\text{mass}}^\pm H, \]

where \( H \) is the specific total enthalpy. Advantages of this formula are:

- it is as simple as can be;
- it admits steady Euler solutions with constant total enthalpy throughout the flow.

Hānel claims that this flux splitting, when used in Navier-Stokes calculations, gives more accurate total-enthalpy values in the boundary layer. This may have been observed for the lower flow speeds; in the hypersonic flow regime the improvement is insignificant (see further in Section 5).

3 Flux-vector splitting as an approximate Riemann solver

Flux-vector splitting can be used beyond the first-order upwind scheme; in a higher-order MUSCL-type code [12] it simply takes the same place as any “approximate Riemann solver,” such as Roe’s [13] or Osher’s [14]. It is one more way to merge the two state vectors on the left and right side of a cell interface into one flux vector, namely, by

\[ F(U_L, U_R) = F^+(U_L) + F^-(U_R). \]

4 Dissatisfaction with flux-vector splitting

Dissatisfaction with flux-vector splitting in Navier-Stokes codes stems from the dissipative properties of flux-vector splitting: contact discontinuities and slip surfaces are diffused, even when these are stationary and aligned with the grid [8] [3]. This is in contrast to flux-difference splittings such as Roe’s and Osher’s. A serious consequence is that the attached boundary layers to
be resolved by Navier-Stokes codes get artificially broadened, and adiabatic-wall temperatures become inaccurate; numerical solutions obtained with flux-difference splitting are vastly superior [1].

This can be easily understood from, for instance, the net transverse-momentum flux across the boundary layer, as computed with flux-vector splitting (B denotes bottom cell, T top cell):

\[
\rho vu := F_{\text{mass}}^+ u_B + F_{\text{mass}}^- u_T
\]

\[
= (F_{\text{mass}}^+ B + F_{\text{mass}}^- T) \frac{u_B + u_T}{2} - (F_{\text{mass}}^+ B - F_{\text{mass}}^- T) \frac{u_T - u_B}{2}. \tag{8}
\]

When the net mass flux

\[
F_{\text{mass}}^{\text{net}} = F_{\text{mass}}^+ B + F_{\text{mass}}^- T \tag{9}
\]

vanishes, the second term in the momentum flux still causes numerical diffusion.

5 Improvements to flux formulas

Hänel [15] has suggested to replace the above formula for the transverse-momentum flux by one borrowed from flux-difference splitting:

\[
\rho vu := F_{\text{mass}}^{\text{net}} u_{\text{upwind}}, \tag{10}
\]

with

\[
u_{\text{upwind}} = u_B \text{ if } F_{\text{mass}}^{\text{net}} \geq 0, \tag{11}
\]

\[
u_{\text{upwind}} = u_T \text{ if } F_{\text{mass}}^{\text{net}} < 0. \tag{12}
\]

This mixture of flux-vector splitting and flux-difference splitting prevents the numerical broadening of the boundary layer, but does not improve the accuracy of the wall temperature. It further introduces pressure irregularities across the boundary layer.

Nevertheless, the partial success of Hänel’s modified transverse-momentum flux suggests that a further improvement can be obtained by introducing a similar formula for the energy flux, i.e.:

\[
\rho v H := F_{\text{mass}}^{\text{net}} H_{\text{upwind}}, \tag{13}
\]
with

\begin{align}
H_{\text{upwind}} &= H_B \quad \text{if } F_{\text{mass}}^{\text{net}} \geq 0, \\
H_{\text{upwind}} &= H_T \quad \text{if } F_{\text{mass}}^{\text{net}} < 0.
\end{align}

A numerical test confirms the improvement, as shown in Figures 1 and 2. Plotted are the temperature and pressure distributions from the solution to the conical-flow problem of [1], as computed with the Roe fluxes, the Van Leer fluxes, the two Hanel modifications of Equations 5 and 10, and the extra modification 13 suggested in this section. The wall temperature computed with Equation 13 is significantly closer to the correct value of 11.7 than for the other Van Leer-type splittings; unfortunately, the pressure irregularity remains. Convergence histories for the four calculations are shown in Figure 3 and indicate that the modified schemes are as robust as the original Van Leer scheme.

It is clear that we have hardly begun to investigate mixtures of flux-vector and flux-difference splitting; the success of the formula introduced in this paper suggests that there is something to gain here. The advantage of a simple blended formula over full flux-difference splitting is that it will allow a complete linearization for use in implicit schemes; for Roe’s flux formula, for instance, only an incomplete linearization is acceptable in practice (see the horrendous complete formula in [16]).

6 Can pure flux-vector splitting be saved?

However promising the above improvement may be, an intriguing question still remains:

- Is it possible at all to construct a flux-vector splitting that does not diffuse a grid-aligned boundary layer?

This question can be rephrased as:

- Is it possible to split the Euler fluxes such that both $F_{\text{mass}}^+$ and $F_{\text{mass}}^-$ vanish with the flow speed?
Figure 1: Numerical solution of the Navier-Stokes equations for self-similar hypersonic flow ($M_\infty = 7.95$) over a 10° cone; shown are the non-dimensional temperature distributions computed with four different flux functions.

Figure 2: Same solutions as in Figure 1; pressure distributions.
Figure 3: Residual histories of the solutions in Figures 1 and 2.
If indeed this were possible, the form of the flux splitting for small $v$ would follow immediately from symmetry considerations:

\[
F^{\pm}_{\text{mass}} = \frac{1}{2} \rho v + O(v^2), \quad (16)
\]

\[
F^{\pm}_{\text{mom}||} = \frac{1}{2} p \pm \alpha \rho c v + O(v^2), \quad (17)
\]

\[
F^{\pm}_{\text{mom}\perp} = \frac{1}{2} \rho u v + O(v^2), \quad (18)
\]

\[
F^{\pm}_{\text{energy}} = \frac{1}{2} \rho H v + O(v^2), \quad (19)
\]

where $c$ is the sound speed and $\alpha$ is a positive-valued free parameter. For vanishing $\alpha$ this splitting leads to central differencing, which will be neutrally stable for $v = 0$ and unstable for $v \neq 0$, if forward time-differencing is used. Positive values of $\alpha$ will introduce some dissipation, but it is clear that at least a multi-stage time-stepping algorithm must be used to render stability.

A greater problem is that the above flux values for small $v$ must smoothly join the branches for larger $v$, that is, the standard Van Leer-Hänel fluxes. So far, the numerical experience is that the overall flux splitting can not be stabilized. This result, however, is not conclusive; the possibility of constructing a continuously differentiable flux splitting that reduces to the above formulas for slow flow, and is stable for all flow speeds when used in a suitable time-marching scheme, still remains open.

### 7 Multi-dimensional flux-vector splitting

The interpretation of flux-vector splitting as a consequence of positive and negative particle speeds included in a distribution function makes it possible to extend the concept to the multi-dimensional Euler equations in a grid-independent way. For instance, when extending the Beam Scheme into two dimensions, we may consider introducing just one “beam” moving with the average flow velocity, and a circular “front” moving, relative to the average flow, with the dispersion velocity:

\[
\phi(q_x, q_y) = \rho_{\text{beam}} \delta \left( \sqrt{(q_x - u)^2 + (q_y - v)^2} \right) + \rho_{\text{front}} \delta \left( \sqrt{(q_x - u)^2 + (q_y - v)^2} - \sigma \right). \quad (20)
\]
The standard two-dimensional extension of the distribution function calls for five beams; the two added beams represent the velocity dispersion in the $y$-direction. This introduces a directional bias in numerical solutions; in particular, shock waves oblique to the grid may be excessively smeared. The above distribution function should eliminate this effect; the penalty for its use is that the expressions for the fluxes out of a cell are more complicated.

Extension of the Van Leer fluxes in a grid-independent way is more problematic, as these do not derive from a given distribution function. It is possible, a posteriori, to find some velocity distribution that explains the one-dimensional Van Leer fluxes; this could then be extended in an omnidirectional way. The resulting fluxes, however, would be somewhat arbitrary, and very complicated. It would be preferable to derive the multi-dimensional version from purely algebraic considerations; this approach remains to be investigated.

8 An outlook for flux-vector splitting

Flux-vector splitting is still alive, even for Navier-Stokes applications. It may be mixed with flux-difference splitting, for the sake of preventing numerical diffusion of boundary layers, and there may still be a way to avoid this diffusion in a pure flux-vector splitting. More work needs to be done; the reward could be a simple and robust, easily linearized inviscid-flux formula, with an accuracy rivalling that of Roe’s flux formula.
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ABSTRACT

Two approaches are used to extend ENO schemes to treat conservation laws with stiff source terms. One approach is the application of Strang's time-splitting method. Here the basic ENO scheme and Harten's modification using subcell resolution, ENO/SR scheme, are extended this way. The other approach is a direct method and a modification of ENO/SR. Here the technique of ENO reconstruction with subcell resolution is used to locate the discontinuity within a cell and the time evolution is then accomplished by solving the differential equation along characteristics locally and advancing in the characteristic direction. This scheme is denoted ENO/SRCD. All the schemes are tested on the equation of LeVeque and Yee (NASA TM 100075, 1988) modeling reacting flow problems. Numerical results show that these schemes handle this intriguing model problem very well, especially with ENO/SRCD which produces perfect resolution at the discontinuity.

1. INTRODUCTION

Recently, in studying numerical methods for reacting flow problems, LeVeque and Yee (ref.5) considered certain fundamental questions concerning the extension of current finite difference techniques developed for non-reacting flows to reacting flows. Namely, can one: (i) develop stable methods, (ii) obtain "high resolution" results with sharp discontinuities and second order accuracy in smooth regions, and (iii) obtain the correct jumps at the correct locations? They introduced and studied the following one-dimensional scalar conservation law with parameter-dependent source term

\[ u_t + u_x = \psi(u), \tag{1} \]

\[ \psi(u) = -\mu (u - \frac{1}{2})(u - 1), \tag{2} \]

where \( \mu \) is a parameter. This equation becomes stiff when the parameter \( \mu \) is large. Although this linear advection equation with a source term represents only a simple model of reacting flow problems, by studying its numerical solutions one would encounter some of the difficulties sure to occur in solving more realistic models.
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In their study, two different approaches were used to construct second order accurate numerical methods. One approach was to use a modification of MacCormack's predictor-corrector method for conservation laws (ref.6), together with two TVD-like versions with appropriate limiters (ref.8,9). The other approach was based on the second order accurate Strang's time-splitting method (ref.7). Their numerical tests revealed that stable and second order schemes can be devised by using either of these approaches. However, in studying the ability of these methods in dealing with propagating discontinuities, it was reported that for a certain reasonably fixed mesh and for the very stiff case, all the methods produced solutions that look reasonable and yet are completely wrong, because the discontinuities are in the wrong locations. Their investigation pointed out that the main difficulty is the smearing of the discontinuity in the spatial direction, which in turn introduced a nonequilibrium state into the calculation. To avoid this difficulty, it will be necessary to increase the resolution near the discontinuity, at least for the purpose of evaluating $\psi(u)$.

The purpose of this paper is to show that numerical methods can be devised to overcome the above mentioned difficulties. We will demonstrate this by extending ENO schemes to treat conservation laws with source terms. We will construct numerical schemes which, when applied to Eq.(1), will produce stable solutions with excellent resolutions at the correct locations of discontinuities. We choose to describe the extensions for the following equation

$$u_t + a \, u_x = \psi(u), \quad a > 0,$$  

where the source term $\psi(u)$ arises from the chemistry of the reacting species. It can be handled similarly for $a < 0$.

The basic ENO scheme (ref.4) depends on an essentially non-oscillatory reconstruction procedure. Harten (ref.3) recently modified this procedure using subcell resolution. The notion of subcell resolution is based on the observation that unlike point values, cell averages of a discontinuous piecewise-smooth function contain information about the exact location of the discontinuity within the cell. Using this observation in his study of conservation laws, Harten (ref.3) obtained a modification of the basic ENO scheme, which he denoted ENO/SR, achieving significant improvement in the resolution of contact discontinuities. Basically, when good approximations to the locations of discontinuities inside the cells are obtained, it is then possible to have good reconstruction of the solution at each time step. Here we will also demonstrate that when the information on the location of the discontinuity is used in treating the source term, significant improvement in numerical results can be obtained.

One approach that we use to extend ENO and ENO/SR is the application of Strang's time-splitting method (ref.7), in which one alternates between solving the conservation law without the source term and the ordinary differential equation modeling the chemistry. The other approach is a direct method and a modification of ENO/SR. Here we use the technique of ENO reconstruction with subcell resolution to locate the discontinuity within a cell and then accomplish the time evolution by solving the differential equation along characteristics locally and advancing in the characteristic direction. Since the subcell resolution and the characteristic direction are essential in the design of this scheme, it is denoted ENO/SRCD. In ref.1, ENO/SRCD was originally implemented using the time-splitting method.

In section 2, we will first describe the construction of ENO/SRCD and then the extensions of ENO and ENO/SR schemes for Eq.(3). In section 3, we present the numerical results obtained
from using these schemes on the model problem of LeVeque and Yee (ref.5). A conclusion will be
given in section 4.

2. CONSTRUCTION OF THE SCHEMES

We observe that along the characteristic \( x = x_0 + at \), the solution to (3) evolves according
to the ODE

\[
\frac{d}{dt} u(x_0 + at, t) = \psi(u(x_0 + at, t)),
\]

with initial data \( u(x_0, 0) \). In the scheme ENO/SRCD, this equation will be solved approximately
from the time step \( t_n \) to \( t_{n+1} \). At \( t_n \), suppose that we have obtained the numerical solution
\( v^n = \{v_j^n\} \), where \( v_j^n \) represents an approximation to \( \bar{u}_j^n \), the cell average of \( u \) over \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\)
at \( t_n \). Then, to obtain \( v^{n+1} \), we use the following steps:

1. Obtain a reconstruction, \( R(x; v^n) \), of the solution from the given values \( v^n \).
2. Locate the discontinuity, if any, within each cell using the subcell resolution technique and
modify the reconstruction \( R(x; v^n) \) to obtain \( \hat{R}(x; v^n) \).
3. Advance \( \hat{R}(x; v^n) \) via the ODE (4) along the characteristics to the \( t_{n+1} \) level and then take
    cell averages to complete \( v^{n+1} \).

In ENO/SRCD, steps 1 and 2 will follow the ENO reconstruction procedure with subcell
resolution of Harten (ref.3). The reconstructed solution function \( R(x; v^n) \) here is a piecewise
quadratic polynomial obtained by using the primitive function approach. For the sake of com-
pleteness, we will describe in straightforward terms the procedures used. For more details and
general discussions on reconstruction with subcell resolution, see ref.3.

Step 1. ENO Reconstruction

Over each cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\), choose \( i \) such that \( j - 2 \leq i \leq j \) and minimizes the following:

\[
|v_{i+2}^n - 2v_{i+1}^n + v_i^n| = \min \{ |v_{k+2}^n - 2v_{k+1}^n + v_k^n| : k = j - 2, j - 1, j \).
\]

Let \( R_j(x; v^n) \) denote the reconstructed quadratic polynomial over this cell. Then

\[
R_j(x; v^n) = a_j + s_j (x - x_j) + \frac{1}{2} c_j (x - x_j)^2,
\]

where

\[
\begin{align*}
c_j &= \frac{(v_{i+2}^n - 2v_{i+1}^n + v_i^n)}{(\Delta x)^2}, \\
s_j &= \frac{(v_{i+1}^n - v_i^n)}{\Delta x} + (j - i - \frac{1}{2}) c_j \Delta x, \\
a_j &= v_j^n - c_j (\Delta x)^2 / 24.
\end{align*}
\]

Step 2. Modification by Subcell Resolution
To detect a discontinuity in a cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\), we define

\[
F_j(z) = \frac{1}{\Delta x} \left[ \int_{x_{j-\frac{1}{2}}}^{x} R_{j-1}(x; v^n) \, dx + \int_{x}^{x_{j+\frac{1}{2}}} R_{j+1}(x; v^n) \, dx \right] - v_j^n. 
\] (7)

In our numerical experiment, the following criterion is used. If

\[
|s_j| > |s_{j-1}|, \quad |s_j| > |s_{j+1}|, \quad \text{and} \quad F_j(x_{j-\frac{1}{2}}) F_j(x_{j+\frac{1}{2}}) \leq 0,
\] (8)

we consider that there is a discontinuity at \(\theta_j\) in this cell satisfying

\[
F_j(\theta_j) = 0. \tag{9}
\]

The location \(\theta_j\) can then be approximated by using any standard root-finding method. We simply use the bisection method in our experiment.

Now, if there is a discontinuity inside the cell at \(\theta_j\), a modified reconstruction \(\hat{R}_j(x; v^n)\) is used, where

\[
\hat{R}_j(x; v^n) = \begin{cases} 
R_{j-1}(x; v^n), & x_{j-\frac{1}{2}} \leq x < \theta_j, \\
R_{j+1}(x; v^n), & \theta_j < x \leq x_{j+\frac{1}{2}}.
\end{cases}
\]

Otherwise, we use

\[
\hat{R}_j(x; v^n) = R_j(x; v^n).
\]

Step 3. Time Evolution and Cell Averaging

Consider the case \(a \Delta t < \Delta x\) and that there exists a discontinuity at \(\theta_j\) inside the cell \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) with

\[
\theta_j \leq x_{j+\frac{1}{2}} - a \Delta t,
\]
as shown in Figure 1. At the \(t_n\) level, \(R_{j-1}(x; v^n)\) is used as the solution to the left of \(\theta_j\) and \(R_{j+1}(x; v^n)\) to the right of \(\theta_j\). Since the solution to Eq.(3) evolves according to the ODE (4) along characteristics, we can obtain approximate solution values at the \(t_{n+1}\) level by solving Eq.(4) and advancing in the characteristic direction. If \(w(x, t_{n+1})\) denotes the solution of Eq.(4) at \(t_{n+1}\) over \([x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\), obtained by using the initial values \(R_{j-1}(x; v^n)\) on \([x_{j-\frac{1}{2}} - a \Delta t, \theta_j]\) and \(R_{j+1}(x; v^n)\) on \([\theta_j, x_{j+\frac{1}{2}} - a \Delta t]\), the numerical solution \(v^{n+1}_j\) is then an approximation to

\[
\frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} w(x, t_{n+1}) \, dx.
\]
In our present implementation we use the following simple computation. Let \( x_m \) and \( x_p \) denote the midpoints in the intervals \( (x_{j-\frac{1}{2}} - a \Delta t, \theta_j) \) and \( (\theta_j, x_{j+\frac{1}{2}} - a \Delta t) \) respectively (see Fig. 1). Then we compute

\[
\begin{align*}
  w_m &= R_{j-1}(x_m; v^n) + \Delta t \psi(R_{j-1}(x_m; v^n)), \\
  w_p &= R_{j+1}(x_p; v^n) + \Delta t \psi(R_{j+1}(x_p; v^n)), \\
  v_j^{n+1} &= \left[ w_m (\theta_j - x_{j-\frac{1}{2}} + a \Delta t) + w_p (x_{j+\frac{1}{2}} - \theta_j - a \Delta t) \right] / \Delta x.
\end{align*}
\]

(10)

In the above computation, \( w_m \) and \( w_p \) are obtained from the Euler's method. If the modified Euler method is desired, for example, one simply computes

\[
\begin{align*}
  w^*_m &= R_{j-1}(x_m; v^n) + \Delta t \psi(R_{j-1}(x_m; v^n)), \\
  w_m &= R_{j-1}(x_m; v^n) + \frac{\Delta t}{2} \left[ \psi(R_{j-1}(x_m; v^n)) + \psi(w^*_m) \right],
\end{align*}
\]

similarly for \( w^*_p \) and \( w_p \), and then \( v_j^{n+1} \) by (10). Other locations of \( \theta_j \) and the cases with regions without discontinuities can be treated similarly and easily. It is quite simple to modify the above scheme to obtain higher order versions.

The extension of ENO and ENO/SR schemes to treat conservation laws with source terms will be done by using Strang's time-splitting method (ref.7). With respect to Eq.(3), the numerical solution \( v^{n+1} \) is computed from \( v^n \) by

\[
  v^{n+1} = S_{\phi(\Delta t/2)} S_{\phi(\Delta t)} S_{\phi(\Delta t/2)} v^n,
\]

(11)
where \( S_f(\Delta t) \) represents the numerical solution operator for the conservation law without the source term
\[
  u_t + a u_x = 0, \quad a > 0, \tag{12}
\]
over a time step \( \Delta t \), and \( S_\psi(\Delta t/2) \) represents the numerical solution operator for the ordinary differential equation
\[
  u_t = \psi(u) \tag{13}
\]
over \( \Delta t/2 \). Thus the basic ENO and ENO/SR are used here as the operator \( S_f(\Delta t) \). The extended schemes will still be denoted ENO and ENO/SR respectively.

The following second order version of the ENO scheme has been used in ref.2. In our computational experiment, it produces slightly better results than other second order versions.

ENO Scheme:

For the operator \( S_f(\Delta t) \), we use
\[
  S_f(\Delta t) v^n_j = v^n_j - \frac{\Delta t}{\Delta x} (\bar{f}_{j+\frac{1}{2}} - \bar{f}_{j-\frac{1}{2}}), \tag{14}
\]
where
\[
  \bar{f}_{j+\frac{1}{2}} = \bar{f}_{j+\frac{1}{2}}^{ENO} = \frac{1}{2} \left[ f^R(\bar{v}_j(x_{j+\frac{1}{2}}, t_n), \bar{v}_{j+1}(x_{j+\frac{1}{2}}, t_n)) + f^R(\bar{v}_j(x_{j+\frac{1}{2}}, t_{n+1}), \bar{v}_{j+1}(x_{j+\frac{1}{2}}, t_{n+1})) \right], \tag{15}
\]
with
\[
  \bar{v}_j(x_{j+\frac{1}{2}}, t_n) = v^n_j + \frac{\Delta x}{2} s_j,
\]
\[
  \bar{v}_{j+1}(x_{j+\frac{1}{2}}, t_n) = v^n_{j+1} - \frac{\Delta x}{2} s_{j+1},
\]
\[
  \bar{v}_j(x_{j+\frac{1}{2}}, t_{n+1}) = v^n_j + \frac{\Delta x}{2} s_j - \Delta t a s_j,
\]
\[
  \bar{v}_{j+1}(x_{j+\frac{1}{2}}, t_{n+1}) = v^n_{j+1} - \frac{\Delta x}{2} s_{j+1} - \Delta t a s_{j+1},
\]
where the \( s_j \)'s used in the above computation come from (6) in step 1 and \( f^R(v_L, v_R) \) denotes the flux at the origin in a Riemann problem with \( v_L \) to the left and \( v_R \) to the right.

Now, let us describe the operator \( S_\psi(\Delta t) \). Here we will follow steps 1 and 2 to find the discontinuity \( \theta_j \), if any. Let us use the same notations introduced before and refer to Fig.1. Also, let \( z_m \) and \( z_p \) denote the midpoints in the intervals \((x_{j-\frac{1}{2}}, \theta_j)\) and \((\theta_j, x_j+\frac{1}{2})\) respectively. Then, for approximating cell averages and for the case \( \theta_j \leq x_j+\frac{1}{2} - a \Delta t \), we use
\[
  S_\psi(\Delta t) v^n_j = v^n_j + \frac{\Delta t}{2\Delta x} \left[ \psi(R_{j-1}(z_m; v^n)) (\theta_j - x_{j-\frac{1}{2}}) + \psi(w_m) (\theta_j - x_{j-\frac{1}{2}} + a \Delta t) \right. \\
  \left. + \psi(R_{j+1}(z_p; v^n)) (x_{j+\frac{1}{2}} - \theta_j) + \psi(w_p) (x_{j+\frac{1}{2}} - \theta_j - a \Delta t) \right], \tag{16}
\]
where \( w_m \) and \( w_p \) are the same as in (10). Again, other situations are handled similarly.
The resulting algorithm then takes the following form:
\[ v_j^{n+1} = S_\psi(\Delta t) S_f(\Delta t) S_\phi(\Delta t) v_j^n. \]  
(17)

**ENO/SR Scheme:**

The operator \( S_f(\Delta t) \) is now replaced by Harten’s second order ENO scheme with subcell resolution (ref.3). It is given in the form of Eq.(14) with

\[ \tilde{f}_{j+\frac{1}{2}} = \tilde{f}_{j+\frac{1}{2}}^{ENO} + \hat{g}_{j+\frac{1}{2}}, \]

where \( \tilde{f}_{j+\frac{1}{2}}^{ENO} \) will be the same as in (15) and the correction term \( \hat{g}_{j+\frac{1}{2}} \) is computed as follows. If the discontinuity condition (8) is not satisfied, then

\[ \hat{g}_{j+\frac{1}{2}} = \frac{a}{12} (\nu - 1) (2\nu - 1) c_j (\Delta x)^2, \quad \nu = a \Delta t / \Delta x; \]

else

\[ \hat{g}_{j+\frac{1}{2}} = \begin{cases} 
[(\Delta x - a \Delta t) (v_j^n - a \Delta t s_j/2) - b_{j-1}(x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}} - a \Delta t)]/\Delta t, & \text{when } F_j(x_{j+\frac{1}{2}} - a \Delta t) > 0, \\
[ b_{j+1}(x_{j+\frac{1}{2}} - a \Delta t, x_{j+\frac{1}{2}}) - a \Delta t (v_j^n + (\Delta x - a \Delta t) s_j/2)]/\Delta t, & \text{otherwise},
\end{cases} \]

and the expression \( b_j(y_1, y_2) \) is used to mean

\[ b_j(y_1, y_2) = \int_{y_1}^{y_2} R_j(x; v^n) \, dx. \]

In the above computation, all the \( c_j \)'s, \( s_j \)'s, and \( a_j \)'s come from (6) in step 1. The operator \( S_\phi(\Delta t) \) will be the same as in (16) and the final algorithm also takes the same form as in (17).

### 3. COMPUTATIONAL RESULTS

We use the same fixed mesh and initial data as in the model problem of LeVeque and Yee (ref.5) to test the ability of the above schemes in dealing with propagating discontinuities. Thus, we apply all the schemes to Eq.(1) together with the initial condition

\[ u(x,0) = \begin{cases} 
1, & \text{if } x \leq 0.3, \\
0, & \text{if } x > 0.3.
\end{cases} \]

We take \( \Delta x = 0.02, \Delta t = 0.015 \), and the domain in \( x \) to be from 0 to 1. For comparison with ref.5, we also show the results at \( t = 0.3 \) and for the cases \( \mu = 1, 10, 100, \) and 1000. For all cases, ENO/SRCD produces a perfect resolution as shown in Figure 2. Figure 3 shows the computed results using ENO and ENO/SR schemes for \( \mu = 1, 10, \) and 100. Here one can see that the
results from ENO/SR are also almost perfect. For the very stiff case, $\mu = 1000$, both ENO and ENO/SR fail to produce stable solutions for the above mesh in our computational experiment. However, when we reduce the size of $\Delta t$ to one half of the original, i.e., $\Delta t = 0.0075$, and march 40 time steps, very good result is again obtained from ENO and perfect resolution is obtained from ENO/SR as shown in Figures 4a and 4b respectively. We understand that reducing $\Delta t$ means the reduction of stiffness of the problem. The difficulty arises from the fact that in both ENO and ENO/SR schemes, the computation of the numerical flux $\overrightarrow{f}_{j+\frac{1}{2}}$ still produces "large" error in the spatial direction.

The computational results obtained here compare favorably to those in LeVeque and Yee (ref.5).

Fig. 2. Numerical results at $t = 0.3$ using ENO/SRCD scheme with discontinuous initial data and $\mu = 1, 10, 100, 1000$. $\Delta x = 0.02, \Delta t = 0.015$, ———: true solution, ···: computed solution
Fig. 3. Numerical results at $t = 0.3$ using ENO (first column) and ENO/SR (second column) schemes with discontinuous initial data for $\mu = 1$ (first row), $\mu = 10$ (second row), and $\mu = 100$ (third row). $\Delta x = 0.02$, $\Delta t = 0.015$, \text{---}: true solution, \cdots: computed solution
Fig. 4a. Numerical results at $t = 0.3$ using ENO scheme with discontinuous initial data and $\mu = 1000$.\[\Delta x = 0.02, \Delta t = 0.0075, -\cdots-: \text{true solution, } \cdots:\text{computed solution}\]

Fig. 4b. Numerical results at $t = 0.3$ using ENO/SR scheme with discontinuous initial data and $\mu = 1000$.\[\Delta x = 0.02, \Delta t = 0.0075, -\cdots-: \text{true solution, } \cdots:\text{computed solution}\]
4. CONCLUSIONS

We have extended the basic ENO and Harten’s ENO/SR schemes to treat conservation laws with source terms. Two approaches are used. One is to apply Strang’s time-splitting method, in which one alternates between solving the conservation law without the source term and the ordinary differential equation modeling the chemistry. The other is a modification of ENO/SR and a direct method, which uses the technique of ENO reconstruction with subcell resolution to locate the discontinuity within a cell and then accomplishes the time evolution by solving the differential equation along characteristics locally and advancing in the characteristic direction. We call this scheme ENO/SRCD. All the schemes are tested on the equation of LeVeque and Yee (ref.5) modeling reacting flow problems. The ENO/SRCD scheme produces perfect resolution at the propagating discontinuity. The extensions of basic ENO and ENO/SR via time-splitting also perform very well, especially with ENO/SR showing almost perfect results, except for the very stiff case where some adjustment in the time step-size is needed.
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A fundamentally multidimensional convection scheme is described based on vector transient interpolation modelling rewritten in conservative control-volume form. Vector third-order upwinding is used as the basis of the algorithm; this automatically introduces important cross-difference terms that are absent from schemes using component-wise one-dimensional formulas. Third-order phase accuracy is good; this is important for coarse-grid large-eddy or full simulation. Potential overshoots or undershoots are avoided by using a recently developed universal limiter. Higher order accuracy is obtained locally, where needed, by the cost-effective strategy of adaptive stencil expansion in a direction normal to each control-volume face; this is controlled by monitoring the absolute normal gradient and curvature across the face. Higher (than third) order cross-terms do not appear to be needed. Since the wider stencil is used only in isolated narrow regions (near discontinuities), extremely high (in this case, seventh) order accuracy can be achieved for little more than the cost of a globally third-order scheme.

The authors have recently developed (reference 1) a cost-effective strategy for obtaining very high accuracy results for one-dimensional convective simulation on practical (i.e., coarse) grids. The method automatically produces tight nonoscillatory resolution of discontinuities without distorting smooth profiles or clipping very narrow extrema. All these desirable features are obtained for little more cost than that of the basic third-order upwind scheme on which the algorithm is based (reference 2). Figure 1 shows what can be achieved in one dimension. The figure shows computed points together with the exact solution for four profiles: a unit step, an isolated sine-squared wave 20Δx wide, a semi-ellipse 20Δx wide, and a narrow Gaussian (σ = 1.94Δx); at the time shown, the profiles have been translated by pure convection 45 mesh-widths to the right (100 time-steps at a Courant number of 0.45). This particular example is based on third-order upwinding in smooth regions with automatic adaptive stencil expansion to seventh- or ninth-order upwinding locally, as needed, determined by monitoring the local absolute gradient across face \((i + \frac{1}{2})\), say,

\[
\text{GRAD} = |\phi_{i+1} - \phi_i|
\]  

and the corresponding local absolute average curvature

\[
\text{CURVAV} = 0.5|\phi_{i+2} - \phi_{i+1}) - (\phi_i - \phi_{i-1})|
\]

The algorithm also includes an automatic discriminator which decides when to apply the universal limiter (described in reference 3) and when to relax the limiter constraints. Ideally, the discriminator should activate the limiter in order to suppress unphysical numerical oscillations which would otherwise occur near sudden changes in gradient – each side of the step and at the "feet" of the semi-ellipse – without concomitant loss of resolution of the physical extrema (especially the narrow peak of the Gaussian profile). Clearly from Figure 1, this has been achieved; simulation of the sine-squared and Gaussian profiles is essentially exact, whereas resolution of the large-gradient regions of the other profiles is very tight.
The main purpose of the present paper is to show how to extend these desirable features to multidimensional flow problems. As is well known, one-dimensional algorithms do not automatically generalize to two and three dimensions simply by using the one-dimensional scheme component-wise in each direction. However, by using the concept of vector transient interpolation modelling

$$\phi(x, t + \Delta t) = \phi(x - v\Delta t, t)$$

fundamentally multidimensional convection schemes can be generated with the same properties as their one-dimensional counterparts. Very high accuracy (in both space and time) can be obtained in a simple single-time-step explicit update formulation by converting time evolution into a spatial interpolation problem at the earlier time-level, as represented by Equation (3). The multidimensional algorithms will be demonstrated in two dimensions. Once this is done, it becomes clear how to extend to three dimensions. To paraphrase a well-known aerospace quotation: algorithmically, there is a giant leap between one-dimension and two, but only a small step between two and three.

In order to demonstrate the process of converting Equation (3) into conservative control-volume form, two-dimensional transient interpolation modelling will be considered for first-order upwinding, and three second-order schemes: Lax-Wendroff (reference 4), second-order upwinding and Fromm’s method (reference 5). The two-dimensional extension of the QUICK-EST scheme (reference 2) represents a uniformly third-order polynomial interpolation algorithm (UTOPIA). As with QUICK-EST in one dimension, UTOPIA is susceptible to unphysical overshoots and undershoots if sudden changes in gradient are involved. Essentially nonoscillatory results can be obtained by applying the universal limiter of reference 3 to the individual control-volume fluxes. Although UTOPIA has excellent phase accuracy, short-wavelength resolution is, of course, limited to third order. In principle, arbitrarily higher order resolution can be obtained locally – as in the one-dimensional scheme demonstrated in Figure 1 – by local adaptive stencil expansion. It appears that stencil expansion in a direction normal to a particular control-volume face is much more effective than expansion in the transverse direction. Thus, although transverse terms are included to third order, higher order stencil expansion is taken only in the normal direction. Results for a third/seventh-order scheme are given for the well-known rotating-velocity-field benchmark test problem using three test profiles: a cylinder, a cone, and a narrow Gaussian. In the results given here, an ad hoc discriminator is used in order to relax the limiter constraints near physical extrema. An automatic multidimensional discriminator is currently under development.
For simplicity, consider a two-dimensional square mesh (of unit grid size) with a control-volume using standard compass-point labelling. Equation (3) can be rewritten as

\[ \phi_{p}^{n+1} = \phi(0,0,t + \Delta t) = \phi(-u \Delta t, -v \Delta t, t) = \phi^n(-u \Delta t, -v \Delta t) \]  

(4)

where \( \phi^n(x,y) \) represents the behaviour of the convected field variable in the (upstream-biassed) vicinity of the control volume. The following algorithms depend on the functional form assumed for \( \phi^n(x,y) \). Assume that \( u \) and \( v \) are both positive and (for the moment) constant.

**First-Order Upwinding**

For example, consider the bilinear expression

\[ \phi^n(x,y) = a + bx + cy + dxy \]  

(5)

The four constants, \( a, b, c, \) and \( d \), need to be evaluated; it is appropriate to use collocation at four nodal points with an upstream bias – in this case (\( u \) and \( v \) positive), these would be

\[ \phi_p^n, \phi_w^n, \phi_s^n, \text{ and } \phi_{SW}^n \]  

(6)

as shown in Figure 2, giving

\[ \phi^n = \phi_p^n + (\phi_p^n - \phi_w^n)x + (\phi_p^n - \phi_s^n)y + [(\phi_p^n - \phi_w^n) - (\phi_s^n - \phi_{SW}^n)]xy \]  

(7)

as can be easily checked by putting \( x \) and \( y \) equal to 0 or -1, independently. Using Equation (4), the explicit update algorithm becomes (for \( u > 0 \) and \( v > 0 \))

\[ \phi_{p}^{n+1} = \phi_p^n - c_x (\phi_p^n - \phi_w^n) - c_y (\phi_p^n - \phi_s^n) + c_x c_y [ (\phi_p^n - \phi_w^n) - (\phi_s^n - \phi_{SW}^n) ] \]  

(8)

where \( c_x \) and \( c_y \) are the respective component Courant numbers. Equation (8) can be written in the general conservative control-volume form

\[ \phi_{p}^{n+1} = \phi_p^n + c_x \phi_w - c_x \phi_{\epsilon} + c_x \phi_s - c_x \phi_n \]  

(9)

where the lower-case subscripts refer to face values, and

\[ \phi_{\epsilon} (i,j) = \phi_w (i+1,j) \]  

(10)

and

\[ \phi_n (i,j) = \phi_s (i,j+1) \]  

(11)

guaranteeing convective conservation. This is achieved by identifying the face values as

\[ \phi_w = \phi_w^n - \frac{c_y}{2} (\phi_w^n - \phi_{SW}^n) \]  

(12)
Figure 2. Compass-point notation, showing nodes involved in the first-order upwind scheme (solid dots) for $u, v > 0$.

and

$$\phi_x = \phi^n_S - \frac{c_x}{2} (\phi^n_S - \phi^n_{SW})$$  \hspace{1cm} (13)

again for $u, v > 0$, of course. Equation (12), for example, can be rewritten in a form valid for positive and negative velocities as

$$\phi_w = \phi^L_w - \frac{\text{SGN}(c_x)}{2} \text{GRADN} - \frac{c_y}{2} \text{GRADT}$$  \hspace{1cm} (14)

introducing the linearly interpolated face-value

$$\phi^L_w = \frac{1}{2} (\phi^n_P + \phi^n_W)$$  \hspace{1cm} (15)

the normal gradient across the west face

$$\text{GRADN} = \phi^n_P - \phi^n_W$$  \hspace{1cm} (16)

with upwind bias determined by the sign of $c_x$

$$\text{SGN}(c_x) = \pm 1 \text{ for } c_x \geq 0$$  \hspace{1cm} (17)

and the upwind-biassed transverse gradient

$$\text{GRADT} = \phi_W - \phi_{SW} \text{ for } c_x > 0 \text{ and } c_y > 0$$  \hspace{1cm} (18)

$$= \phi_{NW} - \phi_W \text{ for } c_x > 0 \text{ and } c_y < 0$$  \hspace{1cm} (19)

$$= \phi_P - \phi_S \text{ for } c_x < 0 \text{ and } c_y > 0$$  \hspace{1cm} (20)

$$= \phi_N - \phi_P \text{ for } c_x < 0 \text{ and } c_y < 0$$  \hspace{1cm} (21)
A similar expression can be written for $\phi_x$. Then the east and north face values are obtained from Equations (10) and (11). Finally, if $c_x$ and $c_y$ appearing in Equation (14) (and the analogous expression for $\phi_x$) are interpreted as local face values of the respective component Courant numbers, the formulas can be considered to be valid for a spatially varying convecting velocity field.

**Second-Order Central**

Consider the second-order expression

$$\phi^n = a + bx + c \frac{x^2}{2} + dy + e y^2 + fxy$$  \hspace{1cm} (22)

The six constants are determined by collocation at six nodal points: $\phi_p$ and the four surrounding points ($\phi_N$, $\phi_S$, $\phi_E$, and $\phi_W$) together with one additional point. As with first order, the latter point is chosen on the basis of upwind bias: $\phi_{SW}$ for $u > 0, v > 0$; $\phi_{NW}$ for $u > 0, v < 0$; $\phi_{SE}$ for $u < 0, v > 0$; and $\phi_{NE}$ for $u < 0, v < 0$. The stencil is sketched in Figure 3(a) for $u, v > 0$. After evaluating the constants, using Equation (4), and rewriting in conservative control-volume form, the following formula results for the west face

$$\phi_w = \phi_w^L - \frac{c_x}{2} \text{GRADN} - \frac{c_y}{2} \text{GRADT}$$  \hspace{1cm} (23)

with a similar expression for $\phi_s$. As in the one-dimensional case, the difference between this and first-order upwinding, Equation (14), is the appearance of $c_x$ itself rather than $\text{SGN}(c_x)$ in the coefficient of the normal gradient term. Note that the transverse gradient term retains the same form.

Equation (23) is the basis of the single-time-step explicit form of the Lax-Wendroff (reference 4) or Leith (reference 6) scheme extended to two dimensions in conservative control-volume form. The first two terms on the right of Equation (23) represent the one-dimensional formula; the transverse gradient term is the significant addition for two dimensions. It should be clear that in three dimensions there would be an additional upwind-biassed transverse gradient term in the $z$-direction (multiplied by $-c_z/2$). The same would apply in the case of first-order upwinding.

**Other Second-Order Schemes**

If the stencil shown in Figure 3(b) is used to evaluate the constants in Equation (22), the two-dimensional form of second-order upwinding results. The one-dimensional form was originally discussed (in passing) by Fromm (reference 5) and was made popular in the aerospace industry by Warming and Beam (reference 7). The resulting formula (for the west face, for example) can be written

$$\phi_w = \phi_w^L - \frac{c_x}{2} \text{GRADN} - \frac{1 - c_x}{2} \text{CURVN} - \frac{c_y}{2} \text{GRADT}$$  \hspace{1cm} (24)

where CURVN is the upwind-biassed normal curvature given by

$$\text{CURVN} = \phi_p^n - 2\phi_W^n + \phi_W^n$$  \hspace{1cm} (25)

or

$$\text{CURVN} = \phi_E^n - 2\phi_p^n + \phi_W^n$$  \hspace{1cm} (26)
at the west face. Clearly, the appearance of the normal curvature term represents the significant difference between second-order upwinding and the second-order central formula. The same is true in one dimension. Fromm's so-called "zero-average-phase-error" method (reference 5) represents a simple average between the second-order central and second-order upwind schemes. By comparing Equations (23) and (24), it is seen that this merely reduces the CURVN coefficient by an additional factor of 2. The stencil is shown in Figure 3(c).

Third-Order Upwinding – UTOPIA

In one dimension, Fromm's method was an attempt to offset the lagging dispersion (phase error) of the Lax-Wendroff scheme by averaging it with second-order upwinding (containing inherent leading phase error). This was only partially successful; however, using the same one-dimensional stencil, it is possible to eliminate entirely the troublesome (third-derivative) dispersion term in the truncation error of the second-order schemes. The resulting explicit third-order upwind (QUICKEST) scheme has excellent phase behaviour; leading phase error stems from a small fifth-derivative term – and this is inherently damped by a fourth-derivative dissipation term (without introducing an artificial second-derivative diffusion term). The corresponding two-dimensional scheme is based on the third-order polynomial expression

\[
\phi^n = a + bx + cx^2 + dx^3 + ey + fy^2 + gy^3 + hxy + ixy^2 + jxy^2
\]

requiring 10 (upwind-biassed) collocation points. The appropriate stencil (for \( u,v > 0 \)) is sketched in Figure 4(a). The resulting formula for the west face value can then be written

\[
\phi_w = \phi_w^L - \frac{c_x}{2} \text{GRADN} - \frac{1-c_x^2}{6} \text{CURVN} - \frac{c_y}{2} \text{GRADT}
\]

\[
+ \left( \frac{c_x^2}{6} - \frac{c_y}{4} \right) \text{CURVT} + \left( \frac{c_x c_y}{3} - \frac{c_y}{4} \right) \text{TWIST}
\]

where two new terms are evident. The upwind-biassed transverse curvature is given (for the west face) by

\[
\text{CURVT} = \phi_{NW}^n - 2\phi_w^n + \phi_{SW}^n \quad \text{for } c_x > 0
\]

or

\[
\text{CURVT} = \phi_N^n - 2\phi_p^n + \phi_S^n \quad \text{for } c_x < 0
\]
The upwind-biased "twist" term is given by

\[ \text{TWIST} = (\phi^n_P - \phi^n_S) - (\phi^n_W - \phi^n_{SW}) \quad \text{for } c_y > 0 \]  

or

\[ \text{TWIST} = (\phi^n_N - \phi^n_P) - (\phi^n_{NW} - \phi^n_W) \quad \text{for } c_y < 0 \]

Figure 4(b) shows the stencil involved in computing the west face value when both positive and negative convecting velocity components are allowed for; Figure 4(c) shows the corresponding south face stencil. Extension to three dimensions requires additional GRADT, CURVT, and TWIST terms in an obvious manner.

**UNIVERSAL LIMITER**

As in the one-dimensional case, use of the two-dimensional second- and third-order schemes may result in unphysical oscillatory solutions if sharp changes in gradient are involved. In the case of the third-order scheme, this usually involves only relatively small (up to about 5%) overshoots or undershoots, at worst (reference 2). Even so, it seems desirable to eliminate this type of error (because of the possibility of nonlinear feedback instabilities in coupled equations). A universal limiting procedure, described in reference 3 for the one-dimensional case can be directly applied at each control-volume face. One first computes the multidimensional-stencil convected face value, given by Equation (28), for example. Then the "normalized" value is computed; for \( c_x > 0 \) at the west face, this would be

\[ \tilde{\phi}_w = \frac{(\phi_w^n - \phi^n_{WW})}{(\phi^n_P - \phi^n_{WW})} \]  

At the same time, the normalized adjacent upstream node value is computed

\[ \tilde{\phi}_w = \frac{(\phi_w^n - \phi^n_{WW})}{(\phi^n_P - \phi^n_{WW})} \]  

Then, if \( 0 \leq \tilde{\phi}_w \leq 1 \), the normalized face value is constrained by

\[ \tilde{\phi}_w \geq \tilde{\phi}_w \]
and

\[ \tilde{\phi}_w \leq \min(\tilde{\phi}_w/|c_x|, 1) \]  \hspace{1cm} (36)

Outside of the monotonic range (i.e., if \( \tilde{\phi}_w < 0 \) or \( > 1 \)) one could use any simple nonoscillatory scheme such as

\[ \tilde{\phi}_w = \tilde{\phi}_w \]  \hspace{1cm} (37)

Then the (unnormalized) face value is reconstructed using

\[ \phi_{i,w} = \phi_{WW}^n + \tilde{\phi}_w (\phi_{p}^n - \phi_{WW}^n) \]  \hspace{1cm} (38)

If \( c_x < 0 \), the normalized west face value is given by

\[ \tilde{\phi}_w = \frac{(\phi_{w} - \phi_{p}^n)}{(\phi_{W}^n - \phi_{p}^n)} \]  \hspace{1cm} (39)

and the normalized adjacent upstream value is then

\[ \tilde{\phi}_p = \frac{(\phi_{p}^n - \phi_{p}^n)}{(\phi_{W}^n - \phi_{p}^n)} \]  \hspace{1cm} (40)

A similar procedure is used for the south face (based on the sign of \( c_y \) at that face). The east and north (limited) values are then given by conservation, as usual.

**ADAPTIVE STENCIL EXPANSION**

The uniformly third order polynomial interpolation algorithm (UTOPIA) described above is clearly limited in terms of short-wavelength resolution. In order to gain higher resolution, the same cost-effective strategy of adaptive stencil expansion – as used with such success in the one-dimensional case (reference 1) – can be used in two and three dimensions, as well. Stencil expansion in a direction normal to a particular control-volume face is fundamental for higher order resolution. Higher order transverse, twist, and other cross-terms, beyond the third-order terms of Equation (28), appear to have very little effect. Accordingly, suggested stencils for two-dimensional fifth- and seventh-order upwinding are shown in Figures 5(a) and 5(b), respectively (for \( u, v > 0 \)). In other words, these are higher order one-dimensional schemes (reference 3) applied component-wise, together with the complete third-order cross-terms; omission of the latter terms causes severe anisotropic distortion and significant loss of accuracy in velocity fields oblique (or skew) to the grid.

Because of the (component-wise) one-dimensional nature of the proposed stencil expansion, the process can be automated by exactly the same procedure as used in the one-dimensional case. This is described in detail in reference 1. In the multidimensional code the one-dimensional adaptive stencil expansion criteria are applied independently at each of the west, south (and, in 3D, bottom) faces. In "smooth" regions, the respective values of GRAD and CURVAV are well below (pre-assigned) thresholds so that the (unlimited) UTOPIA scheme is being used. For most flows of practical interest, this will account for the overwhelming bulk of grid points, especially in three dimensions. Near isolated regions involving large values of GRAD or CURVAV at particular control-volume faces, thresholds will be exceeded, automatically switching the algorithm to fifth or seventh (or, in principle, arbitrarily higher) order at those particular points.
Two things should be noted. First, the higher order stencils will be needed only in very narrow regions (by definition of sharp change in value or gradient), thus requiring the more expensive computation at a relatively small number of grid points. This is an extremely cost-effective way to achieve very high accuracy on practical (i.e., coarse) grids – obviously an important consideration for three-dimensional simulation. Secondly, it should be clear that the location of the higher order stencils automatically changes as the flow evolves. As in the one-dimensional simulations described in reference 1, phase-accuracy is there extremely tight. This is a critical attribute for any code designed to be used in large-eddy or full Navier-Stokes simulations.

G-EXPANSION TECHNIQUE

It is an instructive exercise to make a Fourier-von Neumann analysis (reference 8) of the multidimensional formulas discussed above and to compare Taylor expansions of their complex amplitude ratio (sometimes called "amplification factor"), G, with that of the exact solution (for constant v). This also gives some indication of how to incorporate higher order diffusion terms. For example, consider the exact complex amplitude ratio (reference 9) for the two-dimensional constant-coefficient convection-diffusion equation

\[ G = \exp \left[ -a \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - c \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \right] \exp \left[ -i \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right) \right] \]

(41)

where \( a \) is the nondimensional diffusion parameter and the \( \theta \)'s are nondimensional wave-number components. A Taylor expansion of Equation (41) gives

\[
G = 1 - a \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - \frac{(c \theta_x + c \theta_y)^2}{2} + \frac{(c \theta_x + c \theta_y)^4}{24} + \ldots
\]

\[
+ \frac{(c \theta_x + c \theta_y)^2}{2} a \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + \frac{a^2(\theta_x^2 + \theta_y^2)}{2} + \ldots
\]

(continued)...
At second order, note the appearance of the cross-term, \( c_x \theta_x c_y \theta_y \). This is accounted for by the GRADT term in the two-dimensional second-order formulas. Component-wise application of one-dimensional second-order algorithms would miss this important term. Similarly, the cross-terms in the UTOPLA scheme are responsible for matching all convection terms in Equation (42) through third order in \( \theta_x \) and \( \theta_y \). It is a relatively simple matter to match diffusion terms to this order, as well, building on experience with the one-dimensional QUICKEST scheme developed in reference 2 and more fully explored in reference 10. In this case, the west face value, for example becomes

\[
\phi_w = \phi'_w - \frac{c_x}{2} \text{GRADN} - \left[ \frac{(1-c_x)^2}{6} - \frac{a_x}{2} \right] \text{CURVN} - \frac{c_y}{2} \text{GRADT} \\
+ \left( \frac{c_x c_y}{6} - \frac{c_y}{4} + \frac{a_y}{2} \right) \text{CURVT} + \left( \frac{c_x c_y}{3} - \frac{c_y}{4} \right) \text{TWIST}
\]

(43)

which should be compared with the pure-convection formula, Equation (28). The corresponding west face gradient is given by

\[
\Delta x \left( \frac{\partial \phi}{\partial x} \right)_w = \text{GRADN} - \frac{c_x}{2} \text{CURVN} - \frac{c_y}{2} \text{TWIST}
\]

(44)

The three-dimensional extensions of Equations (43) and (44) should, by now, be clear.

**BENCHMARK TEST PROBLEMS**

The well-known “rotating-velocity-field” convection problem is used as a benchmark test. The velocity field is that of solid-body rotation so that a given initial profile should be swept around as if it were imbedded in a rotating solid. For pure convection, the exact solution is thus known. The following three initial profiles are considered: a cylinder with a base diameter of 16 mesh-widths; a cone with the same base diameter; and a relatively narrow Gaussian distribution (\( \sigma = 2 \) mesh-widths). The computation is carried out on a 55 × 55 grid with a maximum Courant number near 0.8. Figure 6 shows results of the Lax-Wendroff simulation after one-half rotation in the counter-clockwise direction; the exact solutions have been juxtaposed, for reference. Note the typical trailing (phase-lag) oscillations, especially in the case of the cylinder. Figure 7 shows the corresponding two-dimensional second-order upwind simulation. In this case, phase-lead dispersion (partially obscured) occurs ahead of the simulated profile. Two nonoscillatory (TVD) schemes designed by Roe (reference 11) are shown in Figures 8 and 9. As seen, the Minmod results are quite diffusive for all profiles. Superbee does a reasonably good job on the cylinder, but tends to steepen and clip the other profiles. This is a well-known shortcoming of second-order-based TVD schemes, especially those of supercompressive type that rely on negative artificial diffusion to enhance discontinuity resolution; this is explained in detail in
Finally, figure 10 shows results that can be obtained using methods described in this paper. The results shown are for a seventh-order upwind scheme including all third-order (but no higher) cross-terms. An ad hoc discriminator is used to relax limiter constraints in the vicinity of physical maxima; as mentioned before, an automatic multidimensional discriminator (similar to that described in reference 1 for one dimensional flow) is under development. This, of course, will be necessary before the code is applicable to general flow problems. Note from Figure 10 that resolution of the cylinder is better than that of Superbee, but without gross distortion of the other profiles.

CONCLUSION

The high-convection code described in this paper includes a number of features that are important for cost-effective accurate simulation of multidimensional unsteady flows on practical grids. Being based on third-order upwinding, the code is totally free of artificial numerical diffusion (or viscosity); this is important because schemes based on artificial-viscosity methods are often solving the wrong problem — i.e., an artificially low-convection problem rather than the physical high-convection problem. UTOPIA contains all necessary cross-terms to third order, thus matching all terms in the Taylor expansion of the complex amplitude ratio through to third order in the wave-number components. This guarantees excellent phase behaviour and isotropy regardless of the stream-to-grid angle. Codes based on second-order (or even fourth-order) central schemes inherently contain serious dispersion errors. Inclusion of the GRADT term should improve isotropy (in theory) — but this is usually masked by gross dispersion.

Although far more accurate than first- and second-order methods, third-order upwind may give rise to slight overshoots or undershoots. This tendency can be eliminated by using the universal limiter, developed in reference 3, on each control-volume face, independently. If higher order resolution is required, the strategy of adaptive stencil expansion — increasing accuracy (above third order) only where needed — is extremely cost-effective. This is controlled by monitoring the absolute normal gradient and curvature across control-volume faces; as certain (pre-assigned) thresholds are exceeded, the code automatically switches to (in principle, arbitrarily) higher order accuracy at the face in question. Finally, in order to give full resolution to local extrema, the limiter constraints need to be automatically relaxed in such regions (in addition to using a higher order stencil). A fully automatic pattern-recognition discriminator of this type has been designed for one dimension (reference 1); the same principles appear to be applicable to multidimensional flows, as well, but a completely automatic multidimensional discriminator of this type is still under development.

REFERENCES

Figure 6. Lax-Wendroff simulation after one-half rotation counterclockwise compared with exact result.
Figure 7. Second-order upwinding results after half rotation.

Figure 8. TVD Minmod results.
Figure 9. TVD-Superbee results.

Figure 10. Results using the 3rd/7th-order method.
CHOICE OF VELOCITY VARIABLES
FOR COMPLEX FLOW COMPUTATION

W. Shyy
Department of Aerospace Engineering, Mechanics
and Engineering Science
University of Florida, Gainesville, Florida 32611-2031

G. C. Chang
Chung Shan Institute of Science and Technology, Taiwan, ROC

ABSTRACT

The issue of adopting the velocity components as dependent velocity
variables for the Navier-Stokes flow computations is investigated.

Numerical methods for solving the Navier-Stokes flow have been
under intensive development for sometime. As is well known, the
fundamental issues encountered in the numerical computation arise from
many sources, including the construction of appropriate discrete
operators for various mechanisms, especially convection terms, the
manner of grid distribution, the method of solution procedure of large
number of linearized equations, the treatment of the numerical
boundary conditions, and the handling of coupling among the dependent
variables [1,2]. The present work attempts to investigate a related
fundamental question relevant to computing complex fluid flows arising
from propulsion components, namely the "suitability" of choosing a
specific type of velocity variables as the primary dependent variables
of the governing equations [3].

With regard to the choice of the velocity variables, in gross
terms, one has the options of using the Cartesian, contravariant, or
covariant components as the primary variables. Although comments have
been made regarding the suitability of each of these choices [4-6],
they are mostly speculations. A more detailed and systematic study is
desirable, as is attempted here.
First the relationship between the Cartesian \((u, v)\) and contravariant \((U, V)\) velocity components are defined as follows:

\[
U = y_\eta u - x_\eta v \quad (1)
\]

\[
V = -y_\xi u + x_\xi v \quad (2)
\]

Then the continuity equation in \(\xi\)- and \(\eta\)-coordinates can be written in the similar form with the contravariant velocity components to that in \(x\)- and \(y\)-coordinates with the Cartesian velocity components, i.e.,

\[
(\rho u)_x + (\rho v)_y = 0 \quad (3)
\]

\[
(\rho U)_\xi + (\rho V)_\eta = 0 \quad (4)
\]

where the subscripts \(\xi\) and \(\eta\) denote the partial derivatives along the curvilinear coordinate lines. With regard to the covariant velocity components, defined as \(\dot{U}\) and \(\dot{V}\) here, i.e.,

\[
\dot{U} = x_\xi u + y_\xi v \quad (5)
\]

\[
\dot{V} = x_\eta u + y_\eta v \quad (6)
\]

the continuity equation written in the covariant velocity components is

\[
(\rho a_1 \dot{U} + \rho \beta_1 \dot{V})_\xi + (\rho a_2 \dot{U} + \rho \beta_2 \dot{V})_\eta = 0 \quad (7)
\]

where

\[
a_1 = \frac{q_{11} q_{22}^2}{J} \quad (8a)
\]

\[
\beta_1 = a_1 \left( e_\xi \cdot e_\eta \right) \quad (8b)
\]

\[
a_2 = \frac{q_{11}^2 q_{22}}{J} \quad (8c)
\]

\[
\beta_2 = a_2 \left( e_\xi \cdot e_\eta \right) \quad (8d)
\]

\[
q_{11} = (x_\xi^2 + y_\xi^2)^{1/2} \quad (8e)
\]

\[
q_{22} = (x_\eta^2 + y_\eta^2)^{1/2} \quad (8f)
\]

\[
J = x_\xi Y_\eta - x_\eta Y_\xi \quad (8g)
\]

\(e_\xi\) and \(e_\eta\) are unit vectors along \(\xi\)- and \(\eta\)-directions, respectively, i.e.,
When considering the various possible choices of velocity variables, one of the primary criteria is that in the framework of finite-volume formulation, a fully conservation-law form of governing equations is usually more desirable since it can satisfy the physical laws more easily and accurately. This consideration has a particularly important implication on the convection terms of the momentum equations since they are nonlinear and are usually a major source of numerical difficulty. With the Cartesian coordinates, the convection terms in momentum equations are of the form of \((\rho uu)_x + (\rho vu)_y\), which is fully conservative. In a curvilinear coordinate system, these terms can be transformed in a straightforward manner with the use of the Cartesian velocity components as the primary dependent variables to the form of \((\rho Uu)_\xi + (\rho Vv)_\eta\) which is also fully conservative.

However, when either the contravariant or the covariant velocity components are used as the primary dependent variables, the fully conservative form can no longer be guaranteed since the linear momentum is conserved along a straight line, not a curved line. Thus the differential equations for both the contravariant and the covariant velocity components involve the source terms arising from the curvature of the coordinate lines. Furthermore, in the numerical implementation, the contravariant components \(\rho U\) and \(\rho V\) on each boundary of the mesh are defined as the mass flux between the two end points of the mesh boundary [7] and their values can artificially change with different grid systems. Hence, for the same flowfield the values of those contravariant and covariant velocity components can be greatly affected by the ways that the grid systems are generated. These aspects can cause difficulties in preserving high degrees of numerical accuracy in satisfying the conservation laws.

To demonstrate this point, consider the purely convective equation

\[
(\rho uu)_x + (\rho vu)_y = 0
\]

One of the most basic tests of the numerical accuracy of any computational algorithm for Eq. (11) can be made by generating a grid system with arbitrary skewness and nonuniformity and then to use this grid system to check the numerical accuracy of it by solving a uniform flow field of, say, \(\rho=1\), \(u=1\), and \(v=1\). With this condition, Eq. (11) is trivially satisfied in the differential sense. Hence it serves as a good case to test whether an algorithm can honor the geometric aspect of the conservation laws in a discrete form. Here we call this
requirement the geometric conservation law \cite{8} since the governing equations retain the conservation-law form but contain only the geometric quantities. The transformed equation of Eq. (11) with the Cartesian velocity components as dependent variables in curvilinear coordinates then becomes

\[(\rho U_t)_{\xi} + (\rho V_t)_{\eta} = 0\]  

which with the uniform flowfield is reduced to

\[(Y_{\eta} - x_{\eta})_{\xi} + (-Y_{\xi} + x_{\xi})_{\eta} = 0\]  

Referring to Fig. 1, Eq. (13) is discretized as follows:

\[(Y_{\eta} - x_{\eta})_{e} - (Y_{\eta} - x_{\eta})_{w} + (-Y_{\xi} + x_{\xi})_{n} - (-Y_{\xi} + x_{\xi})_{s} = 0\]  

where e, w, n and s denote the east-, west-, north-, and south-face of the mesh, respectively. If a consistent finite-volume formulation is adopted, as shown in \cite{7}, by approximating the derivative of the metric terms in Eq. (14) with the difference between two end points of the mesh line, then Eq. (14) becomes

\[
\begin{align*}
&\left[(Y_{i+1,j+1} - Y_{i+1,j}) - (x_{i+1,j+1} - x_{i+1,j})\right] \\
&- \left[(Y_{i,j+1} - Y_{i,j}) - (x_{i,j+1} - x_{i,j})\right] \\
&+ \left[-(Y_{i+1,j+1} - Y_{i,j+1}) + (x_{i+1,j+1} - x_{i,j+1})\right] \\
&- \left[-(Y_{i+1,j} - Y_{i,j}) + (x_{i+1,j} - x_{i,j})\right] = 0
\end{align*}
\]  

which is satisfied exactly, regardless of how skew or nonuniform the meshes are. It is also noted that one of the merits of this test problem is that since the flowfield is uniform, the whole focal point is directed toward the satisfaction of geometric requirements; other issues such as the appropriate approximation of the convection effects do not arise here.

Since our primary interest is for Navier-Stokes flow computation, it is useful to point out that the above geometric conservation law is applicable to the pressure gradient terms as well. However, the same requirements cannot be rigorously satisfied by the viscous terms (for flowfields of constant velocity gradients) due to the appearance of the nonlinear metric products associated with the coordinate transformation of the second-order derivative terms. Overall, one can summarize the situation by stating that with the use of Cartesian velocity components, the Navier-Stokes equations can be written in the strong conservation-law form in the curvilinear coordinate system. In terms of numerically satisfying the geometric conservation law, the first order derivatives, including the convection and pressure terms, can always achieve it. The degree of satisfaction of the viscous terms, on the other hand, is dependent upon the actual grid distribution.
For the use of curvilinear components, say, the contravariant vector, the equation corresponding to Eq. (11) can be obtained by performing a chain-rule type of coordinate transformation,

\[
\begin{align*}
&\left[ \frac{\rho u^2}{q_{11}} \right]_\xi + \left\{ \begin{array}{c} 1 \\ 1 \\ 1 \end{array} \right\} \frac{\rho u^2}{q_{11}} + \left\{ \begin{array}{c} 1 \\ 1 \\ 2 \end{array} \right\} \frac{\rho u v}{q_{11}} \\
&+ \left( \frac{q_{11}}{q_{22}} \right) \left[ \frac{\rho u v}{q_{11}} \right]_\eta + \left\{ \begin{array}{c} 1 \\ 1 \\ 2 \end{array} \right\} \frac{\rho u v}{q_{22}} + \left\{ \begin{array}{c} 1 \\ 2 \\ 2 \end{array} \right\} \frac{\rho v^2 q_{11}}{(q_{22})^2} \\
&- \left( \frac{\rho}{q_{11}} \right) u_\xi - \left( \frac{\rho}{q_{22}} \right) v_\eta = 0
\end{align*}
\] (16)

where the Christoffel symbols of the second kind are defined as

\[
\begin{align*}
&\left\{ \begin{array}{c} 1 \\ 1 \\ 1 \end{array} \right\} = \frac{y_\eta x_\xi \xi - x_\eta y_\xi \xi}{J} \quad (17a) \\
&\left\{ \begin{array}{c} 1 \\ 1 \\ 2 \end{array} \right\} = \frac{y_\eta x_\xi \eta - x_\eta y_\xi \eta}{J} \quad (17b) \\
&\left\{ \begin{array}{c} 1 \\ 2 \\ 2 \end{array} \right\} = \frac{y_\eta x_\eta \eta - x_\eta y_\eta \eta}{J} \quad (17c)
\end{align*}
\]

It is now obvious that Eq. (16) not only possesses more terms than Eq. (11), but more critically it contains source terms resulting from the curvature of the coordinate line. Hence, it is no longer of the fully conservative form which can cause difficulties with the finite-volume formulation, especially if the grid system contains substantial nonuniformity and skewness. The fact that \( q_{11} \) and \( q_{22} \) are nonlinear with respect to the metric terms resulting from the coordinate transformation further compounds the difficulty of exactly satisfying the conservation law in a discrete manner. Similar case can be made to the equation cast in terms of the covariant velocity components.

The other observation related to satisfaction of the geometric conservation law can be made by studying the continuity equation written in terms of the covariant velocity components. Equation (7) demonstrates that the conservation law can be preserved in differential form for the covariant velocity components. However, because the terms \( \alpha \) and \( \beta \) involve nonlinear combinations of metric terms, the geometric conservation law cannot be always honored in a skewed mesh system. It is clear that since the physical conservation laws are the ones that we ultimately strive to satisfy, the numerical algorithms not only preferably should be written to satisfy the strong conservation law in differential form, but also should satisfy the geometric conservation law in discrete manners. The latter requirement cannot be satisfied as long as the equations contain nonlinear metric terms regardless of whether the fully conservation
law form is adopted in the differential equations or not.

In summary, it has been demonstrated here that with either the contravariant and covariant velocity vectors, the momentum equations in curvilinear velocity vectors are no longer of full conservation-law forms. The curvatures of the grid lines introduce extra source terms into the governing equations which cause the degrees of satisfaction of physical conservation laws sensitive to the uniformity and skewness of the mesh distribution. For the continuity equation, on the other hand, the contravariant velocity can maintain both the fully conservative form and compactness of the equation. Table I summarizes the points discussed above. It appears that a combined use of the contravariant velocity components, for the continuity equation, and the Cartesian velocity components, for momentum equations, is a good balance [7,9]. This practice has particular merits in a pressure-correction type of algorithm where the velocity corrections are derived based on the information of pressure correction. As discussed in [9], the contravariant components should be used in the velocity-correction procedure to ensure the satisfaction of the conservation laws.

<table>
<thead>
<tr>
<th></th>
<th>Momentum Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Convection</td>
</tr>
<tr>
<td>Cartesian</td>
<td>satisfies both physical and geometric laws</td>
</tr>
<tr>
<td>Contravariant</td>
<td>does not satisfy either law</td>
</tr>
<tr>
<td>Covariant</td>
<td>does not satisfy either law</td>
</tr>
</tbody>
</table>

Table I. Choice of Primary velocity variables versus satisfying physical and geometric conservation-law forms for momentum and continuity equations
In [7,9], a staggered grid system has also been adopted. As shown in Fig. 1, the Cartesian and contravariant velocity components are defined at the middle of east-west and north-south faces, respectively. That is, in 2-D curvilinear coordinates designated as \( \xi \)-lines and \( \eta \)-lines, \( u \) and \( U \) components are defined at the middle of \( \eta \)-lines of the mesh, and \( v \) and \( V \) components are defined at the middle of \( \xi \)-lines of the mesh. All the scalar variables including pressure, temperature, and density are located at the geometric center of the four vertices defining the mesh. References [4-6] suggest that with the combined use of the Cartesian velocity components and the staggered grid arrangement, difficulties arise when the grid lines turn ninety degrees from the original orientations, and the benefits of the grid staggering are lost.

A detailed discussion has been given in this regard in Ref. [3]. It was demonstrated that, if the metric terms between \((x,y)\) and \((\xi,\eta)\) coordinates are nonconstant, then the spurious pressure oscillations do not appear in both the staggered and nonstaggered grid. For the staggered grids, moreover, the problem of spurious pressure oscillations can be prevented even with the constant metric terms. One can simply define the curvilinear coordinates to be non-parallel to the Cartesian coordinates. After all, there is no reason to always insist on defining the \( \xi \)-lines in the inlet region to be parallel to \( x \)-lines.

Besides the algorithms utilizing the staggered grid arrangement, methods based on the nonstaggered grid arrangement have also been proposed for both the pressure and density-based algorithms, e.g., [10,11]. These methods require special procedures to prevent the decoupling of the velocity and pressure fields from exhibiting the chequerboard oscillations. For example, in [10] an explicit fourth-order pressure dissipation term is added to the pressure correction equation to suppress the spurious oscillations. However, with the use of finite mesh sizes, in reality the artificially added fourth-order gradient term may not be smaller than the original lower order derivative terms especially when there are large gradients present in the flowfield, as demonstrated by a Fourier type of analysis [12]. Hence the actual degrees of numerical accuracy may be affected by the numerical smoothing procedure. Furthermore, it is also well known [1] that artificially generated boundary conditions are needed for the pressure in a nonstaggered grid system. With the use of the staggered grid system, there is no need to devise artificial boundary conditions for the pressure correction equation [7] regardless of the orientation of the coordinate system. In terms of the momentum equations, since in general both \( P_\xi \) and \( P_\eta \) terms appear in both \( u \)- and \( v \)-momentum equations, some extrapolation procedures will still be needed for both types of grid arrangement. Table II summarizes the need of prescribing pressure boundary conditions in staggered and nonstaggered grid systems.
### Table II. Grid systems versus need of pressure boundary conditions

<table>
<thead>
<tr>
<th></th>
<th>u-momentum equation</th>
<th>v-momentum equation</th>
<th>Continuity (or pressure) equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staggered Grid</td>
<td>needs artificial condition for $p_\eta$ only</td>
<td>needs artificial condition for $p_\xi$ only</td>
<td>needs no artificial condition</td>
</tr>
<tr>
<td>Non-staggered Grid</td>
<td>needs artificial conditions for both $p_\xi$ and $p_\eta$</td>
<td>needs artificial conditions for both $p_\xi$ and $p_\eta$</td>
<td>needs artificial condition</td>
</tr>
</tbody>
</table>

**PRACTICAL FLOW EXAMPLES**

Several examples of direct relevance to the aforementioned issues are presented. Results of flows in domains with ninety-degree and three-hundred-sixty-degree turnings are shown here. The first example shown is a diffuser with 90-degree turning (called a draft tube) which, as shown schematically in Fig. 3, has a fivefold increase of cross-sectional area from the inlet to the outlet. The shape of cross-section also varies from circular at inlet to rectangular at outlet. For this flow device, the static pressure recovery factor depends greatly on the inlet flow conditions imposed by the turbine runner exit velocity profiles. A series of theory/data comparisons has been conducted under different operating conditions [14,15].

Selected results of turbulent flow cases with $Re=10^6$ will be presented here. The numerical solutions were obtained by using the standard $k-\varepsilon$ two-equation turbulence closure. Four grid sizes, with 7x11x13, 11x15x45, 18x21x61 and 21x29x81 nodes, have been adopted to assess numerical accuracy with respect to spatial resolution. The convection terms in the momentum equations were approximated by the second-order upward scheme. Both viscous and pressure terms were approximated by the standard central difference schemes.

Figures 2a and 2b show direct photographic information of two different operating conditions, full load and partial load. Figure 3a illustrates a 3-D view of the draft tube flow characteristics at full load condition. The velocity vectors are shown at the inlet and outlet sections. All the solid lines starting at the center region of the inlet section and finishing at the outlet section represent the streaklines of the mean velocity flow field. The twisted streaklines starting at the draft tube inlet center simulate correctly the straight rope observed at full load condition as shown in Figure 2a. The typical contra-rotating (opposite to the runner direction) free vortex flow at the draft tube inlet is shown in Figure 3b. The display of the velocity vectors in the main stream direction at the mid-section is represented in Figure 3c. The very weak velocity core, observed at the middle of the conical section, also indicates the
presence of a rope at the center.

Figures 4a to 4c illustrate the draft tube behavior at partial load condition with a very high co-rotating inlet swirl. The display of the velocity vectors in the main stream direction at the mid-section indicates that a large flow recirculation zone is taking place in the conical section. The twisted spiral streaklines starting from the draft tube inlet center are very similar to the spiral rope observed in the laboratory flow visualization as shown in Figure 2b.

In order to study the evolution of the static and dynamic pressures along the main flow direction, massflow-weighted average values of these properties at each cross section are calculated. The numerical results are then compared with the experimental data in Figure 5. At the ordinate, the pressures are normalized by the inlet dynamic pressure. At the abscissa the center line length is normalized by the draft tube inlet diameter. Results from the two finer grid systems predict very well the variation of all the pressures, specially in the accelerating region located at the end of the elbow section. The agreements between prediction and measurement worsen as grid resolutions degrade.

The flow behavior in the elbow draft tube, with an optimal inlet swirling flow, was investigated in detail with pitot traverses taken from several cross sections. The experimental data are compared with numerical results. The display of the velocity vectors in the main flow direction is shown in Figure 6. The numerical result obtained with the 18x21x61 grid system is presented. Observation of the velocity vector distribution at different elevation and plan views indicates clearly that a large recirculation zone occurs at the middle of the elbow section. Further downstream, flow separation appears at the center and near the top of the draft tube. Also toward the outlet of the draft tube, the flow is somewhat shifted to one side wall. This tendency is more accentuated with a stronger inlet swirling flow. The comparison of the predicted head losses with experimental data is shown in Figure 7. The head loss is about 2% for optimal load, but it increases rapidly for off-design conditions. The numerical result agrees very well with laboratory measurement for the whole range of the runner operating conditions, except for very high swirl intensity at partial load where flow instability was observed during the test.

The next example is also a 90-degree turning duct but with neither area changes nor cross-sectional shape variations. Figure 8 shows some schematic illustration of the geometry, grid distribution, and velocity as well as static pressure solution. Figure 9 shows the static pressure distribution along the center line of the outer and inner walls. Same as the previous examples, no oscillation of pressure field are observed.

As a further demonstration, a flow domain of 360-degree turning, the so-called casing, is used. The schematic representations of the casing, including the overall geometry, the evolution of the size of cross-section, and representative grid distributions are summarized in Fig. 10. The fluid enters from the upstream inlet and exits through the inner circumferential surface. The grid system is of the size of 95x21x13 nodes. Figure 11 shows a top-view of a casing with smooth
and continuous turning. Figure 12 shows the computed particle trajectories in short time durations and static pressure distributions in the middle top-view plane for a laminar flow. The Reynolds number based on the fluid kinematic viscosity, the incoming uniform velocity and the inlet diameter of the present case is 100. It can be seen that throughout the whole flow domain, no spurious oscillations are present in numerical solution. With the given Reynolds number, the flow in the casing shows combined characteristics of that through a pipe (in the outer portion of the casing) and that into a sink (in the inner portion of the casing). Figure 13 shows a turbulent flow calculation with Re=10^6 and with the standard k-ε model. For the high Reynolds number flow, there is less influence of the mean pressure gradient along the circumferential direction than along the radial direction. Again, no spurious oscillations are present in Fig. 13.

CONCLUSIONS

The present work aims at investigating the fundamental issues of adopting the velocity variables and grid systems for computing the complex fluid flow in irregular geometries with the employment of a non-orthogonal curvilinear coordinate system. It is clear that the strong conservation-law in differential forms can be completely retained by the use of Cartesian velocity components. However, the use of the covariant or contravariant velocity components generally introduces source terms into the differential governing equations due to the curvature effects. In the framework of the finite-volume approach, the momentum equations based on the Cartesian velocity components can satisfy the geometric conservation law for both convection and pressure terms. The second derivative (viscous) terms involve nonlinear metric terms and hence do not guarantee the satisfaction of the geometric conservation law. For the equations based on the curvilinear velocity components, the nonlinear metric terms appear in both the first and second derivative terms. Coupled with the curvature source terms, the utilization of the curvilinear velocity components as the primary variables makes the degree of satisfaction in terms of honoring the geometric conservation law more influenced by the grid skewness. A unique issue facing the use of the Cartesian velocity components along with a staggered grid arrangement is that of a 90-degree turning. It is demonstrated here that satisfactory solutions can be obtained with this approach even with the 90-degree and 360-degree turnings.
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Fig. 1  Configuration of a staggered grid system.

Fig. 2a  Francis runner exit flow characteristics at full load condition.

Fig. 2b  Francis runner exit flow characteristics at partial load condition.

Fig. 3 Draft tube flow characteristics at full load condition.
Fig. 4 Draft tube flow characteristics at partial load condition.

Fig. 5 Flow behavior with inlet swirling flow. Evolution of dynamic and static pressure and of total pressure loss.
Fig. 6 Flow behavior with inlet uniform flow - Secondary flow (Flow coming toward the reader).

Fig. 7 Head losses in an elbow draft tube for different turbine operating conditions. Comparison between numerical results and experimental data.
Fig. 8 Geometry, grid, velocity, and pressure of a 90-degree turning duct of constant cross-section.

Fig. 9 Static pressure along center line of 90-degree turning duct with constant cross-section.
Selection grid distribution in cross-sectional planes

Fig. 10 Geometry and grid system of casing with 360-degree turning.

Fig. 11 Grid system in top-view plane of a casing with smoothly varying wall contours.
Fig. 12 Solution of laminar flow (Re=100) in a casing with smoothly varying wall contours.

Fig. 13 Solution of turbulent flow (Re=10^6) in a casing with smoothly varying wall contours.
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ABSTRACT

A new method for enhancing convergence rate of iterative algorithms for the numerical integration of systems of partial differential equations has been developed. It is termed the Distributed Minimal Residual (DMR) method and it is based on general Krylov subspace methods. The DMR method differs from the Krylov subspace methods by the fact that the iterative acceleration factors are different from equation to equation in the system. At the same time, the DMR method can be viewed as an incomplete Newton iteration method. The DMR method has been applied to Euler equations of gasdynamics and incompressible Navier-Stokes equations. All numerical test cases were obtained using either explicit four stage Runge-Kutta or Euler implicit time integration. The formulation for the DMR method is general in nature and can be applied to explicit and implicit iterative algorithms for arbitrary systems of partial differential equations.

INTRODUCTION

After linearization caused by the discretization, the systems of governing equations associated with, say, fluid flows are recast into the following linear system of algebraic equations

$$AX = b$$  \hspace{1cm} (1)

where $X$ is the vector of unknowns and $A$ is an $N \times N$ matrix which depends on the discretized scheme, and is assumed to be non-singluar. The matrix $A$ is usually sparse and as $N$ becomes larger, it is not economical to solve the system of equations directly. Instead, iterative methods are usually utilized.

The Conjugate Gradient (CG) method and the Conjugate Residual (CR) method, are widely used for approximating the solution of the system (Huynh, ref. 1; Faddeev and Faddeeva, ref. 2). Both methods give the exact solution in at most $N$ steps in the absence of round-off errors. However, the
CG method and the CR method require the matrix A to be symmetric, positive definite. A large number of generalizations of these methods applicable to systems with a non-symmetric matrix have been made. The success of the generalization of the CG and CR methods is reflected in the introduction of a series of algorithms capable of treating non-symmetric problems (OTHMIN by Vinsome, ref. 3; ORTHDIR and ORTHRES by Young and Jea, ref. 4; GMRES by Saad and Schultz, ref. 5; Wigton et al., ref. 6). The Minimal Residual method (Hafez, ref. 7) and the Generalized Nonlinear Minimal Residual method (Huang and Dulikravich, ref. 8) can be thought of as generalizations of the conjugate residual method.

In this paper, a new method of enhancing convergence rate of iterative algorithms for systems of partial differential equations is developed. The method is entitled Distributed Minimal Residual (DMR) method (Lee et al., ref. 9-14) and it is related to a general Krylov subspace method from which it differs in two aspects. First, the DMR method attempts to improve on a straight application of a Krylov subspace method by using a separate sequence of acceleration factors for each equation in the system. In application of the DMR method to Euler equations of inviscid gasdynamics, for example, the acceleration factors for continuity equation differ from those for two momentum equations and for energy equation. This approach requires fewer consecutive solutions to be stored. Effectively, the DMR method periodically preconditions the system. Second, the DMR method does not involve the orthogonalization procedure which most of Krylov subspace methods utilize to reduce the number of numerical operations. The DMR method uses corrections from only two or three consecutive solutions for a successful application.

The prime objective of this paper is to develop the theory of the DMR method and to examine the effectiveness of the DMR method by applying it to different systems of partial differential equations: Euler equations of inviscid gasdynamics and incompressible flow Navier-Stokes equations. Runge-Kutta time stepping method and Euler implicit method were used as two basic iterative algorithms.

**DISTRIBUTED MINIMAL RESIDUAL (DMR) METHOD**

Let us consider a system of partial differential equations that are integrated iteratively so that their residual vector at iteration level \( t \) is given by

\[
R^t = \frac{\partial E^t}{\partial x} + \frac{\partial F^t}{\partial y} + \frac{\partial G^t}{\partial z}
\]  

(2)

where \( E^t, F^t, G^t \) are the generalized flux vectors (at iteration level \( t \)) that act in the directions \( x, y, z \), respectively. The future residual at iteration level \( t+1 \) is given by
Assume that each component of the solution vector at iteration level \( t+1 \) is extrapolated from the corresponding previous \( M \) consecutive iteration levels. Then, we can say that

\[
q_{1}^{t+1} = q_{1}^{t} + \omega_{1}^{1}\Delta q_{1}^{1} + \omega_{1}^{2}\Delta q_{1}^{2} + \cdots + \omega_{1}^{M}\Delta q_{1}^{M}
\]

\[
q_{2}^{t+1} = q_{2}^{t} + \omega_{2}^{1}\Delta q_{2}^{1} + \omega_{2}^{2}\Delta q_{2}^{2} + \cdots + \omega_{2}^{M}\Delta q_{2}^{M}
\]

\[\cdots\cdots\cdots\cdots\]

\[
q_{L}^{t+1} = q_{L}^{t} + \omega_{L}^{1}\Delta q_{L}^{1} + \omega_{L}^{2}\Delta q_{L}^{2} + \cdots + \omega_{L}^{M}\Delta q_{L}^{M}
\]

Here, the subscripts 1, 2, 3, ..., \( L \) designate the particular component of the solution vector \( Q \), that is, the particular equation in the system. The superscripts 1, 2, 3, ..., \( M \) designate the particular iteration level counting backward from the present iteration level, \( t \). Thus, the superscript 1 means the first previous iteration level. The superscript 2 means the second previous iteration level, etc. This can be expressed in a more compact form as

\[
Q^{t+1} = Q^{t} + \sum_{m=1}^{M} \Theta^{m}
\]

where

\[
\Theta^{n} = \begin{bmatrix}
\omega_{1}^{n}\Delta_{1}^{n} \\
\omega_{2}^{n}\Delta_{2}^{n} \\
\vdots \\
\omega_{L}^{n}\Delta_{L}^{n}
\end{bmatrix} = \omega_{1}^{n} [ \Delta_{1}^{n} ] + \omega_{2}^{n} [ \Delta_{2}^{n} ] + \cdots + \omega_{L}^{n} [ \Delta_{L}^{n} ]
\]

Here, \( \omega \)'s are the acceleration (weighting) factors to be calculated, \( \Delta \)'s are the iterative corrections computed with the original non-accelerated scheme, \( M \) denotes the total number of consecutive time steps from which the corrections are combined.
Using Taylor series expansion in time for $R^{t+1}$ and truncating the terms that are higher than second order in $\Delta t$, Eq. 3 becomes approximately

$$R^{t+1} = R^t + \sum_{m=1}^{M} \left[ \frac{\partial}{\partial x} A^t \cdot \frac{\partial}{\partial y} B^t \cdot \frac{\partial}{\partial z} C^t \right] \Theta^m$$

(7)

The global domain residual can be defined as

$$R^t = \sum_D R^T R^t$$

(8)

where $\sum_D$ denotes summation over the computational domain $D$, and the superscript $T$ represents transpose of a vector. In order to minimize the future global residual, $R^{t+1}$, the $\omega$'s are determined from the following conditions

$$\frac{\partial R^{t+1}}{\partial \omega^m_r} = 0$$

(9)

From Eq. 8 this leads to

$$- \sum_D R^T \left[ \frac{\partial}{\partial x} A^t \cdot \frac{\partial}{\partial y} B^t \cdot \frac{\partial}{\partial z} C^t \right] \frac{\partial \Theta^m}{\partial \omega^m_r}$$

$$= \sum_D \sum_n \left\{ \left[ \frac{\partial}{\partial x} A^t \cdot \frac{\partial}{\partial y} B^t \cdot \frac{\partial}{\partial z} C^t \right] \Theta^n \right\}^T$$

$$\left\{ \frac{\partial}{\partial x} A^t \cdot \frac{\partial}{\partial y} B^t \cdot \frac{\partial}{\partial z} C^t \right\} \frac{\partial \Theta^m}{\partial \omega^m_r}$$

(10)

where

$$\frac{\partial \Theta^m}{\partial \omega^m_r} = \left[ \Delta^m \delta_{pr} \right]$$

(11)

and $\delta_{pr}$ is the Kronecker delta. However, from Eq. 6 we have that
Noticing that \( \frac{\partial \Theta^n}{\partial \omega_q^n} \) is not a function of \( \omega \), it follows that

\[
- \sum_D R^T D \left[ \frac{\partial}{\partial x^1} A_{x}^{1} + \frac{\partial}{\partial y^1} B_{y}^{1} + \frac{\partial}{\partial z^1} C_{z}^{1} \right] \frac{\partial \Theta^m}{\partial \omega_r^n} = \sum_D \sum_n \sum_q \omega_q^n \left[ \frac{\partial}{\partial x^1} A_{x}^{1} + \frac{\partial}{\partial y^1} B_{y}^{1} + \frac{\partial}{\partial z^1} C_{z}^{1} \right] \frac{\partial \Theta^m}{\partial \omega_r^n} \]

(13)

Let

\[
a^n_q = \left[ \frac{\partial}{\partial x^1} A_{x}^{1} + \frac{\partial}{\partial y^1} B_{y}^{1} + \frac{\partial}{\partial z^1} C_{z}^{1} \right] \frac{\partial \Theta^n}{\partial \omega_q^n}
\]

(14)

Then Eq. 13 becomes

\[
- \sum_D R^T a^m_r = \sum_D \sum_n \sum_q \omega_q^n a^n_q a^m_r
\]

(15)

For simplicity, let

\[
c^{nm}_{qr} = \sum_D a^n_q a^m_r
\]

(16)

and

\[
b^m_r = - \sum_D R^T a^m_r
\]

(17)

Then, the system of algebraic equations (Eq. 15) can be written as

\[
\sum_D \sum_n \sum_q \omega_q^n c^{nm}_{qr} = b^m_r
\]

(18)
representing the system of \( L \times M \) linear algebraic equations for the \( L \times M \) optimum acceleration factors \( \omega \).

For example, if we are periodically to combine corrections from \( M = 2 \) consecutive time steps to extrapolate the solution and to solve a system of \( L = 4 \) partial differential equations, we need to solve simultaneously \( L \times M = 8 \) algebraic equations for 8 values of \( \omega \).

Notice that when the convergence is achieved, the b's become zero (Eq. 17), thus making the \( \omega \)'s zero. In other words, the accuracy of the fully converged solution will not be affected by using the DMR method. Furthermore, if the matrix \( c_{nm} \) is positive definite, it can be shown easily that the \( \omega \)'s minimize the global residual, \( R^{t+1} \), at iteration level \( t+1 \). Using a different sequence of acceleration factors for each partial differential equation in the original system is equivalent to using a different time step for each equation or selectively preconditioning the system. The DMR method, therefore, can be understood as the combination of a preconditioning method and a Krylov subspace method. Also, we can think of the DMR method as an incomplete Newton iteration. This point can be illustrated by the following fact. When the acceleration factors vary not only from equation to equation, but also from grid point to grid point, and when we use just one solution in the DMR formulation, it can be shown that the DMR method is equivalent to the Newton iterations.

**APPLICATION OF THE DMR METHOD TO EULER EQUATIONS OF GASDYNAMICS**

The introduction of the successful numerical algorithms such as the Euler implicit method and the explicit Runge-Kutta time stepping method made it relatively inexpensive to perform the numerical
integration of the systems of partial differential equations governing compressible flows. Most of such algorithms, however, suffer from slow convergence at low Mach numbers. The reasons for this are the rapidly increased stiffness and the singular behavior of the original system of compressible flow equations at low Mach numbers. The singular behavior of the system near Mach number zero can be removed by eliminating the singularity of the system by a perturbation technique (Briley, ref. 15; Choi, ref. 16). The stiffness of the system at low Mach numbers can be reduced by preconditioning the system (Turkel, ref. 17; Choi, ref. 16). The DMR method is used to alleviate the difficulty associated with the increased stiffness of the Euler equations for low Mach number compressible flows.

**Euler Equations for Compressible flows**

The Euler equations for a two-dimensional unsteady inviscid flow expressed in a generalized non-orthogonal curvilinear coordinates \((\xi, \eta)\) without body forces or heat transfer, can be written in a vector form as

\[
\frac{\partial \tilde{Q}}{\partial t} + \frac{\partial \tilde{E}}{\partial \xi} + \frac{\partial \tilde{F}}{\partial \eta} = 0
\]  

(20)

where

\[
\tilde{Q} = \frac{1}{J} \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ e \end{bmatrix}, \quad \tilde{E} = \frac{1}{J} \begin{bmatrix} \rho U \\ \rho U u + p \xi_x \\ \rho U v + p \xi_y \\ (e + p)U \end{bmatrix}, \quad \tilde{F} = \frac{1}{J} \begin{bmatrix} \rho V \\ \rho V u + p \eta_x \\ \rho V v + p \eta_y \\ (e + p)V \end{bmatrix}
\]  

(21)

The subscripts \(x\) and \(y\) represent first (partial) derivatives with respect to \(x\) and \(y\), respectively. Here, \(\rho\) is the density, \(p\) is the thermodynamic pressure, \(e\) is the total energy per unit volume, while \(u\) and \(v\) are the Cartesian velocity components along \(x\) and \(y\) axis, respectively. \(J\) is the Jacobian determinant, \(\frac{\partial (\xi, \eta)}{\partial (x, y)}\), while \(U\) and \(V\) are the contravariant velocity vector components defined as

\[
\begin{bmatrix} U \\ V \end{bmatrix} = \begin{bmatrix} \xi_x & \xi_y \\ \eta_x & \eta_y \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix}
\]  

(22)
Numerical Algorithm

The artificial dissipation suggested by Steger and Kutler (ref. 18) was used in the form

\[ D(\tilde{Q}) = \frac{\epsilon}{8J\Delta t} \nabla^4 \left[ J\tilde{Q} \right] \]  \hspace{1cm} (23)

where \( \nabla^4 \) is the biharmonic differential operator in \( \xi, \eta \) coordinates and \( \epsilon \) is a parameter. The residual vector \( \hat{R} \) of Euler equations for compressible flow including the artificial dissipation is

\[ \hat{R} = \frac{\partial \hat{E}}{\partial \xi} + \frac{\partial \hat{F}}{\partial \eta} + \frac{\epsilon}{8J\Delta t} \nabla^4 \left[ J\tilde{Q} \right] \]  \hspace{1cm} (24)

After discretization, the governing equations become a set of ordinary differential equations, which can be integrated by the Runge-Kutta time stepping method (Jameson et al., ref. 18).

\[ \begin{align*}
\tilde{Q}^0 &= \hat{Q}^t \\
\Delta \tilde{Q}^k &= -\alpha_k \Delta t \hat{R}^{k-1} \quad k = 1,2,\ldots,K \\
\tilde{Q}^{t+1} &= \tilde{Q}^t + \Delta \tilde{Q}^K
\end{align*} \]  \hspace{1cm} (25)

where \( \alpha_k \) are the coefficients for each of the \( K \) stages of the Runge-Kutta scheme required to advance the solution from the time level \( t \) to the time level \( t+1 \). For example, \( \alpha_k = 1/4, 1/3, 1/2 \) and 1 for the four stage Runge-Kutta scheme.

The time steps for each direction are estimated (MacCormack and Baldwin, ref. 19) from

\[ \begin{align*}
\Delta t_\xi &= \frac{\text{CFL}}{|\mathbf{U}| + c(\xi_x^2 + \xi_y^2)^{1/2}} \\
\Delta t_\eta &= \frac{\text{CFL}}{|\mathbf{V}| + c(\eta_x^2 + \eta_y^2)^{1/2}}
\end{align*} \]  \hspace{1cm} (26)

where \( c \) is the local speed of sound and CFL is the Courant-Friedrichs-Lewy number. The maximum time step is given as

\[ \Delta t = \frac{\Delta t_\xi \Delta t_\eta}{\Delta t_\xi + \Delta t_\eta} \]  \hspace{1cm} (27)
The implicit characteristic boundary procedure of Chakravarthy (ref. 20) was used, though the scheme itself is explicit. Entropy per unit mass \( s = p/\rho^2 \), total enthalpy per unit mass, \( h = (e+p)/\rho \), and flow angle \( \tan(\alpha) = v/u \) are specified at the inflow boundary. For a subsonic downstream outflow boundary \( \xi = \text{constant} \), the equation corresponding to the negative eigenvalue, \( U - \alpha c(\xi_x^2 + \xi_y^2)^{1/2} \), is substituted with a constant back pressure, \( p_b \). For a solid wall boundary \( \eta = \text{constant} \), the equation corresponding to the positive eigenvalue, \( V + \alpha c(\eta_x^2 + \eta_y^2)^{1/2} \), is substituted with a tangency boundary condition, \( V = 0 \).

Upon applying the DMR method to the system of Euler equation of gasdynamics, Eq. 14, becomes

\[
a^m_q = \left( \frac{\partial}{\partial \xi} \tilde{A}^t + \frac{\partial}{\partial \eta} \tilde{B}^t + DJ \cdot \frac{\partial \Theta^m}{\partial \omega^m} \right)
\]

(28)

where \( \tilde{A} \) and \( \tilde{B} \) are the Jacobian matrices in the transformed coordinates

\[
\tilde{A} = \frac{\partial \tilde{E}}{\partial \tilde{Q}} \quad \quad \tilde{B} = \frac{\partial \tilde{F}}{\partial \tilde{Q}}
\]

(29)

**Results for Compressible Euler Equations**

A two-dimensional flow analysis code has been developed in FORTRAN according to the previous theory for Euler equations of gasdynamics using finite differencing. All computational results were obtained on CRAY-YMP at NAS facility using automatic vectorization.

The test case for the code was flow around a circular cylinder. The outer boundary of the computational domain was located at 20 times the radius of the cylinder. A 66×32 cell computational grid was used in this test case. The computations were performed with and without the DMR method in conjunction with the four stage Runge-Kutta (RK) scheme. The convergence histories are plotted in terms of the number of iterations and in terms of the CPU time (Fig. 1). The maximum allowable CFL number (\( \text{CFL} = 2.8 \)) was used in both accelerated and non-accelerated computations. The free stream Mach number was chosen to be 0.05 which is practically an incompressible flow. The DMR method saves over 60% of total CPU time in this critical flow test case. The surface pressure coefficient (Fig. 2) matches well with the incompressible potential flow solution.
APPLICATION OF THE DMR METHOD TO INCOMPRESSIBLE NAVIER-STOKES EQUATIONS

The main difficulty associated with the incompressible flow computations is caused by the absence of a time derivative term in the continuity equation. One of the methods for solving the incompressible
Navier-Stokes equations was originated by Chorin (ref. 21). In this concept, an artificially time dependent derivative term $\frac{\partial (p/\beta)}{\partial t}$ is added to the continuity equation with a user specified control parameter $\beta$. The artificial time derivative diminishes as the solution converges to its steady state. The added term forces the system to be of a mixed parabolic-hyperbolic type, which allows the use of time marching techniques. Later, Choi and Merkle (ref. 22), and Kwak et al. (ref. 23) used an Alternating Direction Implicit (ADI) method in conjunction with the artificial compressibility method.

**Incompressible Flow Navier-Stokes Equations**

The two-dimensional Navier-Stokes equations in a general non-orthogonal curvilinear coordinates $\xi, \eta$ are given as

$$\frac{\partial \tilde{Q}}{\partial t} + \frac{\partial \tilde{E}}{\partial \xi} + \frac{\partial \tilde{F}}{\partial \eta} = D^2(I\tilde{Q})$$

(30)

The solution vector and the flux vectors in the transformed coordinates are given as

$$\tilde{Q} = \begin{bmatrix} \frac{p}{\beta} \\ u \\ v \end{bmatrix}, \quad \tilde{E} = \begin{bmatrix} U \\ Uu + \xi_x p \\ Uv + \xi_y p \end{bmatrix}, \quad \tilde{F} = \begin{bmatrix} V \\ Vu + \eta_x p \\ Vv + \eta_y p \end{bmatrix}$$

(31)

where $p$ is the pressure. Notice that the artificial compressibility has been added in the continuity equation. The physical viscous terms in the general coordinates are given by

$$D^2(I\tilde{Q}) = \left[ \frac{S}{J} g_{ij} (I\tilde{Q})_{ji} \right]$$

(32)

where $g_{ij}$ is the contravariant matrix tensor

$$g_{ij} = \nabla x'_i \nabla x'_j$$

(33)

Here, $x'_i$ means $\xi$ or $\eta$ depending on the index $i$

$$S = \frac{1}{Re} \text{diag}(0,1,1)$$

(34)

where $Re$ is the Reynolds number.
The Navier-Stokes equations are mixed parabolic/hyperbolic partial differential equations. According to the eigenvalue analysis of the hyperbolic part of the equations, the Jacobian matrices in the transformed coordinates have real eigenvalues

\[
\tilde{A} = \frac{\partial \tilde{E}}{\partial \tilde{Q}} = K(U, \xi_x, \xi_y)
\]

\[
\tilde{B} = \frac{\partial \tilde{F}}{\partial \tilde{Q}} = K(V, \eta_x, \eta_y))
\]

where the matrix \( K \) is defined as

\[
K(k, k_1, k_2) = \begin{bmatrix}
0 & k_1 & k_2 \\
k_1 & k + k_1u & k_2u \\
k_2 & k_1v & k + k_2v
\end{bmatrix}
\]

Here, \( k_1 \) and \( k_2 \) are either \( \xi_x \) and \( \xi_y \) or \( \eta_x \) and \( \eta_y \) depending on the direction to be considered, and \( k = k_1u + k_2v \). The eigenvalues of the matrix \( K \) are given by

\[
\Lambda = \text{diag}(k - c, k + c, k)
\]

where the equivalent speed of sound, \( c \), is given as

\[
c = \sqrt{k^2 + \beta (k_1^2 + k_2^2)}
\]

Notice that one of the eigenvalues is negative. This means that the incompressible flow is equivalently "subsonic" in the sense of different signs of the eigenvalues and that \( c \) will influence stiffness of the system. Thus, the direction of characteristics should be considered when applying boundary conditions.
Numerical Methods

The residual vector including the fourth order artificial dissipation (Eq. 23) is defined as

\[
\hat{\mathbf{R}} = \frac{\partial \mathbf{E}}{\partial \xi} + \frac{\partial \mathbf{F}}{\partial \eta} - D^2(\mathbf{Q}) + \mathbf{D}(\mathbf{Q})
\] (40)

After spatial derivative terms were discretized, the governing equations were integrated either by the explicit Runge-Kutta time-stepping algorithm (Eq. 25) or by an Euler implicit method with approximate factorization (Beam and Warming, ref. 24). To reduce the computational effort, the artificial dissipation and the viscous part of the residual are calculated only once every global time level and kept unchanged during the four stages of the Runge-Kutta scheme. This does not deteriorate the stability of the time stepping algorithm.

The Euler implicit scheme with factorization for the incompressible Navier-Stokes equations results in

\[
\begin{bmatrix}
I + \Delta t \left( \frac{\partial}{\partial \xi} \tilde{\mathbf{A}} - \frac{\partial}{\partial \xi} \left( \mathbf{S}_{11} \frac{\partial}{\partial \xi} \mathbf{J} \right) \right)
\end{bmatrix}
\begin{bmatrix}
I + \Delta t \left( \frac{\partial}{\partial \eta} \tilde{\mathbf{B}} - \frac{\partial}{\partial \eta} \left( \mathbf{S}_{22} \frac{\partial}{\partial \eta} \mathbf{J} \right) \right)
\end{bmatrix} \Delta \mathbf{Q} = -\Delta t \hat{\mathbf{R}}
\] (41)

Time Step Limitations and Boundary Conditions

The allowable time increments of the explicit scheme are severely restricted by the stability limit, while for an implicit scheme the time step restrictions are caused by the factorization errors. The time step is determined by considering the hyperbolic part of the system and the parabolic part of the system separately and by combining these time steps as suggested by MacCormack and Baldwin (ref. 19). The system becomes hyperbolic when viscosity is neglected. Then, the stability bound of the resulting system is determined by the CFL (Courant-Friedrichs-Lewy) number. The maximum allowable time steps for each of the coordinate directions are defined as

\[
\Delta t_\xi = \frac{\text{CFL}}{|U| + c_\xi}, \quad \Delta t_\eta = \frac{\text{CFL}}{|V| + c_\eta}
\] (42)

so that the combined maximum time step for the hyperbolic part of the system is defined by
\[ \Delta t_h = \frac{\Delta t_{h\zeta} \Delta t_{h\eta}}{\Delta t_{h\zeta} + \Delta t_{h\eta}} \]  

When the convective part of the acceleration is neglected, the system becomes of parabolic type. The stability of the parabolic type system is dictated by the non-dimensional number \( \sigma \) (von Neumann number). For each generalized coordinate direction, the maximum time steps are defined by

\[ \Delta t_{p\zeta} = \frac{\sigma Re}{g_{11}} \quad \Delta t_{p\eta} = \frac{\sigma Re}{g_{22}} \]  

and the combined maximum time step for the parabolic part is given by

\[ \Delta t_p = \frac{\Delta t_{p\zeta} \Delta t_{p\eta}}{\Delta t_{p\zeta} + \Delta t_{p\eta}} \]  

The total maximum time step is estimated conservatively as

\[ \Delta t = \frac{\Delta t_h \Delta t_p}{\Delta t_h + \Delta t_p} \]  

For the explicit Runge-Kutta method, Eq. 46 was used to estimate the maximum time step. However, for the Euler implicit method, only CFL limitation was used to compute the time step, that is

\[ \Delta t = \frac{\Delta t_{h\zeta} \Delta t_{h\eta}}{\Delta t_{h\zeta} + \Delta t_{h\eta}} \]  

It was assumed that the flow is inviscid at the inlet and exit planes causing the system of equations to become hyperbolic in time near the inlet and exit. As stated earlier, the incompressible Navier-Stokes equations have one negative eigenvalue, and the rest of the eigenvalues are positive. Thus, one equation should be considered with two boundary conditions at the inlet. At the exit, two equations with one boundary condition must be applied. At the inlet, \( u \) and \( v \) velocity vector components were specified, while the back pressure \( p \) was specified at the exit. The flow was assumed to be locally one-dimensional at the inlet and exit boundaries in order to transform locally the equation into the characteristic form. At the solid wall, the velocity vector components, \( u \) and \( v \), were set to zero, and the surface pressure was extrapolated from the grid points next to the wall from the condition that \( \frac{\partial p}{\partial n} = 0 \).
Residual Smoothing

One of the successful attempts to accelerate the convergence of the Runge-Kutta scheme is Implicit Residual Smoothing (IRS) introduced by Jameson and Baker (ref. 25). With this method, it is possible to use much higher values of CFL. The residual is smoothed through the following equation

\[
\left[ 1 - \theta \delta^2 \right] \left[ 1 - \theta \delta^2 \right] \hat{R}^* = \hat{R}
\]  

(48)

where \( \delta^2 \) designates the central difference operator for a respective second derivative, and \( \theta \) is the smoothing coefficient. Thus, when using the IRS we have to solve two scalar tri-diagonal matrices. Since their coefficients are constants, the tri-diagonal matrices are decomposed into upper and lower bi-diagonal matrices so that at every application of the IRS only forward and backward substitutions are needed to get the smoothed residual.

The application of the DMR method to incompressible Navier-Stokes equations differs from the formulation for its application to the Euler equations of gasdynamics only by the following term

\[
\text{a}_q^m = \left[ \frac{\partial}{\partial \xi} \tilde{A}^t \cdot - \frac{\partial}{\partial \eta} \tilde{B}^t \cdot - D^2 J \cdot + DJ \cdot \frac{\partial \Theta^m}{\partial \sigma_q} \right]
\]  

(49)

Computational Results for Navier-Stokes Equations

A steady, laminar, viscous flow normal to a solid wall (Hiemenz flow) was the first test case. Reason for this choice of the test case is that the analytic solution for the Hiemenz flow is known (Panton, ref. 26). The accuracy of the codes (the explicit Runge-Kutta method and the Euler implicit method) can be verified by comparing the computed solution with the analytic solution.

The flow corresponding to the Reynolds number 400 based on the free stream velocity and a body dimension, \( R_o \), of the wall was computed with and without the DMR method in conjunction with explicit and implicit codes. The computational grid consisted of 60x29 cells, and the dimensions of the computational domain were \( H = R_o \) and \( L = 2R_o \). In the case of an explicit Runge-Kutta (RK) method, the maximum allowable CFL number of 2.8 was used and the von Neumann number was \( \sigma = 0.4 \). A small amount of the fourth order artificial dissipation was added to get a smooth solution (\( \varepsilon = 0.05 \)). Using numerical experimentation it was found that the fastest convergence is obtained with the artificial
compressibility coefficient $\beta = 2$, and that the DMR method should be applied every 10 iterations by combining 3 consecutive solutions.

Figure 3  Distributions of wall surface velocity gradient for Hiemenz flow (RK: solid line; analytic solution: circles)

The computed distribution of the wall surface velocity gradient, $\frac{\partial u}{\partial y}$, was compared with that of the analytic solution (Fig. 3), showing an excellent agreement. Figure 4 shows that the residual was
reduced 12 orders of magnitude in 5000 iterations without the DMR method, while the same reduction in residual could be achieved in 2000 iterations with the DMR method indicating 60% reduction in CPU time. The implicit residual smoothing was also implemented with and without the DMR method. The basic RK method gives the slowest convergence, the IRS gives faster convergence than the basic RK method, while the DMR method gave the second best convergence. The most rapid convergence in terms of the number of iterations was achieved by combining the implicit residual smoothing and the DMR method. However, the DMR method alone offered maximum time savings (over 55%).

Figure 5  Distributions of wall surface velocity gradient for Hiemenz flow
(Euler implicit: solid line; analytic solution: circles)

Figure 6  Convergence histories of the Euler implicit method for Hiemenz flow with Re = 400
The implicit code was also exercised for the test of the Hiemenz flow with the same conditions as in the test case for the explicit code (Re = 400). The computed surface velocity gradient distribution was compared with the analytic solution (Fig. 5). Good agreement can be observed. CFL number of 10 was used in this computation. Also, the fourth order artificial dissipation with ε = 0.25 was added. The optimal value of the artificial compressibility coefficient β was found by numerical experiments to be β = 5. The DMR method was found to give the fastest convergence when applied to the implicit Euler scheme every 5 iterations by combining 5 consecutive solutions. Figure 6 shows that the DMR method offers approximately 60% reduction in CPU time indicating that the DMR method can be successfully applied to implicit methods.

The last test case was a laminar flow around a circular cylinder. The highly clustered grid of 66x44 cells was used. Flow with Reynolds numbers of 20 was computed with the RK method and the Euler implicit method. The CFL and von Neumann numbers were CFL = 2.8 and σ =0.4, respectively, for the RK method, and CFL = 10 was used for the Euler implicit method. The DMR method was applied every 30 iterations for the RK method, while every 10 iterations for the Euler implicit method. For both methods, two consecutive solutions were used with the DMR method, though these combinations of the number of solutions and the frequency of the DMR application are not optimal. The artificial compressibility coefficient was β = 1 for both methods. The convergence histories of the RK method and the Euler implicit method with and without the DMR method are presented in Figures 7 and 8. The DMR method offers more savings with the Euler implicit method (30%) than with the RK method (10%). The wall pressure distributions and the wall vorticity distributions were compared with the computational results of Choi (1989) in Figures 9 and 10 showing reasonable agreement.
Figure 8  Convergence histories for viscous flow around a circular cylinder with Re = 20 (Euler implicit)

Figure 9  Wall pressure coefficient distributions and vorticity distributions for flow around a circular cylinder at Re = 20 (RK)
CONCLUSIONS

The DMR method was found capable of reducing the computation time by 20-80% depending on the test case. When directly compared with an implicit residual smoothing, the DMR method performed consistently better and more reliably.
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ABSTRACT

A new technique has been developed for the solution of the incompressible Navier-Stokes equations. The numerical technique, derived from a pressure substitution method (PSM), overcomes many of the deficiencies of the pressure correction method. This technique allows for the direct solution of the actual pressure in the form of a Poisson equation which is derived from the pressure weighted substitution of the full momentum equations into the continuity equation. Two-dimensional internal flows are computed with this method and the prediction of cascade performance is presented. The extension of the pressure correction method for the solution of three-dimensional flows is also presented.

NOMENCLATURE

\( C_{\varepsilon_1}, C_{\varepsilon_2}, C_{\mu} \) coefficients in turbulence model
\( C_p \) specific heat at constant pressure
\( E \) turbulent constant dependent on wall roughness
\( f_1, f_2, f_3, f_4, f_5 \) low-Reynolds number turbulence model coefficients
\( G_1, G_2, G_3 \) contravariant velocities
\( h \) static enthalpy
\( H_1, H_2, H_3 \) transformation metrics
\( J, J\eta, J\xi \) flux vectors
\( \mathcal{J} \) Jacobian of the transformation
\( k \) turbulent kinetic energy
\( L \) turbulent length scale
\( p \) static pressure
\( Pr_t \) turbulent Prandtl number
\( Re \) Reynolds number
\( Re_t \) turbulent Reynolds number, \( \rho k^2/\mu \varepsilon \)

* Presently; Turbopropulsion Laboratory
Naval Postgraduate School
Monterey, CA 93943
Re_y: turbulent Reynolds number, \( \rho y \sqrt{k/\mu} \)

\( S_\phi \): source term (for variable \( \phi \))

T: static temperature

T': fluctuating temperature

Tu: turbulence intensity, \( \sqrt{\frac{(u')^2}{U_1}} \)

\( u_i \): mean velocity in direction \( x_i \), \( (u_1, u_2, u_3) \equiv (u, v, w) \)

\( u'_i \): fluctuating velocity in direction \( x_i \)

\( U_1 \): inlet total velocity

\( x_i \): Cartesian coordinate, \( (x_1, x_2, x_3) \equiv (x, y, z) \)

\( y^+ \): non-dimensionalized normal distance, \( y \sqrt{\left( \frac{\tau_w}{\rho} \right) / \nu} \)

\( \alpha, \beta, \gamma \): transformation metrics

\( \delta_{ij} \): Kronecker delta

\( \epsilon \): dissipation rate of turbulent kinetic energy

\( \kappa \): von Karman constant, 0.42

\( \mu \): molecular viscosity

\( \mu_{eff} \): effective viscosity, \( \mu + \mu_t \)

\( \mu_t \): turbulent viscosity

\( \nu \): kinematic viscosity

\( \Phi \): dissipation function

\( \phi \): scalar variable

\( \phi' \): fluctuating dissipation

\( \rho \): density of fluid

\( \Gamma_\phi \): effective diffusion coefficient (for variable \( \phi \))

\( \sigma_k, \sigma_\epsilon \): coefficients in turbulence model

\( \tau_w \): shear stress on the wall

\( \xi, \eta, \zeta \): transformed coordinates

\( \Delta \xi, \Delta \eta, \Delta \zeta \): computational domain grid spacing

\( \omega_p \): relaxation parameter for pressure equation

\( \omega_u, \omega_v, \omega_w \): relaxation parameter for momentum equations

Subscripts

0: central grid point in finite difference molecule

d: downstream face of control volume

D: downstream grid point

e: east face of control volume

E: east grid point

i, j, k: tensor indices

i: inlet flow conditions
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INTRODUCTION

Turbomachinery flows are amongst the most complex encountered in engineering. These flows are three dimensional and highly turbulent and may include heat transfer. Unsteadiness and compressibility in turbomachinery flows are also relevant but will not be considered in this paper. Higher order turbulence models are also needed to resolve the transitional and near wall flow phenomena, which are important for loss and heat transfer predictions. Flow separation should also be accurately predicted with such models as these regions are inevitably present in modern highly loaded turbine and compressor blade rows.

This paper is mainly concerned with the development of a more efficient pressure based method and its application to turbomachinery incompressible flows.

A brief review of the relevant works follows. Hah (ref. 1) solved the uncoupled equations on a staggered grid. Higher order discretization was used for the convection terms to reduce numerical diffusion. The quadratic upstream (QUICK) differencing by Leonard (ref. 2) and skew upwinding scheme by Raithby (ref. 3) were extended and modified. An algebraic Reynolds stress model modified for the effect of streamline curvature and rotation was used for the closure of the governing equations. Comparison with experimental data for an end-wall turbine cascade flow, showed that various complex three-dimensional viscous flow phenomena were well predicted.

An excellent review paper by Patankar (ref. 4) puts the treatment of convection and diffusion into perspective. He refers to a study done by Patel and Markatos (ref. 5) who evaluated eight different discretization schemes to solve the two-dimensional convection-diffusion equations. "They found that QUICK and its variants gave accurate and cost effective solutions when they converged. However they failed to converge for high flow rates and coarse grids." The situation becomes more acute for supersonic flows for which Patel et al. (ref. 6) concluded that the upwind scheme is the best choice.

Patankar (ref. 4) observes, "Thus, we have gone around full circle. Lower-order schemes such as upwind are stable and monotonic but lead to false diffusion. Higher-order schemes such as QUICK eliminate false diffusion but produce wiggles and often fail to converge. The search for the perfect method is still not over."

Rhie and Chow (ref. 7) presented a solution of the Navier-Stokes equations
in general curvilinear coordinates on a non-staggered grid. A specific algorithm based on pressure weighting (PWM) was developed to suppress the pressure oscillations. This development was a major breakthrough for the solution of the fluid flow equations in generalised coordinates. They used the pressure correction method (PCM) to couple the momentum and continuity equations. The standard form of the $k$-$\epsilon$ model was used to describe the turbulence for flows over airfoils with and without trailing edge separation.

Recently, Rhie (ref. 8), extended his scheme to employ the pressure implicit split operator (PISO) concept with a multigrid procedure to enhance convergence. Within the several levels of pressure correction, the density was treated implicitly for the correction of the mass flow imbalance. This treatment was applicable for compressible flows. The method was tested for a wide range of flows, including three-dimensional driven cavity and a turbine end-wall cascade.

Three different formulations for non-staggered grids have been suggested by Shih and Ren (ref. 9). Some employ the Poisson equation for pressure, in place of the continuity equation. All of the algorithms, proposed by them, solve for the pressure directly and not the pressure correction as in the SIMPLE algorithm. When the continuity equation is used, a Pressure Substitution Method (PSM) is employed. However the equations were solved in non-conservative form, thus resulting in a purely finite difference method.

Hobson and Lakshminarayana (ref. 10) presented a control volume formulation of the pressure substitution method for the solution of the Navier-Stokes equations describing incompressible flows. The application of this method to two-dimensional cascade flows is presented. The Low-Reynolds number $k$-$\epsilon$ turbulence model according to Lam and Bremhorst (ref. 11) is used to resolve the turbulence within the flow.

Three-dimensional flows are calculated with the pressure correction method similar to that used by Rhie (ref. 12) and the standard High-Reynolds number $k$-$\epsilon$ turbulence model including wall functions is used. The computation of turbulent flow in a turbine end-wall cascade is presented.

**THEORETICAL FORMULATION**

The Incompressible Viscous Flow Equations

For steady-mean incompressible flow, the time-averaged continuity equation and the Reynolds averaged Navier-Stokes equation can be written in Cartesian tensor form:

\[
\frac{\partial (\rho u_i)}{\partial x_i} = 0 \tag{1}
\]

\[
\frac{\partial (\rho u_i u_j)}{\partial x_j} = - \frac{\partial p}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \mu \left[ \frac{\partial u_i}{\partial x_i} + \frac{\partial u_j}{\partial x_j} \right] - \rho u_i u_j \right) \tag{2}
\]
where \( \rho \) is the mean density, \( u_j \) the mean velocity, \( p \) the mean pressure and \( \mu \) the molecular viscosity. The instantaneous velocity, \( u'_i \), with an overbar "—" implies a time averaged quantity.

For the prediction of heat transfer in non-isothermal flows through turbines, the incompressible energy equation is also solved. The form used is given as follows,

\[
\frac{\partial (\rho u_i h)}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \Gamma \frac{\partial T}{\partial x_1} - \rho u'_i h' \right) + \mu (\overline{\phi} + \overline{\theta'})
\]

where \( h \) is the static enthalpy, \( \Gamma^T \) the thermal conductivity of the gas, \( T \) the static temperature. Once again, the averaged fluctuating correlations are present, which will be described in the next section. The dissipation function, \( \overline{\phi} \), is

\[
\overline{\phi} = \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right] \frac{\partial u_j}{\partial x_i}
\]

Assuming that the specific heat, \( C_p \), is constant and the gas is ideal, the static enthalpy is replaced by the static temperature, according to the following relationship.

\[
h = C_p T
\]

Two-Equation Low-Reynolds Number Turbulence Model

To solve equations [2] and [3], one must specify the Reynolds shear stress, \( \rho u'_i u'_j \), and heat flux, \( \rho u'_i T' \). A turbulent or "eddy" viscosity, \( \mu_t \), and a turbulent Prandtl number, \( Pr_t \), are defined according to the Boussinesq approximation (ref. 13) such that,

\[
-\rho u'_i u'_j = \mu_t \left[ \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right] - \frac{2}{3} k \delta_{ij}
\]

\[
-\rho u'_i T' = \frac{\mu_t}{Pr_t} \left[ \frac{\partial T}{\partial x_i} \right]
\]

where \( \delta_{ij} \) is the Kronecker delta and \( k \) is the turbulent kinetic energy.

The isotropic eddy viscosity model was used to obtain an effective viscosity, \( \mu_{eff} \), which is the sum of the turbulent viscosity and molecular
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viscosity.

For the purpose of this paper, the turbulent Prandtl number will be assumed constant and equal to 0.9. Although this is not generally true, it has been found to be a reasonably good approximation for most boundary layer flows with mild temperature gradients. The role of the turbulence model now becomes that of determining the correct value of $\mu_t$.

From the k-\(\epsilon\) turbulence model, as proposed by Launder and Spalding (ref. 14), the turbulent eddy viscosity $\mu_t$ is given by,

$$\mu_t = f \mu C_p \rho \frac{k^2}{\epsilon} \tag{8}$$

where $k$ is the turbulent kinetic energy and $\epsilon$ is the turbulent energy dissipation and each are defined as follows,

$$k = \frac{1}{2} u'_i u'_i \tag{9}$$

$$\epsilon = \frac{\mu}{\rho} \frac{\partial u'_i}{\partial x_j} \frac{\partial u'_j}{\partial x_i} \tag{10}$$

The modelled equations for the transport of $k$ and $\epsilon$ are given as follows,

$$\frac{\partial (\rho u_i k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \frac{\mu_t}{\sigma_k} \frac{\partial k}{\partial x_j} \right] + \mu_t \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right] \frac{\partial u_j}{\partial x_i} - \epsilon \tag{11}$$

$$\frac{\partial (\rho u_i \epsilon)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \frac{\mu_t}{\sigma_k} \frac{\partial \epsilon}{\partial x_j} \right] + f_1 C_{\epsilon 1} \mu_t \frac{\epsilon}{k} \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right] \frac{\partial u_j}{\partial x_i} - f_2 C_{\epsilon 2} \frac{\epsilon^2}{k} \tag{12}$$

Upon consideration of equations (8), (11) and (12), one can see that there are five empirical constants; $C_{\mu}$, $C_{\epsilon 1}$, $C_{\epsilon 2}$, $\sigma_k$, $\sigma_\epsilon$, and three empirical functions; $f_\mu$, $f_1$, and $f_2$. The values of the five constants, used in this paper are those suggested as "standard" by Launder and Spalding (ref. 14). These assume the following values,

$$C_{\mu} = 0.09, C_{\epsilon 1} = 1.44, C_{\epsilon 2} = 1.92, \sigma_k = 1.0, \sigma_\epsilon = 1.3 \tag{13}$$

Turbulent motions immediately adjacent to the wall are significantly influenced by the presence of the wall. Here the magnitude of the effective turbulent viscosity becomes small, and the effects of the molecular viscosity become important. Experimental work has shown that in some turbulent flow situations, there exists a common structure or behavior near the wall. Under these conditions both the mean velocities and the measurable turbulence quantities exhibit nearly universal behavior. The knowledge of this structure
has allowed the formulation and use of the so-called wall-functions. These functions algebraically bridge the near wall region and eliminate the need for more expensive and time consuming calculations with a fine grid near the wall.

Unfortunately, there are many flow situations of interest where this near-wall similarity breaks down. Large pressure gradients are found in the leading edge and trailing edge regions of turbomachinery blade profiles due to the high streamline curvature in these areas. This, and mass transfer at the wall, for example, both alter the near-wall flow, thus wall functions cannot be used. To incorporate these effects into the turbulence models, a variety of suggestions have been made. The purpose of the functions \( f_\mu \), \( f_1 \) and \( f_2 \) is to provide a similar modification to the k-\( \varepsilon \) model, thus extending the validity of the equations through the viscous sub-layer to the wall. Use is made of two "turbulent Reynolds numbers." These are defined as follows,

\[
Re_t = \frac{\rho k^2}{\mu \varepsilon} \quad [14]
\]

\[
Re_y = \frac{\rho \nu \sqrt{k}}{\mu} \quad [15]
\]

Patel et al. (ref. 15) give a good description of these functions.

The three functions given by Lam and Bremhorst (ref. 11) are as follows:

\[
f_\mu = \left[1.0 - \exp(-0.0165Re_y)\right]^2 \left[1.0 + \frac{20.5}{Re_t}\right] \quad [16]
\]

\[
f_1 = 1.0 + \left[f_\mu^{0.05}\right]^3 \quad [17]
\]

\[
f_2 = 1.0 - \exp(-Re_t^2) \quad [18]
\]

This turbulence model has been chosen for use in this paper for a number of reasons. First, it has been used, by Rodi and Scheuerer (ref. 16), to predict transitional flow over a turbine blade with a boundary layer code. Second, when compared to other LRN k-\( \varepsilon \) models it has been shown by Patel et al. (ref. 15) to be amongst the best in predicting the characteristics of fully turbulent flow. Third it has very simple boundary conditions and in general the model is clean and straightforward to code.

Transformation of the Basic Equations

The continuity equation [1] can be expanded to give,

\[
\frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} + \frac{\partial (\rho w)}{\partial z} = 0 \quad [19]
\]
The set of conservation equations describing the transport of momentum [2] can be written in Cartesian coordinates for a scalar variable as,

\[ \frac{\partial (\rho \phi)}{\partial x} + \frac{\partial (\rho v \phi)}{\partial y} + \frac{\partial (\rho w \phi)}{\partial z} = \frac{\partial}{\partial x} \left[ \Phi \frac{\partial \phi}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \Phi \frac{\partial \phi}{\partial y} \right] + \frac{\partial}{\partial z} \left[ \Phi \frac{\partial \phi}{\partial z} \right] + S^\phi \]  

[20]

where \( \Phi \) is an effective diffusion coefficient and \( S^\phi \) denotes the source term. For the momentum equations the source term is a function of the pressure gradient. When new independent variables \( \xi, \eta \) and \( \zeta \) are introduced, Eq. [19] and [20] changes according to the following transformation \( \xi=\xi(x,y,z), \eta=\eta(x,y,z) \) and \( \zeta=\zeta(x,y,z) \) as represented in Fig. 1.

The transformation of partial derivatives is presented in the Appendix. Upon substitution and after some manipulation the basic equations [19] and [20] are transformed into the following form.

\[ \frac{\partial (\rho G_1)}{\partial \xi} + \frac{\partial (\rho G_2)}{\partial \eta} + \frac{\partial (\rho G_3)}{\partial \zeta} = 0 \]  

[21]

\[ \frac{\partial (\rho G_1 \phi)}{\partial \xi} + \frac{\partial (\rho G_2 \phi)}{\partial \eta} + \frac{\partial (\rho G_3 \phi)}{\partial \zeta} = \frac{\partial}{\partial \xi} \left[ \Phi \frac{\partial \phi}{\partial \xi} + H_1 \frac{\partial \phi}{\partial \eta} + H_2 \frac{\partial \phi}{\partial \zeta} \right] + \frac{\partial}{\partial \eta} \left[ \Phi \frac{\partial \phi}{\partial \eta} + H_1 \frac{\partial \phi}{\partial \xi} + H_3 \frac{\partial \phi}{\partial \zeta} \right] + \frac{\partial}{\partial \zeta} \left[ \Phi \frac{\partial \phi}{\partial \zeta} + H_2 \frac{\partial \phi}{\partial \eta} + H_3 \frac{\partial \phi}{\partial \xi} \right] + S^\phi \]  

[22]

Vector Form of the Basic Equations

Only the source term \( S^\phi \) takes on a different form for the three different directions. These are,

(1) \( \phi = u; \) \( S^\phi = -\frac{\partial p}{\partial x} - \xi \frac{\partial p}{\partial \xi} - \eta \frac{\partial p}{\partial \eta} - \zeta \frac{\partial p}{\partial \zeta} \)

(2) \( \phi = v; \) \( S^\phi = -\frac{\partial p}{\partial y} - \xi \frac{\partial p}{\partial \xi} - \eta \frac{\partial p}{\partial \eta} - \zeta \frac{\partial p}{\partial \zeta} \)  

[23]

(3) \( \phi = w; \) \( S^\phi = -\frac{\partial p}{\partial z} - \xi \frac{\partial p}{\partial \xi} - \eta \frac{\partial p}{\partial \eta} - \zeta \frac{\partial p}{\partial \zeta} \)

The source terms for the scalar equations considered such as the energy, turbulent kinetic energy and dissipation equations are mainly of scalar form.

Discretization of the Transport Equations

The conservative form of the equation is derived for numerical computation, the integral form of the continuity equations [21] over the control volume, as shown in Fig. 2, is obtained as follows,
\[ \int_{u}^{d} \int_{s}^{n} (\rho G_1)_w \, d\eta d\zeta + \int_{u}^{e} \int_{w}^{n} (\rho G_2)_s \, d\xi d\zeta + \int_{s}^{e} \int_{w}^{n} (\rho G_3)_u \, d\xi d\eta = 0 \]  

and the transport equation [22] is,

\[ \int_{u}^{d} \int_{s}^{n} (\rho G_1 \phi)_w \, d\eta d\zeta + \int_{u}^{e} \int_{w}^{n} (\rho G_2 \phi)_s \, d\xi d\zeta + \int_{s}^{e} \int_{w}^{n} (\rho G_3 \phi)_u \, d\xi d\eta = \]

\[ \int_{u}^{d} \int_{s}^{n} \left\{ \int_{u}^{d} \int_{s}^{n} \left( \Gamma \left( \frac{\partial \phi}{\partial \zeta} + H \frac{\partial \phi}{\partial \eta} + H \frac{\partial \phi}{\partial \zeta} \right) \right)_w \, d\eta d\zeta + \right. \]

\[ \left. \int_{u}^{d} \int_{s}^{n} \left( \Gamma \left( H \frac{\partial \phi}{\partial \zeta} + \beta \frac{\partial \phi}{\partial \eta} + H \frac{\partial \phi}{\partial \zeta} \right) \right)_s \, d\xi d\zeta + \right. \]

\[ \left. \int_{s}^{e} \int_{w}^{n} \left( \Gamma \left( H \frac{\partial \phi}{\partial \zeta} + H \frac{\partial \phi}{\partial \eta} + \gamma \frac{\partial \phi}{\partial \zeta} \right) \right)_u \, d\xi d\eta + \right. \]

\[ \left. \left( \int_{u}^{d} \int_{s}^{n} S \phi \, d\xi d\eta d\zeta \right) \right] \]

where \( n, s, e, w, u \) and \( d \) are the locations of the intersection between the control volume faces and the grid lines.

Equations [24] and [25] can be rearranged as follows:

\[ (\rho G_1 \Delta \eta \Delta \zeta)_w + (\rho G_2 \Delta \zeta \Delta \zeta)_s + (\rho G_3 \Delta \zeta \Delta \eta)_u = 0 \]  

and,

\[ (J \Delta \eta \Delta \zeta)_w + (J \Delta \zeta \Delta \zeta)_s + (J \Delta \zeta \Delta \eta)_u = \]

\[ \left\{ \Gamma \left( H \frac{\partial \phi}{\partial \eta} + H \frac{\partial \phi}{\partial \zeta} \right) \Delta \eta \Delta \zeta \right\}_w + \]

\[ \left\{ \Gamma \left( H \frac{\partial \phi}{\partial \zeta} + H \frac{\partial \phi}{\partial \zeta} \Delta \zeta \Delta \zeta \right) \right\}_s + \]

\[ \left\{ \Gamma \left( H \frac{\partial \phi}{\partial \zeta} + H \frac{\partial \phi}{\partial \eta} \Delta \zeta \Delta \eta \right) \right\}_u + \left( S \phi \Delta \xi \Delta \eta \Delta \zeta \right) \]

where,
which are the flux vectors through the faces of the control volume in Fig. 2.

The source term is assumed to be acting at the centre, and constant within the control volume.

The discretized form of the continuity equation [26] has been described in detail by Hobson and Lakshminarayana (ref. 10) for two-dimensional flows. Equation [27] is discretized by using central differencing and linear interpolation in the computational domain. The coefficients of the resulting difference equation are modified according to the hybrid scheme of Spalding (ref. 17). For a cell Reynolds number less than or equal to two the hybrid scheme uses central differencing including both the convection and diffusion terms. As the cell Reynolds number exceeds two the hybrid scheme switches to upwind differencing with only the convective contribution; the diffusion terms are neglected.

**Boundary Conditions**

No-slip boundary conditions are used for the velocities at a solid wall, where they are all set equal to zero. For cascade flows, periodic boundary conditions are implemented upstream and downstream of the blades on the periodically generated meshes. When solving along a periodic line in the blade-to-blade plane, two consequences result, which alter the tri-diagonal implicit matrix system of size \( N \), which is usually used to solve between solid boundaries. First, an additional grid point is incorporated into the system, resulting in an \( N+1 \) system of simultaneous equations. Second, a cyclic tri-diagonal matrix system results, which is solved with the algorithm presented by Napolitano (ref. 18).

The inlet flow velocities are specified and fully developed flow is assumed to exist at the exit plane. The exit plane has to be situated far enough downstream of the blade row, where the assumption that the streamwise gradients are small is valid.

For the pressure substitution method the boundary condition required to solve the pressure equation is that the normal derivative of the pressure vanishes at solid boundaries, which is a reasonable assumption for high Reynolds number.

The boundary condition required to solve the pressure correction equation is that the normal derivative of the pressure correction, \( p' \), vanishes at the
boundary in the computational domain. The actual pressure value at the boundary is determined by extrapolation from the interior nodes to the wall with the condition of zero normal derivative of the pressure.

Since Neumann boundary conditions are used for either the pressure correction method or the pressure substitution method, the pressure must be kept constant at one grid point. This control point is usually taken to be one of the inlet grid points, where the pressure gradients are small.

For the solution of the energy equation to predict the variation of heat transfer coefficients over turbine blades, the blade wall temperature is specified from experimental results.

The inlet turbulent kinetic energy and dissipation rate is determined by specifying an inlet turbulence intensity, $T_u$, and length scale, $L_i$, associated with the inlet flow. Most sets of experimental data have the turbulence intensity quoted, however the length scale has to be determined from the physical dimensions of the turbulence generator. In most cascade tests, grids are used upstream of the cascade, to generate the required turbulence levels. The length scale is of the order of the characteristic dimension of the rods that make up the grid. The inlet turbulent kinetic energy is thus determined from the following,

$$ k_i = \frac{3}{2} (T_u U_i)^2 $$

where $U_i$ is the inlet total velocity. The inlet dissipation rate is then determined from the following,

$$ \epsilon_i = \frac{3}{\kappa} \frac{k_i^2}{L_i} $$

The boundary condition at the wall for the turbulent kinetic energy, $k$, takes on two definitions. For the "standard" form of the equations, with wall functions, the following condition is applied.

$$ \frac{\partial k}{\partial y} \bigg|_{wall} = 0 $$

The value of $k$ is set equal to zero at the wall in the LRN model.

The idea behind the wall function method is that the turbulent length scale increases linearly, with distance from the wall beyond the viscous sublayer. The fluxes of momentum to the wall are then supposed, if the first grid point is in the fully turbulent region, to obey the relation,
Here $u_p$, $r_w$, and $y_p$ are, respectively, the time-averaged velocity of the fluid at the first grid point $P$ away from the wall, the shear stress on the wall in the direction of the velocity $u_p$ and the distance of the point $P$ from the wall. $E$ is a constant and is a function of the wall roughness, approximately equal to 9.0 for a smooth wall, and $\kappa (=0.42)$ is the von Karman constant.

When calculating $k_p$, it is necessary to assign a value for the average energy-dissipation rate over the control volume, this is to be deduced from the assumption that,

$$\int_0^{y_p} \varepsilon \, dy = C_p \, \frac{k_p^{3/2}}{\kappa} \ln \left[ \frac{\rho E y_p (C^{1/2} k_p)^{1/2}}{\mu} \right]$$

[33]

The appearance of this logarithmic function results from the necessity to presume that,

$$\varepsilon_p = \frac{(C^{1/2} k_p)^{3/2}}{\mu y_p}$$

[34]

which is the boundary condition used for the dissipation rate of turbulent kinetic energy.

For the LRN model the boundary condition for the dissipation equation is,

$$\frac{\partial \varepsilon}{\partial y} = 0$$

[35]

It is clear that the boundary conditions for the low-Reynolds number model are simpler than wall functions, particularly in their implementation into a computer code. Because of the requirement that the viscous sublayer be adequately resolved, the LRN was used only for two-dimensional flows. Wall functions were used for the three-dimensional flow test cases as a result of limited computer memory.

Solution Algorithm and Relaxation Technique

The pressure substitution method (PSM) is used for the solution of two-dimensional flows and is fully described in reference 10. Upstream and downstream of the cascade the periodic solver according to Napolitano (ref. 20) is used and between the blade surfaces a tri-diagonal matrix solver is used for the successive line under-relaxation (SLUR) of the computational domain. Implicit solution is in the cross-stream direction and the line sweeps are performed in the streamwise direction.

The three-dimensional calculations were carried out with the pressure correction method. This algorithm is fully described by Rhie (ref. 12) and is
a logical extension of the two-dimensional form as described in reference 7. The alternating direction implicit (ADI) method with the implicit periodic solver is used to calculate the three-dimensional flow through an end wall cascade.

The alternating direction implicit (ADI) method will be described by referring to Fig. 3. SLUR proceeds by taking all lines in the same direction in a repetitive manner. The convergence rate can be improved by following the sequence by rows, say, by a second sequence in the column direction. Such sequencing was used in the cross-stream plane for the cascade flows and this planar solution was advanced in the streamwise direction.

If there are \( I=1,NI \) grid points in the blade-to-blade direction and \( J=1,NJ \) grid points in the spanwise direction, as shown in Fig. 3, then on a cross-stream plane between the blades the ADI solution is performed from grid points 2 to NI-1 and 2 to NJ-1. However upstream (from grid points \( K=2 \) to \( K_{\text{START}} \)) and downstream (from \( K=K_{\text{FINIT}} \) to \( NK-1 \)) of the cascade, as mentioned earlier, an additional periodic grid point is included in the blade-to-blade surface. Thus for the ADI line sweep in the blade-to-blade direction the periodic solver is used between grid points 1 and NI-1 (the values at NI then being set equal to those at 1). During the second ADI sweep in the spanwise direction, an additional line relaxation is performed on the periodic line, at \( I=1 \), from \( J=2 \) to \( NJ \). Once again, to ensure periodicity the values at \( I=NI \) along the line \( J=2,NJ-1 \) are set equal to those at \( I=1 \). This completes an ADI sweep in the cross plane of the computational domain representing a cascade geometry. The solution is now advanced in the streamwise, or \( K \), direction.

As the periodic solver is an extension of the Thomas algorithm (ref. 19), this solution procedure is believed to be consistent. The experience gained with the periodic solver in the solution of two-dimensional flows, showed that periodic solutions are efficiently achieved in an implicit manner, and thus was readily extended to three-dimensional flows.

RESULTS AND DISCUSSION

Laminar Flow in a Cascade

The test case is that of flow through a cascade of symmetrical NACA 0012 airfoils, which Rosenfeld and Wolfshtein (ref. 20) also computed. A comparison between the convergence histories of the pressure correction method (PCM) and the new pressure substitution method (PSM) was conducted for this configuration.

The cascade had a solidity, or pitch-to-chord ratio, of 1.0, and the airfoils had a stagger angle of 30 degrees. The Reynolds number, based on chord length, of the inlet total velocity was 1000. The incidence angle was varied between -10 and 15 degrees. They used 81x37 grid points with a computational "O" type grid. Their formulation was based on the vorticity and stream function equations.

The present computations were performed on a "H" type grid with 57x51 grid points. Almost the same number of grid points were used for the two studies,
however the "O" grid used by Rosenfeld and Wolfshtein (ref. 20) gives more grid points on the airfoil surface that the present "H" grid. The comparison between the PSM and PCM algorithms were performed at various relaxation parameters for the momentum equations.

Fig. 4 shows the comparison of the convergence rate for the highest relaxation parameters \( (\omega_u = \omega_v = 0.8, \text{ and } \omega_p = 1.0) \). The PSM shows a significant improvement over the PCM which seems to indicate that at least the initial stages of convergence of the PSM is more favorably affected by the relaxation parameter than the PCM. The above test case was compared with zero degrees inlet incidence angle. A comparison of the predicted static pressure coefficient over the airfoil with that computed by Rosenfeld and Wolfshtein (ref. 20) is presented in Fig. 5. The absolute levels of pressure coefficient do not compare well. However, the predicted negative lift coefficient \( C_L = -0.0310 \) is within 4% of that predicted by Rosenfeld and Wolfshtein (ref. 20) who predicted \( C_L = 0.0322 \). The negative lift force created at this incidence angle causes a negative turning angle of -0.7 degrees through the cascade. The predictions using the PSM and PCM resulted in plots on the same curve.

An additional test case was computed with the PSM to predict the flow at the -10 degrees incidence case. The comparison with the predicted pressure coefficient as computed by Rosenfeld and Wolfshtein (ref. 20) is shown in Fig. 6. This comparison is better than the zero degree incidence test case, and the predicted \( C_L = -0.389 \) compares within 3% of their prediction of \( C_L = -0.39711 \). The present method does not suffer from pressure field oscillations around the trailing edge.

Turbulent Flow Through a Cascade of Double Circular Arc Profiles with Flow Detachment

For the test case of turbulent flow through a cascade, the predictions made by the present method were compared with the experimental data obtained by Zierke and Deutsch (ref. 21). The blade section was a double circular arc, The computed test case was for the near design case of -1.5 degrees incidence.

The modified version of the GRAPE code was used to generate the H-grid which extended half a chord upstream and one and a half chords downstream of the blade. The inlet angle of the grid was aligned with the incoming flow at 51.5 degrees and the outlet grid angle was set equal to the measured outlet flow angle of 2.1 degrees. The Navier-Stokes calculations were on a 130 streamwise by 100 tangential computational grid as shown in Fig. 7. The residuals were reduced by four orders of magnitude in roughly 2000 iterations. This corresponded to 20 minutes on the ETA-10 supercomputer, only using the optimization capabilities of the compiler which vectorizes inner DO-loops. The slope of the convergence plots were not monotonic and flattened out after 300 iterations.

Fig. 8 shows a comparison of the calculated and measured static pressure distribution. The experimental measurements indicated a possible separation
region near the trailing edge. Surface flow visualisation tests using the chemical sublimation method showed, with a 95% confidence level, a region of low shear stress at 45.1% ± 2.3% chord.

The comparison of the blade surface skin friction distribution is presented in Fig. 9. Transition of the pressure surface boundary layer from laminar to turbulent flow is predicted by the technique. The onset of transition is predicted to be at 10% chord, which is early compared to the experimentally determined transition process. Transition seems to be complete by 30% chord, thus the length of the transitional region is in agreement with that determined experimentally. The experimental points were determined by fitting a spline through the measured boundary layer profiles. The level of skin friction coefficient in the fully turbulent region is accurately predicted, as well as the final increase at the trailing edge. Good agreement is achieved between the predicted and experimental skin friction coefficient on the suction surface of the blade. Shown on this figure is the separation point as determined by the flow visualisation technique and the separation point as predicted by the code with good agreement. The levels of skin friction are very close to zero over most of the rear part of the blade.

Turbulent Flow Through a Cascade of Turbine Nozzles Including Heat Transfer

The computer program was used to compute turbine cascade flows for which Turner (ref. 22) conducted heat transfer measurements. A review of the literature showed that few incompressible flow experiments, including heat transfer measurements, have been documented. Turner (ref. 22) tested a nozzle blade section, as shown in Fig. 10, that was the same as the one used by Bayley and Turner (ref. 23) and Bayley and Wood (ref. 24). The blade chord was 70 mm and the aspect ratio and pitch-to-chord ratio were 1.34 and 0.65, respectively. The stagger angle was 40.6 degrees, and the inlet and outlet flow angles were 0.0 and 61.0 degrees, respectively. Three exit Mach numbers (0.75, 0.65, 0.55) were considered. At each Mach number tests were done at three turbulence intensities, namely 5.9%, 2.2% and 0.45%.

The cascade tunnel delivered 1.5 atmospheres of air, at 90 degrees C, to the test section. The blades were internally cooled with air at 20 degrees C, which produced a sufficient temperature gradient for heat transfer experiments. At the highest turbulence level the average gas-to-wall temperature difference was 28 degrees C and 40 degrees C at the lowest turbulence level. The exit Reynolds number based on the nozzle chord was 1.05x10^6.

Since the present predictions are valid for incompressible flow, only the low Mach number test case was considered. For this test case, the aerodynamic experimental test data were obtained from Bayley and Wood (ref. 24). Although porous blade sections were tested, they did present blade surface velocity distributions for the solid blades.

The turbulence of the flow at entry to the cascade was varied by placing various grids and drilled plates one chord distance upstream of the blade. Unfortunately, neither the diameter of the grids nor their character
dimensions were quoted by Turner (ref. 22). The turbulence length scale, $L_i$, was thus set equal to the leading edge radius (0.26cm) of the nozzle blades for all the test cases considered. This value was used in equation [30] to determine the inlet levels of the dissipation rate $\epsilon$.

As shown in Fig. 10, a 100x132 computational H-grid was used with the normal grid spacing at the blade surface such that the first grid point was at a $y^+$ of 1.0. The inlet angle of the grid to the cascade was set equal to zero degrees, and the exit grid angle was set equal to 60 degrees.

The predicted velocity distribution over the blade surface is compared to the distribution calculated from the static pressure measurements in Fig. 11. The local velocity was derived by assuming isentropic expansion from the inlet total pressure to the static pressure, either measured or predicted, recorded on the blade surface. The sudden acceleration of the flow around the leading edge on the suction surface is captured, and the subsequent acceleration on the front section of the blade. The maximum velocity level is accurately predicted, and the diffusion process that results on the suction surface after the turbine throat is adequately resolved. The level of local velocity is slightly high on the rear section of the suction surface. The rapid diffusion process on the rear part of the suction surface results in flow separation which is predicted at the trailing edge. The continual flow acceleration process on the pressure surface is well predicted over its entire length.

Turner (ref. 22) showed that the mean heat transfer results for a turbine blade operating at one Reynolds number, but at different turbulence levels, vary substantially. At a Reynolds number of $1.0 \times 10^6$ the mean heat transfer coefficient varied from $8.5 \times 10^2$ to $1.05 \times 10^3$ for varying inlet turbulence intensity levels from 0.45 to 5.9% respectively. For different turbulence levels the slope of the Nusselt number versus Reynolds number also varied, the actual slopes are presented by Turner. A distinct increase in the blade surface temperature was measured. No data were presented on the cooling system heat transfer, thus a complete energy balance could not be determined for the cascade. The measured distribution of surface temperature at 0.45 and 5.9%, as shown in Fig. 12, was used as temperature boundary conditions. Linear interpolation was used between these two levels to determine the temperature boundary conditions at 2.2% turbulence intensity.

An example of the prediction of the variation of local heat transfer coefficient over the surface of the blade is presented in Fig. 13 for varying inlet turbulence intensities. As mentioned earlier the stagnation point is situated on the pressure surface, this is illustrated by the maximum heat transfer rates in this region which is offset toward the concave surface. The levels of heat transfer are in good agreement with the experimental data in the stagnation point region. No sudden transition from a purely laminar to a purely turbulent flow is observed, and this trend is well predicted by the program. At an inlet turbulence intensity level of 5.9% the predictions show some form of transition of the boundary. Although this is not in complete agreement with the experimental data, this could be due to the mixing augmentation on the concave surface dominating the favorable pressure gradient. It is well established that in a two-dimensional boundary layer,
flow over a convex surface damps mixing, while a concave surface leads to augmentation as described by Bradshaw (ref. 25). On the pressure surface the prediction of the increase in the average heat transfer coefficients for increasing turbulence levels is very good. This is surprising, considering that a constant turbulent Prandtl number (=0.9) was used for these calculations. The average gas-to-wall temperature difference was 30°C; however, the gas-to-wall temperature ratio \((T_{gas}/T_{wall} \approx 1.09)\) was representative of those found in the uncooled turbine stages of a gas turbine engine.

For the suction surface, a sharp increase in heat transfer between 80% and 90% chord is apparent for the low turbulence levels, and the increase is between 50% and 90% for the high turbulence level case. Fig. 11 indicates that on this surface a favorable pressure gradient, decreasing in magnitude, extends 60% of the chord downstream of the leading edge. The boundary layer then experiences an adverse pressure gradient and the high heat transfer rates in this region are indicative of transition from laminar to turbulent flow. For the 0.45% and 2.2% test cases the transition process was experimentally determined to be abrupt, which the LRN turbulence model is not able to accurately simulate. Once again the model, although only for low turbulence levels, has tended to smear the transition process over a longer distance and the onset of transition is predicted to occur too close to the leading edge. The experimental data showed little or no effect for increasing turbulence levels from 0.45% to 2.2% over the front 70% chord of the suction surface. A further increase in turbulence to 5.9% produced a significant increase in heat transfer. The length of transition of the boundary layer for this case is longer than the low freestream turbulence intensity test cases. The transition process is adequately predicted for this high turbulence level case, which is the one of the strong points of the LRN k-ε turbulence model. The prediction showed an increase in heat transfer from 0.45% to 2.2% which is not in agreement with the experimental data. This could be due to the interpolated blade surface temperature that was used as the boundary conditions for the 2.2% turbulence case. The actual blade surface temperature, which was not documented, could be different from that used. This could explain the discrepancy between these results.

Flow in a Turbine End Wall Cascade

The final three-dimensional flow test case considered is secondary flow and losses in a turbine cascade. Gregory-Smith and Graves (ref. 26) investigated the flow in a cascade of large scale rotor blades of some 110 degrees of turning. The flow was traversed with 3-hole and 5-hole cobra type pressure probes. Hot-wire anemometry measurements were also carried out in the linear cascade consisting of blades scaled from the midspan section of a high-pressure turbine rotor design. The main geometric parameters for the cascade are given in Table 1. The blade profile coordinates were obtained from Gregory-Smith (ref. 27).
The estimated inlet (99%) boundary layer thickness was 102.0 mm, the displacement thickness was 12.1 mm and the momentum thickness was 9.9 mm. These data were obtained at the first slot which was 14% of an axial chord upstream of the cascade. The measured inlet free-stream turbulence intensity was 1.4% which was due to the honeycomb flow straightener placed upstream of the cascade. The inlet boundary layer profile agrees well with a 0.12 power law profile. This profile was used for the input velocity distribution during the computational analysis.

The three-dimensional "H" grid was generated from a two-dimensional blade-to-blade grid which was projected in the spanwise direction. Grid clustering was used at the endwalls, at the blade surfaces and around the leading edge and trailing edge of profile. In the cross-plane, 31 x 31 grid points were used with 81 in the streamwise direction. A three-dimensional view of the grid is presented in Figure 14. Although the problem is symmetrical about the mid-span plane, the computation was performed for the complete cascade to check the code's ability to compute a symmetric solution.

The three-dimensional flowfield was initialised with the solution of the two-dimensional flow through the cascade. The two-dimensional version of the code was run to 500 iterations, giving two orders of magnitude convergence. The velocity field showed most of the correct features of two-dimensional flow through a cascade. As the LRN turbulence model was used (on this coarse grid) the boundary layer growth is most probably too rapid; however, this was considered to be a good initial guess for the three-dimensional flow.

The velocity field was scaled in the spanwise direction according to the inlet boundary layer profile at the endwalls. The pressure distribution was assumed constant in the spanwise direction. Less than one order of magnitude convergence was obtained for this case, which took 4000 CPU seconds on the ETA-10 at the John von Neumann Computer Center. Because of limited computation time the solution was not continued further.

The main objective of this test case is to attempt to qualitatively
predict the three-dimensional viscous phenomena inside a turbine blade passage.

Fig. 15 shows the velocity vector plot for the end wall region. Flow reversal occurs at the leading edge which is associated with the roll-up of the inlet boundary layer at the leading into the so-called horse-shoe vortex. The subsequent movement of this vortex is not captured as the secondary flow convects the pressure side vortex over to the suction surface of the adjacent blade too rapidly.

The horse-shoe vortex and passage vortex begin in the leading region close to the endwall. An "H" grid does not allow the adequate resolution of the severe flow gradients in this region. This region should be resolved with a "C" grid which is continuous around the leading edge. A higher order turbulence model needs to be considered if the finer details of this complex flow is to be adequately resolved.

CONCLUSIONS

Various test cases have been presented. These show that in two dimensions the pressure substitution method is superior to the pressure correction method. This method is ideally suited for the computation of incompressible flows.

For complex flow situations such as turbulent flow through a compressor or turbine cascade, the code exhibits satisfactory convergence behavior. The global parameters such as pressure distribution, lift coefficient and heat transfer are well predicted within engineering accuracy. The agreement between the computed and measured blade surface skin friction coefficients and heat transfer coefficients is very good. Details of the leading edge flow and particularly the trailing edge separation have been resolved, which shed more light on these complex flow regions.

For flow over curved surfaces with large pressure gradients the minimum turbulence model that must be used is the low-Reynolds number k-ε model. Its ability to predict transition dependent on freestream turbulence intensity is well known, and it was used in the present study to predict separated flow and flow through a turbine nozzle including heat transfer.

Experimental investigations of turbulent flow through cascades should include detailed measurements of the inlet freestream turbulence intensity and turbulence length scales. These two parameters are of vital importance for the correct specification of the inlet boundary conditions.

The three-dimensional turbulent flow through a turbine end wall cascade has been qualitatively resolved. To increase the accuracy of the predictions it is recommended that a higher order turbulence model be used which can simulate the laminar flow leading edge region.
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**APPENDIX A**

Partial derivatives of any function are transformed according to,

\[
\frac{\partial}{\partial \xi} = \xi_x \frac{\partial}{\partial x} + \eta_x \frac{\partial}{\partial \eta} + \zeta_x \frac{\partial}{\partial \zeta} \\
\frac{\partial}{\partial \eta} = \xi_y \frac{\partial}{\partial x} + \eta_y \frac{\partial}{\partial \eta} + \zeta_y \frac{\partial}{\partial \zeta} \\
\frac{\partial}{\partial \zeta} = \xi_z \frac{\partial}{\partial x} + \eta_z \frac{\partial}{\partial \eta} + \zeta_z \frac{\partial}{\partial \zeta}
\]

where,
\[ \xi_x = (y_{\eta} z_{\zeta} - y_{\zeta} z_{\eta})/J \]
\[ \xi_y = (x_{\eta} z_{\zeta} - x_{\zeta} z_{\eta})/J \]
\[ \xi_z = (x_{\eta} y_{\zeta} - x_{\zeta} y_{\eta})/J \]
\[ \eta_x = (y_{\xi} z_{\zeta} - y_{\zeta} z_{\xi})/J \]
\[ \eta_y = (x_{\xi} z_{\zeta} - x_{\zeta} z_{\xi})/J \]
\[ \eta_z = (x_{\xi} y_{\zeta} - x_{\zeta} y_{\xi})/J \]
\[ \zeta_x = (y_{\xi} z_{\eta} - y_{\eta} z_{\xi})/J \]
\[ \zeta_y = (x_{\xi} z_{\eta} - x_{\eta} z_{\xi})/J \]
\[ \zeta_z = (x_{\xi} y_{\eta} - x_{\eta} y_{\xi})/J \]

and,

\[ J = \begin{vmatrix}
  x_{\xi} & x_{\eta} & x_{\zeta} \\
  y_{\xi} & y_{\eta} & y_{\zeta} \\
  z_{\xi} & z_{\eta} & z_{\zeta}
\end{vmatrix} \]

which is the Jacobian of the transformation.

The contravariant velocities are defined as,

\[ G_1 = \xi_x u + \xi_y v + \xi_z w \]
\[ G_2 = \eta_x u + \eta_y v + \eta_z w \]
\[ G_3 = \zeta_x u + \zeta_y v + \zeta_z w \]

and the additional transformation metrics as,

\[ \alpha = \xi_x^2 + \xi_y^2 + \xi_z^2 \]
\[ \beta = \eta_x^2 + \eta_y^2 + \eta_z^2 \]
\[ \gamma = \zeta_x^2 + \zeta_y^2 + \zeta_z^2 \]

and,

\[ H_1 = \xi_x \eta_x + \xi_y \eta_y + \xi_z \eta_z \]
\[ H_2 = \xi_x \zeta_x + \xi_y \zeta_y + \xi_z \zeta_z \]
\[ H_3 = \eta_x \zeta_x + \eta_y \zeta_y + \eta_z \zeta_z \]
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A MULTIDIMENSIONAL FINITE ELEMENT METHOD FOR CFD
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ABSTRACT
A finite element method is used to solve the equations of motion for 2- and 3-D fluid flow. The time-dependent equations are solved explicitly using quadrilateral (2-D) and hexahedral (3-D) elements, mass lumping, and reduced integration (when appropriate). A Petrov-Galerkin technique is applied to the advection terms. The method requires a minimum of computational storage, executes quickly, and is scalable for execution on computer systems ranging from PCs to supercomputers.

NOMENCLATURE

A  global advection matrix
ai,j  local advection matrix
C  gradient matrix
CT  divergence matrix
ET  total energy
Fux  body force term for x momentum
Fvy  body force term for y momentum
Fwz  body force term for z momentum
FE  load vector for energy equation
ki,j  local diffusion matrix
K  global diffusion matrix
mi,j  local mass matrix
M  global mass matrix
Ma  Mach number
N  basis function
p  pressure
Pr  Prandtl number
Ra  Rayleigh number
Re  Reynolds number
S  boundary segment
T  temperature
t  time
ux  horizontal velocity
uv  velocity vector
U*  reference velocity
v  lateral velocity
w  vertical velocity
x  horizontal coordinate
y  lateral coordinate
z  vertical coordinate
**INTRODUCTION**

Numerical modeling of multidimensional fluid flow is a difficult, computationally intensive effort. When the physical domain is simple, finite difference methods (FDM) are typically used as a matter of convenience and historical preference. If the domain is irregular, boundary fitted coordinates are usually employed [1]; however, such techniques are not easy to use, particularly when generating 3-D grids, and require the transformation of the governing equations. Finite element methods (FEM), while mathematically more robust and convenient to use in complex geometries, can tax the limits of the largest computers. In an effort to alleviate these constraints, a modified FEM, which is competitive with the FDM in storage and speed, is used to solve a set of example problems in 2- and 3-D for both incompressible and compressible flows. The FEM is based on the method discussed in Pepper and Singer [2] and Pepper and Humphrey [3].
The modified FEM employs simple, well known alterations to the conventional FEM: mass lumping, reduced integration, and application of Petrov-Galerkin weighting. Lumping the time derivative term into one diagonal allows simple explicit time integration to be used and the mass matrix to be easily inverted. One point quadrature, as opposed to 2x2 (bilinear quadrilateral) or 2x2x2 (hexahedral) Gauss points, yields integral values obtained at the element centroid. This procedure permits explicit evaluation of the integral terms on a local level, i.e., per element without regard for bandwidth. The application of reduced quadrature has been found to be very effective when the element is not too distorted [4]; however, care must be exercised in generating the initial mesh to insure aspect ratios and distortions are minimal.

Velocities within the advection terms are averaged over an element and a Petrov-Galerkin formulation applied [5]. Application of the Petrov-Galerkin technique helps maintain stability but does not overly dampen the solution, compared to the more commonly utilized upwinding techniques and anti-dispersive schemes applied in FDMs [6].

Performance of the algorithm on current scalar/vector machines is good [2]; many multidimensional problems can be run on low-end computers. The performance of the FEM is significantly improved on a parallel computer. Since the method is explicit in time, vectorization and parallelization are relatively easy. A version of the method has been written and optimized for execution on an Alliant VFX/40 minisupercomputer with 4 processors.

GOVERNING EQUATIONS

The mathematical relations which describe the transport of fluid motion and energy are the equations for conservation of mass, momentum, and energy. The governing equations for three-dimensional flow can be written in non-dimensional form as [6]

Conservation of Mass

$$\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} + \frac{\partial \rho w}{\partial z} = 0$$

(1)

Conservation of Momentum

x-direction

$$\rho \frac{\partial u}{\partial t} + \rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} + \rho w \frac{\partial u}{\partial z} = -\frac{\partial p}{\partial x} + \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} + \frac{\partial \sigma_{xz}}{\partial z}$$

(2)

y-direction

$$\rho \frac{\partial v}{\partial t} + \rho u \frac{\partial v}{\partial x} + \rho v \frac{\partial v}{\partial y} + \rho w \frac{\partial v}{\partial z} = -\frac{\partial p}{\partial y} + \frac{\partial \sigma_{xy}}{\partial x} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{yz}}{\partial z}$$

(3)

z-direction

$$\rho \frac{\partial w}{\partial t} + \rho u \frac{\partial w}{\partial x} + \rho v \frac{\partial w}{\partial y} + \rho w \frac{\partial w}{\partial z} = -\frac{\partial p}{\partial z} + \frac{\partial \sigma_{xz}}{\partial x} + \frac{\partial \sigma_{yz}}{\partial y} + \frac{\partial \sigma_{zz}}{\partial z}$$

(4)
Conservation of Energy

\[ \frac{\partial E_t}{\partial t} + \frac{\partial (E_t + p)}{\partial x} + \frac{\partial (E_t + p)}{\partial y} + \frac{\partial (E_t + p)}{\partial z} = \frac{\partial}{\partial x} \left( u \sigma_{xx} + u \sigma_{xy} + w \sigma_{xz} - q_x \right) + \frac{\partial}{\partial y} \left( u \sigma_{xy} + u \sigma_{yy} + w \sigma_{yz} - q_y \right) + \frac{\partial}{\partial z} \left( w \sigma_{xz} + w \sigma_{yz} + w \sigma_{zz} - q_z \right) \]  

(5)

where \( p \) is density, \( u \) is horizontal velocity, \( v \) is lateral velocity, \( w \) is vertical velocity, \( p \) is pressure, \( E_t \) is total energy, \( q_x, q_y, \) and \( q_z \) are the gradient flux terms for heat conduction, and \( \sigma_{xx}, \sigma_{xy}, \sigma_{xz}, \) etc., are the normal and tangential viscous stress terms.

\[ \sigma_{xx} = \frac{2}{3 R_e} \left( 2 \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} - \frac{\partial w}{\partial z} \right), \sigma_{yy} = \frac{2}{3 R_e} \left( 2 \frac{\partial v}{\partial y} - \frac{\partial u}{\partial x} - \frac{\partial w}{\partial z} \right), \sigma_{zz} = \frac{2}{3 R_e} \left( 2 \frac{\partial w}{\partial z} - \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \right) \]  

(6)

\[ \sigma_{xy} = \frac{1}{R_e} \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right), \sigma_{xz} = \frac{1}{R_e} \left( \frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} \right), \sigma_{yz} = \frac{1}{R_e} \left( \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) \]  

(7)

where \( R_e = \rho_e U_e L/\mu_e \). For compressible flow, pressure and temperature are obtained from the equation of state

\[ p = (\gamma - 1) \rho e \]  

(9)

\[ T = \frac{\gamma M_a^2 p}{\rho} \]  

(10)

where \( e \) is internal energy, \( M_{inf} = V_e/\sqrt{\gamma R T_e} \) is the free stream Mach number, and \( \gamma \) is the specific heat ratio.

The Euler form of the governing equations is easily obtained by dropping the second order viscous terms [3]. In this instance, the tangential and normal velocity components at solid boundaries must be calculated; this is conveniently handled using simple cosine relations [7].

For incompressible flow, the energy equation reduces to the equation for the scalar transport of temperature. The pressure is obtained from solution of the "discrete" momentum equations and a simple Poisson equation based on the SIMPLE algorithm developed by Patankar [8]. A potential function, which is solved from the Poisson equation, is used to correct the velocity components calculated in the previous time step.

THE FINITE ELEMENT METHOD

Bilinear isoparametric quadrilateral elements are used to discretize two-dimensional problem domains and trilinear hexahedral elements for three-dimensions. The standard weak formulation of the Galerkin weighted residual technique is employed to cast Eqs. (1-5) into their integral form:

Conservation of Mass

\[ \int_{\Omega} \left( \frac{\partial p}{\partial t} + \frac{\partial p u}{\partial x} + \frac{\partial p v}{\partial y} + \frac{\partial p w}{\partial z} \right) \psi \ d\Omega = 0 \]  

(11)
Conservation of Momentum

\( x \)-direction

\[
\int_\Omega \left( \rho \frac{\partial u}{\partial t} + \rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} + \rho w \frac{\partial u}{\partial z} + \frac{\partial p}{\partial x} - \frac{\partial \sigma_{xy}}{\partial y} - \frac{\partial \sigma_{xz}}{\partial z} \right) \mathcal{W}_i \, d\Omega = 0
\]  
(12)

\( y \)-direction

\[
\int_\Omega \left( \rho \frac{\partial v}{\partial t} + \rho u \frac{\partial v}{\partial x} + \rho v \frac{\partial v}{\partial y} + \rho w \frac{\partial v}{\partial z} + \frac{\partial p}{\partial y} - \frac{\partial \sigma_{xy}}{\partial x} - \frac{\partial \sigma_{yz}}{\partial z} \right) \mathcal{W}_i \, d\Omega = 0
\]  
(13)

\( z \)-direction

\[
\int_\Omega \left( \rho \frac{\partial w}{\partial t} + \rho u \frac{\partial w}{\partial x} + \rho v \frac{\partial w}{\partial y} + \rho w \frac{\partial w}{\partial z} + \frac{\partial p}{\partial z} - \frac{\partial \sigma_{xz}}{\partial x} - \frac{\partial \sigma_{zy}}{\partial y} \right) \mathcal{W}_i \, d\Omega = 0
\]  
(14)

Conservation of Energy

\[
\int_\Omega \left( \frac{\partial E_i}{\partial t} + \frac{\partial (E_i + p)u}{\partial x} + \frac{\partial (E_i + p)v}{\partial y} + \frac{\partial (E_i + p)w}{\partial z} - \frac{\partial}{\partial x} (u\sigma_{xx} + u\sigma_{xy} + w\sigma_{xz} - q_x) \right)
- \frac{\partial}{\partial y} (u\sigma_{yx} + u\sigma_{yy} + w\sigma_{yz} - q_y)
- \frac{\partial}{\partial z} (u\sigma_{zx} + u\sigma_{zy} + w\sigma_{zz} - q_z) \right) \mathcal{W}_i \, d\Omega = 0
\]  
(15)

where \( \Omega \) denotes the computational domain and \( \mathcal{W}_i \) is the weighting function. The \( \rho, u, v, \) and \( E_i \) variables are represented by the trial approximations

\[
\begin{align*}
\rho(x,y,z,t) &= \sum N_i(x,y,z)\hat{\rho}_i(t) \\
u(x,y,z,t) &= \sum N_i(x,y,z)\hat{\nu}_i(t) \\
u(x,y,z,t) &= \sum N_i(x,y,z)\hat{\nu}_i(t) \\
w(x,y,z,t) &= \sum N_i(x,y,z)\hat{\omega}_i(t) \\
E_i(x,y,z,t) &= \sum N_i(x,y,z)\hat{E}_i(t) \\
T(x,y,z,t) &= \sum N_i(x,y,z)\hat{T}_i(t) \\
p(x,y,z,t) &= \sum N_i(x,y,z)\hat{p}_i(t)
\end{align*}
\]  
(16)

where \( N_i \) is the linear basis function; in this instance, \( \mathcal{W}_i = N_i \). The matrix equivalent formulations of Eqs. (11-15) can be expressed as

\[
\mathbf{M}_p + \tilde{\mathbf{u}}\mathbf{C}_p + \rho\mathbf{C}_p\tilde{\mathbf{u}} = 0
\]  
(17)

\[
\mathbf{M}_u + K\mathbf{u} + A(\tilde{\mathbf{u}})\mathbf{u} + C^u\mathbf{p} = F_u
\]  
(18)

\[
\mathbf{M}_v + K\mathbf{v} + A(\tilde{\mathbf{u}})\mathbf{v} + C^v\mathbf{p} = F_v
\]  
(19)

\[
\mathbf{M}_w + K\mathbf{w} + A(\tilde{\mathbf{u}})\mathbf{w} + C^w\mathbf{p} = F_w
\]  
(20)
where the \( \cdot \) refers to time differentiation, \( \_ \) denotes column vector, and \( \vec{u} \) is the velocity vector. The matrix coefficients are defined (using integration by parts for the second order viscous terms) as

\[
M = m_{i,j} = \int_{\Omega} N_i N_j \, d\Omega 
\]

(22)

\[
K = k_{i,j} = \int_{\Omega} \left( \frac{\partial N_i}{\partial x} \frac{\partial N_j}{\partial x} + \frac{\partial N_i}{\partial y} \frac{\partial N_j}{\partial y} + \frac{\partial N_i}{\partial z} \frac{\partial N_j}{\partial z} \right) \, d\Omega 
\]

(23)

\[
A(\vec{u}) = a_{i,j} = \int_{\Omega} \left( u_k N_k N_i \frac{\partial N_j}{\partial x} + v_k N_k N_i \frac{\partial N_j}{\partial y} + w_k N_k N_i \frac{\partial N_j}{\partial z} \right) \, d\Omega 
\]

(24)

\[
C^x = c_{i,j}^x = \int_{\Omega} N_i \frac{\partial N_j}{\partial x} \, d\Omega 
\]

(25)

\[
C^y = c_{i,j}^y = \int_{\Omega} N_i \frac{\partial N_j}{\partial y} \, d\Omega 
\]

(26)

\[
C^z = c_{i,j}^z = \int_{\Omega} N_i \frac{\partial N_j}{\partial z} \, d\Omega 
\]

(27)

\[
C^T = \begin{pmatrix} C^x \\ C^y \\ C^z \end{pmatrix} 
\]

(28)

\[
F_u = \int_{\partial\Omega} N_i \left( n_x \frac{\partial u}{\partial x} + n_y \frac{\partial u}{\partial y} + n_z \frac{\partial u}{\partial z} \right) \, dS_u 
\]

(29)

\[
F_v = \int_{\partial\Omega} N_i \left( n_x \frac{\partial v}{\partial x} + n_y \frac{\partial v}{\partial y} + n_z \frac{\partial v}{\partial z} \right) \, dS_v 
\]

(30)

\[
F_w = \int_{\partial\Omega} N_i \left( n_x \frac{\partial w}{\partial x} + n_y \frac{\partial w}{\partial y} + n_z \frac{\partial w}{\partial z} \right) \, dS_w 
\]

(31)

\[
F_T = \int_{\partial\Omega} N_i \left( n_x \frac{\partial T}{\partial x} + n_y \frac{\partial T}{\partial y} + n_z \frac{\partial T}{\partial z} \right) \, dS_T 
\]

(32)

where the \( i, j, \) and \( k \) subscripts denote summation over the local nodes within an element and \( dS_u, dS_v, dS_w, \) \( dS_T \) represent the boundary segments over which \( u, v, w, \) and \( T \) are specified.

Based on the procedure discussed in Pepper and Humphrey [3], the following modifications are employed:

**Mass Lumping**

Equation (22) is modified to the form

\[
M \ddot{u}_i + K \dot{u}_i + A(\vec{u})u_i = F_i 
\]
\[ M = \delta_{i,j} \int_{\Omega} N_i d\Omega \]  

where \( \delta_{i,j} \) is the Kronecker delta. This operation produces a diagonal matrix in lieu of the sparse global matrix consisting of \( n \times n \) nodes, thus eliminating the need for implicit matrix solution - hence \( [M]^{-1} = 1/M_i \).

**Reduced Integration**

The value of an integral over an element is obtained at the element centroid using one Gauss point. The shape function becomes

\[ N_i = \frac{1}{4} (2-D) \]  
\[ N_i = \frac{1}{8} (3-D) \]

The advection velocities are evaluated at the centroid of an element and multiplied by the average gradient over the element, i.e.,

\[ a_{i,j}^x = \bar{u} \int_{\Omega} N_i \frac{\partial N_j}{\partial x} d\Omega = \bar{u} c_{i,j}^x \]  
\[ a_{i,j}^y = \bar{v} \int_{\Omega} N_i \frac{\partial N_j}{\partial y} d\Omega = \bar{v} c_{i,j}^y \]  
\[ a_{i,j}^z = \bar{w} \int_{\Omega} N_i \frac{\partial N_j}{\partial z} d\Omega = \bar{w} c_{i,j}^z \]

where

\[ A = a_{i,j}^x + a_{i,j}^y + a_{i,j}^z \]

The average velocities are obtained as

\[ \bar{u} = \frac{1}{4} \sum_{i=1}^{4} u_i, \quad \bar{v} = \frac{1}{4} \sum_{i=1}^{4} v_i \]  
\[ \bar{u} = \frac{1}{8} \sum_{i=1}^{8} u_i, \quad \bar{v} = \frac{1}{8} \sum_{i=1}^{8} v_i \]

The gradient terms are simple 4x4 matrices in 2-D and 8x8 matrices in 3-D. For example, \( c_{i,j}^x \) is defined for the 2-D quadrilateral as

\[ c_{i,j}^x = \frac{1}{8} \begin{pmatrix} a & b & -a & -b \\ a & b & -a & -b \\ a & b & -a & -b \\ a & b & -a & -b \end{pmatrix} \]

where \( a = y_2 - y_4 \) and \( b = y_3 - y_1 \).

The diffusion terms are evaluated in 2-D as
and in 3-D

\[ k_{i,j}^x = \int_{\Omega} \frac{\partial N_i}{\partial x} \frac{\partial N_j}{\partial x} d\Omega = \frac{16}{\Omega_e} c_{i,j}^x c_{i,j}^x \]  
\[ k_{i,j}^y = \int_{\Omega} \frac{\partial N_i}{\partial y} \frac{\partial N_j}{\partial y} d\Omega = \frac{16}{\Omega_e} c_{i,j}^y c_{i,j}^y \]  
\[ k_{i,j}^z = \int_{\Omega} \frac{\partial N_i}{\partial z} \frac{\partial N_j}{\partial z} d\Omega = \frac{16}{\Omega_e} c_{i,j}^z c_{i,j}^z \]  

where

\[ K = k_{i,j}^x + k_{i,j}^y + k_{i,j}^z \]

The gradient terms have been incorporated to take advantage of the \( c_{i,j}^x \), \( c_{i,j}^y \), and \( c_{i,j}^z \) formulations.

**Petrov-Galerkin**

The weighting functions associated with the Petrov-Galerkin formulation are obtained by perturbing the shape functions such that

\[ W_i = N_i + \frac{\alpha \rho h_e}{2u} \left( u \frac{\partial N_i}{\partial x} + v \frac{\partial N_i}{\partial y} + w \frac{\partial N_i}{\partial z} \right) \]  

where \( h_e \) is the element size [3] and \( \alpha \) is defined as

\[ \alpha = \coth \beta_i - \frac{1}{\beta_i} \quad i = 1, 2 \]  

with \( \beta_i = |\bar{u}| h_e R_e / 2 \), which is the cell Reynolds number; for the energy equation, \( \beta_2 = P_r \beta_1 \). For the Euler equations, \( R_e \) nor \( P_r \) appear in the expressions for \( \beta \). This form of anisotropic balancing diffusion acts in the direction of the propagation of the perturbation (velocity field). The precise amount of artificial diffusion (for eliminating the shortest waves) and direction in which it must be added for optimizing accuracy are calculated for each element.

**Time Integration**

An explicit forward-in-time Euler scheme is used to advance the discretized equations in time. For example, \( u \) is solved from the relation

\[ u^{n+1} = u^n + \Delta t M^{-1} \left( F_u - Ku^n - A(\bar{u})u^n - C^x P \right) \]  
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Application of this scheme to the continuity, v- and w-momentum and energy equations follows similarly. Since the discretized equations are solved explicitly, a stability constraint on the time step must be imposed. The Courant and diffusive limits associated with a forward Euler scheme are calculated over each element, and the time step adjusted to the minimum value within the computational domain.

**EXAMPLES**

A set of six example problems are solved by the FEM to demonstrate the versatility of the method. Most of the examples were initially run on an IBM PC AT (enhanced with a 33MHz accelerator board [9]) and an Everex 25MHz 386 machine; the first four problems required nodal meshes using less than 2000 nodes. Although problems requiring upwards of 5000 nodes have been successfully run on PCs [2], such jobs may require many hours of calculational effort.

The example problems were also run on an Alliant VFX/40 minicomputer. A Silicon Graphics Personal IRIS workstation served as a graphical front end to the Alliant. This combination of hardware allowed near real time graphical displays of the transient solutions as they converged to steady state. Convergence was assumed to be reached when differences between old and new values (all variables) equalled 10⁻⁴.

**Example 1:**

The first problem deals with fluid recirculation within a square cavity \((0 \leq x \leq 1; 0 \leq y \leq 1)\), as shown in Fig. 1(a,b). The top surface represents a fluid moving horizontally left to right at \(u=1, \nu=0\) with \(Re = 5000\); the remaining three walls are no-slip surfaces.

A non-uniform rectangular mesh of 51x51 nodes is used to model the fluid motion. Ghia, et al [10] and Gresho, et al [4] also analyzed flow in a cavity for a large range of Reynolds numbers. Figure 1(b) shows the streamline distributions, and agrees with their published results. A primary vortex develops within the center region of the cavity; secondary vortices occur at the two bottom corners and near the upper left corner.

**Example 2:**

In the second problem, natural convection within a rectangular enclosure is simulated for \(Ra=10^5\) and \(Pr=1\). A 20x20 nodal mesh is used with zero initial conditions for \(u, \nu, \) and \(T\) (Fig. 2(a)).

At \(Ra=10^5\), two distinct cells develop from one large single cell shortly after the calculation is begun. This recirculation pattern is consistent with multicellular development as the Rayleigh number increases. Fig. 2(b,c) shows the streamlines and isotherms for steady state conditions, and agree with results in the literature [11]. At higher Rayleigh numbers, a finer grid is required near the walls to properly account for the boundary layer growth.

**Example 3:**

The ability of the FEM to model convective cooling of a heated block is demonstrated in the third example problem. Prediction of the recirculation zone behind the block and the thermal plume emanating from the
block are examined for \( Re=Pe=2000 \). The problem geometry and mesh are shown in Fig. 3(a,b); the mesh consists of 732 nodes (665 2-D elements).

Since the mesh is coarse, spurious results are expected for \( Re=Pe=2000 \); at lower values, the mesh is adequate. In this case, the ability of the Petrov-Galerkin scheme to control dispersion errors (oscillations in the solution) is assessed. Figure 4(a,b,c,d) shows velocity vectors and isotherms (with and without Petrov-Galerkin weighting). At high Reynolds numbers, the FEM yields poor velocity distributions without Petrov-Galerkin weighting; the temperature distribution shows appreciable dispersion—such solutions generally indicate inadequate mesh refinement. Use of Petrov-Galerkin reduces the oscillations and provides a good solution with a less than optimal mesh.

Example 4:

In the fourth problem, a planar 15° ramp sits on the lower wall of a two-dimensional duct. The inlet Mach number is 2.28. Based on 1-D ideal analysis (weak solution for attached shock waves), an oblique shock develops at an angle of 40° relative to the freestream. Figure 5(a,b,c) shows the flow schematic and problem geometry. The shock reflects off the top wall at an angle of 40.5°. In region 2, \( M_2 = 1.69 \) and \( p_2/p_1 \) (static) = 2.34. In region 3, \( M_3 = 1.15 \) and \( p_3/p_1 = 4.91 \).

Figure 6(a,b) shows density contours and velocity vectors for the viscous solution. A time step of \( \Delta t = 10^{-4} \) is initially required. The boundary layer development is apparent; at the upper wall, the reflected shock interacts with the boundary layer and creates a small recirculation zone. For this viscous solution, \( Re = 10^4 \); turbulence has not been included in the model as yet. Although the shock is smeared, the shock angle and downstream Mach numbers agree with the 1-D analysis. A more optimized grid refinement (more uniformity and nodes) is required to reduce spreading of the shock. Using 2x2 Gauss points versus one Gauss point increases accuracy, but also increases the compute time.

Example 5:

The fifth problem is concerned with supersonic flow over a projectile within a two-dimensional chamber. This problem is similar to the Scramaccelerator work conducted by Pratt, et al [12] and Humphrey [13]; the projectile is designed so that the reflected shock off the tube wall initiates combustion (oblique detonation wave), thereby producing an increase in pressure behind the shocks and a net thrust forward. In this example, the upper wall moves at \( u=1 \) (non-dimensional). Approach flows for Mach 2.68 (nose angle 20°) and Mach 5 (nose angle 25°) are simulated with the initial flow field assumed to be uniform (i.e., equal to the inlet conditions) throughout the domain. The problem geometry and mesh are shown in Fig. 7.

Figure 8(a,b,c,d) shows pressure and Mach contours for Mach 2.68 and Mach 5 inlet conditions, respectively. An oblique bow shock forms over the nose and reflects off the top wall. High pressure gradients develop in the region between the wall and the projectile. Figure 9(a,b) shows an expanded view of the velocity vectors in front of the projectile. In Fig. 9(a), boundary layer separation occurs on the upper part of the nose as a result of the interaction with the reflected shock; in this
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case, the inlet flow speed is not high enough and the shock inhibits forward motion. At Mach 5 and a 25° leading edge (Fig. 9b), the oblique shock reflects off the upper wall and strikes the projectile just behind the shoulder (near optimal performance). A weak shock train is created in the thin region between the upper wall and projectile body; boundary layer separation occurs along the top of the projectile body. The predicted oblique shock angles and downstream flow conditions near the front shoulder of the projectile agree quantitatively with 2-D results obtained by Pratt, et al [12] using a modified SALE algorithm [14].

**Example 6:**

For the last problem, 3-D flow is calculated around a set of heated obstacles which are convectively cooled by cold air. The physical domain and mesh are shown in Fig. 10(a,b). The mesh consists of 2868 hexahedral elements (which easily permits execution on a Personal IRIS workstation); the Reynolds number is $R_e=10^3$ and $Pr=1.0$. This type of problem is commonly encountered in the computer industry where cooling of computer chips is critical.

Figure 11(a,b) gives normal and perspective views of the 3-D velocity vectors within the channel. Recirculation of the flow occurs behind the blocks, and small secondary cells develop in the corners. The pressure and isotherm distributions are shown in Fig. 12(a,b) for the x-y plane near the top of the channel. Distinct thermal plumes emanate from the heated blocks; plume impingement from the left forward block occurs on the small mid-stream block. It is well known that when flow separates at the corners of blocks, horseshoe-like vortices are generated [15]. Further work is underway to examine this phenomena using a 28,000 hexahedral element mesh on the Alliant.

**CONCLUSIONS**

A finite element method using simple modifications is used to solve 2- and 3-D problems for compressible and incompressible flows with heat transfer. The modified FEM employs equal order basis functions for all unknown variables, mass lumping, reduced quadrature, and Petrov-Galerkin weighting; transient solutions are solved using an explicit Euler scheme. Formulation of the local (and global) matrices are simple, and solution speeds are quick. The technique yields accurate results for a wide variety of flows providing the elements are not too distorted. The method appears attractive for workstation class machines.
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Figure 1. Flow in a Cavity - Re=5000
Figure 2. Natural Convection - $Ra = 10^5$
a. ) Boundary Conditions

\[
\begin{align*}
u &= 1 \\
v &= T = 0
\end{align*}
\]

\[
\begin{align*}
\frac{\partial u}{\partial x} &= \frac{\partial v}{\partial x} = \frac{\partial T}{\partial x} = 0 \\
\frac{\partial u}{\partial x} &= \frac{\partial v}{\partial x} = \frac{\partial T}{\partial y} = 0
\end{align*}
\]

b. ) Mesh

Figure 3. Forced Convective Cooling - Re=Pe=2000
a. ) w/o Petrov-Galerkin Weighting

b. ) Temperature Distribution
    (w/o Petrov-Galerkin Weighting)

c. ) Velocity Vectors
    (w/ Petrov-Galerkin Weighting)

d. ) Temperature Distribution
    (w/ Petrov-Galerkin Weighting)

Figure 4. Forced Convective Cooling - Velocity Vector and Isotherms
a.) Flow schematic for 15° Ramp
\[(\theta = 15^\circ; \delta = 40.5^\circ; \beta = 40^\circ)\]

b.) Problem domain

\[u = v = \partial T / \partial n = 0\]
\[u = v = \partial T / \partial y = 0\]

\[\rho = 1\]
\[u = 1\]
\[v = 0\]
\[T = 1\]
\[M_\infty = 2.28\]

1.0
2.5

15°

outflow

b.) Problem domain

c.) Mesh for viscous solution

\textbf{Figure 5. Supersonic flow over a 15° Ramp}
Figure 6. Supersonic Flow over a 15° Ramp - Viscous Solution

a. ) Density contours

b. ) Velocity vectors
Figure 7. Scramaccelerator Configuration
Figure 8. Scramaccelerator
Figure 9. Inlet Velocity Distribution - Scramaccelerator

M\textsubscript{\infty} = 2.68

M\textsubscript{\infty} = 5.00
Figure 10. Channel with Obstacles - Forced convective Flow
Figure 11. Velocity Distribution

a. View from Above

b. Perspective View
Figure 12. distribution in X-Y Plane

a. ) Pressure

b. ) Isotherms
THE PDF METHOD FOR TURBULENT COMBUSTION

S.B. Pope
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ABSTRACT

PDF methods provide a means of calculating the properties of turbulent reacting flows. They have been successfully applied to many turbulent flames, including some with finite-rate kinetic effects. Here the methods are reviewed with an emphasis on computational issues and on their application to turbulent combustion.

1. INTRODUCTION

PDF methods have been applied to a variety of turbulent flows both with, and without, combustion. Generally, single-phase, low-Mach-number flows have been considered, in which radiation is not a major factor. For such flows, the fundamental dependent variables are the velocities $U(x,t)$ and the compositions $\phi(x,t)$ (e.g., the species mass fractions and enthalpy). Different probabilistic approaches to modelling turbulent flows can be categorized according to the statistics of $U(x,t)$ and $\phi(x,t)$ that are considered. For example, in a mean-flow closure $<U(x,t)>$ and $<\phi(x,t)>$ are the primary dependent variables: in second-order closures the variances $<u_i u_j>$, $<\phi_\alpha \phi_\beta>$ and covariances $<u_i \phi_\alpha>$ are also included. Angled brackets denote means (i.e., mathematical expectations) and $u_i(x,t) = U_i(x,t) - <U_i(x,t)>$ and $\phi_\alpha(x,t) = \phi_\alpha(x,t) - <\phi_\alpha(x,t)>$ are the fluctuating components of $U_i$ and $\phi_\alpha$, respectively.

In pdf methods, the dependent variable is a probability density function (pdf) or joint pdf of $U(x,t)$, $\phi(x,t)$. The pdf contains information equivalent to all the moments; and hence pdf methods are, in this sense, more comprehensive than moment closures (e.g. second-order closures). The methods that have proved most successful are based on one-point, one-time pdf's, which contain information at each point in the flow separately, but no joint information at two or more distinct points.

In the last 15 years, pdf methods have advanced from being only of theoretical interest to a small group of specialists, to being a practical approach for calculating the properties of turbulent reactive flows. As the review below indicates, in additional to having been applied to idealized flames and simple laboratory flames, the methods have been applied to flames requiring multistep chemical kinetics (e.g. Pope 1981a, Chen & Kollmann 1988a), as well as to computationally difficult flows (e.g. that in the cylinder of a spark-ignition engine, Haworth & El Tahry 1989a,b).

The purpose of this paper is to review the work on pdf methods, with some emphasis on the numerical issues, and on the applications to turbulent combustion.

In the next section the different pdf methods are described, along with the associated modelling. Monte Carlo methods have proved to be the most successful means of solving pdf transport equations. The essence of these solution techniques is described in Section 3. The theoretical foundations of pdf methods (including the modelling and Monte Carlo solution algorithms) are comprehensively described by Pope (1985).
The purpose of Sections 2 and 3 is to describe briefly the principal features, with no attempt at rigor. Section 4 reviews the applications of pdf methods to turbulent diffusion flames and premixed flames. (Recent applications to constant-density inert flows have been reviewed by Pope 1989a.) In the Discussion and Conclusions some of the outstanding problems and future directions are assessed.

2. PDF METHODS

2.1 Definitions and Properties

Let \( \phi \) denote the value of a composition variable (the mass fraction of oxygen, for example) at a particular location \( x_0 \) and time \( t_0 \) in a turbulent reactive flow. It is supposed that the flow can be realized any number of times, and the time \( t \) is measured from the initiation of the flow. Thus from each realization we obtain a value of \( \phi \); and, given the nature of turbulence, these values are, in all probability, different. In other words \( \phi \) is a random variable. On a given realization, it is not possible to determine beforehand the value of \( \phi \) that will obtain. But it is possible to ascribe probabilities to its value being in a given interval: this can be done through the pdf.

For every random variable we introduce an independent (sample-space) variable: in particular, \( \psi \) is the sample-space variable corresponding to \( \phi \). The cumulative distribution function (cdf), \( F_{\phi}(\psi) \), is then defined as the probability that \( \phi \) is less than \( \psi \):

\[
F_{\phi}(\psi) = \text{Prob}\{\phi < \psi\}.
\]

And the pdf of \( \phi \), \( f_{\phi}(\psi) \), is defined by

\[
f_{\phi}(\psi) = \frac{d}{d\psi} F_{\phi}(\psi).
\]

While \( F_{\phi}(\psi) \) is a probability function, \( f_{\phi}(\psi) \) is a probability density function. That is, \( f_{\phi}(\psi) \) is the probability per unit \( \psi \) of the event \( \phi = \psi \): or, equivalently, \( f_{\phi}(\psi) d\psi \) is the probability of the event \( \psi < \phi < \psi + d\psi \).

The three fundamental properties of the pdf (in addition to Eq. 2) are:

\[
f_{\phi}(\psi) \geq 0,
\]

since probabilities are non-negative;

\[
\int_{-\infty}^{\infty} f_{\phi}(\psi) \, d\psi = 1,
\]

since \( \text{Prob}\{\phi < \infty\} = 1 \) and \( \text{Prob}\{\phi < -\infty\} = 0 \); and, for any (non-pathological) function \( Q(\phi) \):

\[
<Q> = \int_{-\infty}^{\infty} f_{\phi}(\psi) \, Q(\psi) \, d\psi.
\]
This last equation shows that if the pdf is known, then the expectation of any function of the random variable can be calculated. In particular the mean $\langle \phi \rangle$ and the m-th central moment $\langle \phi^m \rangle$ ($m>1$) can be determined (if it exists).

For a general turbulent reactive flow we need to consider a set of $\sigma \geq 1$ composition variables $\Phi = \{\phi_1, \phi_2, ..., \phi_{\sigma}\}$. Accordingly the $\sigma$ sample-space variables $\Psi = \{\psi_1, \psi_2, ..., \psi_{\sigma}\}$ are introduced, and the joint pdf of $\Phi$, $f_\Phi(\Psi)$, is defined to be the probability density of the compound event $\Phi = \Psi$ (i.e. $\phi_1 = \psi_1$, $\phi_2 = \psi_2$, ..., $\phi_{\sigma} = \psi_{\sigma}$).

Clearly the joint pdf defined at the particular location $x_0$ and time $t_0$, can be defined at any $(x,t)$: we denote by $f_\Phi(\Psi;x,t)$ the joint pdf of $\Phi(x,t)$. It is important to realize that this is a one-point, one-time joint pdf: it contains no joint information between $\Phi$ at two or more positions or times. The pdf method described in the next sub-section is based on $f_\Phi(\Psi;x,t)$, which is called the composition joint pdf.

The second pdf method described (in Section 2.3) is based on the velocity-composition joint pdf, $f(V,\Psi;x,t)$. Here, $V = \{V_1, V_2, V_3\}$ are the three independent velocity variables; and $f$ is the probability density of the compound event $\{U(x,t) = V, \Phi(x,t) = \Psi\}$.

In the treatment of variable-density flows, two further probability functions prove useful, and are now defined. By assumption (see Pope 1985), the composition variables are sufficient to determine the fluid density. If the composition is $\Phi$, the density is given by the function $\rho_\sigma(\Phi)$, which can be determined from a thermodynamic calculation. Consequently at $(x,t)$ the fluid density is

$$\rho(x,t) = \rho_\sigma(\Phi(x,t)) .$$

Having made the distinction between the different functions $\rho(x,t)$ and $\rho_\sigma(\Phi)$, we now follow conventional (if imprecise) notation and denote both by $\rho$.

Favre, or density-weighted, pdf's are defined by, for example:

$$\bar{f}_\phi(\psi) \equiv \rho(\psi)f_\phi(\psi)/\langle \rho \rangle .$$

It then follows that density-weighted means are given by

$$\bar{Q} \equiv \langle \rho Q \rangle/\langle \rho \rangle \equiv \int_{-\infty}^{\infty} Q(\psi)\bar{f}(\psi)d\psi ,$$

(cf. Eq. 5). The mass density function $F$ is defined by

$$F(V,\Psi;x,t) = \rho(\Psi)f(V,\Psi;x,t) .$$

The use of these functions is made apparent in the next two subsections.
2.2 Composition Joint PDF Equation

Dopazo and O'Brien (1974) were the first to consider the transport equation for \( f_\phi(\psi;x,t) \). Since then a number of different derivations have been given (e.g. Pope 1976, Janicka et al. 1978a,b, O'Brien 1980, Pope 1985). Here we state the result, and refer the reader to Pope (1985) for a detailed derivation.

The compositions evolve according to the conservation equation

\[
\frac{D \phi_\alpha}{Dt} = -\frac{1}{\rho} \frac{\partial J^\alpha_i}{\partial x_i} + S_\alpha,
\]

where \( J^\alpha \) is the (molecular) diffusive flux of \( \phi_\alpha \), and \( S_\alpha \) — a known function of \( \phi \) — is the rate of creation of \( \phi_\alpha \) due to chemical reaction. The pdf transport equation corresponding to Eq. (10) is

\[
\frac{\partial \bar{T}_\phi}{\partial t} + \bar{U}_i \frac{\partial \bar{T}_\phi}{\partial x_i} + \frac{\partial}{\partial \psi_\alpha} [S_\alpha(\psi) \bar{T}_\phi] = -\frac{1}{\langle \rho \rangle} \frac{\partial}{\partial x_i} [\langle u''_i \psi \rangle \bar{T}_\phi] + \frac{\partial}{\partial \psi_\alpha} [\langle 1 \rho \frac{1}{\partial x_i} \psi \rangle \bar{T}_\phi].
\]

On the left-hand side, the first two terms represent the rate of change following the mean flow. The third term is — in composition space — the divergence of the flux of probability due to reaction. It is the form of this term that gives this pdf method the advantage over other statistical approaches: since \( S(\psi) \) is known, \( \bar{T}_\phi \) is the subject of the equation, and \( \psi_\alpha \) is an independent variable, the term contains no unknowns. Thus however complicated and non-linear the reaction scheme, in the composition joint pdf equation the effect of reaction is in closed form, requiring no modelling.

In contrast the terms on the right-hand side require modelling. The quantity \( \langle u''_i \psi \rangle \) is the mean of the Favre velocity fluctuation \( u'' \equiv U' - \bar{U} \) conditional upon the event \( \phi = \psi \). It represents the transport of \( \bar{T}_\phi \) in physical space by the fluctuating velocity. Although there have been other suggestions, this term is generally modelled by gradient diffusion:

\[
\langle \rho \rangle \langle u''_i \psi \rangle \bar{T}_\phi = -\Gamma_T \frac{\partial}{\partial x_i} \bar{T}_\phi,
\]

where \( \Gamma_T \) is a turbulent diffusivity. Such gradient transport models are, of course, subject to many objections, especially when applied to variable-density reactive flows.

The final term in Eq. (11) represents the effect of molecular mixing. It is generally treated by a stochastic mixing model (see e.g. Flagan & Appleton 1974, Pope 1982, 1985). While some aspects of this modelling are discussed below, the cited references should be consulted for a full account.

The composition joint pdf equation is not a self-contained model: mean momentum equations must be solved for \( \bar{U} \); and a turbulence model (k-\( \varepsilon \), say) is needed to determine both \( \Gamma_T (-k^2/\varepsilon) \) and the mixing rate \( (-\varepsilon/k) \) used in the stochastic mixing model.
2.3 Velocity-Composition Joint PDF Equation

Two shortcomings of the composition pdf approach are that turbulent transport \(<u_j'|\psi>\) has to be modelled, and that the velocity and turbulence fields have to be treated separately. Both these shortcomings are overcome in the velocity-composition joint pdf approach.

The instantaneous momentum equation is

\[ \rho \frac{DU_j}{D_t} = \frac{\partial \tau_{ij}}{\partial x_j} - \frac{\partial p}{\partial x_j} + \rho g_j, \]  

where \(\tau_{ij}\) is the stress tensor, \(p\) the pressure, and \(g\) the gravitational acceleration.

From this equation (and that for \(\phi\), Eq. 10) the following equation can be derived (Pope 1985) for the mass density function \(F(V,\psi,x;t)\) (Eq. 9):

\[ \frac{\partial F}{\partial t} + V_j \frac{\partial F}{\partial x_j} + [g_j - \frac{1}{\rho(\psi)} \frac{\partial \text{<p>}}{\partial x_j}] \frac{\partial F}{\partial V_j} + \frac{\partial}{\partial \psi\alpha} [F \text{S}_\alpha(\psi)] = \]

\[ \frac{\partial}{\partial V_j} [\text{<} \frac{\partial \tau_{ij}}{\partial x_j} + \frac{\partial p'}{\partial x_j} \frac{[V,\psi]}{F/\rho(\psi)}] + \frac{\partial}{\partial \psi\alpha} \left[ \text{<} \frac{j}{\partial x_j} \frac{[V,\psi]}{F/\rho(\psi)} \right]. \]  

(14)

None of the terms on the left-hand side requires modelling. In order, the terms represent: rate of change with time; transport in position space (by both mean and fluctuating components of velocity); transport in velocity space (by gravity and the mean pressure gradient); and, as before, transport in composition space due to reaction.

The terms requiring modelling (on the right-hand side of Eq. 1) are means conditional on the compound event \(\{U(x,t) = V, \phi(x,t) = \psi\}\). The final term — as in the composition pdf equation — represents molecular mixing. The remaining term represents transport in velocity space due to molecular stresses and the fluctuating pressure gradient. A discussion of its modelling is deferred to the next subsection.

It may be seen, then, that the velocity-composition joint pdf method retains the advantage of treating reaction without approximation, and, in addition, treats transport in physical space (turbulent convection) exactly, thus avoiding gradient-diffusion assumptions. It also provides a more complete closure: The mean velocity \(\bar{U}(x,t)\), the Reynolds stresses, and indeed all one-point velocity-composition statistics can be calculated from \(F\). The model equation for \(F\) is not quite self-contained because the modelled terms require a knowledge of the turbulent time scale \((k/\epsilon)\) which cannot be deduced from \(F\).

2.4 Lagrangian Viewpoint

Thus far the Eulerian view has been adopted: we have considered functions (e.g. \(F(V,\psi,x;t)\)) at a fixed position \(x\). It proves extremely helpful, both to the modelling and to the numerical solution technique, to take the alternative Lagrangian viewpoint also.

Let \(x^+(t), \bar{U}^+(t)\) and \(\phi^+(t)\) denote the position, velocity and composition of the fluid particle that was at a reference point \(x_0\) at a reference time \(t_0\). These particle properties evolve according to:

339
\[
\frac{d\mathbf{x}^+(t)}{dt} = \mathbf{U}^+(t) = \mathbf{U}(\mathbf{x}^+[t], t),
\]

since, by definition, a fluid particle moves with the local fluid velocity;

\[
\frac{d\mathbf{U}^+_j}{dt} = A_j - g_j - \frac{1}{\rho(\Phi^+)} \left[ \frac{\partial <p>}{\partial x_j} \right]_{\Phi^+} + \left\{ \frac{\partial \tau_{ij}}{\partial x_i} - \frac{1}{\rho(\Phi^+)} \frac{\partial p^+}{\partial x_j} \right\}_{\Phi^+} \tag{16}
\]

(from Eq. 13); and,

\[
\frac{d\Phi^+}{dt} = \Theta_{\alpha} \equiv S_{\alpha}(\Phi^+) - \frac{1}{\rho(\Phi^+)} \left[ \frac{\partial J_{\alpha}}{\partial \mathbf{S}_{\alpha}} \right]_{\Phi^+} \tag{17}
\]

(from Eq. 10).

The connection between these equations for the properties of a fluid particle, and the equation for the mass density function \( F \) (Eq. 14) is immediately apparent. Equation (14) can be written

\[
\frac{\partial F}{\partial t} + \frac{\partial}{\partial x_j} \left[ F <\mathbf{U}^+_j(t)> \right] + \frac{\partial}{\partial \psi_j} \left[ F <A_{\psi j}> \right] + \frac{\partial}{\partial \psi_{\alpha}} \left[ F <\Theta_{\alpha}> \right] = 0, \tag{18}
\]

where the expectations are conditional on the compound event \( \{ \mathbf{x}^+(t) = \mathbf{x}, \mathbf{U}^+(t) = \mathbf{V}, \Phi^+(t) = \psi \} \). Further, it may be noticed that the terms in braces in Eqs. (16)-(17) appear on the right-hand side of Eq. (14) — that is, they need to be modelled — whereas all other terms appear on the left-hand side and are treated exactly.

### 2.5 Stochastic Models

The standard approach to turbulence modelling is to construct constitutive relations for the unknown correlations (see, e.g. Lumley 1978). In the context of the mass density function, this approach is to model the unknown conditional expectations on the right-hand side of Eq. (14) in terms of known quantities, i.e. functions or functionals of \( F(\mathbf{V}, \psi, \mathbf{x}; t) \). But the Lagrangian viewpoint offers a different approach to modelling: namely to use stochastic processes to simulate unknown contributions to \( \mathbf{U}^+(t) \) and \( \Phi^+(t) \) (i.e. the terms in braces in Eqs. 16 and 17).

To illustrate this approach we consider \( \mathbf{U}^*(t) \) — a stochastic model for \( \mathbf{U}^+(t) \). If the model is accurate then \( \mathbf{U}^*(t) \) is (statistically) an accurate approximation to \( \mathbf{U}^+(t) \). In general the time series \( \mathbf{U}^* \) is not differentiable. Consequently we express the models in terms of the infinitesimal increment

\[
d\mathbf{U}^*(t) = \mathbf{U}^*(t+dt) - \mathbf{U}^*(t), \tag{19}
\]

rather than in terms of the derivative \( d\mathbf{U}^*/dt \). Note that for a deterministic, differentiable process, (e.g. \( \mathbf{U}^+(t) \)), the infinitesimal increment is non-random (i.e. zero variance) and is of order \( dt \).

In view of the equation for \( \mathbf{U}^+(t) \) (Eq. 16), the increment \( d\mathbf{U}^* \) can be written

\[
d\mathbf{U}^*_j = \left( g_j - \frac{1}{\rho(\Phi^*)} \left[ \frac{\partial \mathbf{U}^+}{\partial \mathbf{x}^*_j} \right]_{\Phi^*} \right) dt + d\mathbf{U}^*_j, \tag{20}
\]
where (similar to \( \mathbf{U}^* \)) \( \mathbf{x}^* \) and \( \mathbf{\phi}^* \) are models of \( \mathbf{x}_t \) and \( \mathbf{\phi}_t \). The stochastic increment \( d\mathbf{U}^* \) models the effects of the fluctuating pressure gradient and viscous stresses, while the term in \( dt \) is an exact expression for the effect of gravity and the mean pressure gradient.

Two types of models have been used. The first type — of which the stochastic mixing model is an example — are called particle interaction models. In the terminology of stochastic processes, these are point processes. According to these models, the infinitesimal increment \( d\mathbf{U}^* \) is nearly always zero. But with probability of order \( dt \), the increment is of order unity. Thus the time series is a piecewise constant, with of order unity jumps per unit time.

The second type of model use diffusion processes in which \( d\mathbf{U}^* \) is a random variable with (conditional) mean and variance both of order \( dt \). Note that this implies that the rms is of order \( dt^{1/2} \), and hence the process — though continuous — is not differentiable. The different variants of the Langevin model are diffusion processes (see e.g. Pope 1983, 1985, Haworth & Pope 1986, 1987a).

For more information on this general modelling approach the reader is referred to Pope (1985), while the current status of the Langevin model is described by Haworth & Pope (1987a).

### 3. NUMERICAL SOLUTION ALGORITHMS

The velocity-composition joint pdf \( f(\mathbf{V}, \mathbf{\psi}; \mathbf{x}, t) \) is a single function defined in a multi-dimensional space. In general \( f \) depends on the three velocity variables, \( 6 \) composition variables, three spatial variables, and time — \((7+\sigma)\) independent variables in all. In many cases the dimensionality may be less, but still large. For example, in a statistically stationary and two-dimensional flow with a single composition variable, \( f(\mathbf{V}, \mathbf{\psi}_1; \mathbf{x}_1, \mathbf{x}_2) \) depends on 6 independent variables. The composition joint pdf \( f_\mathbf{\phi}(\mathbf{\psi}, \mathbf{x}, t) \) in general depends on \((4+\sigma)\) variables; but, for the simpler flow cited above, \( f_\mathbf{\phi}(\mathbf{\psi}_1; \mathbf{x}_1, \mathbf{x}_2) \) is a function of just 3 variables.

Given the large dimensionality of joint pdf's it is clear that conventional grid-based numerical methods (e.g. finite differences) are impractical for all but the simplest of cases. Just to provide an accurate representation of a function of 6 independent variables is a major task. Consequently, although one or two finite-difference solutions have been obtained for \( f_\mathbf{\phi}(\mathbf{\psi}_1; \mathbf{x}_1, \mathbf{x}_2) \) (e.g. Janicka & Kollmann 1978a,b), currently all investigators are using Monte Carlo methods instead.

In the next subsection the general Monte Carlo method devised by Pope (1985) to solve for the velocity-composition joint pdf is outlined. Then, in section 3.2, Monte Carlo solution algorithms for the composition joint pdf are reviewed.

#### 3.1 Monte Carlo Method for the Velocity-Composition Joint PDF

The Monte Carlo method to solve the modelled equation for the velocity-composition joint pdf is conceptually simple and natural. Rather than discretizing the space, we discretize the mass of fluid into a large number \( N \) of representative or stochastic particles. At a given time \( t \), let \( M \) be the total mass of fluid within the solution domain. Then each stochastic particle represents a mass \( \Delta m = M/N \) of fluid. The \( n \)-th particle has position \( \mathbf{x}^{(n)}(t) \), velocity \( \mathbf{U}^{(n)}(t) \), and composition \( \mathbf{\phi}^{(n)}(t) \).

Starting from appropriate initial conditions, the particle properties are advanced in time by the increments

\[
d\mathbf{x}^{(n)}(t) = \mathbf{U}^{(n)}(t) \, dt, \quad (21)
\]

\[
d\mathbf{U}^{(n)}(t) = [g_p(\mathbf{\phi}^{(n)})^{-1} \nabla <p>] dt + d\mathbf{U}^*, \quad (22)
\]
where $dU^s$ and $d\phi^s$ are the stochastic increments that simulate molecular processes and the fluctuating pressure gradient. At symmetry boundaries particles are reflected; at inflow boundaries particles are added with appropriate properties; and, at outflow boundaries particles are discarded. While wall boundaries have been treated (Anand et al. 1989a) a comprehensive account of this treatment is not available in the literature.

The correspondence between the ensemble of stochastic particles and the joint pdf has been established by Pope (1985). The main results are:

i) The expected density of the stochastic particles in physical space ($\Delta m \sum_{n=1}^{N} \delta(x-x^{(n)}(t))$) is equal to the fluid density $\rho(x,t)$.

ii) The joint pdf of the stochastic particle properties $U^{(n)}(t)$, $\psi^{(n)}(t)$ is the density-weighted joint pdf $T(\psi, x^{(n)}[t], t)$.

iii) From particle properties, expectations (e.g. $\bar{U}(x,t)$) can be approximated as ensemble averages, with a statistical error of order $N^{-1/2}$.

Several implementations of this algorithm, and variants of it, have been reported. For example, the turbulent jet diffusion flame calculations reported in Section 4 are performed using a "boundary-layer" variant (see Pope 1985). Haworth & Pope (1987b) report a variant of the algorithm designed specifically for self-similar shear flows. From a numerical standpoint this work is of particular interest, because the convergence of the method (as $N^{-1/2}$) is demonstrated. The basic algorithm has been implemented and demonstrated for statistically two-dimensional recirculating flows by Anand et al. (1989b). Haworth & El Tahry (1989a,b) reports calculations of the three-dimensional time-dependent flow in the cylinder of a spark-ignition engine. In this case the pdf algorithm is coupled to a conventional finite-volume algorithm that is used to calculate the mean pressure and turbulent time scale fields.

### 3.2 Monte Carlo Algorithms for the Composition Joint PDF

Two different algorithms have been proposed to solve the modelled transport equation for the composition joint pdf.

The second of these (chronologically) was proposed by Pope (1985), and is similar to that described above for the velocity-composition joint pdf. Again, it is a grid-free algorithm in which the mass of fluid is discretized into $N$ stochastic particles, the $n$-th of these having position $x^{(n)}(t)$ and composition $\psi^{(n)}(t)$. In each time step the composition is incremented according to Eq. (23), while the position is incremented by

$$d\phi^{(n)}(t) = S(\phi^{(n)})dt + d\phi^s,$$

where the stochastic component $d\phi^s$ causes a random walk to simulate gradient diffusion. No implementations of this algorithm have been reported in the literature.

The first Monte Carlo algorithm for the composition joint pdf was devised by Pope (1981b). In this method there is a finite-difference grid in physical space. At each grid node, the composition joint pdf is represented by $N$ particles, the $n$-th having composition $\psi^{(n)}(t)$. Reaction and mixing are performed according to Eq. (23), while particles are moved from node to node to simulate convection and turbulent diffusion.
This algorithm is used in the premixed flame calculation of Pope (1981a) and McNutt (1981), and in the diffusion flame calculations of Nguyen & Pope (1984), Jones & Kollmann (1987) and Chen & Kollmann (1988a).

4. TURBULENT FLAME CALCULATIONS

4.1 Turbulent Diffusion Flames

Some of the first pdf calculations are of turbulent diffusion flames (Frost 1975, Janicka, Kolbe and Kollmann 1978a,b, Bywater 1982, Nguyen & Pope 1984). The calculations reported by Nguyen & Pope (1984) are the first use of the Monte Carlo method for jet flames. The results include demonstrations of convergence of the solutions as $N^{-1/2}$ tends to zero.

In the calculations cited above, the thermochemistry is handled in a simple manner — by assuming chemical equilibrium, for example. This reduces the number of compositions to just one; namely, the mixture fraction. Finite-rate, multi-step kinetics have been used by Pope & Correa (1986) (see also Correa, Gulati & Pope 1988), Jones & Kollmann (1987) and Chen & Kollmann (1988a,b). A computational challenge is to implement the integration of the rate equation, i.e.

$$\frac{d\phi}{dt} = S(\phi).$$

in an efficient manner. All investigators have used table-look-up algorithms.

Considerable attention has been paid to the CO/H$_2$-air turbulent diffusion flame studied experimentally by Drake et al. (1984). Using the velocity-composition joint pdf approach Pope & Correa (1986) and Correa, Gulati and Pope (1988) report calculations based on a partial equilibrium assumption. This reduces the number of compositions to two: the mixture fraction and a reaction progress variable (for the radical recombination reactions). Again using the velocity-composition joint pdf approach, Haworth, Drake & Blint (1988) and Haworth, Drake, Pope & Blint (1988) have made calculations of this flame using a flamelet model.

4.2 Turbulent Premixed Flames

The composition joint pdf approach (using the Monte Carlo method) has been applied to premixed flames by Pope (1981a) and McNutt (1981). The purpose of the former calculation was to demonstrate the ability of the pdf method to handle nonlinear reaction kinetics. A three-variable kinetic scheme was used to calculate the oxidation of CO and formation of NO in a propane-air flame stabilized behind a perforated plate.

The works of McNutt (1981), Pope & Anand (1984) and Anand & Pope (1987) are concerned with the idealized case of a statistically steady and one-dimensional turbulent premixed flame. In the last of these, the velocity-composition joint pdf method is used, and the effects of variable density are studied. It is shown that, like the Bray-Moss-Libby model (Bray, Libby & Moss 1985), the pdf method is capable of accounting for counter-gradient transport and large turbulence energy production due to heat release. The application of the method to a spark-ignited turbulent flame ball is described by Pope & Zheng (1986).

Turbulent premixed combustion usually occurs in the flamelet regime (Pope 1987). This fact presents a challenge to any statistical approach, since the small scales of the composition fields are no longer governed by the turbulent straining motions, but are determined by reaction and diffusion occurring in thin flame sheets. Pope & Anand (1984) present and demonstrate a model applicable to the flamelet regime. But, as discussed by Pope (1985, 1987), this model is not entirely satisfactory.

An alternative approach to treating flamelet combustion is the stochastic flamelet model of Pope & Cheng (1988). This can be viewed as a pdf approach, in which a modelled pdf equation is solved by a Monte Carlo
method. In this case, however, the pdf is not that of fluid properties (i.e. velocity and composition) but is rather the pdf of flamelet properties (i.e. position, area and orientation of flamelets).

5. DISCUSSION AND CONCLUSION

The works reviewed in the previous section demonstrate that pdf methods provide a practicable means of calculating the properties of turbulent reactive flows. Calculations have been made with thermochemical schemes involving up to three composition variables with finite-rate kinetics (e.g. Pope 1981a, Chen & Kollmann 1988a). And the Monte Carlo method used to solve the pdf equations has been implemented for a variety of flows including two-dimensional recirculating flows (Anand et al. 1989a) and the three-dimensional transient flow in a spark-ignition engine (Haworth & El Tahry 1989a,b).

The most advanced method considered here is the velocity-composition joint pdf approach. Compared to moment closures, this approach has the advantage that reaction can be treated exactly without approximation. Compared to the composition joint pdf approach it has the advantages that turbulent transport is treated exactly, and that a separate turbulence model is not needed to determine the Reynolds stresses.

A short-coming of the velocity-composition joint pdf approach is that it does not provide a completely self-contained model, in that the turbulence frequency \( \omega \) must be determined by separate means. For example, in some calculations of simple free shear layers, it has been assumed that \( \omega \) is constant across the flow, and scales with the mean-flow velocity and length scales (e.g. Haworth & Pope 1987a, Pope & Correa 1986). In more complex flows, another approach is to solve the standard model equation for \( \varepsilon \) (e.g. Haworth & El Tahry 1989a) or, similarly, to solve a modelled equation for \( \omega \) deduced from those for \( k \) and \( \varepsilon \) (Anand et al. 1989b).

A natural extension is to consider \( f(\psi, \zeta; x, t) \) — the joint pdf of velocity, composition and dissipation. This is the probability density function of the compound event \( \{ U(x,t) = \psi, \theta(x,t) = \psi, \varepsilon(x,t) = \zeta \} \), where \( \varepsilon(x,t) \) is the instantaneous mechanical dissipation. Following some preliminary investigations (Pope & Haworth 1986, Pope & Chen 1987) a satisfactory model equation for \( f(\psi, \zeta; x, t) \) has been developed (Pope 1989b). The incorporation of dissipation within the pdf allows more realistic and accurate modelling. But more important, the single equation for \( f(\psi, \zeta; x, t) \) provides a completely self-contained model for turbulent reactive flows.

We now discuss three areas in which progress can be expected in the next five years.

The first area is in the turbulent mixing models. As discussed in Section 2, the stochastic mixing models used lead to the composition time series being discontinuous — clearly contrary to the physics of the problem. Nevertheless, in spite of their lack of physical appeal, the stochastic models have many advantages over alternative suggestions, and, for inert mixing their performance is generally acceptable. But for reactive flows, especially in the flamelet regime, their performance is highly suspect. We expect that stochastic models will be improved and refined to account better for the microstructure of the composition fields, and also to allow mixing and reaction to proceed simultaneously at finite rates.

The second area of expected progress is in the computational implementation of complex kinetics. When the Monte Carlo method is used to solve the joint pdf equation for an inert flow involving \( \sigma \) compositions, the computer time and storage increases at most linearly with \( \sigma \). But with reaction, in a naive implementation, for each particle, on each time step, it is necessary to solve the coupled set of \( \sigma \) ordinary differential equations.
\[
\frac{d\phi_\alpha}{dt} = S_\alpha(\phi_1, \phi_2, \ldots, \phi_\sigma), \quad \alpha = 1, 2, \ldots, \sigma. \tag{26}
\]

The right-hand side (which is a combination of reaction rates) is computationally expensive to evaluate, and, as is well known, the set of equations is likely to be stiff. Hence such a naive implementation is impracticable for all but the lowest values of \(\sigma\).

As mentioned in Section 4.1, the alternative approach followed by all investigators is to implement Eq. (26) more efficiently through a different table look-up scheme (e.g. Pope & Correa 1986, Jones & Kollmann 1987). To date this has been done on an ad hoc basis. It is expected that progress will be made in the development of a general methodology.

The third area of expected progress is in the determination of the mean pressure field \(\langle p(x,t) \rangle\) within the Monte Carlo algorithm. For thin shear flows, the mean pressure is readily determined by invoking the boundary-layer approximations. For statistically-stationary, constant-density, two-dimensional recirculating flow, an algorithm to determine \(\langle p \rangle\) has been developed and demonstrated (Anand et al. 1989a). But for the general case a computationally efficient and robust algorithm needs to be developed. (In the three-dimensional transient calculations of Haworth & El Tahry 1989a,b, the Monte Carlo method is coupled to a finite-volume code that determines \(\langle p \rangle\).)
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ABSTRACT

An algorithm to determine the mean pressure field for elliptic flow calculations with the probability density function (pdf) method is developed and applied. The pdf method is a most promising approach for the computations of turbulent reacting flows. Previous computations of elliptic flows with the method have been performed in conjunction with conventional finite-volume based calculations that provided the mean pressure field. The algorithm developed and described here permits the mean pressure field to be determined within the pdf calculations. The pdf method incorporating the pressure algorithm is applied to the flow past a backward-facing step. The results are in good agreement with data for the reattachment length, mean velocities, and turbulence quantities including triple correlations.

INTRODUCTION

The understanding and modeling of turbulent reacting flows is of great importance due to the occurrence of such flows in most practical combustion devices. The probability density function (pdf) method offers several advantages over conventional turbulence models for the computations of turbulent reacting flows (ref. 1). In this method a modeled transport equation for the joint pdf of velocities and scalars is solved using the Monte Carlo technique. The primary advantages of the pdf method are that, in the pdf transport equation, terms representing convection and reaction appear in closed form and need not be modeled. Hence, conventional turbulence models such as the k-ε or second-moment closure models which are based on gradient-diffusion assumptions are entirely avoided. Also, any arbitrarily complex finite-rate reactions that are beyond the reach of conventional turbulent reaction models can be treated without approximation or restrictive assumptions.

Until recently, most of the flows studied using the pdf method have been two-dimensional (2-D parabolic or 1-D time-dependent) in nature. These studies (refs. 2-7 to name a few) have demonstrated the potential advantages of the pdf method especially for reacting flows. There are no theoretical limitations for applying the pdf method for complex (2-D or 3-D) elliptic flows. However, a suitable algorithm for extracting the mean pressure field within the pdf solution algorithm is needed.

A pdf method for elliptic flows was first demonstrated by Anand, et al. (ref. 8) for a 2-D flow. The method was applied to 3-D in-cylinder flows by Haworth and El Tahry (Refs. 9, 10). In this method, the Monte Carlo (MC) calculations for the pdf are combined with conventional finite-volume (FV) calculations (ref. 11) for mean fields. The mean pressure field and the turbulent time scale are supplied to the MC calculations by the FV calculations. In turn, the MC calculations supply to the FV calculations the Reynolds stresses extracted from the pdf solution, thereby
avoiding the use of conventional turbulence models. This combined algorithm exploits the advantages of both methods to yield an economical algorithm for pdf calculations of elliptic flows. This method was intended to demonstrate the feasibility of pdf calculations for such flows.

However, for more complex flows, especially variable density and reacting flows with fast or finite-rate multistep chemistry, the coupling between the two methods becomes quite complex and it becomes more difficult to fully exploit the advantages of the pdf method. Therefore, it is desirable to perform pdf calculations independently, without recourse to FV calculations. This paper describes an algorithm by which pdf calculations are performed independently and economically (in terms of computer resources required) for complex elliptic flows. While the present work focuses on the determination of the mean pressure field within the pdf calculations, parallel work is in progress (ref. 12) that deals with the determination of the turbulent time scale. For the present work, the turbulent time scale is supplied to the calculations as described later in this paper. The relevant equations for determining the mean pressure are presented, the solution strategy and the numerical scheme are developed and suitably implemented in the pdf calculations. The method is applied to a sample elliptic flow, namely the recirculating flow behind a backward-facing step, and compared against data of reference 13.

THE PDF METHOD

A very brief description of the pdf method is presented here. The reader is referred to reference 1 and other studies listed in the introduction for more details.

The joint pdf, \( f(\mathbf{V}, \psi; \mathbf{x}, t) \), is the probability density of the simultaneous event \( Y(x, t) = \mathbf{V} \) and \( \phi(x, t) = \psi \), where \( \mathbf{V} \) is the velocity vector, \( \phi \) is a set of scalars, and \( Y \) and \( \psi \) are independent variables in the velocity–scalar space. Starting from the usual conservation equations for mass (continuity), momentum and the scalar quantities, the transport equation for the joint pdf can be derived as described in reference 1. In this equation, the terms involving convection, reaction, body forces and the mean pressure gradient (including the variable density effects in those terms) appear in closed form and need not be modeled. Hence, the use of conventional turbulence and reaction models is avoided. However, the terms in the pdf equation representing the effects of viscous dissipation, fluctuating pressure gradient and molecular diffusion need to be modeled. A Lagrangian viewpoint is adopted in modeling and solving the joint pdf equation. The modeled pdf transport equation is solved by the Monte Carlo technique.

In the Monte Carlo solution technique, notional particles representing fluid particles are distributed throughout the solution domain. Each particle is attributed with values for the velocity components, spatial coordinates, and scalar quantities. Each of these values evolves according to its corresponding Lagrangian evolution equation which incorporates modeled terms where needed. The solution of these evolution equations constitutes the solution of the pdf transport equation (ref. 1). Means of any functions of the independent variables are determined by appropriately summing over the values of all the particles in small spatial subvolumes and fitting splines over the whole domain to these sums.

In the context of the scope of the present study, the scalar quantities are ignored in the presentation except to note that the density \( \rho \) is a function of the scalar variables. During an interval of time \( dt \), the change in particle position \( \mathbf{x}^* \) is given by
where \( \dot{U}^* \) is the particle velocity. With the use of the simplified Langevin model (refs. 2, 3) the increment in \( \dot{U}^* \) in the interval \( dt \) is given by:

\[
\frac{d\dot{U}_1^*}{dt} = \frac{1}{\rho^*} \frac{\partial \langle P \rangle}{\partial x_1} dt - \left( \frac{1}{2} + \frac{3}{4} C_0 \right) (\dot{U}_1^* - \bar{U}_1^*) \omega dt + (C_0 \omega)^{1/2} dW(t)
\]

where angled brackets indicate mean quantities, tilde denotes density-weighted (Favre) means, \( \langle P \rangle(x^*) \) is the mean pressure, \( \rho^* \) is the density of the particle, \( \bar{U}(x^*) \) is the Eulerian mean velocity, \( k \) is the turbulent kinetic energy, \( \omega(x^*) \) is the turbulent frequency, \( C_0 \) is a universal constant and \( W(t) \) is an isotropic Wiener process. The last two terms in Eq 2 jointly represent the effects of viscous dissipation and fluctuating pressure gradient. The value \( C_0 = 2.1 \) was determined by Anand and Pope (ref. 2) and has been used in the present study. The quantities \( \bar{U} \) and \( k \) are easily extracted from the pdf solution at time \( t \). In previous studies, the mean pressure gradient has been determined through boundary-layer assumptions or has been supplied by the accompanying finite-volume calculations. Its determination within the pdf calculations for elliptic flows is the topic of this paper. The determination of \( \omega \) is also discussed.

PRESSURE ALGORITHM

Overview

The pressure algorithm is constructed for steady-state, constant- or variable-density, high-Reynolds-number flows. The equation for mean pressure is the Poisson equation (Eq. 4) derived from the mean momentum equation (Eq. 3):

\[
\frac{\partial}{\partial x_i} \langle \rho U_i U_j \rangle = -\frac{\partial \langle P \rangle}{\partial x_j}, \quad (3)
\]

\[
\frac{\partial^2 \langle P \rangle}{\partial x_i \partial x_j} = -\frac{\partial^2}{\partial x_i \partial x_j} \langle \rho U_i U_j \rangle. \quad (4)
\]

Since the right-hand side of the equation can be evaluated from the pdf solution, Eq. 4 can be solved for the mean pressure \( \langle P \rangle \) with appropriate boundary conditions. Starting from arbitrary initial conditions, if an iterative or pseudo-time marching algorithm is used to reach the steady-state for variable-density flows, then, because the transient terms are absent from Eq. 4, the mean pressure given by Eq. 4 is not correct until the steady-state is achieved. This is true even for constant-density cases unless the initial velocity field satisfies the continuity equation and Eq. 4 is solved in a coupled manner with the mean momentum equation which is not solved directly in the pdf method. A consequence is that the mean continuity equation

\[
\frac{\partial}{\partial x_i} \langle \rho U_i \rangle = 0, \quad (5)
\]

will not be satisfied. Given a field that does not satisfy Eq. 5, a velocity correction \( \Delta \bar{U} \) can be obtained by
By requiring that \( \{ \rho \mathbf{u}_i \} + \rho \Delta \mathbf{u}_i \) be divergence free, we obtain a Poisson equation for \( \Phi \):

\[
\frac{\partial^2 \Phi}{\partial x_i \partial x_j} = -\frac{\partial}{\partial x_i} \langle \rho \mathbf{u}_i \rangle .
\]  

These observations suggest the following basic algorithm: every so-many steps

1. solve Eq. 7 for \( \Phi \)
2. add the velocity correction obtained from Eq. 6
3. solve Eq. 4 for \( \rho \mathbf{u}_i \)

The spirit of the algorithm is similar to that of the SIMPLER algorithm used in conventional FV calculations (ref. 11). However, the solution strategy and the implementation in the pdf calculations are markedly different.

**Boundary Conditions for \( \rho \mathbf{u}_i \)**

The mean pressure \( \rho \mathbf{u}_i \) is uniquely determined (to within an arbitrary constant) by Eqs. 3 and 4. That is, given \( R_{ij} = \langle \rho \mathbf{u}_i \mathbf{u}_j \rangle \), \( \rho \mathbf{u}_i \) can be determined from the Poisson equation (Eq. 4) with the Neumann boundary conditions provided by Eq. 3:

\[
\frac{\partial \rho \mathbf{u}_i}{\partial n} = n_j \frac{\partial}{\partial x_i} R_{ij},
\]  

where \( n \) is the outward pointing normal and \( n \) is a coordinate in that direction.

The numerical solution of a Poisson equation with Neumann conditions everywhere is somewhat perilous. Unless suitably treated, the coefficient matrix is singular; and a solution exists only if the boundary conditions are precisely consistent with the source. To avoid these difficulties, and to make the same boundary conditions applicable to \( \Phi \) (see below), a Dirichlet condition is used at the outflow boundary. There the flow is approximately parallel (to the x-axis) and fully developed, and so the lateral momentum equation becomes (approximately)

\[
\frac{\partial}{\partial y} \langle \rho \nabla^2 \rangle = -\frac{\partial}{\partial y} \langle \rho \mathbf{u}_i \rangle,
\]  

where \( \nabla^2 \) denotes the lateral velocity fluctuation. Hence the Dirichlet condition used at the outflow boundary is

\[
\langle \rho \mathbf{u}_i \rangle = -\langle \rho \rangle \nabla^2 + \rho_o
\]  

The arbitrary constant \( \rho_o \) in the pressure solution is chosen each time so as to match a known pressure at any given point in the solution domain.

**Boundary Conditions for \( \Phi \)**

At walls, planes of symmetry, and inflow boundaries, the normal component of the velocity correction should be zero. Hence the Neumann condition
\[ \frac{\partial \Phi}{\partial n} = 0, \]  

is appropriate. At the outflow boundary, specifying the Dirichlet condition, \( \Phi = 0 \), results in there being no tangential velocity correction, but allows a correction to the normal velocity. This is necessary if the mass flow rate in differs from the mass flow rate out.

**NUMERICAL SOLUTION**

In the context that the Monte Carlo calculations are grid-free and the mean fields are represented by spline-fits, it is advantageous to solve the Poisson equations (Eqs. 4 and 7) in a way that is completely consistent with the spline representation of the mean fields. The following discussion is in the context of 2-D flows, but its extension to 3-D flows is straightforward.

Let \( g(x,y) \) be any function within the solution domain. Then its spline representation is

\[ g(x,y) = \sum_{\alpha=1}^{M} \sum_{\beta=1}^{N} g^{\alpha\beta}(x) b_{\beta}(y), \]

where \( a_{\alpha}(x)(\alpha = 1, M) \) are the basis functions in \( x \), \( b_{\beta}(y)(\beta = 1, N) \) are those in \( y \), and \( g^{\alpha\beta} \) are the spline coefficients. Let \( Q^{\alpha\beta}_1 \) be the spline coefficients of \(-\langle \rho u_1^2 \rangle\), and let \( R^{\alpha\beta}_{ij} \) be those of \(-\langle \rho u_i u_j \rangle\). With the substitution of the appropriate spline representations, the Poisson equations (Eq. 7 and Eq. 4) become

\[ \sum_{\alpha=1}^{M} \sum_{\beta=1}^{N} \phi^{\alpha\beta} (a_{\alpha} b_{\beta} + a_{\alpha} b_{\beta}) = \sum_{\alpha=1}^{M} \sum_{\beta=1}^{N} (Q^{\alpha\beta}_1 a_{\alpha} b_{\beta} + Q^{\alpha\beta}_2 a_{\alpha} b_{\beta}), \]

and

\[ \sum_{\alpha=1}^{M} \sum_{\beta=1}^{N} \rho^{\alpha\beta} (a_{\alpha} b_{\beta} + a_{\alpha} b_{\beta}) = \]

\[ \sum_{\alpha=1}^{M} \sum_{\beta=1}^{N} (R^{\alpha\beta}_{11} a_{\alpha} b_{\beta} + 2R^{\alpha\beta}_{12} a_{\alpha} b_{\beta} + R^{\alpha\beta}_{22} a_{\alpha} b_{\beta}). \]

Equations 13 and 14, along with the appropriate boundary conditions can each be represented by

\[ \Delta s = b, \]

where \( s \) is the solution (spline coefficients of \( \langle P \rangle \) or \( \Phi \)) and \( \Delta \) is the coefficient matrix. Since both \( \langle P \rangle \) and \( \Phi \) satisfy the same types of equations and boundary conditions, their coefficient matrices are identical. Further, since \( \Delta \) is a constant matrix (independent of \( R^{ij} \) and \( Q^{ij} \)), its LU decomposition need be performed once only, and then Eq. (15) can be solved many times by back substitution. The source vector \( b \) is different for \( \langle P \rangle \) and \( \Phi \) and changes from iteration to iteration as the steady-state is approached.
The structure of matrix $A$ is shown in Figure 1, with x's indicating the only entries in $A$ when cubic B-splines (refs. 1, 14) are used. A special band solver, which exploits the structure of the matrix $A$ was developed to minimize the storage and computational requirements. The solver uses LU decomposition and Gaussian elimination with partial pivoting. As pointed out earlier, the LU decomposition is performed only once and the Poisson equation is solved repeatedly by back substitution. The work to perform back substitution is of order $MN(4M + 5)$ operations: just 34,000 for $N = M = 20$ used typically ($M = N = 21$ in the present study).

The majority of the work is done in calculating $b$. This involves forming splines for $\langle \rho U \rangle$ and $\langle \rho U^2 \rangle$ with appropriate boundary conditions. These splines need to be very accurate especially since their derivatives and second derivatives are to be evaluated (see Eqs. 4 and 7). Also, the boundary conditions used in forming these splines have a significant influence on the solution of the Poisson equations. Both the issues need careful consideration.

In general, the splines in the pdf calculations are formed using the cross-validation procedure (refs. 1, 14), by which splines are fit to two independent sets of sums (or samples) from each of the spatial bins such that the resulting spline is the best fit for both sets of samples. This procedure considerably reduces the error in the spline fit with respect to the actual function, compared to the error with a simple least-square spline fit with a single set of samples. For spline-fits

![Matrix Structure](image)

**Figure 1.** Structure of the coefficient matrix $A$ ($MN \times MN$) for sample values of $M$ and $N$. There are 5 bands, each with a width of 5 and separated by a width of $M - 5$. The total bandwidth is $4M + 5$. 
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Table 1: Boundary conditions for splines needed to evaluate $h$

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Inflow boundary</th>
<th>Outflow boundary</th>
<th>Wall normal to $x$</th>
<th>Wall normal to $y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;U&gt;$</td>
<td>$q_x = 0^*$</td>
<td>$q_x = 0$</td>
<td>$q = 0$</td>
<td>**</td>
</tr>
<tr>
<td>$&lt;V&gt;$</td>
<td>$q = 0$</td>
<td>$q = 0$</td>
<td>$q = 0$</td>
<td>$q = 0$</td>
</tr>
<tr>
<td>$&lt;U^2&gt;$</td>
<td>$q_x = 0$</td>
<td>$q_x = 0$</td>
<td>$q_x = 0$</td>
<td>$q_y = 0$</td>
</tr>
<tr>
<td>$&lt;U^2&gt;_x$</td>
<td>$q = 0$</td>
<td>$q = 0$</td>
<td>$q = 0$</td>
<td>$q_y = 0$</td>
</tr>
<tr>
<td>$&lt;V^2&gt;$</td>
<td>$q_x = 0$</td>
<td>$q_x = 0$</td>
<td>$q_x = 0$</td>
<td>$q_y = 0$</td>
</tr>
<tr>
<td>$&lt;V^2&gt;_y$</td>
<td>$q_x = 0$</td>
<td>$q_x = 0$</td>
<td>$q_x = 0$</td>
<td>$q = 0$</td>
</tr>
<tr>
<td>$&lt;UV&gt;$</td>
<td>$q_x = 0$</td>
<td>$q_x = 0$</td>
<td>$q_x = 0$</td>
<td>$q_y = 0$</td>
</tr>
<tr>
<td>$&lt;UV&gt;_x$</td>
<td>$q = 0$</td>
<td>$q = 0$</td>
<td>$q = 0$</td>
<td>$q_y = 0$</td>
</tr>
</tbody>
</table>

* subscripts $x$ and $y$ denote differentiation with respect to $x$ and $y$, respectively
** indicates that no boundary condition is specified

in two-dimensions, four independent samples are needed. However, even with cross-validation, although the first derivatives are acceptable, the second derivatives evaluated from the cubic spline fits can have errors significant enough to adversely affect the solution of Eq. 4 and hence the convergence of the whole pressure algorithm. Hence for Eq. 4, splines are fit for $R_{ij}$ as well as to its appropriate first derivative from which the required second derivative is evaluated by a single differentiation. From the same raw sums for $R_{ij}$ four different cross-validated splines are formed for $R_{ij}$ using four different sets of values for $M$ and $N$ (the number of basis functions). The first derivatives evaluated from each of the four splines form the samples, although not entirely independent, for the spline-fit for the first derivative. This procedure significantly reduces the errors in the second derivatives evaluated and results in a stable solution of Eq. 4. The four splines were formed in the present study with values of $M (=N)$ equal to 17, 19, 21 and 25. It is also necessary to specify a consistent set of boundary conditions for the spline fits. The quantities splined for solving Eqs. 4 and 7 and the boundary conditions used are listed in Table 1. Note that the density has been assumed constant. The table should be applicable to variable-density flows also, with the conventional means replaced by Favre means. Additionally, boundary conditions for $<p>$ will be needed—a zero normal-gradient condition at all boundaries is suggested.

**IMPLEMENTATION**

The development and the implementation of the algorithm to solve for the pressure field within the Monte Carlo solution algorithm were evolutionary processes. Primary concerns were to obtain an accurate pressure solution and also keep the computational times low. The algorithm can be summarized as follows:
1. form the matrix $A$ and perform its $LU$ decomposition
2. initially set $<P> = 0$ everywhere
3. march the pdf calculations by a step in pseudo-time
4. perform velocity correction; i.e.
   o form splines of $<p>$ and $<pU_i>$
   o solve Eq. 7 by back substitution for $\Phi$
   o correct particle velocities by Eq. 6
5. on the first step and subsequently, every $S$ steps update pressure; i.e.
   solve for the pressure correction $\Delta<P>$ from Eq. 4

$$\nabla^2 \Delta<P> = \frac{\partial^2 R_{ij}}{\partial x_i \partial x_j} - \nabla^2 <P> \text{old,}$$

and reset the mean pressure by

$$<P>^{\text{new}} = <P>^{\text{old}} + r \Delta<P>,$$

where $r$ is a relaxation parameter.

6. if steady-state has not been reached, go to step 3
7. stop

Two parameters $S$ and $r$ related to pressure updates, are introduced. For the case studied, neither parameter influenced the results significantly. The pressure updates are considerably more expensive than velocity corrections. The pressure updates need not be performed frequently since the velocity corrections, which cause a similar effect as the pressure corrections, are made every step. Also, the velocity corrections are quite small from step to step (especially if continuity is satisfied initially) so that the pressure updates are not necessary every step. It is better to update the pressure after the velocity field has evolved appreciably, say every 10 to 20 steps. For the present study, values between 0.5 to 0.8 were used for the relaxation factor without any apparent effect on the results or the number of steps needed for convergence.

Although convergence is not difficult to achieve, it is difficult to monitor. Several parameters were considered as indicators of convergence. But, due to the stochastic nature of the calculations and due to the fact that the solution evolves slowly from step to step, a robust and reliable parameter has not been found. In the present study; the convergence was inferred by comparing the results at the 200th step with those at the 220th and the 250th step and concluding that the results were unchanged within statistical errors.

**TEST CASE AND INITIAL CONDITIONS**

The pressure algorithm and the pdf calculations were tested for the flow past a backward facing step with data from reference 13. The schematic of the flow is shown in Figure 2. The step height is $H$ and the centerline mean axial velocity in the channel is $U_{\text{ref}}$. The fluid used in the experiments was water, and the Reynolds number based on $H$ and $U_{\text{ref}}$ was approximately 12,000.

The inlet velocity pdf was prescribed to be Gaussian for each of the velocity components with the means and variances being those of fully developed turbulent
flow in the inlet channel as calculated by the k-ε model. The inlet turbulent kinetic energy is distributed into the three components according to $k = \langle u'^2 \rangle = 2\langle v'^2 \rangle = 2\langle w'^2 \rangle$. The turbulence levels at the inlet have little effect on the final results since most of the shear and turbulence production occur in the recirculation zone within the solution domain. The initial pdf in the solution domain was set equal to the inlet pdf and the initial mean pressure was zero everywhere. The solution domain extended from the step ($x/H = 0$) to $x/H = 15$ and between the two walls in the y-direction.

The turbulent frequency ($\omega = \varepsilon/k$, where $\varepsilon$ is the dissipation rate of $k$) is calculated at each step from the current value of $k$ by

$$\omega = k^{0.5}/\ell,$$  \hspace{1cm} (18)$$

where the turbulent length scale $\ell$ is supplied from the k-ε solution of ref. 8 (see Eq. 19) and is held constant throughout the calculations:

$$\ell = k^{1.5}/\varepsilon.$$  \hspace{1cm} (19)$$

The choice of supplying $\ell$ was preferred over the choices of supplying $\omega$ or $\varepsilon$ from the k-ε solution since the profiles of $\ell$ were nearly uniform across the flow (approximately 0.2 $W_3$) except near the walls where the values decrease. This way, the $\omega$ used in the calculations (Eq. 18) would be more consistent with the current values of $k$. As mentioned earlier, work is in progress (ref. 12) that deals with the determination of $\omega$ within the pdf calculations.

RESULTS AND DISCUSSION

The number of particles used in the simulation was 60,000. The number of spatial bins used was 1500 (50 in x X 30 in y). The computations were performed for 250 steps with pressure updates every 20 steps and the pressure relaxation factor of 0.8. The time interval for each step was $0.3 \, H/U_{ref}$. This time interval was less than one-tenth of the turbulent time scale (inverse of $\omega$) over most of the flow domain except for small regions near the wall where it was between one-fifth and one-tenth of the turbulent time scale. The calculations reached a steady-
state around the 200th step. As noted earlier, a more precise way of determining convergence needs to be identified.

The final results shown here (except for the mean pressure) are calculated from spline-fits to sums formed over 50 steps after steady-state has been reached. This contributes significantly to reducing the statistical error in the splined results especially for the triple and higher correlations which are more prone to such error. This procedure, as an alternative to increasing the number of particles in the simulation, allows the computer storage requirement to be kept at a modest level.

The computed reattachment length of 6.65H is in good agreement with the experimentally observed reattachment length \(x_{RE}\) of 6.75H. The results for mean velocities and various turbulent quantities are shown in Figures 3 - 11. The results are shown for different axial stations normalized with respect to the experimental reattachment length:

\[
x^* = (x - x_{RE}) / x_{RE}
\]

Overall, the results are in excellent agreement with data both in magnitude and in qualitative trends. It is noteworthy that the turbulence quantities, especially the third moments (which cannot be calculated with the \(k-\varepsilon\) model, and are modeled in second-moment closures) are in good agreement with data. The slight disagreement between some of the computed turbulent quantities and the data in the vicinity of \(y/H=2.0\) could be due to the inadequacy of the prescription of the turbulent frequency in the present study. It is expected that the use of the stochastic dissipation model (ref. 12) will remedy this deficiency.

![Figure 3. Computed mean streamwise velocity profiles (lines) compared against data (symbols).](image)
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Figure 4. Computed mean transverse velocity profiles (lines) compared against data (symbols).

Figure 5. Computed streamwise velocity variance profiles (lines) compared against data (symbols).
Figure 6. Computed transverse velocity variance profiles (lines) compared against data (symbols).

Figure 7. Computed shear stress profiles (lines) compared against data (symbols).
Figure 8. Computed $u'^3$ profiles (lines) compared against data (symbols).

Figure 9. Computed $v'^3$ profiles (lines) compared against data (symbols).
Figure 10. Computed $<u'^2 v'>$ profiles (lines) compared against data (symbols).

Figure 11. Computed $<v'^2 u'>$ profiles (lines) compared against data (symbols)
Figure 12. Computed contours of mean pressure (normalized by $\rho u_{ref}^2$).

The contours of the calculated mean pressures are shown in Figure 12. The value at the right bottom corner of the solution domain is held fixed at zero in the calculations. The magnitudes and shapes of the contours are comparable to those obtained from previous calculations with the k-\(\varepsilon\) model and the combined FV/MC pdf method (ref. 8). This fact, in conjunction with the accurate prediction of the mean velocity field, shows that the pressure algorithm is functioning satisfactorily.

Approximately 1.3 megawords of storage was required for the computations. The total CPU time required for the computations (250 steps) on a CRAY XMP-22 was approximately 11 minutes. This reflects an order of magnitude reduction over the estimated time it would have taken with a simple straightforward implementation of the algorithm. Nearly 55 percent of the computational time is spent in computations related to the pressure algorithm, namely forming sums and splines for pressure updates and velocity corrections, in spite of limiting the frequency of pressure updates and improving the efficiency of the spline-fitting routines. However, the total computational time of approximately 11 minutes and the storage required are still very modest for pdf calculations of an elliptic flow.

CONCLUSIONS

An algorithm to determine the mean pressure in steady-state constant or variable-density elliptic flow calculations with the pdf method has been developed and implemented economically. The algorithm and the pdf calculations have been tested for a sample recirculating flow; namely the flow behind a backward-facing step.

The computed results are in excellent agreement with data for the mean velocity field and various turbulence quantities including triple corrections. The computed reattachment length is in good agreement with the experimental value. These comparisons have served to validate the pressure algorithm and its implementation.

The pressure algorithm will be validated for variable-density elliptic flows as well. Further, with the inclusion of the stochastic dissipation model (ref. 12), fully independent pdf calculations of complex elliptic flows will be possible.
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ABSTRACT

The scalar form of the approximate factorization method was used to develop a new code for the solution of three-dimensional internal laminar and turbulent compressible flows. The Navier-Stokes equations in their Reynolds-averaged form were iterated in time until a steady solution was reached. Evidence was given to the implicit and explicit artificial damping schemes that proved to be particularly efficient in speeding up convergence and enhancing the algorithm robustness. A conservative treatment of these terms at the domain boundaries was proposed in order to avoid undesired mass and/or momentum artificial fluxes. Turbulence effects were accounted for by the zero-equation Baldwin-Lomax turbulence model and the q-ω two-equation model. For the first, an investigation on the model behavior in case of multiple boundaries was performed. The flow in a developing S-duct was then solved in laminar regime at a Reynolds number (Re) of 790 and in a turbulent regime at Re=40,000 by using the Baldwin-Lomax model. The Stanitz elbow was then solved by using an inviscid version of the same code at $M_{\text{inlet}}=0.4$. Grid dependence and convergence rate were investigated showing that for this solver the implicit damping scheme may play a critical role for convergence characteristics. The same flow at $Re=2.5\cdot10^6$ was solved with the Baldwin-Lomax and the q-ω models. Both approaches showed satisfactory agreement with experiments, although the q-ω model was slightly more accurate.

INTRODUCTION

With the advent of more and more powerful supercomputers, the numerical solution of three-dimensional turbulent flows became possible (ref. 1). Although it is well known that lower order turbulence closures fail to reproduce secondary motions of Prandtl’s second kind (turbulence driven), they normally succeed in predicting secondary flows of the first kind (pressure driven). Therefore, for many complex configurations it has been possible to obtain fairly accurate results with zero- and two-equation turbulence models (ref. 2) with a reasonable prediction of pressure driven secondary flows.

For three-dimensional blade-passage flows, a correct prediction of the wake behavior was obtained by Yokota (ref. 3) by means of the standard high-Reynolds-number form of the k-ε two-equation model with the wall function approach. However, the zero-equation model implemented in reference 3 did not give a satisfactory depiction of the flow in the wake region. For the prediction of blade pressure distribution, the
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Baldwin-Lomax (ref. 4) zero-equation turbulence model was found to give accurate results in several flow configurations (ref. 5) despite the low convergence rate. For incompressible internal flows with no separation, good results were obtained by Towne (ref. 6) with a zero-equation turbulence model and a parabolized Navier-Stokes solver. Still, for practical flow configurations, quite long computing times are necessary mainly because of the large number of points usually required for a detailed description of the flow field. Moreover, the nonlinearities associated with nearly all turbulence models can play a significant role in slowing down the convergence rate to the steady state solution. This behavior occurs in both the implicit and explicit flow solvers and is intrinsic to the turbulence models, zero or two-equation.

In two dimensions, a wide variety of flow conditions have been accurately solved by means of low-Reynolds-number forms of the k-ε model in which the effect of laminar viscosity is explicitly accounted for (refs. 7 to 9). In nearly all of the flow conditions investigated, these forms proved to be more accurate than the standard high-Re formulation, provided that a sufficient number of grid points were located inside the viscous and buffer layers; in fact, secondary motions and losses are mainly driven by what happens close to walls so that a correct description of this flow region is crucial for an accurate simulation of the flow pattern. Rodi (ref. 9) found that the low Reynolds number forms of the k-ε model could predict secondary flows that are normally lost with the high Reynolds number form. Unfortunately, the first author (ref. 7) found that some of these forms were extremely stiff from a numerical point of view. The stiffness was mainly caused by the low-Reynolds-number effect terms in which exponential functions are introduced to model the wall effects.

From this standpoint, it appeared worthwhile to investigate some features of turbulence models for internal turbulent flows by using an implicit algorithm. Since complex flow patterns, such as separation and dominant viscous effects, are expected in internal flows, the implicit approach was selected to increase the robustness and convergence rate of the numerical procedure when zero and two-equation turbulence models are used.

DESCRIPTION OF THE ALGORITHM

Navier-Stokes Equations

The Boussinesq hypothesis allows the turbulent shear stresses to be related to the mean strains via the so-called eddy viscosity so that, under this assumption, the three-dimensional Reynolds-averaged compressible Navier-Stokes (N-S) equations can be written in divergence form and, subsequently, be transformed from the Cartesian coordinate system (x,y,z) to the generalized curvilinear coordinate system (ξ,η,ζ). The resulting set of equations can be written in vector form as follows:

$$\frac{\partial \mathbf{Q}}{\partial t} + \frac{\partial \mathbf{E}}{\partial \xi} + \frac{\partial \mathbf{F}}{\partial \eta} + \frac{\partial \mathbf{G}}{\partial \zeta} = \frac{\partial \mathbf{E}_y}{\partial \xi} + \frac{\partial \mathbf{F}_y}{\partial \eta} + \frac{\partial \mathbf{G}_y}{\partial \zeta}$$

where \( \mathbf{Q} \) is the vector of unknowns; \( \mathbf{E}, \mathbf{F}, \) and \( \mathbf{G} \) are the flux vectors of the convective terms; \( \mathbf{E}_y, \mathbf{F}_y, \) and \( \mathbf{G}_y \) are the flux vectors of the diffusive terms, the complete definition of which can be found in reference 19.

In the set of equations, \( \rho \) is the fluid density, \( p \) is the static pressure, \( e \) is the total energy per unit volume, \( a \) is the sound speed, and \( (U,V,W) \) are the Cartesian components of the velocity vector. According to the Boussinesq assumption, the diffusion coefficients for momentum and energy are defined as follows:

$$\mu_{\text{eff}} = \mu_l + \mu_t \quad \text{and} \quad \mu_h = \frac{\mu_l}{P_r_l} + \frac{\mu_t}{P_r_t}$$

in which \( \mu_l \) is the laminar viscosity, which was considered to be independent of the static temperature, and \( \mu_t \) is the turbulent viscosity obtained from the turbulence model. In this set of calculations the turbulent
Prandtl number $Pr_t$ was set equal to 0.90 and the laminar Prandtl number $Pr_l$ was 0.72.

Discretization

The flux vectors are discretized by using centered finite differences. The metrics are usually obtained from a chain rule expansion of $x_\xi$, $x_\eta$, $x_\zeta$, $y_\xi$, $y_\eta$, $y_\zeta$, $z_\xi$, $z_\eta$, and $z_\zeta$. When the centered discretization is used for the metrics, it can be shown that in three dimensions the metric invariants are not satisfied (ref. 10). This may result in a large discretization error. However, it is possible to satisfy the invariants by a simple averaging technique that gives metrics that are similar to those computed by a finite volume method. For example, $\xi_x$ is computed as follows

$$\xi_x = J \left( \chi_x \left( \frac{\partial y}{\partial \eta} \right) - \chi_x \left( \frac{\partial y}{\partial \zeta} \right) \right)$$

in which $J$ is the Jacobian of the coordinate transformation and $\chi$ is a central average operator. This averaging process was found to ensure better mass conservation properties in the present calculations especially for highly stretched grids.

Approximate Factorization; Scalar Form

The approximate factorization method first proposed by Beam and Warming (ref. 11) splits an n-dimensional operator into the product of n one-dimensional operators. This technique provides a strong link between the equations insofar as they are solved fully coupled. The main drawback of this method lies in the necessity of a time-consuming block tridiagonal or pentadiagonal matrix inversion. This problem becomes more evident in three dimensions where the coupled solution yields a 5x5 block tridiagonal matrix. In order to make this algorithm more efficient and still maintain its strong implicit nature Pulliam (refs. 10 and 12) proposed a scalar form of the approximate factorization. The form of the scalar algorithm in three dimensions can be written as follows:

$$\left[ I + \Theta \Delta t \left( \delta_\zeta A - \delta_\zeta^2 A_\nu \right) \right] \left[ I + \Theta \Delta t \left( \delta_\eta B - \delta_\eta^2 B_\nu \right) \right] \left[ I + \Theta \Delta t \left( \delta_\zeta C - \delta_\zeta^2 C_\nu \right) \right] \Delta Q = \text{RHS}$$

in which $I$ is the identity matrix; $\Theta$ is a parameter that allows the explicit-implicit nature of the space operator to be weighted (in the present calculations, since the steady state solution was sought, $\Theta = 1$ was used which gave first-order accuracy in time); $\delta$ is a centered difference operator; $\Delta t$ is the time step; $\Delta Q = Q^{n+1} - Q^n$; $Q = J \hat{Q}$; $A_\nu$, $B_\nu$, and $C_\nu$ are the convective Jacobians; $A_\nu$, $B_\nu$, and $C_\nu$ are the diffusive Jacobians in the three directions $\xi$, $\eta$, and $\zeta$; and RHS represents the convective and diffusive fluxes and is defined as

$$\text{RHS} = \Delta t \left( \frac{\partial E}{\partial \xi} \cdot \frac{\partial F}{\partial \eta} \cdot \frac{\partial G}{\partial \zeta} + \frac{\partial E_\nu}{\partial \xi} \cdot \frac{\partial F_\nu}{\partial \eta} + \frac{\partial G_\nu}{\partial \zeta} \right)$$

The Jacobian matrices $A$, $B$, $C$, $A_\nu$, $B_\nu$, and $C_\nu$, which can be found in Pulliam (ref. 10), are full and require a general inversion process. Pulliam and Chaussee (ref. 12) proposed a more efficient procedure by making some simplifications. First, the hyperbolic property of the convective Jacobians allows the diagonalization as

$$A = T_\xi \lambda_\xi T_\xi^{-1} \quad ; \quad B = T_\eta \lambda_\eta T_\eta^{-1} \quad ; \quad C = T_\zeta \lambda_\zeta T_\zeta^{-1}$$

in which $T$ are the eigenvector matrices, defined in reference 12. The eigenvalues of the Jacobians in three dimensions, $\lambda$, are given by
where $U$, $V$, and $W$ are the unscaled contravariant velocities and $D$ stands for main diagonal only. It is now possible to introduce equations (2) into equation (1) with eigenvalues defined in equation (3). Doing so, it is impossible to diagonalize both the convective and diffusive Jacobians since they have a totally different set of eigenvectors. Neglecting the diffusive Jacobians and assuming the eigenmatrix to be locally constant, equation (1) can be rewritten as

\[
\Lambda \xi = D \{ U, U, U + a \sqrt{\xi_x^2 + \xi_y^2 + \xi_z^2}, U - a \sqrt{\xi_x^2 + \xi_y^2 + \xi_z^2} \}
\]
\[
\Lambda \eta = D \{ V, V, V + a \sqrt{\eta_x^2 + \eta_y^2 + \eta_z^2}, V - a \sqrt{\eta_x^2 + \eta_y^2 + \eta_z^2} \}
\]
\[
\Lambda \zeta = D \{ W, W, W + a \sqrt{\zeta_x^2 + \zeta_y^2 + \zeta_z^2}, W - a \sqrt{\zeta_x^2 + \zeta_y^2 + \zeta_z^2} \}
\]

Equation (3)

in which the two matrices, $N = T_{\xi}^{-1} T_\eta$ and $P = T_{\eta}^{-1} T_\zeta$, have the nice property of being solution independent so that they can be computed only once (ref. 12). Obviously, equation (4) is only an approximation of the full form but it requires only a scalar tridiagonal or pentadiagonal matrix inversion since the $\Lambda$ matrices are diagonal; this implies a reduction of nearly 50% of the operations required by the standard algorithm. We note that, even though the interior domain is solved implicitly, the boundary conditions are imposed in a fully explicit manner. This was done by setting $\Delta Q = 0$ at the domain boundaries during the implicit sweeps. Since the steady state solution is sought, the following local time-stepping formula, based on the approximate constant CFL condition is introduced, in which the contribution of the diffusive terms is accounted for

\[
\Delta t_\xi = |U| + a \sqrt{\xi_x^2 + \xi_y^2 + \xi_z^2} + \mu_{eff} Re^{-1} (\xi_x^2 + \xi_y^2 + \xi_z^2)
\]
\[
\Delta t_\eta = |V| + a \sqrt{\eta_x^2 + \eta_y^2 + \eta_z^2} + \mu_{eff} Re^{-1} (\eta_x^2 + \eta_y^2 + \eta_z^2)
\]
\[
\Delta t_\zeta = |W| + a \sqrt{\zeta_x^2 + \zeta_y^2 + \zeta_z^2} + \mu_{eff} Re^{-1} (\zeta_x^2 + \zeta_y^2 + \zeta_z^2)
\]
\[
\Delta t = \frac{\text{CFL}}{\Delta t_\xi + \Delta t_\eta + \Delta t_\zeta}
\]

Implicit Treatment of Diffusive Terms

For inviscid solutions, the only assumption done to derive the algorithm is that the differentiation of the eigenmatrices is neglected in equation (4). In addition, when solving the N-S equations, the Jacobians of the diffusive terms are normally assumed to be negligible. This does not cause any stability or convergence problems for external flows where the diffusion dominated region is small and restricted to a limited part of the computational domain. But this simplification may cause troubles for internal flows where the diffusion dominated region can be large. According to this, for internal flows it is convenient to introduce an approximation of the eigenvalues of the diffusive terms jacobian and put it into equation (4). Two forms of this approximation have been considered.

- Pulliam's approximation.
  Pulliam (ref. 10) proposes an approximate form of the diffusive Jacobian eigenvalues that was obtained by intense numerical testing. This form is
In the present set of calculations it was found convenient not to weight the eigenvalues with the Jacobian of the coordinate transformation $J^{-1}$. These expressions are included on the implicit side of equation (4): for instance, the $\xi$ direction implicit operator reads

$$[ I + \Theta \Delta t (\delta_\xi A_\xi - \delta_\xi^2 A_\xi^V) ]$$

- Present approximation.

The exact form of the diffusive terms Jacobian can be computed from the related flux vectors. For the three sweeps the main diagonal of such matrix may be conveniently approximated as

$$A_\xi^V = D [0,\alpha_\xi,\alpha_\xi,\alpha_\xi,\gamma \Pr^{-1} \alpha_\xi]$$

$$A_\eta^V = D [0,\alpha_\eta,\alpha_\eta,\alpha_\eta,\gamma \Pr^{-1} \alpha_\eta]$$

$$A_\zeta^V = D [0,\alpha_\zeta,\alpha_\zeta,\alpha_\zeta,\gamma \Pr^{-1} \alpha_\zeta]$$

in which

$$\alpha_\xi = \mu_{\text{eff}} \Re^{-1} J^{-1} (\xi_x^2 + \xi_y^2 + \xi_z^2) \frac{\partial (\rho^{-1} J)}{\partial \xi}$$

$$\alpha_\eta = \mu_{\text{eff}} \Re^{-1} J^{-1} (\eta_x^2 + \eta_y^2 + \eta_z^2) \frac{\partial (\rho^{-1} J)}{\partial \eta}$$

$$\alpha_\zeta = \mu_{\text{eff}} \Re^{-1} J^{-1} (\zeta_x^2 + \zeta_y^2 + \zeta_z^2) \frac{\partial (\rho^{-1} J)}{\partial \zeta}$$

Regarding the extra-diagonal terms as negligible, the previous diagonal matrices are a good approximation of the diffusive terms Jacobians and can be put into the implicit side of equation (4): for instance, the $\xi$ direction implicit operator reads

$$[ I + \Theta \Delta t (\delta_\xi A_\xi - \delta_\xi^2 A_\xi^V) ]$$

in which the diffusive terms contribution is approximated as a first order derivative. It is possible to prove that the first approximation increases the main diagonal dominance by summing to it an extra term, whereas in the second approximation an artificial term is subtracted from the off-diagonal components while leaving the main diagonal unchanged. A comparison of the two approaches, equations (5) and (6), was performed on a simple straight channel geometry at $\Re \approx 1000$ and $M_{\text{inlet}} = 0.3$ in a laminar flow regime. For this very simple flow configuration there were no differences in convergence rate between the two approaches, and it was also possible to drop the diffusive terms on the implicit side of equation (4) without altering convergence. Differences started to appear at $\Re = 50$ because of the highly diffusive nature.
of the flow. Figure 1(a) shows the best convergence history of the algorithm without any implicit treatment of the diffusive terms that were obtained at CFL=5. (The lower curve refers to the averaged residuals, and the upper curve refers to the maximum.) Figures 1(b) and 1(c) refer to equations (5) and (6). There are no appreciable differences between the two convergence rates obtained at CFL=10 since both curves show nearly the same slope. The same result could be obtained if the Baldwin-Lomax turbulence model was used. At least for this class of flows the approximate implicit treatment of diffusive terms given by equation (6) did not prove to be more efficient than equation (5). Further testing is necessary in order to verify this result at higher Mach numbers when differences in the convergence between equations (5) and (6) may appear since the density derivatives do not tend to vanish for compressible flows rather than for incompressible flows.

(a) - no. diff. terms   (b) - approximation (5)   (c) - approximation (6)

![Graphs showing convergence tests for implicit treatment of diffusive terms.](image)

Figure 1. Convergence tests for implicit treatment of diffusive terms.

Added Explicit and Implicit Damping

When using centered finite differences, it is necessary to introduce an artificial damping scheme in order to prevent odd-even velocity-pressure decoupling that occurs whenever the local Peclet number exceeds 2 in large-gradient regions. Moreover, the three-dimensional approximate factorization method can be proved to be unconditionally unstable since, when performing a linear stability analysis, one of the amplification factors is found to be slightly larger than one. This weak instability can be easily overcome by using an artificial damping scheme. From the two-dimensional version of the approximate factorization, it is also known that fourth order artificial damping is necessary to damp the numerical modes associated with the highest frequencies. Following the basic guideline given by Jameson et al. (ref. 13) and Pulliam (ref. 14), a blended implicit-explicit second plus fourth order nonlinear damping scheme was introduced in the present solver.

- Explicit 2nd and 4th order damping.

In the original formulation, the artificial damping is simply equally scaled according to the local At in the three space directions. This could be done mainly because the damping scheme has been first applied to inviscid flows. For viscous flow calculations, Pulliam (ref. 10) found it convenient to scale the damping terms according to the directional spectral radius $\sigma$. The scheme for the $\xi$ direction sweep yields
The complete definitions of $\omega^{(2)}$ and $\omega^{(4)}$ are given following Pulliam

$$\gamma_{i,j,k} = \frac{|p_{i+1,j,k} - 2p_{i,j,k} + p_{i-1,j,k}|}{|p_{i+1,j,k} + 2p_{i,j,k} + p_{i-1,j,k}|}$$

$$\omega^{(2)}_{i,j,k} = \Omega^{(2)} \Delta t \max(\gamma_{i-1,j,k}, \gamma_{i,j,k}, \gamma_{i+1,j,k})$$

$$\omega^{(4)}_{i,j,k} = \max(0, \Omega^{(4)} \Delta t - \omega^{(2)}_{i,j,k})$$

and the unscaled spectral radius is defined as

$$\sigma_{i,j,k} = |U| + a \sqrt{\xi_x^2 + \xi_y^2 + \xi_z^2}$$

Since the present set of calculations has been performed for shock-free flow fields, the shock sensor term defined in equation (8) was switched off by always taking $\gamma_{i,j,k}$. Nevertheless, this modification does not really affect the damping scheme since the second order term is active only in presence of shocks. Actually, this scheme gives only fourth order damping in smooth shock-free flow fields so that in most of the calculations $\Omega^{(2)}$ was set equal to zero whereas the fourth order weight, $\Omega^{(4)}$, ranges from 1/16 to 1/12.8.

Equation (7) is then added to the RHS of equation (4),

$$\text{RHS} = \text{RHS} + \Delta t \left( D^{(2)}_\xi + D^{(4)}_\xi + D^{(2)}_\eta + D^{(4)}_\eta + D^{(2)}_\zeta + D^{(4)}_\zeta \right)$$

- Implicit 2nd or 4th order damping.

To enhance the algorithm stability and convergence rate, it is helpful to include the artificial damping terms on the implicit side. For both the 2nd and the 4th order damping, the implicit treatment augments the diagonal dominance of the scalar system with a beneficial effect on the convergence rate. As it was pointed out by Pulliam (ref. 10), there is a stability limit for the weights that can be used for the artificial damping terms. This limit is actually connected to the magnitude of the amplification factor of the scheme modified with the artificial terms. To obtain the best convergence rates the implicit damping had to be the exact Jacobian of the explicit counterpart added to the right-hand-side. In case the second order damping is treated implicitly, equation (4) must be modified to include the added implicit terms: for instance, the $\xi$ sweep implicit side will be

$$\left\{ I + \Theta \Delta t \left( \delta_\xi A_\xi - \delta_\xi \left( (\sigma J^{-1})_{i+1,j,k} + (\sigma J^{-1})_{i,j,k} \right)(\omega^{(2)}_{i,j,k} \delta_\xi J_{i,j,k}) \right) \right\}$$

This form maintains the tridiagonal nature of the Jacobian matrix.

When treating the fourth order damping implicitly, the differentiation of the Jacobian matrix brings about a scalar pentadiagonal system that can be written for the $\xi$ sweep as

$$\left\{ I + \Theta \Delta t \left( \delta_\xi A_\xi - \delta_\xi \left( (\sigma J^{-1})_{i+1,j,k} + (\sigma J^{-1})_{i,j,k} \right)(\omega^{(4)}_{i,j,k} \delta_\xi J_{i,j,k}) \right) \right\}$$
A brief set of tests on a straight channel geometry proved that the 4th order implicit damping (eq. (10))
could bring a large gain in convergence rate with respect to the 2nd order (eq. (9)). For a straight three-
dimensional channel with approximately $10^4$ points with an inlet-section-width to channel-length ratio of
15 (typical of internal flows geometries), the tridiagonal solver associated with equation (9) could be run at
CFL=2 which gave the convergence history shown in figure 2(a), whereas the pentadiagonal solver
associated with equation (10) proved to be much more robust and gave the much higher convergence rate
shown in figure 2(b) with CFL=10. Despite an increase of around 25% in computational time to invert the
pentadiagonal matrix with respect to the tridiagonal one, the implicit 4th order option proved to be much
faster and more robust, and was retained in all of the calculations.

(a) tridiagonal  
(b) pentadiagonal

*Fig. 2. Convergence tests for tridiagonal or pentadiagonal solvers.*

- Wall treatment of artificial damping.

It is well known that any kind of artificial damping term introduces an error that has to be minimized in
order not to affect the solution heavily. Among the various approaches that can be found in the literature,
the nonlinear damping formulation proposed by Jameson et al. (ref. 13) ensures that the second order
terms are introduced only at shocks while keeping the fourth order in the smooth region of the
computational domain. However, it is possible to prove that, if the presence of the boundaries is not
properly accounted for when introducing the artificial terms, nonzero momentum and mass fluxes can be
produced at the boundaries. This fact can be easily seen by considering figure 3. Figure 3(a) shows the
fourth order damping weights applied at every single point $i$ for the $\xi$ direction. The fourth order difference
stencil used here is

$$
\delta_4^\xi(Q_{i,j,k}) = Q_{i-2,j,k} - 4 Q_{i-1,j,k} + 6 Q_{i,j,k} - 4 Q_{i+1,j,k} + Q_{i+2,j,k}
$$

The fourth order damping is normally switched off at $i=1$ and $i=2$ so that no special treatment at the wall
is required. Figure 3(a) shows that, doing so, the sum of the fourth order damping weights for every
location $i$ is zero only in the internal flow field for $i \geq 5$. This ensures that no net fluxes are added only in
the internal domain, while the sum of the artificial damping weights yields nonzero values for $1 \leq i \leq 4$.
These weights actually correspond to a nonzero third order derivative centered at $i=(2+1/2)$. The same
procedure may be followed for the second order damping that is switched off at $i=1$ (figure 3(b)). The sum
of the weights for every location $i$ is zero only for $i \geq 3$. This yields a first order derivative centered at
$i=1/2$, that corresponds to a first order flux at the wall. These flux errors can be easily controlled in two
dimensions by a grid refinement in the wall proximity where high gradients are expected. In three-dimensional internal flows we are forced to use coarser grids and the wall boundary condition is applied on very large surfaces with the result of possible large mass errors. To control the mentioned flux errors, a third order derivative, with the differenting stencil given by

\[ \delta^3(Q_{i,j,k}) = -Q_{i-1,j,k} + 3Q_{i,j,k} - 3Q_{i+1,j,k} + Q_{i+2,j,k} \]

was added at \( i=2 \) to balance the fourth order damping weight. The same procedure was followed to balance the second order damping at the wall where a first order derivative, with the differenting stencil given by

\[ \delta^1(Q_{i,j,k}) = -Q_{i-1,j,k} + Q_{i,j,k} \]

was added at \( i=2 \).

![Artificial dissipation treatment at boundaries.](image)

**Figure 3. Artificial dissipation treatment at boundaries.**

**TURBULENCE MODELS**

**Baldwin-Lomax for Multiple Boundaries**

The standard version of the Baldwin-Lomax (ref. 4) zero-equation turbulence model was implemented here. This two-layer model divides the flow field into an inner layer close to the wall, in which viscous effects are dominant, and an outer layer. The influence of the solid wall is damped according to the Van Driest exponential function.

This algebraic turbulence model was originally developed for a single boundary layer, but in three-dimensional internal flows the presence of multiple boundaries causes the interaction of more than one
boundary layer. Whereas the inner, or viscous layer, is driven by what happens on the closest wall only, for
the outer layer an averaging procedure is necessary to account for the various wall effects. In the present set
of calculations three approaches have been examined to account for the presence of more than one
boundary layer.

- **Wall Treatment 1**
  Only the geometrically closest wall is considered to compute the outer viscosity without any averaging.

- **Wall Treatment 2**
  The inner layers are driven by the closest wall only, whereas the viscosity in the outer layer is computed
  with a simple weighted average according to the inverse of each wall distance as follows

  \[ \mu_{t, \text{outer}} = \frac{1}{\sum_{w} \frac{1}{W_w}} \sum_{w} \left( \frac{\mu_{t, \text{outer}}^w}{W_w} \right) \]

  where \( W_w \) is the wall distance, \( w \) is the wall number, and \( N \) is number of walls present in a cross section.

- **Wall Treatment 3**
  In case only one boundary layer is present, the Van Driest damping succeeds in modeling the wall effect.
  Starting from this standpoint, the inner layer viscosities are computed using only the closest wall
  contribution, while the viscosity in the outer layer is computed as a simple weighted average according to
  the inverse of the value of the Van Driest damping expression for each wall.

$q$-$\omega$ two-equation Model

In a previous investigation, Michelassi (ref. 7) found that the low-Reynolds number forms of the two-
equations models, like \( k-\epsilon \), could give accurate prediction of two-dimensional incompressible separated
flows. Unfortunately, these forms were found to be numerically stiff, mainly on account of the correction
terms introduced to model the low-Re effects that necessitate a strong mesh refinement in the sublayer.
Furthermore, an initial profile for the turbulent quantities has to be specified consistently to start the
calculations. A first attempt to implement the Chien’s and the Rodi’s two-layer low-Reynolds number
forms of the \( k-\epsilon \) model did not bring any converged result mainly because of difficulties in specifying both a
sufficient mesh refinement and proper initial profiles for complex three-dimensional flows. Coakley (ref. 15),
reassembling the Jones and Launder low-Reynolds-number form of \( k-\epsilon \) model, proposed the \( q-\omega \) two-
equation model, in which the effect of molecular viscosity is directly modelled: This formulation ensured
better numerical behavior as compared with other low-Re formulations. This vector form of the model
transport equations rewritten in our notation is (ref. 19)

\[ \frac{\partial \tilde{Q}}{\partial t} + \frac{\partial \tilde{E}}{\partial \xi} + \frac{\partial \tilde{F}}{\partial \eta} + \frac{\partial \tilde{G}}{\partial \zeta} = \frac{\partial \tilde{E}_{\xi}}{\partial \xi} + \frac{\partial \tilde{F}_{\eta}}{\partial \eta} + \frac{\partial \tilde{G}_{\zeta}}{\partial \zeta} + \tilde{H} \]  

(11)

in which \( \tilde{H} \) stands for the sink and source terms vector. The full definition of the flux vectors can be found
in reference 19. The two transported quantities, \( q \) and \( \omega \), are related to the more familiar \( k \) and \( \epsilon \) via the
following relations:

\[ q = k^{1/2} \quad ; \quad \omega = \epsilon / k \]  

(12)

It is important to observe that \( \epsilon \) appearing in equation (12) is the isotropic part of the dissipation
rate; this quantity does not account for any nonisotropic effect (for example, the presence of a wall) and
tends to zero on solid boundaries. (Conversely, the total dissipation rate tends to a finite value related to the wall shear stress.) This choice allows \( \omega \) to be used as an unknown since, assuming that both \( k \) and \( \epsilon \) are going to zero at the wall with the same slope, \( \omega \) tends to a finite value.

**q-\( \omega \) Solution**

The two transport equations for \( q \) and \( \omega \) are implicitly solved by using the same algorithm given in equation (1). The two equations are solved in a sequential manner and decoupled from the flow variables mainly because the coupling is provided only by the coefficients of the diffusive terms and the sink and source terms. Because of this choice, the scalar three-diagonal algorithm was implemented for the turbulence model solution. The only difference with respect to the solution of the N-S equations is the presence of the sink-source vector \( \mathbf{H} \) in equation (11). This term can be included in the three sweeps:

\[
\begin{align*}
&[1+\Theta \Delta t \left( -H_j c_\xi + \delta_\xi A - \delta_\xi^2 A_v \right)] \Delta Q = \text{RHS} \\
&[1+\Theta \Delta t \left( -H_j c_\eta + \delta_\eta B - \delta_\eta^2 B_v \right)] \Delta Q = \text{RHS} \\
&[1+\Theta \Delta t \left( -H_j c_\zeta + \delta_\zeta C - \delta_\zeta^2 C_v \right)] \Delta Q = \text{RHS}
\end{align*}
\]

where the same definitions given for equation (1) hold with the only addition to the Jacobian being the sink and source terms, \( H_j \), that are weighted in the three sweeps according to \( c_\xi, c_\eta, c_\zeta \), and \( c_\xi + c_\eta + c_\zeta = 1 \). This Jacobian is computed neglecting the contribution of the damping function \( D \). Its form for the two \( q \) and \( \omega \) equations is

\[
H_j^q = \frac{\partial H^q}{\partial (\rho J^{-1} q)} = \frac{1}{2} C_\mu \frac{DS}{\omega} - \frac{1}{3} P_d - \frac{\omega}{2} \\
H_j^\omega = \frac{\partial H^\omega}{\partial (\rho J^{-1} \omega)} = \frac{2}{3} C_1 D P_d - C_2 2\omega
\]

in which \( S \) and \( P_d \) are production terms (ref. 19). In place of their exact form, Coakley (ref. 15) proposes an approximation of the Jacobians based on the turbulent viscosities that should ensure the dominance of the main diagonal. Figure 4 shows the comparison of the convergence rates of every single variable obtained without any sink or source terms Jacobian, with the exact Jacobian, and with Coakley's approximation in a typical internal flow geometry. Surprisingly, there is no big gain in introducing the Jacobian in the implicit side of the operator since with the three formulations it was always possible to obtain the same residual reduction in 300 iterations. The choice of the sweeps in which the two Jacobians \( H_j^q \) and \( H_j^\omega \) are introduced is not important. The error introduced in the approximate factorization of the implicit side of equation (13) increases roughly a factor proportional to \( H_j \) when introducing the Jacobian in the three sweeps, thereby choosing \( c_\xi = c_\eta = c_\zeta = 1/3 \): this has only a weak influence on the convergence rate. Nevertheless, in the present calculations typically the best convergence rates have been obtained by using \( c_\xi = 0, c_\eta = 0.5, \) and \( c_\zeta = 0.5 \), where \( \xi \) is the main flow direction and \( \eta \) and \( \zeta \) are the fine grid directions.

Although physical evidence shows that the turbulent kinetic energy \( k \) is zero at solid walls, the boundary condition for \( \epsilon \), and consequently \( \omega \), is less evident. For the \( q-\omega \) model, Coakley (ref. 15) found it convenient to impose a zero-normal derivative at the wall; this condition was retained in the present calculations.
RESULTS

Incompressible S-duct

A first validation of the code was performed by computing the flow in an S-duct with a constant area cross section. The measurements (ref. 16) were taken for an incompressible fluid (water). The S-duct is given by two 22.5° bends with 4-cm hydraulic diameter and 28-cm mean radius of curvature. This geometry was regarded as an interesting test since flow passages with similar shapes are often used to redirect the flow for air intakes in aeronautical engines. The efficiency of such ducts may be heavily affected by the presence of secondary flows so that the ability of a code to detect secondary velocities is essential for a proper depiction of the flow pattern.

The sketch of the flow domain is shown in figure 5. Since the geometry and the flow were symmetric with respect to the x-r plane, it was possible to study only one-half of the duct by imposing a symmetric boundary condition on the same plane. For the laminar flow regime, the Reynolds number, Re, based on the inlet bulk velocity, Ub, and hydraulic radius was 790. The grids employed for this calculation are shown in figure 6. The coarser grid (figure 6(a)) has 70x29x15 points with a ratio between two consecutive grid cells in the cross flow directions of 1.1, and the refined one (figure 6(b)) has 80x59x30 points with the same stretching ratio in the cross flow plane. The fluid adopted in the experiments is water so that, in order to have negligible compressibility effects, the isentropic Mach number was set equal to 0.1 (which gives the inlet total pressure, outlet static pressure ratio) to ensure minor density changes.

The flow pattern and the growth of the secondary motions is mainly pressure driven because of the very smoothly bending walls that cause no flow separation. Still, this kind of flow necessitates a very accurate prediction of the boundary layer, even in laminar regime, otherwise the secondary flows may be incorrectly predicted or completely lost. Figure 7(a) shows the measured (circles) and computed velocity profiles with the two grids mentioned above (dashed line is the coarser grid; solid line is the refined grid) for the 5 sections (indicated in fig. 5) on the symmetry plane reported in the experiments. The slight discrepancies in the computed velocities with the two grids at section 1, where the double-S starts, may be
attributed to the thinner boundary layer predicted with the refined grid that produced a flatter velocity profile. Nevertheless, the agreement with experiments is fairly good. The agreement does not deteriorate for sections 2, 3, and 4 in both the coarse and refined grids. Section 5 clearly shows that the secondary motions could not be predicted by the coarse grid, whereas they are fairly well reproduced by the refined one. This behavior is thought to be independent of the grid points in the main flow direction, (as it will be demonstrated in a further test) in which only 10 points are added in the refined grid, and it is closely related to the poor resolution of the boundary layer provided by the coarse grid in which the cross-flow momentum diffusion is clearly overestimated.

Figure 7(b) shows the velocity profiles for the midspan section \((r=1/2)\) at the same five sections. Basically the same comments given for the symmetry plane could be repeated here for the first three sections, whereas on section 4 and 5 agreement deteriorates in proximity of the symmetry plane. This may be attributed to the poor grid quality close to the symmetry plane, but also to the fact that in the calculations a zero gradient condition was imposed in the direction normal to that plane, whereas experiments show that the velocity gradient is far from being zero on the same plane for section 4. The typical computed secondary motion pattern at the exit of the second bend is shown in figure 7(c): The complex flow pattern exhibits two counter-rotating vortices in proximity of the two curved walls.

Nearly 1500 iterations were necessary to reach an averaged residual of the order of \(10^{-5}\) on the refined grid, but typically less than half of these iterations were necessary to obtain the same residual with the coarser grid. These calculations were performed with an early version of the code where only the second order implicit damping was implemented so that the slow convergence rate may be attributed to both the small Mach number and to the small CFL number that could not exceed 2 without encountering stability problems.

The turbulent flow regime was run at the experimental condition of \(Re=40,000\). For this calculation, it was necessary to provide a more stretched grid at the wall, so that the \(80\times59\times30\) grid was reassembled with a point expansion ratio in the cross flow directions equal to 1.3. This provided the necessary point clustering at the boundaries to describe the thin boundary layer and allowed the first point at the wall to be placed at \(y^+\approx2\). For this test case, the Baldwin-Lomax model was implemented with wall treatment 1 (see section on Baldwin-Lomax for multiple boundaries).

Figure 8(a) shows the set of measured and computed velocity profiles on the symmetry plane for the same five cross sections given in figure 5. For this flow configuration the agreement is reasonably good, especially at cross sections 4 and 5 where the pressure gradients induce a strong secondary motion that seems to be correctly predicted by the present solver insofar as the agreement with measurements does not deteriorate as the second bend exit is approached and the secondary velocities reach their maximum. The momentum transfer to the external part of the second bend, particularly evident in sections 4 and 5, is reproduced well since the computed velocity profile asymmetry seems to be in close agreement with experiments.

Figure 8(b) shows the computed and measured velocities on the midspan plane along the duct. The agreement is again good for the five sections and better than that found for the laminar flow regime mainly because the measured velocity profiles exhibit a zero gradient on the symmetry plane that is correctly modelled by the symmetry condition imposed on the \(x-r\) plane. Still, at sections 3 and 4 the kink in the velocity profile close to the wall is not correctly predicted.

The static pressure coefficient in the main flow direction, defined as

\[ C_p = \frac{P - P_{inlet}}{\frac{1}{2} \rho U_b^2} \]

is shown figure in 8(c) at three different locations \((z=0, r=0)\), \((z=0, r=1)\), and \((r=1/2, z=1/2)\). The agreement is generally good. The pressure trend is correctly predicted together with the head loss.
Figure 8(d) shows the convergence history obtained with CFL=2: For this calculation the same early version of the code mentioned previously was used. The solid upper line refers to the maximum residual, and the dashed one refers to the averaged residual; the spikes present in the first curve correspond to the updating of the turbulent viscosity performed every five iterations. It is remarkable that the pressure distribution did not change after the first 500 iterations, whereas to get the correct velocity profiles, it was found necessary to reach a residual of the order of $10^{-5}$ to $10^{-6}$.

**Stanitz Elbow**

The flow in the accelerating rectangular elbow with 90° turning and variable cross section described by Stanitz (ref. 17) has been computed with an inviscid version of the code and with both the Baldwin-Lomax and $q$-$\omega$ turbulence models. This test case was selected since it provides a good set of measurements including wall pressure distribution and visualization of secondary flows at the elbow exit section. The shape of the elbow was analytically computed by Stanitz to give no separation with a strong area reduction and a specified pressure distribution on the side wall under incompressible flow conditions. A sketch of the experimental setup is shown in figure 9. The flow and the elbow geometry are symmetric with respect to the x-y midspan plane thereby allowing a zero normal gradient condition. Among the various flow conditions investigated in reference 17, we selected the one with $M_{\text{exit}}=0.4$ and with no spoiler at the duct inlet with a thin initial boundary layer.

- **Inviscid Calculations**

  A first set of tests was performed with an inviscid version of the code. The convergence characteristics of the scalar form of the approximate factorization could be tested for inviscid calculations where the necessity of accounting for the diffusive terms on the implicit side of equation (4) drops. Only the pressure distribution on the walls of the elbow was compared with measurements in this set of calculations: no attempt was made to specify an experimental inlet profile of total pressure that was kept flat. The inlet boundary condition was specified extrapolating the Riemann invariant from the first section inside the duct (ref. 18). Two grids were used: a $25\times15\times11$ grid and a $50\times15\times11$ grid with constant grid spacing in the cross-flow directions. The grid point locations in the streamwise direction were made to coincide with the points supplied by Stanitz (ref. 17) for the description of the elbow geometry with the addition of three cross sections at the outlet to allow the use of a zero gradient condition.

  Figure 10 shows the qualitative static pressure and Mach number isolines on the symmetry plane of the elbow. The small wiggles visible at the domain exit are due to the very small 4th order damping weight that was set equal to $\Omega^{(4)}=1/256$, together with $\Omega^{(2)}=0$. The small value of the fourth order damping weight is allowed by the very coarse grid in the cross-flow direction that automatically introduced a numerical diffusion. Despite the very coarse grids implemented here, the static pressure distribution $p_s$, defined as

$$p_s = \frac{p - p_{\text{exit}}}{p_{\text{total}} - p_{\text{exit}}}$$

shown in figure 11, reveals a fairly good agreement with experiments. Although the pressure drop position is located correctly for the two grids on both the side and symmetry planes, the kink in the static pressure distribution on the suction surface at the side wall could not be reproduced since it is caused by the presence of secondary flows. The pressure distribution appears to be independent of secondary flows induced by viscous effects until the first part of the bend is reached. The local pressure rise located at $S=2$ (where $S$ is the streamwise coordinate along the centerline) is introduced by the growth of secondary velocities and is totally lost by the inviscid solver. The solution proved also to be fairly grid independent, at least to the grid refinement in the main flow direction: No additional tests were performed to verify the influence of the point distribution in the cross-stream direction.
The implicit treatment of 2\textsuperscript{nd} and 4\textsuperscript{th} order artificial damping was compared using the 50x15x11 grid. Figure 12 shows the comparison between the two implicit damping schemes; the solid line refers to the 2\textsuperscript{nd} order implicit damping with $\Omega^{(2)}=1/4$, and the dashed line refers to the 4\textsuperscript{th} order implicit option with $\Omega^{(4)}=1/256$. The gain in convergence rate is remarkable; in fact, the fourth order solver could be run at CFL=10, whereas the second order one could not be run at CFL$\geq$5. Any further increase of the artificial damping weights gave slower convergence histories. Unfortunately the same convergence rate is not obtainable for viscous calculations because of the strong point clustering and viscous effects not exactly accounted for on the implicit side of the operator.

- Viscous Calculations

The viscous calculations in turbulent flow regime were performed on the five grids summarized in table I. The use of various point clustering and distribution allowed a comprehensive investigation on the mesh dependence of the calculations. With this set of grids it was possible to verify the influence of the grid points number in the main flow direction, with 51 or 99 points, and the cross flow direction with 31x21 and 41x31 points with expansion ratios of 1.2 and 1.3. The refined grid (number 5) shown in figure 13 adopts the same distribution of points in the main flow direction that was used for the refined grid in the inviscid calculations and which allowed placing the first grid point at the wall at $\gamma^+\approx1$. The Reynolds number, Re, based on the total conditions at the inlet section is approximately $2.5 \cdot 10^6$.

<table>
<thead>
<tr>
<th>grid number</th>
<th>grid points</th>
<th>expansion ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50x31x21</td>
<td>1.2</td>
</tr>
<tr>
<td>2</td>
<td>50x41x31</td>
<td>1.2</td>
</tr>
<tr>
<td>3</td>
<td>99x31x21</td>
<td>1.2</td>
</tr>
<tr>
<td>41</td>
<td>50x31x21</td>
<td>1.3</td>
</tr>
<tr>
<td>5</td>
<td>51x41x31</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table I. Grids for viscous calculations on Stanits elbow.

These calculations were mainly aimed at the proper prediction of the wall pressure distribution that is heavily affected by the growth of secondary velocities and a qualitative comparison of the secondary flows predicted by the Baldwin-Lomax zero-equation model and the $q$-$\omega$ two equation model. The choice of the experimental spoilerless configuration allowed the turbulence models to be compared for a very thin boundary layer that required a heavy point stretching at the wall. Regarding the inlet boundary condition, in the Baldwin-Lomax model the inlet turbulent viscosity was extrapolated from inside the domain, and in the $q$-$\omega$ model a flat turbulent kinetic energy profile with various turbulence levels was specified at the inlet section while $\omega$ was extrapolated from inside the domain.

The first set of tests concerns the Baldwin-Lomax model with the different wall treatments mentioned. With the experimental total pressure profile specified at the inlet section, the computed static pressure profiles are compared with the measurements in figure 14. The plots refer to the static pressure distribution in the section corners on the side wall and the symmetry plane. It is evident that the way the outer viscosity is computed may play a significant role in the correct prediction of the pressure distribution. Wall treatment 1, in which only the closest wall is considered, and 2, in which the outer turbulent viscosity is weighted according to the inverse of the wall distance, do not show large changes even if the two approaches are considerably different. For both techniques, the agreement with experimental results is fairly good on the pressure side of both the side wall and the symmetry plane. The suction side on both planes shows that the static pressure is overestimated. This is probably due to the presence of computed secondary flows much stronger than the experimental ones. The computed pressure drop induced by the presence of the bend and the strong flow acceleration is smoother than the measured one: This phenomena
is caused by high turbulent viscosities that induce a heavy momentum diffusion in the cross-flow direction followed by a static pressure redistribution and growth of the boundary layer thickness. The agreement with measurements improves with the turbulent viscosities averaging given by wall treatment 3. No big changes between the multiple wall treatments are found for the pressure side of both the side wall and the symmetry plane where it was always possible to have accurate results. Differences start to appear on the suction side where multiple wall treatment 3 shows the closest agreement with experiments. Still the pressure minimum located at $S=2$, where velocities on the cross section start to develop, is not captured. This test suggests that the averaging technique based on the Van Driest damping expression for the mixing length can give reasonable predictions. All of the computations with the Baldwin-Lomax model were performed with multiple wall treatment 3.

The results of the mesh dependence tests for the Baldwin-Lomax model are summarized in figure 15, where the computed static pressure distribution in the four corners of the cross sections using different grids are compared with measurements. The pressure distribution profiles show that there are practically no differences between the predictions obtained with grids 1 and 3. This proves that an increment of the grid points number in the main flow direction does not produce any gain in terms of accuracy: This is strictly connected to the boundary layer resolution that is not improved by using grid 3. The growth of secondary flows is influenced by the low momentum regions located close to the wall, the correct simulation of which is not ensured by the two grids. Conversely, the implementation of grid 2 clearly improves the accuracy of the results. The static pressure profile on the suction side of the side wall is in better agreement with experiments than the pressure distributions given by grids 1 and 3. It is worthwhile observing that the use of a more refined grid in the cross flow direction shows that the computed pressure minimum on the suction side is correctly located, even if its value is still overestimated, whereas this local minimum, located approximately at $S=2$, is completely lost with the other two grids. Nevertheless, the static pressure distribution on the symmetry plane appears to be weakly affected by grid refinement. No further investigation was performed by varying the cross-flow points expansion ratio.

The flow simulation with the q-$\omega$ model required more tests since it was necessary to investigate both the dependence on the mesh refinement and on the inlet turbulence level. The use of grids with expansion ratios equal to 1.2 did not ensure significant improvements in results since not enough points were located close to the wall. In order to have a reasonable definition of the turbulent kinetic energy peak at the wall, the grid expansion ratio was fixed at 1.3. The results of the first set of tests are summarized in figure 16 in which, adopting the coarse grid 4, the inlet turbulence level was changed to verify its influence on the static pressure distribution. Even when the inlet turbulence level is decreasing from 5.0% to 0.1%, the computed profiles progressively approach the measurements, the predictions are still far from experiments for the suction side of both the symmetry plane and the side wall. This indicates the presence of a large momentum diffusion that is possibly caused by insufficient mesh refinement or too high turbulence level, or both. Figure 17 shows the results obtained with grid 5 and lower turbulence levels. Figures 16 and 17 show that the refined grid with the same turbulence level brings some improvement of the agreement with experiments, proving that the coarser grid was largely inadequate for this flow configuration (see, for instance, the 0.1% level). The growth of the secondary flows is evident in figure 17 where the static pressure distribution computed with the inviscid approach is compared with the results of the two-equation model obtained with different turbulence levels.

The direct comparison of the turbulent calculations with the inviscid computation, in which the same pressure distribution is found on both the side wall and the symmetry plane because of the absence of secondary motions, shows large differences on the suction side only starting from $S=2$ where experiments deviate from the inviscid solution. The 1% turbulence level, not reported in figure 17, appeared to bring still a too high momentum diffusion so that this level was progressively decreased from 0.5% to 0.1%. The static pressure distribution on the pressure wall is mainly driven by convective phenomena, whereas the distribution on the suction wall is largely influenced by diffusion processes: this is the reason why the pressure side distribution is always reproduced well and is nearly independent of the inlet turbulence level. The final result obtained with grid 5 and a 0.1% turbulence level shows a fairly good agreement with experiments on both the suction and pressure sides and seems to reproduce quite correctly the location and
the influence of secondary flows.

The predicted pressure distributions obtained by the Baldwin-Lomax model with wall treatment 3 and the $q$-$\omega$ model are very similar, but the two-equation model proved to be marginally more accurate especially on account of the static pressure distribution on the suction side. Figure 18 shows that the two models predict approximately the same static pressure pattern on the symmetry plane with nearly the same pressure drop due to the acceleration of the flow. Still, from figure 19, where the Mach number isolines are shown on the same symmetry plane, it is possible to observe that the zero equation model predicts a slightly thicker boundary layer than the one predicted with the $q$-$\omega$. These differences start immediately after the inlet section and become more evident as the exit section is approached. This indicates a different turbulent viscosity distribution in the wall region. The Baldwin-Lomax model was in fact found to predict a sharper growth of the turbulent viscosity in the wall region; still the two models gave comparable values of the turbulent viscosity in the flow core. The differences in the boundary layer thickness are evident in figure 20 where the velocities in the exit section of the channel are plotted. Although both the turbulence models show the same flow pattern, the two-equation model predicts the center of the secondary recirculation closer to the wall than that predicted by the zero-equation model in which the location of the center appeared to be in better agreement with experiments. This confirms a weaker cross-flow momentum diffusion given by the two-equation model as compared with the zero-equation model. This is caused by the aforementioned differences in the turbulent viscosities. It is remarkable that both formulations predict a small secondary vortex in the wall corner of the suction and pressure walls.

An interesting qualitative comparison of the predicted and measured secondary flows is given by figure 21. Figure 21(a) shows the experimental flow visualization by injecting a smoke filament inside the boundary layer close to the side wall at the inlet section of a reduced model of the channel. The low-momentum particles located well within the boundary layer are bent towards the suction wall by the pressure gradients, but the high-momentum particles exhibit a weaker turning. Figure 21(b) shows the secondary flow predicted by the zero equation model, and figure 21(c) refers to the results obtained with the $q$-$\omega$ model. From this comparison it is evident that the zero-equation model predicts a smoother turning of the velocities which is in slightly better agreement with the experimental picture than the $q$-$\omega$ model.

A typical total pressure loss distribution on the channel exit section is given in figure 22. The results computed with the Baldwin-Lomax model and grids 1 and 2 show the much thicker boundary layer obtained with the coarser grid. The refined grid ensures a correct description of secondary flows together with the location and magnitude of the total pressure losses.

Concerning computational details, with the present research version of the code, 6000 sec were necessary to perform 2500 iterations with the $q$-$\omega$ turbulence model with a 63,550-point grid on a Cray Y-MP supercomputer, which ensured an overall residual of the order of $10^{-4}$, whereas a reduction of approximately 30% in CPU time could be obtained by using the zero-equation model. As mentioned by Coakley (ref. 15), the $q$-$\omega$ model was found to be remarkably insensitive to the initial field specified to start the calculations for $q$ and $\omega$. In the present tests it has always been possible to start the model with a flat distribution of the turbulence quantities. For the viscous calculations it was found to be good practice to keep CFL<10 together with 1/32 as the weight for the fourth order artificial damping. The total absence of shocks allowed the second order artificial damping to be eliminated in all calculations. Moreover, the aforementioned wall treatment of the fourth order damping ensured inlet-outlet mass errors of the order of 0.5%.

CONCLUDING REMARKS

The scalar form of the approximate factorization coupled with a turbulence model proved to be suitable for solving turbulent internal flows where diffusive terms play a dominant role. The introduction of an approximate treatment of the diffusive terms proved to increase convergence of the algorithm for internal flow configurations. Nevertheless, the implicit treatment of these terms must be tested for a wider range of geometries and Reynolds numbers. The influence of Mach number on convergence rate needs to be
investigated especially for the proposed approximate implicit treatment of diffusive terms based on a space derivative of the fluid density: New tests are currently being performed.

For the Stanitz elbow geometry the Baldwin-Lomax turbulence model proved to give results in acceptable agreement with experiments provided that the presence of multiple boundaries is properly accounted for. The low-Re $q$-$\omega$ two-equation model version investigated here proved to be suitable for three-dimensional computations and gave a satisfactory description of the flow field with a manageable number of grid points and only a small increase of computational time with respect to the algebraic model.
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*Figure 5. S-duct: Sketch of experimental setup.*
Figure 6. S-duct: Computational grids.

Figure 7.a. S-duct (laminar flow regime): Velocity profiles on symmetry plane.
Figure 7.b. S-duct (laminar flow regime): Velocity profiles on midspan.

Figure 7.c. S-duct (laminar flow regime): Secondary velocity at bend exit.
Figure 8.a. S-duct (turbulent flow regime): Velocity profiles on symmetry plane.

Figure 8.b. S-duct (turbulent flow regime): Velocity profiles on midspan.
Figure 8.c. S-duct (turbulent flow regime): Wall $C_p$ distribution.

Figure 8.d. S-duct (turbulent flow regime): Convergence history.

Figure 9. Stanitz elbow: Sketch of experimental set-up.

Figure 10.a. Stanitz elbow: Inviscid pressure isolines.

Figure 10.b. Stanitz elbow: Inviscid Mach number isolines.
Figure 11. Stanitz elbow: Inviscid $C_p$ distribution.

Figure 12. Stanitz elbow: Convergence history.

Figure 13. Stanitz elbow: Refined $50 \times 41 \times 31$ grid.
Figure 14. Stanitz elbow: \( C_p \) distribution with multiple wall treatments by Baldwin-Lomax model.

Figure 15. Stanitz elbow: \( C_p \) dependence on grid points by Baldwin-Lomax model.
Figure 16. Stanitz elbow: $C_p$ dependence on turbulence level by $q$-$\omega$ model (coarse grid).

Figure 17. Stanitz elbow: $C_p$ dependence on turbulence level by $q$-$\omega$ model (refined grid).
Figure 18. Stanitz elbow: Static pressure isolines on symmetry plane.

Figure 19. Stanitz elbow: Mach number isolines on symmetry plane.

Figure 20. Stanitz elbow: Velocity vectors at exit section.
Figure 21. Stanitz elbow: Secondary flows visualization.
Figure 22. Stanitz elbow: Total pressure losses.
NUMERICAL INVESTIGATION OF AN INTERNAL LAYER IN TURBULENT FLOW OVER A CURVED HILL

S.-W. Kim*
Institute for Computational Mechanics in Propulsion
NASA Lewis Research Center
Cleveland, Ohio

ABSTRACT

Numerical investigation of incompressible and compressible turbulent flows over strongly curved surfaces is presented. The turbulent flow equations are solved by a pressure based Navier-Stokes equations solver. In the method, the conservation of mass equation is replaced by a pressure correction equation applicable for both incompressible and compressible flows. The turbulence is described by a multiple-time-scale turbulence model supplemented with a near-wall turbulence model. The numerical results show that the internal layer is a strong turbulence field which is developed beneath the external boundary layer and is located very close to the wall. The development of the internal layer is attributed to the enormous mean flow strain rate caused by the streamline curvature. The external boundary layer flow responds rather slowly to the streamline curvature, thus the turbulence field in the forward corner of the curved hill is characterized by two turbulence fields (one belongs to the external boundary layer flow and the other belongs to the internal) interacting with each other. The turbulence intensity of the internal layer is much stronger than that of the external boundary layer so that the development of a new boundary layer in the downstream region of the curved hill depends mostly on the internal layer. These numerical results are in good agreement with the measured data, and show that the turbulence model can resolve the turbulence field subjected to the strong streamline curvature.

NOMENCLATURE

\( A_u \) coefficient for \( u \)-velocity correction equation
\( A_v \) coefficient for \( v \)-velocity correction equation
\( c \) chord length of axisymmetric bump
\( c_f \) friction coefficient
\( c_p \) pressure coefficient
\( c_{pl} \) turbulence model constants for \( \epsilon_p \) equation (\( l=1,3 \))
\( c_{t\ell} \) turbulence model constants for \( \epsilon_t \) equation (\( l=1,3 \))
\( c_{uf} \) constant coefficient (=0.09)
\( f_{\mu} \) wall damping function for eddy viscosity equation
\( f_{\epsilon} \) wall damping function for \( \epsilon \) equation
\( k \) turbulent kinetic energy \((k=k_p+k_t)\)
\( k_p \) turbulent kinetic energy of eddies in production range
\( k_t \) turbulent kinetic energy of eddies in dissipation range
\( k_e \) effective thermal conductivity \((k_e=k_m+C_p\mu_t/\sigma_T)\)
\( k_m \) molecular thermal conductivity
\( M_\infty \) free stream Mach number
\( U_\infty \) free stream velocity
\( p \) static pressure
\( P_r \) production rate of turbulent kinetic energy

*Work funded by Space Act Agreement C99066G.
Turbulent flows subjected to various strain rates (in addition to the simple shearing strain rates) caused by streamline curvature, strong pressure gradient, separation and reattachment, swirl velocity and interaction of a multiple number of shear layers are usually called "complex turbulent flows." Calculations of complex turbulent flows using various turbulence models such as the $k$-$\varepsilon$ turbulence models, algebraic Reynolds stress turbulence models (ARSM), and Reynolds stress turbulence models (RSM) yield rather unsatisfactory computational results (ref. 1). Many turbulence models, improved by modifying the standard form turbulence equations (usually, the dissipation rate equation for $k$-$\varepsilon$ and ARSM and the pressure-strain correlation term for ARSM and RSM) to yield better computational results for a few flow cases, have produced worse agreement with the measured data than the standard turbulence models for other classes of turbulent flows (ref. 2). Unlike many other turbulence models, the present multiple-time-scale turbulence model (hereafter, abbreviated as the M-S model) yields accurate computational results for a number of complex turbulent flows (ref. 3-4). These complex turbulent flows include: a wall-jet, a wake-boundary layer interaction flow, a turbulent flow over a backward-facing step, a confined coaxial swirling jet, and reattaching shear layers in a divergent channel. The numerical results for each of these complex turbulent flows obtained using the M-S model compared as favorably with the measured data as the results obtained using an optimized turbulence model for each flow. More
recently, it was shown that the M-S model can resolve the turbulence field subjected to a strong streamline curvature in an incompressible turbulent flow over a curved hill (ref. 5) and in compressible turbulent flows over a curved hill (ref. 6). A few numerical results obtained in the previous studies are presented in this paper. A few differences between the present M-S model and that of Hanjelic et al. (ref. 7) are also reproduced here from reference 3. The historical background of experimental and theoretical researches in turbulent flows subjected to streamline curvature (ref. 5, 8-9) is briefly described below.

Turbulent shear layers over curved surfaces are highly sensitive even to a small amount of streamline curvature (ref. 8). Bradshaw (ref. 8) proposed a curvature correction method based on an assumption that such turbulent flows can be characterized by a "curvature parameter", that is, the ratio of boundary layer thickness to radius of curvature. In the curvature correction method, the mixing length is altered to include the curvature parameter. Many turbulence models incorporating a curvature correction method yield improved computational results for turbulent flows over mildly curved surfaces, and the computational results help to better understand the turbulence structure of such flows; however, these turbulence models still fail to predict the turbulence field for turbulent flows with large streamline curvature. To better understand the turbulence structure over strongly curved surfaces, Baskaran, Smits & Joubert measured various turbulence quantities in a turbulent boundary layer over a curved hill (ref. 9). The measured data showed that an internal layer is formed beneath the external boundary layer and that the internal layer is insensitive to the external boundary layer and the curvature parameter. A numerical investigation of the same turbulent flow using the M-S turbulence model showed that the internal layer is developed beneath the external boundary layer and in the region very close to the wall. It was also found that the internal layer is significantly different from boundary layer flows in the sense that the internal layer is characterized by a strong turbulence field.

The compressible turbulent flows over an axisymmetric curved hill (ref. 10) and the incompressible turbulent flow over a two-dimensional curved hill (ref. 9) share the same physical phenomenon that the turbulence fields are subjected to strong streamline curvatures. However, the compressible flow case involves extra strains caused by the shock wave - turbulent boundary layer interaction in addition to that caused by the streamline curvature. In the compressible flow case, a supersonic pocket is formed in the top region of the curved hill as the free stream Mach number is increased. As the strength of the shock wave is increased with increasing free stream Mach number, the size of the reversed flow region grows extensively due to the shock wave - boundary layer interaction. A number of turbulence models, ranging from algebraic turbulence models to two-equation turbulence models incorporating a streamline curvature correction method, have been tested in references 11-13. It can be found in these references that various turbulence models, except the King-Johnson algebraic turbulence model (ref. 11), fail to predict the reversed flow region at low free stream Mach numbers, which indicates that these turbulence models can not resolve the turbulence field subjected to the streamline curvature. On the other hand, the numerical results obtained using the M-S turbulence model showed that there exists a reversed flow region at low free stream Mach numbers and that the size of the reversed flow region grows extensively due to the shock wave - boundary layer interaction as the free stream Mach number is increased. These numerical results indicate that the M-S turbulence model can resolve the turbulence field subjected to extra strains caused by the streamline curvature and the shock wave - boundary layer interaction (ref. 6).
The compressible turbulent flow equations are given as

\begin{align}
\frac{\partial}{\partial x} \left( \rho u \right) &+ \frac{\partial}{\partial y} \left( y_j \rho v \right) = 0, \\
\frac{\partial}{\partial x} \left( \rho u u \right) &+ \frac{\partial}{\partial y} \left( y_j \rho v u \right) = \frac{\partial}{\partial x} \left( \tau_{xx} \right) + \frac{\partial}{\partial y} \left( y_j \tau_{xy} \right) - \frac{\partial p}{\partial x}, \\
\frac{\partial}{\partial x} \left( \rho u v \right) &+ \frac{\partial}{\partial y} \left( y_j \rho v v \right) = \frac{\partial}{\partial x} \left( \tau_{yx} \right) + \frac{\partial}{\partial y} \left( y_j \tau_{yy} \right) - \frac{\partial p}{\partial y} - \frac{\tau_{gg}}{y}, \\
\frac{\partial}{\partial x} \left( \rho C_p u T \right) &+ \frac{\partial}{\partial y} \left( y_j \rho C_p v T \right) = \frac{\partial}{\partial x} \left( \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( y_j \frac{\partial T}{\partial y} \right) + \frac{\partial p}{\partial x} + v \frac{n}{\partial y} + \mu_e \phi 
\end{align}

where

\[ \tau_{xx} = 2\mu_e \frac{\partial u}{\partial x} - \frac{2\mu_e}{3} (\nabla \cdot \nabla), \]

\[ \tau_{xy} = \tau_{yx} = \mu_e \left[ \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right], \]

\[ \tau_{yy} = 2\mu_e \frac{\partial v}{\partial y} - \frac{2\mu_e}{3} (\nabla \cdot \nabla), \]

\[ \tau_{\phi \phi} = 2\mu_e \frac{\nabla^2}{y} - \frac{2\mu_e}{3} (\nabla \cdot \nabla), \]

\[ \phi = \left\{ 2 \left( \frac{\partial u}{\partial x} \right)^2 + 2 \left( \frac{\partial v}{\partial y} \right)^2 + 2 \left( \frac{\partial v}{y} \right)^2 + \frac{\partial u}{\partial y} \frac{\partial v}{\partial x} \right\} - \frac{2}{3} (\nabla \cdot \nabla)^2, \]
the density is obtained from the perfect gas law given as \( p = \rho RT \), \( j = 0 \) for two-dimensional flows, and \( j = 1 \) for axisymmetric flows. The molecular viscosity and the thermal conductivity were obtained from Sutherland's laws (ref. 14). The specific heat was obtained from a curve-fitted 4-th order polynomial (ref. 15). In the present numerical method, the conservation of mass equation is replaced by a pressure correction equation valid for both incompressible and compressible flows, which is given as

\[
\nabla \cdot \mathbf{V} = \frac{\partial \mathbf{u}}{\partial x} + \frac{1}{y^j} \frac{\partial (y^j \mathbf{v})}{\partial y},
\]

where the first two convective incremental pressure terms in the left hand side of eq. (5) take into account the hyperbolic nature of supersonic flows and enable the capture of shock waves. Details on the present numerical method can be found in references 6 and 16 and are not included in this paper. It would be sufficient to state here that the present numerical method yields accurate computational results even when highly skewed, unequally spaced, curved grids are used. A few differences between the present numerical method and the more general compressible flow solvers are discussed below.

Recall that the compressible flow equations are mostly solved by approximate factorization methods and flux splitting methods. The Beam-Warming method (ref. 17) and the MacCormack method (ref. 18) are representatives of the approximate factorization methods, and the Steiger-Warming method (ref. 19) is a representative of the flux-splitting methods. In this class of methods, the density is solved for as a primary variable and the pressure is obtained from the equation state. For incompressible flows, the pressure no longer depends on the density and hence this class of methods fails for incompressible flows. These methods can also be extended to solve incompressible flows by including an artificial compressibility into the governing flow equations (ref. 20). On the other hand, in the pressure correction methods, the incremental pressure is solved for as a primary variable, hence the method is valid for both incompressible and compressible flows. Another difference between the two classes of methods can be found in the way the second order diffusion term is treated. In the pressure correction methods, the diffusion term is incorporated into the stiffness matrix while, in the other class of methods, the diffusion term is incorporated into the system of equations as the load vector term. For turbulent flows with extensive recirculation zones, the pressure correction methods may be numerically more stable than the other class of methods, conceptually; however, the pressure correction methods have mostly been used for incompressible flows, and the approximate factorization methods and the flux splitting methods have mostly been used for compressible flows. Therefore, definitive advantages and disadvantages of these two classes of methods can not be discussed with confidence as yet.
The M-S turbulence model supplemented with the near-wall turbulence model is described below. The turbulent kinetic energy and the energy transfer rate equations for the energy-containing large eddies are given as

\[
\frac{1}{\rho}(\rho k_p) + \frac{1}{y^1 \partial y} - (y^1 \rho v k_p) - \frac{(\mu^+)}{\partial x} \frac{\mu}{\partial y} - \frac{(y^1(\mu^+))}{\partial y} = \rho \text{Pr} - \rho \epsilon_p \quad (6)
\]

\[
\frac{\partial}{\partial x} (\rho \epsilon_p) + \frac{1}{y^1 \partial y} - (y^1 \rho v \epsilon_p) - \frac{(\mu^+)}{\partial x} \frac{\mu}{\partial y} - \frac{(y^1(\mu^+))}{\partial y} = \frac{Pr^2}{k_p} + \frac{Pr \epsilon_p}{k_p} = \frac{\epsilon_p^2}{k_p} \quad (7)
\]

where \(Pr = \nu c \Phi\) is the production rate. The turbulent kinetic energy equation and the dissipation rate equations for the fine scale eddies are given as

\[
\frac{1}{\rho}(\rho k_t) + \frac{1}{y^1 \partial y} - (y^1 \rho v k_t) - \frac{(\mu^+)}{\partial x} \frac{\mu}{\partial y} - \frac{(y^1(\mu^+))}{\partial y} = \rho \epsilon_p - \rho \epsilon_t \quad (8)
\]

\[
\frac{\partial}{\partial x} (\rho \epsilon_t) + \frac{1}{y^1 \partial y} - (y^1 \rho v \epsilon_t) - \frac{(\mu^+)}{\partial x} \frac{\mu}{\partial y} - \frac{(y^1(\mu^+))}{\partial y} = \frac{\epsilon_t^2}{k_t} \quad (9)
\]

The eddy viscosity is given as

\[
\mu_t = \frac{k^2}{\epsilon_p} \mu_{t_0} \quad (10)
\]

Eqs. (6) and (8) imply that the turbulent kinetic energy is generated by the instability of the mean fluid motion, is transferred to the high wave number region, and is dissipated by the molecular viscosity of the fluid. This mathematical model is consistent with the physically observed evolution of the turbulent kinetic energy (ref. 21) except that the cascade process of the turbulent kinetic energy is over-simplified and is represented by the single energy transfer rate. This
over-simplification is still better justified than the single-time-scale turbulence models if one considers that only the generation and dissipation of turbulent kinetic energy are considered in the latter classes of turbulence models. In eq. (10), the turbulence length scale is related to the energy transfer rate of the energy-containing large eddies rather than the dissipation rate of the fine-scale eddies. The turbulence model constants are given as $\sigma_{kp}=0.75$, $\sigma_{kT}=0.75$, $\sigma_{ep}=1.15$, $\sigma_1=1.15$, $c_p=1.24$, $c_p=1.84$, $c_t=0.29$, $c_t=1.28$, and $c_t=1.66$. The turbulent kinetic energy equations, eqs. (6) and (8), are defined for the entire flow domain while the energy transfer rate equation, the dissipation rate equation, and the eddy viscosity equation are valid for the flow domain away from the near-wall region.

The near-wall turbulence is described by a "partially low Reynolds number" near-wall turbulence model (ref. 22). In this near-wall turbulence model, only the turbulent kinetic energy equations are extended to include the near-wall low turbulence region and the energy transfer rate and the dissipation rate inside the near-wall layer are obtained from algebraic equations. The energy transfer rate and the dissipation rate inside the near-wall layer are given as

$$\epsilon_p = \epsilon_t = \frac{\epsilon_1}{f_\epsilon}$$

(11)

where $\epsilon_1=\mu \kappa^{3/4} R_T^{3/2}/\kappa y$, $f_\epsilon=1-\exp(-A_2 R_T)$, $R_T=k^2/\nu_1$, and $A_2=\mu \kappa^{3/2}/2\kappa^2$. The eddy viscosity for the near-wall layer is given as

$$\mu_t = \rho \left[ \frac{\epsilon_1}{f_\mu} k^2/\epsilon_1 \right]$$

(12)

where $f_\mu=1-1./\exp(A_1 R_T + A_2 R_T^2)$, $A_1=0.025$, and $A_2=0.00001$. The eddy viscosity given as eq. (12) grows in proportion to the cubic power of the distance from the wall. It can be found in reference 22 that the near-wall analysis yields the same growth rate of the eddy viscosity in the region very close to the wall. For wall bounded turbulent flows, the equilibrium region extends from $y^+=30$ to $y^+=300$. Thus the partition between the near-wall region and the fully turbulent outer region can be located between $y^+$ greater than 30 and less than 300 approximately. The present near-wall turbulence model is valid for the entire flow domain of equilibrium boundary layer flows. Thus the computational results do not depend appreciably on the location of the partition. However, if the partition is located too far away from the wall (i.e., $y^+>1000$), then the numerical results in the near-wall region may become similar to those obtained using a k-equation turbulence model.

The capability of the present turbulence model to resolve various complex turbulence fields is discussed in this paragraph by comparing the M-S turbulence models with the single-time-scale turbulence models and by comparing the present turbulence model with that of Hanjelic et al. (ref. 7). Recall that the turbulent transport of mass and momentum is governed by the time scale of the energy-containing large eddies and the dissipation of the turbulent kinetic energy is governed by the time scale of the fine scale eddies (ref. 21). In M-S turbulence models, the turbulent transport of mass and momentum is described using the time scale of the large eddies and the dissipation rate is described using the time scale
of the fine-scale eddies. On the other hand, in the single-time-scale turbulence models such as the k-ε, ARSM, and RSM turbulence models, a single time scale is used to describe both the turbulence transport mechanism and the dissipation rate of turbulent kinetic energy. The single-time-scale turbulence models yield reasonably accurate computational results for simple turbulent flows; however, the predictive capability degenerates rapidly as turbulent flows to be solved become more complex. This nature may due to the use of the time scale of fine-scale eddies to describe the turbulent transport of mass and momentum. Due to the physically consistent nature of the M-S turbulence models, these turbulence models are expected to yield significantly improved computational results compared with the single-time-scale turbulence models. However, the first M-S turbulence model (ref. 7) did not quite come up to the expectations due to a few shortcomings in the closure model. These shortcomings and a few differences between the two M-S turbulence models are reproduced here from reference 3. Firstly, the eddy viscosity equation in reference 7 is given as

$$\mu_t = \rho \frac{k^p}{c_{\mu f} \epsilon^p}$$  \hspace{1cm} (13)

Eq. (13) implies that the small scale eddies contained in the dissipation range may not contribute significantly to the turbulent transport of mass and momentum. However, numerical calculations of complex turbulent flows show that the ratio of $k_t/k_p$ can vary significantly in regions where the turbulence is in a strongly inequilibrium state. This anomaly can be cured if $k_t$ is always negligibly small. However, in this case, the multiple-time-scale turbulence model can become a single-time-scale k-ε turbulence model. The eddy viscosity, given as eq. (13), is also inconsistent with the near wall mixing length theory or the standard wall functions unless $k_t$ vanishes in the near-wall equilibrium region (ref. 3). Secondly, in the present M-S turbulence model, the variable energy transfer functions were obtained from a physical dimensional analysis. On the other hand, the other M-S turbulence model contains such a variable energy transfer function only in the energy transfer rate equation. Thirdly, in the present M-S turbulence model, the model constants were obtained by solving a five by five system of equations and by numerically optimizing one model constant ($c_p$) to yield the best solutions for a fully developed channel flow and a plane jet exhausting into a moving stream (ref. 3). One equation for the model constants is obtained from the equilibrium condition. Two equations are obtained by transforming the multiple-time-scale turbulence equations into asymptotic turbulence growth rate equations which are equivalent to that of Harris, Graham & Corrsin (ref. 23). The other two equations are obtained by transforming the present turbulence equations into asymptotic turbulence decay rate equations which are equivalent to that of Harlow and Nakayama (ref. 24). Lastly, of practical importance, arbitrary ratios of $k_t/k_p$ were used as a near wall boundary condition together with the standard wall functions in application to complex turbulent flows (ref. 7 and 25). This boundary condition is inconsistent with the near-wall analysis. A wall function for the M-S turbulence model obtained from a near-wall analysis is given in reference 3 if a wall function needs to be used. Also an arbitrary ratio of $k_t/k_p$ was used as an inlet boundary condition in a number of boundary layer calculations (ref. 25). In this case, the calculated shear layer expands rapidly so that the turbulence field can adjust itself to the ill-posed inlet boundary condition, (ref. 3).
COMPUTATIONAL RESULTS

Incompressible Turbulent Flow over a Curved Hill

The turbulent flow over a curved hill considered in this paper can be found in references 5 and 9. The unit Reynolds number based on the free stream velocity \( U_\infty = 20 \) m/sec is \( 1.33 \times 10^6 \)/meter. A series of numerical tests on the dependence of the computational results on the grid size, the location of the far field boundary, and the boundary conditions prescribed at the far field boundaries can be found in reference 5. The numerical results presented in this paper are almost independent of these numerical uncertainties.

The calculated pressure distribution on the wall of the curved hill is compared with the measured data in Figure 1, where the pressure coefficient was obtained by normalizing the wall pressure by the free stream dynamic pressure \( 0.5 \rho U_\infty^2 \). It can be seen from this figure that the numerical method does not yield an unphysical oscillatory solution for the mesh with the grid aspect ratio as large as a few tens of thousand and that the calculated pressure distribution compares favorably with the measured data.

The calculated displacement thickness is compared with the measured data in Figure 2. It can be seen in the figure that the calculated result and the measured data compare favorably with each other. The calculated displacement thickness near the inlet boundary is slightly larger than the measured data. This slight discrepancy is attributed to the inlet boundary condition used. In the experiment, the flow was made turbulent using a trip wire located 0.65C upstream of the forward corner of the curved hill. In the numerical calculation, the inlet boundary condition was obtained from experimental data for a fully developed boundary layer flow over a flat plate (ref. 5). This inlet boundary condition is somewhat different from that of the tripped turbulent flow; however, it is considered to be a reasonable approximation to the tripped turbulent flow since development of the internal layer is less dependent on the external boundary layer flow (ref. 5). Inclusion of the trip wire in numerical calculation of the entire flow field is prohibitive at present due to the limitation imposed by the computational resources. At a slightly downstream location, the calculated results are in excellent agreement with the measured data. This excellent agreement is due to the fact that the development of the internal layer on the curved hill is only slightly influenced by the approaching external boundary layer flow (ref. 5). It is shown in the figure that the flow approaching the curved hill is highly retarded due to the strong adverse pressure gradient existing near the leading edge of the curved hill and thus the displacement thickness is increased significantly in this region. The same flow slightly beyond the leading edge is subjected to far stronger favorable pressure gradient and is accelerated enormously. Thus the displacement thickness decreases abruptly. Farther downstream, the internal layer is formed gradually and thus the displacement thickness grows gradually until the flow is subjected to separation at the rear end of the curved hill. Near the separation point, these integral parameters increase abruptly again. The present numerical results show that the wavy nature of the displacement thickness is inherent to the flow over the curved hill. It is also interesting to note that any turbulence model incorporating a wall function method may not be able to describe the turbulence field over the curved hill adequately because of the wavy nature of the boundary layer thickness. For example, the optimal distance from the wall where a wall function method can be applied is obscured because of the rapidly varying boundary layer thickness.
The calculated wall shearing stress is shown in Figure 3, where the friction coefficient was obtained by normalizing the wall shearing stress by the free stream dynamic pressure. The measured data and the computational result obtained using a curvature correction method (ref. 9) are also shown in this figure for comparison. It can be seen in the figure that the calculated wall shearing stress for the curved hill is slightly smaller than the measured data near the inlet boundary. This discrepancy indicates that the inlet boundary condition obtained from a fully developed turbulent boundary layer flow is not quite a good approximation of the flow made turbulent with a trip wire. In the figure, "S" represents the separation location and "R" represents the reattachment location. The M-S turbulence model successfully predicts the small reversed flow region near the rear end of the curved hill. The wall shearing stress obtained using a curvature correction method is in close agreement with the measured data. This accurate result may be due to the use of a boundary layer flow solver which incorporates the measured pressure distribution on the wall. However, the curvature correction method still fails to predict the reversed flow region at the rear end of the curved hill.

The calculated Reynolds stress profiles at a few downstream locations are shown in Figure 4. It can be seen in the figure that the calculated Reynolds stress profile at s=0.710 meters is slightly more spread out than the measured data. This discrepancy is again attributed to the inlet boundary condition obtained from a fully developed boundary layer flow. At farther downstream locations, the calculated and the measured Reynolds stresses are in fair agreement with the measured data. The shape of the Reynolds stress profile at s=0.710 meters is similar to that of wall-bounded simple shear layer flows and it belongs to the external boundary layer flow. It is can be seen in the figure that the strength of the Reynolds stress of the external boundary layer flow decays gradually and that of the internal layer grows rapidly as the fluid travels in the downstream direction. At farther downstream locations, these two Reynolds stress profiles merge together and form a new profile which is similar to that of a wall-bound simple shear layer flow.

Compressible Turbulent Flows over a Curved Hill

The measured data for the transonic flow over an axisymmetric curved hill at various free stream Mach numbers can be found in references 1, 10, and 11. The unit Reynolds number based on the free stream condition is 13.2x10^6/m for M<sub>∞</sub>=0.875 and 10x10^6/m for all other free stream Mach numbers. Details on the grid independence study, boundary conditions, and initial guess can be found in reference 6.

The calculated iso-Mach lines, reproduced from reference 6, are shown in Figure 5 where the incremental Mach number between the contour lines is constant for each free stream Mach number. It can be seen from this figure that the present numerical method can cleanly resolve the transonic flows from low to high transonic free stream Mach numbers. The size of the supersonic pocket for M<sub>∞</sub>=0.925 also compares favorably with that obtained using the MacCormack scheme (ref. 11).

The calculated separation and reattachment locations are compared with the measured data and the other numerical results in Figure 6. It is shown in the figure that the Jones-Launder k-ε turbulence model (ref. 11) and a k-ε turbulence model supplemented with a streamline curvature correction method (ref. 12) fail to predict the reversed flow region at low free stream Mach numbers. At low free stream Mach numbers, the present results compare more favorably with the measured data than do those obtained by the MacCormack scheme using the King-Johnson (K-J) turbulence model (ref. 11). As the free stream Mach number is increased, the present method
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slightly under-predicts the size of the reversed flow region compared with the measured data and the numerical results obtained using the K-J turbulence model. This under-prediction of the reversed flow region is a result of the calculated shocks being located slightly downstream of the measured data.

The Reynolds stress profiles for $M_\infty=0.875$ at a few axial locations are shown in Figure 7. At low free stream Mach numbers for which the shock wave - boundary layer interaction does not exist, the flow separation is caused by the turbulent shear stress developing over the forward part of the curved hill. A successful prediction of such a flow depends on the capability of a turbulence model to correctly describe the turbulence field subjected to the streamline curvature (ref. 5 and 6). As shown in this figure, the present numerical results compare more favorably with the measured Reynolds stress than do the other numerical results at $x/c=0.69$ and 0.75. It is also shown in the figure that the $k-\epsilon$ turbulence model with an improved wall function (ref. 26) significantly over-estimates the Reynolds stress at $x/c=0.75$. Inside the reversed flow region, $x/c=1.0$, the present numerical result compares less favorably with the measured data than does the one obtained using the K-J turbulence model. This under-prediction in the magnitude of the Reynolds stress is attributed to the calculated shock and the separation point which are located slightly downstream of the measured data.

CONCLUSIONS AND DISCUSSION

Numerical investigations of incompressible and compressible turbulent flows over curved hills are presented. The turbulence is described by a multiple-time-scale turbulence model supplemented with a "partially low Reynolds number" near-wall turbulence model.

For turbulent flows over a curved hill, the mean flow is subjected to extra strains caused by the streamline curvature. The development of the turbulence field over such a curved surface mostly depends on the extra strains. The capability to predict the reversed flow region in turbulent flows over a curved hill rests on the capability of a turbulence model to properly resolve the turbulence field subjected to the strong streamline curvature. It was shown that the present turbulence model can predict the reversed flow region caused by the streamline curvature for both the incompressible and compressible flows while many other turbulence models incorporating a streamline curvature correction method fail to predict such a reversed flow region. The present numerical results also show that the reversed flow region grows extensively due to the shock wave - turbulent boundary layer interaction at high free stream Mach numbers. These numerical results compare favorably with the measured data and the other numerical results obtained using the King-Johnson turbulence model (ref. 11). These computational results also showed that the multiple-time-scale turbulence model yields significantly more accurate solutions than many other turbulence models for the incompressible flow and the more complex compressible flow which includes the supersonic pocket and the nearly incompressible reversed flow region.

The density-weighted average of the Navier-Stokes equations yields the same turbulent flow equations for incompressible and compressible flows. This suggests that the same turbulence equations can be used for incompressible and compressible flows. However, the use of turbulence models developed for incompressible turbulent flows in numerical calculations of compressible turbulent flows yields poor numerical results, and vice versa. Thus a number of compressibility correction methods were proposed and are in use for compressible flows. On the other hand, it
was shown in this paper that the multiple-time-scale turbulence model yields equally accurate numerical results for both incompressible and compressible flows without the use of a compressibility correction. In this regard, the closure level of the multiple-time-scale turbulence model is more consistent with the underlying mathematical assumption of the density-weighted average than that of other turbulence models which include one or another compressibility correction.
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ABSTRACT

A two-equation turbulence model has been extended to be applicable for compressible flows. A compressibility correction based on modelling the dilatational terms in the Reynolds stress equations has been included in the model. The model is used in conjunction with the SPARK code for the computation of high-speed mixing layers. The observed trend of decreasing growth rate with increasing convective Mach number in compressible mixing layers is well predicted by the model. The predictions agree well with experimental data and the results from a compressible Reynolds stress model. The present model appears to be well suited for the study of compressible free shear flows. Preliminary results obtained for reacting mixing layers have also been included.

NOMENCLATURE

\begin{itemize}
  \item $b_i$: body force of species \( i \)
  \item $C_1, C_2, C_\mu$: turbulence model constants
  \item $c_p$: specific heat at constant pressure
  \item $c_{p,i}$: $c_p$ for \( i \)th species
  \item $D_{ij}$: binary diffusion coefficient
  \item $D_T$: thermal diffusion coefficient
  \item $E$: total internal energy
  \item $f_i$: mass fraction of species $i$
  \item $H$: source vector
  \item $H$: total enthalpy
  \item $h$: static enthalpy
  \item $h_i$: enthalpy of species \( i \)
  \item $h^*_i$: reference enthalpy of species \( i \)
  \item $k$: turbulent kinetic energy
  \item $M_i$: molecular weight of species \( i \)
  \item $M_t$: Turbulent Mach number
  \item $n_s$: number of chemical species
  \item $Pr, Pr_t$: laminar and turbulent Prandtl numbers
  \item $p$: pressure
  \item $\vec{q}$: heat flux vector
  \item $R^\circ$: universal gas constant
\end{itemize}
\( S, Sc_t \)    laminar and turbulent Schmidt numbers
\( T \)    temperature
\( t \)    time
\( \Delta t \)    time step
\( U \)    dependent variable vector
\( \vec{U} \)    velocity vector
\( \vec{V}_i \)    diffusion velocity vector of species \( i \)
\( \dot{\psi}_i \)    species production rate of species \( i \)
\( X_i \)    mole fraction of species \( i \)
\( x \)    streamwise coordinate
\( x_j \)    \( j^{th} \) coordinate
\( y \)    transverse coordinate
\( \alpha \)    compressibility correction coefficient
\( \gamma \)    ratio of specific heats
\( \delta_{ij} \)    Kronecker delta
\( \epsilon \)    dissipation rate
\( \epsilon_c \)    compressible dissipation rate
\( \kappa \)    thermal conductivity
\( \lambda \)    second viscosity coefficient
\( \mu \)    laminar viscosity
\( \mu_t \)    turbulent viscosity
\( \nu \)    kinematic viscosity
\( \rho \)    density
\( \sigma_h, \sigma_c \)    turbulence model constants
\( \tau_{ij} \)    stress tensor
\( \Phi_{ij} \)    flux vector in \( j^{th} \) direction

**INTRODUCTION**

In recent years, the development of an airbreathing hypersonic vehicle has received considerable attention. This is a complex task and requires innovative research in many technical areas such as aerodynamics, propulsion, structures and materials. Development of viable propulsion systems for such a vehicle is being pursued at numerous research institutions around the country. One such program is being carried out at the NASA Langley Research Center in which a highly integrated, hydrogen-fueled supersonic combustion ramjet (scramjet) engine is envisioned to be a viable propulsion system for hypervelocity vehicles [1,2]. Due to the complex nature of such a task, numerous research programs have been initiated. One of these research efforts is concerned with understanding the details of the complex flow field inside the engine and evaluating its main features for a range of flow conditions. The work reported here is concerned with this effort in which computational analysis of the scramjet flow field is carried out.

The flow field in the scramjet combustor is highly complex. It is governed by the Navier-Stokes equations coupled with a system of equations describing the chemical reactions that occur. The flow is expected to be turbulent in most part of the combustor. This requires that the analysis be capable of addressing compressible turbulent reacting flows. The interaction between turbulence and chemical reactions is an important issue in the analysis. The presence of turbulence in any flow complicates accurate analysis of the flow due to the wide range of length and time scales. Exact solution of complex flows, such as that in a scramjet combustor, is impossible at present because of these turbulence scales. Hence some form of simplified treatment of the turbulence is mandatory in such problems and turbulence models are used in
this regard. Establishing turbulence models that are suitable for flows such as that of the scramjet is very
difficult since the effects of turbulence on the flow as a whole and on the chemical reactions in particular are
not well understood. The model should be accurate enough in predicting the physics of the problem without
increasing the complexity of the solution procedure any more than is necessary.

A variety of turbulence models, which have been used for many different flow configurations, exist today.
These models range from the simplest mixing-length or zero-equation models to the most general Reynolds
stress closures. Also, other means of analyzing turbulent flows, such as large eddy simulation, are being
developed. A useful review of the field was conducted by Nallasamy [3]. One class of models that is widely
used in turbulence computations today is the two-equation model. In this model, a differential equation for
the mean turbulent kinetic energy and another for some form of the length scale of turbulence are solved
along with the averaged forms of the Navier-Stokes equations. These two-equation models have been used
with some degree of success for many engineering problems. They are relatively easy to implement in a
given solution procedure and are computationally economic in comparison with the more general Reynolds
stress models. These models do have their limitations and their applicability to any flow problem must be
validated before using them. One of the major restrictions of most of the turbulence models in use today is
that they have been developed for incompressible flows. Ad hoc modifications to account for compressibility
have been made to some of these models. A discussion on this subject is given by Yang et al. [4]. A fully
compressible turbulence model of the two-equation and higher order does not exist because the averaged
equations for compressible flows are not easily amenable to modelling using any of the known techniques.
However, good progress has been made in this area by many researchers and it is hoped that turbulence
models applicable to compressible flows should soon be available. In the present analysis, a two-equation
model of turbulence has been used with a compressibility correction derived from the Reynolds stress closure
model of Sarkar et al. [5]. The two turbulence variables are the turbulent kinetic energy and its dissipation
rate. The governing equations are Favre averaged [6] thus including the effects of mean density variations.
At present, the model does not include the turbulence-chemical reactions interactions and all the model
constants of the incompressible model [7] are retained.

The two-equation model is tested on a spatially developing, primarily supersonic, chemically reacting
plane mixing layer. A major portion of the chemical reactions in the scramjet combustor occur in mixing
layers and all the complexities introduced by fluid mechanics, combustion chemistry and the interaction
between them are retained by the reacting mixing layer. A detailed discussion on this topic is given by
Drummond et al. [1]. Mixing layers have been studied extensively over the years. Some of the earlier work
in this area is found in reference [8], which resulted after the conference on free shear flows held at NASA
Langley Research Center in 1972, and in reference [9], in which the density effects on subsonic mixing layers
have been discussed. Reference [10] gives a good picture of recent developments in the area of turbulent
shear flows of which the mixing layer is a subset. However, as with many other compressible flows, reliable
experimental data in the area of reacting mixing layers is limited. Availability of reliable experimental data
for the purpose of validation is crucial in the development of turbulence models and the lack of this data is
one of the reasons why models applicable to reacting flows are not common today.

In the present work, the two-equation model is applied to the high-speed plane mixing layer problem over
a wide range of flow conditions without and with chemical reaction. The nonreacting cases are computed for
air-air systems. Hydrogen-air combustion models are used for the reacting flows. Single-step and multiple-
step reaction systems are used here. The two gas streams that form the mixing layer are supersonic whereas
the convective Mach number [11] of the layer varies from subsonic to supersonic values. The computer
code SPARK, developed at the NASA Langley Research Center [12], has been used. It solves the governing
equations using a fourth order compact scheme. The mean flow variables such as velocity, internal energy,
the two turbulence variables and the concentrations of various species such as hydrogen, oxygen, nitrogen
etc., are computed. Representative results are presented and pertinent flow features are discussed. The
predictions have been compared with those of a Reynolds stress closure [13,14] and also with available
experimental data [11,15,16,17]. Major flow characteristics such as the growth rate of the mixing layer,
mean velocities, turbulent kinetic energy etc., are used for comparisons.
GOVERNING EQUATIONS

The Navier-Stokes equations along with equations for energy and species continuity which govern flows with multiple species undergoing chemical reaction have been used [18]. These governing equations are

Continuity

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{U}) = 0 \]  

Momentum

\[ \frac{\partial (\rho \vec{U})}{\partial t} + \nabla \cdot (\rho \vec{U} \vec{U}) = \nabla \cdot \tau + \rho \sum_{i=1}^{n_s} f_i \vec{v}_i \]

where

\[ \tau \equiv \tau_{ij} = -p \delta_{ij} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \lambda \frac{\partial u_k}{\partial x_k} \delta_{ij} \]

with repeated indices indicating summation.

Energy

The total energy (kinetic + internal) is chosen as the dependent variable in the energy equation, given as

\[ \frac{\partial (\rho E)}{\partial t} + \nabla \cdot (\rho \vec{U} E) = \nabla \cdot (\tau \cdot \vec{U}) - \nabla \cdot \vec{q} + \rho \sum_{i=1}^{n_s} f_i \vec{v}_i (\vec{U} + \vec{V}_i) \]

where, neglecting radiation heat transfer,

\[ \vec{q} = -\kappa \nabla T + \rho \sum_{i=1}^{n_s} h_i f_i \vec{V}_i + \rho c^e T \sum_{i=1}^{n_s} \sum_{j=1}^{n_s} \left( \frac{X_j D_{Tj}}{M_i D_{ij}} \right) (\vec{V}_i - \vec{V}_j) \]

Species Continuity

\[ \frac{\partial (\rho f_i)}{\partial t} + \nabla \cdot (\rho \vec{U} f_i) = \dot{\omega}_i - \nabla \cdot (\rho f_i \vec{V}_i) \]

Also,

\[ E = \sum_{i=1}^{n_s} h_i f_i - \frac{p}{\rho} + \frac{u_k u_k}{2} \]

with repeated indices indicating summation in the kinetic energy term.

\[ h_i = h_i^0 + \int_{T_0}^T c_p dT \quad i = 1, 2, ..., n_s \]

\[ p = \rho R^e T \sum_{i=1}^{n_s} \frac{f_i}{M_i} \]

The diffusion velocities are found by solving

\[ \nabla X_i = \sum_{j=1}^{n_s} \frac{X_i X_j}{D_{ij}} (\vec{V}_j - \vec{V}_i) + (f_i - X_i) \frac{\nabla p}{p} + \frac{\rho}{p} \sum_{j=1}^{n_s} f_i f_j (\vec{v}_i - \vec{v}_j) + \]

\[ \sum_{j=1}^{n_s} \frac{X_i X_j}{\rho D_{ij}} \left( \frac{D_{Tj}}{f_j} - \frac{D_{Tj}}{f_i} \right) \nabla T \]

\[ \frac{T}{T} \]
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Note that if there are $ns$ chemical species, then $i = 1, 2, \ldots, (ns - 1)$ and $(ns - 1)$ equations must be solved for the species $f_i$. The final species mass fraction $f_{ns}$ can then be found by conservation of mass since $\sum_{i=1}^{ns} f_i = 1$.

The procedures for evaluating quantities such as the specific heats, equilibrium constant for the chemical reactions, etc., are described in reference [1]. Also, details regarding the chemistry models, thermodynamic models and the diffusion models are found in reference [1].

**Averaged Governing Equations**

Density-weighted averaging (also known as Favre-averaging [6]) is used to derive the equations which describe the fully turbulent flow from the above set of equations. The dependent variables, except density and pressure, are written in the form,

$$\phi = \tilde{\phi} + \phi''$$

where the Favre-mean $\tilde{\phi}$ is defined as

$$\tilde{\phi} = \frac{\rho \phi}{\bar{\rho}}$$

In this equation, the overbar indicates conventional time-averaging. Density and pressure are split in the conventional sense as,

$$\rho = \bar{\rho} + \rho' \text{ and } p = \bar{p} + p'$$

The following relations exist in this form of time-averaging:

$$\overline{\phi''} = - \frac{\rho' \phi'}{\bar{\rho}}$$

$$\overline{\rho \phi''} = 0$$

$$\overline{\rho'} = 0$$

The averaged continuity and momentum equations are

$$\frac{\partial \bar{p}}{\partial t} + \frac{\partial \bar{p} \bar{U}_i}{\partial x_i} = 0$$

$$\frac{\partial \bar{p} \bar{U}_i}{\partial t} + \frac{\partial \bar{p} \bar{U}_j \bar{U}_i}{\partial x_j} = - \frac{\partial \bar{p}}{\partial x_i} - \frac{\partial \rho \bar{U}'_j \bar{U}''_i}{\partial x_j} + \frac{\partial \tau_{ij}}{\partial x_j}$$

The total energy $E$ can be written in terms of the total enthalpy($H$) as

$$E = H - \frac{p}{\rho}$$

Rewriting the energy equation (4) using the above and time-averaging,

$$\frac{\partial (\bar{p} \bar{H} - p)}{\partial t} + \frac{\partial (\bar{p} \bar{H} - p) \bar{U}_j}{\partial x_j} = - \frac{\partial}{\partial x_j}(\bar{p} \bar{U}'_j + \rho \bar{U}'_j H''_j) - \frac{\partial Q_j}{\partial x_j} + \frac{\partial \tau_{ij}}{\partial x_j}$$

In the above equations the body forces contribution has been omitted. Also, $\bar{Q}_j$ represents the averaged heat flux term (equation (5)). The species continuity equation (6) is averaged similarly to get,

$$\frac{\partial \bar{\rho}_f}{\partial t} + \frac{\partial \bar{\rho}_f \bar{U}_j}{\partial x_j} = \bar{w}_i - \frac{\partial}{\partial x_j} (\rho \bar{U}'_j f''_i + \rho f_i (V_i)_j)$$
In this equation, the term \( \hat{\omega}_t \) contains correlations which have not been included in the present model.

The equations for the two turbulence variables, turbulent kinetic energy (\( k \)) and the energy dissipation rate (\( \epsilon \)), are derived by suitably manipulating the momentum and continuity equations (equations (2) and (1)) and utilizing equations (11) – (14). Defining \( k \) and \( \epsilon \) as

\[
k = \frac{\rho u''_i u''_j}{2\rho}
\]

\[
\epsilon = \frac{\rho \nu \sqrt{\frac{\partial u''_i}{\partial x_j} \frac{\partial u''_j}{\partial x_i}}}{\rho}
\]

the equation for the turbulent kinetic energy can be written as

\[
\frac{\partial k}{\partial t} + \frac{\partial k \overline{u''_i}}{\partial x_j} = \left( - \rho u''_i u''_j \frac{\partial \overline{u'_i}}{\partial x_j} - \tau_{ij} \frac{\partial \overline{u'_i}}{\partial x_i} - \overline{u''_i} \frac{\partial p}{\partial x_i} + \rho \frac{\partial \overline{u''_i}}{\partial x_i} \right) - \frac{\partial}{\partial x_j} \left( \frac{\rho u''_i u''_j + \rho' u''_i \delta_{ij}}{\rho} \right)
\]

Substituting for \( \tau_{ij} \) and rearranging terms,

\[
\frac{\partial k}{\partial t} + \frac{\partial k \overline{u''_i}}{\partial x_j} = \left( - \rho u''_i u''_j \frac{\partial \overline{u'_i}}{\partial x_j} - \mu \frac{\partial^2 \overline{u'_i}}{\partial x_j} - \frac{\partial}{\partial x_j} \left( \mu \frac{\partial k}{\partial x_j} - \frac{\rho u''_i u''_j + \rho' u''_i \delta_{ij}}{\rho} \right) \right) + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial k}{\partial x_j} - \frac{\rho u''_i u''_j + \rho' u''_i \delta_{ij}}{\rho} \right) + \Theta
\]

where \( \Theta \) is a set of molecular diffusion-like terms which can be neglected in high Reynolds number flows [4]. The first term on the right hand side of equation (23) is the energy production term, the second one is the dissipation term (21), the third and fourth terms represent diffusion of the turbulent energy and the next two terms represent the effect of compressibility.

The equation for the dissipation rate (\( \epsilon \)) can be derived in a similar manner. It is not included here because it is quite long and the current model uses a simplified form of this equation. However, the modelled form of this equation, which has been used in the computations, will be included later in this report.

**Modelled Equations**

The \( k-\epsilon \) model achieves closure of the equations governing the turbulent flows by invoking the Boussinesq approximation which relates the turbulent stresses (Reynolds stresses) to the mean strain rate. Thus, the Reynolds stress tensor is written as,

\[
- \rho u''_i u''_j = \mu_t \left( \frac{\partial \overline{u'_i}}{\partial x_j} + \frac{\partial \overline{u'_j}}{\partial x_i} \right) - \frac{2}{3} \rho k \delta_{ij}
\]

where \( \mu_t \) is the turbulent/eddy viscosity defined in terms of some characteristic length and velocity scales. Here the length is taken to be the turbulent length scale, \( k^{1/2}/\epsilon \), and the velocity scale is assumed to be \( k^{1/4} \) leading to the following expression for \( \mu_t \).

\[
\mu_t = C_{\mu} \rho \frac{k^2}{\epsilon}
\]

The correlations between the fluctuating velocity and the scalar fluctuations are modelled in a similar manner using a mean gradient hypothesis and a typical model is,

\[
- \rho \phi''_i u''_j = \frac{\mu_t}{\sigma_{\phi}} \left( \frac{\partial \phi'}{\partial x_i} \right)
\]
where $\sigma_\phi$ is a coefficient which, normally, is a constant. For $\phi = f_i$, $\sigma_\phi = Sc_t$, and for the static enthalpy, $(\phi = h)$, $\sigma_\phi = Pr_t$.

Using the above, the averaged governing equations can be modified using models for the unknown correlations thus deriving a closed set of equations which can be solved. In this section, these modelled equations will be given. The mean continuity equation (15) does not require any further modelling. The momentum equation (16) has two terms (last two on the right hand side) that require modeling. The modelled momentum equation is,

$$\frac{\partial \bar{p} \bar{U}_i}{\partial t} + \frac{\partial \bar{p} \bar{U}_i \bar{U}_j}{\partial x_j} = - \frac{\partial \bar{\rho}}{\partial x_i} - \frac{\partial}{\partial x_j} \left( \bar{\mu} + \mu_t \left( \frac{\partial \bar{U}_i}{\partial x_j} + \frac{\partial \bar{U}_j}{\partial x_i} \right) - \frac{2}{3} \left( \mu + \mu_t \right) \bar{k} \delta_{ij} \right)$$ (27)

The correlation $\rho u_i' H''$ in the thermodynamic energy equation (18) is split into its components here as

$$\rho u_i' H'' = \rho u_i' h'' + \frac{\rho u_i' u_j' u_j'}{2} + \rho u_i' u_j' \bar{U}_i$$ (28)

The modelled energy equation then is,

$$\frac{\partial (\bar{\rho} \bar{T} - \bar{\rho})}{\partial t} + \frac{\partial (\bar{\rho} \bar{T} - \bar{\rho}) \bar{U}_j}{\partial x_j} = \frac{\partial \bar{\rho}}{\partial x_j} \left( \left( \frac{\bar{\rho}}{Pr_t} \right) \frac{\partial \bar{h}}{\partial x_j} + \left( \frac{\bar{\rho}}{\sigma_k} \frac{\partial \bar{k}}{\partial x_j} \right) \right)$$

$$+ \frac{\partial}{\partial x_j} \left( \bar{\rho} \bar{T} - \bar{\rho} \delta_{ij} - \rho u_i' u_j' \bar{U}_i \right)$$ (29)

where $\sigma_k$ is a coefficient that appears in the turbulent kinetic energy equation. The intermediate steps that lead to equation (29) are straightforward and hence are not included here. The modelled species continuity equation is

$$\frac{\partial \bar{b}_i}{\partial t} + \frac{\partial \bar{b}_i \bar{U}_j}{\partial x_j} = \bar{w}_i - \frac{\partial}{\partial x_j} \left( \left( \frac{\bar{b}_i}{Sc_t} \right) \frac{\partial \bar{T}}{\partial x_j} \right)$$ (30)

Modelling of the turbulence terms in the equations is a major area of research by itself. Details of the modelling of the various terms are beyond the scope of this paper. Here the models used, along with the relevant references, will be given. The production term is exact in its form and does not need modelling. Modelling of the diffusion terms in the turbulent kinetic energy equation has been a well-studied area and the model employed here is one of the most widely used [19]. The terms identified in the previous section as the compressibility terms are included in the present analysis since the flows considered are compressible. Recently, there has been a considerable amount of activity in the area of modelling these compressibility effects for various turbulence models. A short account of some of these modelling efforts can be found in reference [4]. Strahle [20] proposed a global compressibility correction for the turbulent kinetic energy equation. Recently, Sarkar et al. [5] proposed a model for the compressible dissipation in terms of the dissipation rate of turbulent kinetic energy and the local turbulent Mach number. This has been used in the present analysis as the model for the two compressibility terms in the turbulent kinetic energy equation. The compressible dissipation model is

$$\epsilon_t = \alpha M_t^2 \epsilon$$ (31)

Here $M_t$ is the local turbulent Mach number defined as $M_t^2 = 2k/a^2$ where $a$ is the local speed of sound and the model constant $\alpha = 1.0$. The modelled turbulent kinetic energy equation is [7]

$$\frac{\partial \bar{k}}{\partial t} + \frac{\partial \bar{k} \bar{U}_j}{\partial x_j} = - \rho u_i' u_j' \frac{\partial \bar{U}_i}{\partial x_j} - \rho c_t (1 + \alpha M_t^2) + \frac{\partial}{\partial x_j} \left( \bar{\mu} + \frac{\mu_t}{\sigma_k} \frac{\partial \bar{k}}{\partial x_j} \right)$$ (32)

Modelling of the exact equation for the dissipation rate is extremely difficult, even for incompressible flows, due to the lack of understanding of the various complex correlation terms that are present. There have
been attempts at including some form of compressibility effects in the \( \varepsilon \)-equation \[4\] but no viable model has emerged so far. Hence, the incompressible form of the \( \varepsilon \)-equation is used in the present analysis \[7\]. The modelled form of this equation is

\[
\frac{\partial \rho \varepsilon}{\partial t} + \frac{\partial \rho \varepsilon \vec{U}_j}{\partial x_j} = \left( C_1 P_k - C_2 \rho \varepsilon \right) \varepsilon_k + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial \varepsilon}{\partial x_j} \right) \right]
\]  

(33)

where \( P_k \) is the production term in the turbulent kinetic energy equation (first term on the right hand side of (32)). This term can be written as

\[
P_k = -\rho \mu \varepsilon \frac{\partial \varepsilon}{\partial x_j}
\]

(34)

\[
= \mu \left[ \frac{1}{2} \left( \frac{\partial \varepsilon}{\partial x_j} \right)^2 - \frac{2}{3} \left( \frac{\partial \varepsilon}{\partial x_k} \right)^2 \right] - \frac{2}{3} \rho k \frac{\partial \varepsilon}{\partial x_k}
\]

The model constants used in the analysis are \( C_\mu = 0.09, \ C_1 = 1.44, \ C_2 = 1.92, \ \sigma_k = 1.0, \ \sigma_\varepsilon = 1.3, \ Pr = 0.72, \ Pr_t = 1.0, \ Sc = 0.22 \) and \( Sc_t = 1.0 \).

Solution of the Governing Equations

Once the governing equations and required modeling are in hand, the equations are discretized and integrated in space and time towards steady state solutions. The governing equations are written in vector form as follows.

\[
\frac{\partial \vec{U}}{\partial t} + \frac{\partial \vec{F}_j}{\partial x_j} = \vec{H}
\]  

(35)

where \( \vec{U} \) is the vector of dependent variables, \( \vec{F}_j \) are flux vectors containing convective and diffusive terms (repeated indices indicate summation), and \( \vec{H} \) are source terms containing production/dissipation terms in the equations. The temporally discrete form of equation (35) can then be written as

\[
\vec{U}^{n+1} = \vec{U}^n - \Delta t \left[ \frac{\partial \vec{F}_j^n}{\partial x_j} - \vec{H}^{n+1} \right]
\]  

(36)

where \( n \) is the old time level and \( n+1 \) is the new time level. The flux terms are written at the old time level because the equations are advanced in real time at the smallest fluid time scale. The source terms in the \( k \)- and \( \varepsilon \)-equations are decoupled by suitable manipulation of the ratio \( \varepsilon/k \) in the present analysis. For example, in the \( k \)-equation, the dissipation term is written as,

\[
\rho \varepsilon = \rho k \left( \frac{\varepsilon}{k} \right)
\]  

(37)

The term \( \varepsilon/k \) is treated as a known quantity taking its value from the previous time step in the solutions. A similar treatment of the source term is done for the \( \varepsilon \)-equation also. These nonlinear turbulence source terms are treated in a pointwise-implicit manner while solving the turbulence equations. The \( k \)- and \( \varepsilon \)-equations are written in the form,

\[
(1 - \frac{\partial \vec{H}}{\partial \vec{U}}) (\vec{U}^{n+1} - \vec{U}^n) = -\Delta t \left[ \frac{\partial \vec{F}_j^n}{\partial x_j} - \vec{H}^n \right]
\]  

(38)

The jacobian \( \frac{\partial \vec{H}}{\partial \vec{U}} \) can take different forms depending upon how the source terms are written. In the present computations, this jacobian has the following terms:

\[
\frac{\partial H_k}{\partial \rho k} = -\frac{2}{3} D + \frac{\varepsilon}{k} \left[ 1 + aM_t^2 \right]
\]
As an option, the chemical source term is also written implicitly [21] to alleviate the problem of stiffness in the governing equations when chemistry time scales become small as compared to fluid time scales early in a calculation or when the system approaches chemical equilibrium. The governing equations are written in two-dimensional cartesian form for the solutions. It must be pointed out here that even though turbulence is three-dimensional in nature, the contribution of the fluctuating velocity in the third dimension has not been incorporated in the calculations. The discretized equations are solved by means of the elliptic solver SPARK [12]. A fourth-order compact scheme is used in the solution procedure. Details of the code and the solution procedure can be found in [12].

RESULTS AND DISCUSSION

A two-dimensional, high-speed mixing layer is considered in this study. A schematic of this flow problem is given in figure 1. The two streams coming off the splitter plate are supersonic. However, the convective Mach number [11] of the mixing layer ranges from subsonic to supersonic values. The two streams are air for the nonreacting cases whereas the higher-speed stream is comprised of a hydrogen-nitrogen mixture (10% H₂ and 90% N₂) for the reacting mixing layer cases. The inlet mean velocity is assumed to have a hyperbolic tangent profile, thus imitating the flow that exists downstream of the splitter plate edge. Ease of computations prompted this choice of initial profile for the mean velocity. The initial distributions of the turbulent kinetic energy and its dissipation rate are chosen to be compatible with what is observed in such a flow problem. A constant turbulence intensity level is used in the free stream for arriving at the initial distribution of turbulent kinetic energy and the dissipation rate distribution is deduced from the k-field using a length scale parameter. These initial distributions are shown in figure 2. The temperature and pressure are assumed to be initially uniform for both the streams. The free stream turbulence intensity proved to be a sensitive parameter, especially for the supersonic convective Mach number cases. A constant value of the free stream turbulence intensity (with respect to the mean velocity) has been maintained in all the calculations. Hydrogen-oxygen reaction systems are considered in the reacting flow calculations since this solution procedure is to be applied to scramjet combustor flow studies. One-step (one reaction, four species) and multiple-step (eighteen reactions and nine species) reactions have been considered. Different sets of computations were done based on the convective Mach number of the mixing layer. Here, for a given free stream temperature and pressure, the slower speed stream had the same velocity in all the calculations changing only the speed of the faster stream in order to arrive at the required convective Mach number.

In this section, representative results of the calculations are presented. Comparison with available experimental data is done in a limited sense. Also, the solutions are compared with the Reynolds stress closure predictions carried out at NASA Langley [13,14]. Typical predictions of the mean velocity, temperature and turbulent kinetic energy for a convective Mach number of 1.5 are given in figure 3. The free stream Mach numbers of the two streams are 3.2 and 6.2. These figures show the development of the mixing layer in the axial direction and the corresponding changes in the flow variables. A slight shifting of the layer towards the lower speed stream is seen here. The mean temperature increases, from its free stream value, inside the mixing layer. A similar variation is observed in the turbulent kinetic energy distribution. Figure 4 shows the width of the mixing layer (vorticity thickness) as a function of the streamwise distance. Two values of the

\[
\frac{\partial H_k}{\partial p} = 0 \\
\frac{\partial H_c}{\partial p} = 0 \\
\frac{\partial H_e}{\partial p} = -\frac{2}{3} C_1 D + C_2 \frac{\epsilon}{k}
\]

where

\[
D \equiv \frac{\partial U_j}{\partial x_j}
\]
convective Mach number have been considered. The growth of the layer is linear after the initial development of the flow and in this linear region, similarity in the mean flow characteristics can be expected. This is seen in figure 5 where the mean velocity and turbulent kinetic energy profiles are plotted in similarity variable coordinates. Here \( y_o \) represents the location where the two streams have a common boundary initially.

The major aim of the present work is to extend the widely used incompressible two-equation turbulence model for compressible flows. As mentioned earlier, a compressible correction has been incorporated in the turbulence model used here. The predicted growth rates of the mixing layer with and without the compressibility correction model are plotted in figure 6. For comparison, the results using a global correction model [20] are also included. Here \( C_\delta \) is defined as,

\[
C_\delta = \frac{d\delta}{dz} \left( \frac{U_a + U_b}{U_a - U_b} \right)
\]

and \( C_{\delta 0} \) is its value for incompressible flow (assumed to be at a convective Mach number of 0.1 here). The effect of compressibility on mixing layer is to reduce the growth rate of the layer with increasing convective Mach number. This trend is seen in the figure. For the cases without the compressibility correction and those with the global correction the growth rate seems to reach a constant value after a convective Mach number of about 0.5. However, the effects of compressibility are expected to be more pronounced beyond this point leading one to believe that the calculations without the above correction do not address the important problem of compressibility well. As seen in the figure, the effect of compressibility is well predicted by including the compressibility correction. This has been verified by comparing the predicted growth rate with available experimental data, as shown in figure 7. The growth rates predicted by means of the Reynolds stress closure[13] are also shown in this figure. As with any turbulent flow case, the experimental data here show a wide scatter [11,15,16,17]. This raises the question of whether the convective Mach number is the sole basis for comparison between the wide range of mixing layer data available in the literature. Setting aside this question for the moment, the figure shows that the trend of reduced growth rate with increasing convective Mach number is predicted very well by the \( k-\epsilon \) model. The comparison between these predictions and the Langley experimental data is excellent in the supersonic range of the convective Mach number.

One of the important aspects of a two-equation model is that it is well suited for application in engineering flow problems from the point of view of ease of adaptability, computational economy etc. However, the model has been found to be lacking in certain flow cases where the Reynolds stress closure may be appropriate. So, one of the main steps in the present analysis has been to compare the \( k-\epsilon \) predictions with the Reynolds stress closure predictions in order to evaluate its applicability to the flow problem considered. This is done in figure 8. Figure 8a compares the predicted mean axial velocity profiles at representative locations and figures 8b and 8c compare the turbulent kinetic energy and dissipation rate profiles, respectively. The comparisons show that the \( k-\epsilon \) predictions agree very well with those of the Reynolds stress model [14] and hence for high-speed mixing layer flows applications the two-equation model seems to be suitable. However, it must be reiterated that this conclusion does not necessarily carry over to all compressible flow problems.

Coming back to the question of whether the convective Mach number should be the sole basis for comparing similar mixing layers, calculations were done with different free stream temperatures and velocities. Some of the results are shown in figure 9. In this figure, the free stream pressure is the same (1 atm) for cases 1 to 4 and it is increased by a factor of 2.1 for case 5. The results indicate some dependency of the growth rate on the free stream temperature. The figure also shows the equivalence between two sets of data (cases 1&5 and cases 2&4) thus provoking the above question. The quantity \( R_s \), given by

\[
R_s = \frac{\rho U_b}{\mu} \frac{d\delta}{dz} \frac{U_a + U_b}{U_a - U_b}
\]

is found to be nearly identical between cases 1 and 5 and between cases 2 and 4 for a given convective Mach number. The streams that form the mixing layer are both air in these cases. This leads to the speculation that in order to have equivalence between two mixing layers, the parameter \( R_s \) must also be considered which is a Reynolds number like parameter for mixing layer.
As mentioned earlier, the computations were sensitive to the initial distributions of the turbulence field. However, the free stream turbulence level does not affect the predicted characteristics of the mixing layer significantly. The compressibility correction term is dependent upon the local turbulent Mach number as defined in equation (31). The magnitude of this term reaches a maximum value approximately equal to one-third the dissipation rate (\(\epsilon\)) inside the mixing layer. This indicates that the two-equation model without any correction for the effects of compressibility will be grossly in error in predicting compressible flows.

Figures 10 - 12 show the results obtained for a reacting turbulent mixing layer using the model described in this paper. Hydrogen-oxygen reaction is modelled by means of a 18-reaction steps, 9-species system in these calculations. The free stream velocities, pressure and temperature are identical between the two cases. The free stream temperature is 2000 K and the pressure is 1 atm. Comparison between reacting and nonreacting cases are shown in figures 10 and 11. Figure 10 shows the width of the mixing layer for a supersonic convective Mach number. Figures 11 are the mean temperature, axial velocity and turbulent kinetic energy distributions. Examination of these figures indicates that the temperature distribution is altered, as expected, due to the heat release during the chemical reactions. The temperature reaches a peak value of about 2510 K inside the mixing layer. However, the mean dynamic and turbulence fields do not change. The width of the shear layer remains almost constant. Figure 12 shows the distributions of the primary species in the flow. Mass concentrations of hydrogen, oxygen and water vapor are shown. The extent of the reaction zone can be seen clearly here.

CONCLUDING REMARKS

A two-equation turbulence model (\(k - \epsilon\)) has been modified to be suitable for addressing compressible flows. A compressibility correction model based on modelling the dilatational terms in the Reynolds stress equations has been used. A two-dimensional high-speed mixing layer is studied using the model. Comparisons of the predictions with available experimental data and the predictions of a compressible Reynolds stress closure indicate that the model is well suited for the study of such flows. The decrease in the growth rate of the mixing layer with increasing convective Mach number is well predicted by the model. A parameter which may be useful to establish the equivalence of mixing layers has been identified. Representative solutions of reacting high-speed mixing layers also have been given. This two-equation model is being developed for application to reacting, compressible flows.
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HEAT TRANSFER, VELOCITY-TEMPERATURE CORRELATION, AND TURBULENT SHEAR STRESS FROM NAVIER-STOKES COMPUTATIONS OF SHOCK WAVE/TURBULENT BOUNDARY LAYER INTERACTION FLOWS

C.R. Wang, W.R. Hingst, and A.R. Porro
National Aeronautics and Space Administration
Lewis Research Center
Cleveland, Ohio 44135

ABSTRACT

The properties of two-dimensional shock wave/turbulent boundary layer interaction flows were calculated by using a compressible turbulent Navier-Stokes numerical computational code. Interaction flows caused by oblique shock wave impingement on the turbulent boundary layer flow were considered. The oblique shock waves were induced with shock generators at angles of attack less than 10° in supersonic flows (Mach 2.5 and 6.0). The surface temperatures were kept at near-adiabatic (ratio of wall static temperature to free-stream total temperature, 0.99) and cold-wall (ratio of wall static temperature to free-stream total temperature, 0.66) conditions. The computational results were studied for the surface heat transfer, velocity-temperature correlation, and turbulent shear stress in the interaction flow fields. Comparisons of the computational results with existing measurements indicated that (1) the surface heat transfer rates and surface pressures could be correlated with Holden's relationship, (2) the mean flow streamwise velocity components and static temperatures could be correlated with Crocco's relationship if flow separation did not occur, and (3) the Baldwin-Lomax turbulence model should be modified for turbulent shear stress computations in the interaction flows.

NOMENCLATURE

\( C_{cp} \) empirical constant for turbulence modeling
\( C_f \) skin friction factor
\( C_v \) specific heat at constant volume
\( C_{wk} \) empirical constant for turbulence modeling
\( E,F \) vectors
\( F_{kleb} \) Klebanoff intermittency factor
\( F_{wake} \) turbulence modeling factor
\( H \) grid dimension (fig. 1(a))
\( IM \) grid dimension (fig. 1(b))
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>J</td>
<td>Jacobian matrix</td>
</tr>
<tr>
<td>JM</td>
<td>grid dimension (fig. 1(b))</td>
</tr>
<tr>
<td>k</td>
<td>empirical constant for turbulence modeling</td>
</tr>
<tr>
<td>L</td>
<td>grid dimension (fig. 1(a))</td>
</tr>
<tr>
<td>l</td>
<td>length scale for turbulence modeling</td>
</tr>
<tr>
<td>M</td>
<td>Mach number</td>
</tr>
<tr>
<td>Pr</td>
<td>laminar Prandtl number</td>
</tr>
<tr>
<td>Pr_t</td>
<td>turbulent Prandtl number</td>
</tr>
<tr>
<td>p</td>
<td>static pressure</td>
</tr>
<tr>
<td>Po2</td>
<td>pitot pressure</td>
</tr>
<tr>
<td>P_{0\infty}</td>
<td>free-stream total pressure</td>
</tr>
<tr>
<td>Q</td>
<td>heat transfer rate</td>
</tr>
<tr>
<td>Re_{\infty}</td>
<td>free-stream Reynolds number, ( \rho eUe_{\infty}/\mu_e )</td>
</tr>
<tr>
<td>T</td>
<td>static temperature</td>
</tr>
<tr>
<td>T_{0\infty}</td>
<td>free-stream total temperature</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>U</td>
<td>mean flow velocity component</td>
</tr>
<tr>
<td>U_f</td>
<td>friction velocity</td>
</tr>
<tr>
<td>u'</td>
<td>turbulent fluctuation in U</td>
</tr>
<tr>
<td>V</td>
<td>mean flow velocity component</td>
</tr>
<tr>
<td>v'</td>
<td>turbulent fluctuation in V</td>
</tr>
<tr>
<td>X</td>
<td>distance along streamwise direction</td>
</tr>
<tr>
<td>X_C</td>
<td>location where minimum grid occurs</td>
</tr>
<tr>
<td>Y</td>
<td>normal distance from wall</td>
</tr>
<tr>
<td>Y_C</td>
<td>value of Y at which ( \epsilon ) values from inner and outer formulas are equal</td>
</tr>
<tr>
<td>\alpha</td>
<td>stretching factor</td>
</tr>
<tr>
<td>\beta</td>
<td>stretching factor</td>
</tr>
</tbody>
</table>
y: recovery factor
\( \delta_0 \): initial boundary layer thickness
\( \varepsilon \): eddy viscosity
\( \eta \): transformed coordinate in Y-direction
\( \theta \): angle of attack
\( \lambda \): stretching factor
\( \mu \): absolute viscosity
\( \xi \): transformed coordinate in X-direction
\( \rho \): density
\( \tau_{XX}, \tau_{XY}, \tau_{YY} \): normal or shear stress
\( \omega \): magnitude of vorticity

Subscripts:
- \( \text{dif} \): difference between maximum and minimum values
- \( e \): far-field condition
- \( \text{max} \): maximum
- \( \text{min} \): minimum
- \( o \): condition at \( X = 0 \)
- \( r \): reference condition
- \( w \): surface condition
- \( \infty \): free-stream condition

**INTRODUCTION**

Because of recent development efforts for supersonic and hypersonic flight vehicles, generic research in the flow fields of advanced propulsion systems has become an interesting topic of compressible flow studies. Shock wave/turbulent boundary layer interaction flow is an important, basic flow phenomenon within the flow fields of supersonic or hypersonic propulsion systems. The variations of velocity components, surface pressures, and skin friction factors within the interaction flow fields have been studied, and a review of the existing literature is reported by Delery, Marvin, and Reshotko (ref. 1). Under severe operational conditions, surface heat transfer becomes an important element in the design of an advanced propulsion system. From an effort to study the surface heat transfer beneath shock wave/turbulent boundary layer interaction flows, the present authors describe in this paper some preliminary results of their computational analyses of the flow properties in
several two-dimensional shock wave/turbulent boundary layer interaction flows. The flow properties were computed by using the Navier-Stokes numerical code developed by Shang, Hankey, and Law (ref. 2), and the computational results were compared with the experimental measurements of Hingst and Porro (W.R. Hingst and A.R. Porro, NASA Lewis Research Center, Cleveland, Ohio, 1989, personal communication), Alzner and Zakkay (ref. 3), and Zakkay and Wang (ref. 4).

First, the shock wave/turbulent boundary layer interaction flows in a Mach 2.5 free stream were studied. Hingst and Porro performed experiments with this type of interaction flow field. They used a shock generator plate at an angle of attack with a Mach 2.5 free stream to produce oblique shock. The interaction of the oblique shock with the naturally occurring boundary layer on the tunnel wall defined the experimental configurations. Tests were conducted to measure the surface static pressure, surface dynamic pressure, and surface heat transfer with near-adiabatic and heated surfaces. The experimental results with the shock generator at 4° and 8° angles of attack were used to verify the present computations.

Second, the shock wave/turbulent boundary layer interactions induced by inserting axisymmetric wedges (wedge angles 4° and 10°) in a Mach 6 free stream were studied. Alzner and Zakkay (ref. 3) and Zakkay and Wang (ref. 4) performed experiments in these flow fields. They measured the surface heat transfer rates, static pressures, and pitot pressures. The turbulent boundary layer developed along a cylindrical center body surface. The ratio between the surface temperature and the total temperature was 0.66. This represented a cold wall condition. These experimental results were used to verify the present computations. This study of Mach 6 interaction flow is important since, in the existing literature, Navier-Stokes computations are limited mostly to Mach 3 cases with adiabatic wall conditions.

Since Shang's Navier-Stokes equation computational code used the Baldwin-Lomax turbulence model (ref. 5), we investigated the capability of this turbulence model in the Navier-Stokes computational code to predict the turbulent shear stresses in an interaction flow. The Reynolds shear stress in a Mach 2.9 interaction flow was also computed. Rose and Johnson (ref. 6) measured the turbulence shear stresses in Mach 2.9 interaction flow. Their turbulence measurements were compared with our computations of Reynolds stress.

The present computational results of the streamwise mean flow velocity components and static temperatures were correlated and compared with Crocco's relationship (ref. 7). The surface pressures and heat transfer rates from the computations were also correlated and compared with Holden's relationship (ref. 8). With these comparisons, the applications of Crocco's and Holden's relationships to estimate the surface heat transfer rates and temperature variations in shock wave/turbulent boundary layer interaction flow are discussed. The preliminary Reynolds stress computations were studied to determine the applicability of Baldwin-Lomax turbulence modeling in interaction flows.

**COMPUTATIONAL METHODS**

A time-dependent explicit numerical computational code was used to solve the compressible turbulent Navier-Stokes equations and the energy equation for steady-state interaction flow properties. This code was developed (ref. 2) by
using MacCormack's finite difference computational scheme (ref. 9). In this code, the physical domain \((X,Y)\) was transformed into a computational domain \((\xi,\eta)\) with a uniform computational grid along both \(\xi\) and \(\eta\) axes. Details of the mathematical manipulations in the coordinate transformations related to the Navier-Stokes equations are given in the textbook by Anderson, Tannehill, and Pletcher (ref. 10). However, the conservation equations, coordinate transformations, turbulence modeling, initial and boundary conditions, and numerical scheme used in this study are described briefly in the following paragraphs.

Conservation Equations

The following two-dimensional compressible turbulent Navier-Stokes equations and total energy equation

\[
\frac{\partial U}{\partial t} + \frac{\partial E}{\partial X} + \frac{\partial F}{\partial Y} = 0
\]  

(1)

with

\[
U = \begin{bmatrix}
\rho \\
\rho U \\
\rho V \\
E_t
\end{bmatrix}
\]

\[
E = \begin{bmatrix}
\rho U \\
\rho U^2 + P - \tau_{XX} \\
\rho UV - \tau_{XY} \\
(E_t + P)U - U\tau_{XX} - V\tau_{XY} + Q_X
\end{bmatrix}
\]

\[
F = \begin{bmatrix}
\rho V \\
\rho UV - \tau_{XY} \\
\rho V^2 + P - \tau_{YY} \\
(E_t + P)V - U\tau_{XY} - V\tau_{YY} + Q_Y
\end{bmatrix}
\]

where

\[
E_t = \rho \left( C_v T + \frac{U^2 + V^2}{2} \right)
\]

\[
\tau_{XX} = \frac{4}{3} (\mu + \epsilon) \frac{\partial U}{\partial X} - \frac{2}{3} (\mu + \epsilon) \frac{\partial V}{\partial Y}
\]
\[ \tau_{yy} = \frac{4}{3}(\mu + \epsilon) \frac{\partial V}{\partial y} - \frac{2}{3}(\mu + \epsilon) \frac{\partial U}{\partial x} \]

\[ \tau_{xy} = (\mu + \epsilon) \left( \frac{\partial V}{\partial x} + \frac{\partial U}{\partial y} \right) \]

\[ Q_X = \frac{C_{\nu} \mu}{Pr} \frac{\partial T}{\partial x} + \frac{C_{\nu} \epsilon}{Pr_t} \frac{\partial T}{\partial x} \]

\[ Q_Y = \frac{C_{\nu} \mu}{Pr} \frac{\partial T}{\partial y} + \frac{C_{\nu} \epsilon}{Pr_t} \frac{\partial T}{\partial y} \]

were used to describe the variations of flow properties within two-dimensional interaction flow. In these equations, the turbulence contributions to the momentum and energy transports were related to the gradients of the mean velocity components and the mean static temperature by using the concepts of turbulent eddy viscosity and the Reynolds analogy. A laminar Prandtl number \( Pr = 0.73 \) and a turbulent Prandtl number \( Pr_t = 0.90 \) were chosen. These Navier-Stokes equations were written in a two-dimensional orthogonal X-Y coordinate system. Thus, the effect of the center body radius on the axisymmetric interaction flows (refs. 3 and 4) was not considered.

**Coordinate Transformations**

Figure 1 presents the general concept of the transformations between the physical and the computational domains. The transformations were required to concentrate the computational mesh points within the region where large gradients in the flow properties would occur in the physical domain. Similar coordinate transformations are described in reference 10, and the following transformations were used in this study:

\[ \xi = \alpha + \frac{\sinh^{-1}\left[ \frac{(X/X_C) - 1}{\sinh(\lambda\alpha)} \right]}{\lambda} \]  

(2)

and

\[ \eta = 1 - \frac{\ln\left[ (\beta + 1 - (Y/H))/(\beta - 1 + (Y/H)) \right]}{\ln\left[ (\beta + 1)/(\beta - 1) \right]} \]  

(3)
where

\[ \alpha = \frac{L}{2\lambda} \ln \frac{1 + (e^\lambda - 1)(X_c / L)}{1 + (e^{-\lambda} - 1)(X_c / L)} \]

with

\[ 0 \leq \lambda \leq \infty \quad \text{and} \quad 1 \leq \beta \leq \infty \]

Different sizes of the physical domain, the computational grid dimensions IM and JM, and the numerical values for \( \lambda \) and \( \beta \) were chosen for different flow configurations. Together with the computational results, these parameters are presented for each flow field in the latter part of this paper.

**Turbulence Modeling**

The algebraic turbulence model proposed by Baldwin and Lomax (ref. 5) was used here. It is a two-layer algebraic eddy viscosity model in which the eddy viscosity \( \varepsilon \) is given by

\[
\varepsilon = \begin{cases} 
\varepsilon_{\text{inner}} & Y < Y_c \\
\varepsilon_{\text{outer}} & Y \geq Y_c 
\end{cases}
\]

where \( Y \) is the normal distance from the wall and \( Y_c \) is the value of \( Y \) at which \( \varepsilon \) values from the inner and outer formulas are equal. For a two-dimensional mean flow, the eddy viscosity model can be written as follows:

In the inner layer,

\[ \varepsilon = \rho \lambda^2 |\omega| \]

where

\[ \lambda = k Y \left[ 1 - \exp \left( - \frac{Y_+}{A_+} \right) \right] \]

\(|\omega|\) is the magnitude of the vorticity

\[ |\omega| = \sqrt{(\partial U/\partial Y - \partial V/\partial X)^2} \]

and

\[ Y_+ = \frac{\rho w U_c Y}{\mu_w} \]

In the outer layer,

\[ \varepsilon_{\text{outer}} = k C_{\text{cp}} \rho F_{\text{wake}} F_{\text{kleb}} \]
where

\[
F_{\text{wake}} = \text{the smaller of} \begin{cases} 
Y_{\max}^2 F_{\max} \\
\frac{C_{\text{wk}} Y_{\max} U_{\text{dif}}^2}{F_{\max}}
\end{cases}
\]

and

\[
F(Y) = Y |\omega| \left[ 1 - \exp \left( -\frac{Y^+}{A^+} \right) \right]
\]

The quantity \( F_{\max} \) is the maximum value of \( F \) that occurs in a profile and \( Y_{\max} \) is the value of \( Y \) at which it occurs. The function \( F_{\text{kleb}}(Y) \) is the Klebanoff intermittency factor given by

\[
F_{\text{kleb}} = \left[ 1 + 5.5 \left( \frac{C_{\text{kleb}} Y_{\max}^2}{Y_{\max}} \right) \right]^{-1}
\]

The quantity \( U_{\text{dif}} \) is the difference between the maximum and minimum total velocities in the profile:

\[
U_{\text{dif}} = \left( \sqrt{U^2 + V^2} \right)_{\max} - \left( \sqrt{U^2 + V^2} \right)_{\min}
\]

The second term in \( U_{\text{dif}} \) is set to be zero.

Baldwin and Lomax determined a set of values for the empirical constants appearing in the above relationships. These values are \( A^+ = 26 \), \( C_{\text{cp}} = 1.6 \), \( C_{\text{kleb}} = 0.3 \), \( C_{\text{wk}} = 0.24 \), \( k = 0.4 \), and \( \kappa = 0.0168 \). However, a different value for \( C_{\text{cp}} = 2.0 \) was used in the present computations.

Numerical Computational Scheme

The governing equations were transformed from the physical domain to the computational domain. The chain rule of partial differentiation was used to rewrite equation (1) as

\[
\frac{\partial U_1}{\partial t} + \frac{\partial E_1}{\partial \xi} + \frac{\partial F_1}{\partial \eta} = 0
\]

where

\[
U_1 = U / J
\]
and \( J \) is the Jacobian matrix of the transformation.

The vectors \( E_1 \) and \( F_1 \) contain partial derivatives in the viscous and heat transfer terms. These partial derivative terms were also transformed by using equations (2) and (3).

An explicit MacCormack predictor and corrector time iteration with a fourth-order smoothing numerical scheme was used to solve the Navier-Stokes equations for the flow properties within the interaction flow region. Forward finite differencing and backward finite differencing were chosen respectively for the differentiations in the predictor and the corrector steps. The stability factors for CFL and the smoothing terms in the X and Y directions were 0.9, 0.4, and 0.4, respectively, in all of the computations.

The existing Navier-Stokes equation solver (ref. 2) used a time-dependent explicit computational scheme. The initial flow properties and their conditions around the boundary of the physical domain were required to start the computations. With one exception, which will be described later, the following general principles specified the initial and boundary conditions.

**Initial Conditions**

The properties of a fully developed flat plate turbulent boundary layer flow were used in the initial conditions. These properties were calculated by using the Navier-Stokes equation solver. For this purpose, the initial mean velocity profiles

\[
\frac{U}{U_e} = \left( \frac{Y}{\delta_0} \right)^{1/7} \quad \text{and} \quad V = 0
\]

were assumed. The local temperature was related to the mean velocity component \( U \) by Crocco's relationship,

\[
\frac{T}{T_e} = \frac{T_w}{T_e} + \left( 1 + 0.2\gamma M_e^2 - \frac{T_w}{T_e} \left( \frac{U}{U_e} \right) \right) - 0.2\gamma M_e^2 \left( \frac{U}{U_e} \right)^2
\]

(5)

with the recovery factor \( \gamma = 0.9 \).

**Boundary Conditions**

For the initial boundary layer flow computation, the far-field boundary conditions were described by the free-stream conditions. They are \( \rho = \rho_e, \quad U = U_e, \quad V = 0, \) and \( T = T_e \).
The following conditions,

\[ U = 0 \quad V = 0 \quad T = T_w \quad \text{and} \quad \frac{\partial p}{\partial y} = 0 \]  

(6)

were specified as the boundary conditions at the surface, \( Y = 0 \). The flow properties at the downstream boundary, \( X = L \), were also assumed to be constant along the \( X \)-direction. Therefore,

\[ \frac{\partial f}{\partial x} = 0 \]  

(7)

at \( X = L \) where \( f = \rho, U, V, \) and \( T \).

The following procedures defined the far-field boundary conditions for a two-dimensional shock wave/turbulent boundary layer interaction flow field. The computational domain was chosen such that only the impinging oblique shock wave passed the far-field boundary \( (Y = H) \) and the reflected shock wave crossed the outflow boundary \( (X = L) \). The two-dimensional inviscid and adiabatic oblique shock wave theories were used to relate the flow properties upstream and downstream of the incoming shock wave. Conditions given in equations (6) and (7) were also imposed at the \( Y = 0 \) and \( X = L \) boundaries, respectively.

RESULTS AND DISCUSSIONS

The previously described computational methods were used to obtain steady-state solutions of the density components, velocity components, and static temperature distributions within the two-dimensional shock wave/turbulent boundary layer interaction flows in references 3 and 4, and in Hingst and Porro's work (W.R. Hingst and A.R. Porro, NASA Lewis Research Center, Cleveland, Ohio, 1989, personal communication). On the basis of these flow properties, the static pressures, skin friction factors, and surface heat transfer rates were also determined. The computational results are described and compared with existing measurements in the following sections. Parameters such as the size of the physical domain \( L \) and \( H \), the grid dimensions \( IM \) and \( JM \), and the stretching factors \( \lambda \) and \( \beta \) which were chosen in the computations are also listed accordingly.

Interaction Flow Fields at Mach 2.5

The flow properties were computed to predict some of the measurements in Hingst and Porro's work. This reference used a shock generator plate at 4° and 8° angles of attack to produce oblique shock waves in a Mach 2.5 free stream. The oblique shock wave impinged on the turbulent boundary layer along the wind tunnel wall. The experiments measured the surface pressure distributions for a near-adiabatic wall condition \( (T_w/T_{\infty} = 0.99) \) and measured the wall temperature distributions for a heated wall condition.

Initial Turbulent Boundary Layer. - Some of the computed properties of the turbulent boundary layer flow in Hingst and Porro's work are presented in figure 2. With the aid of the density profile and Crocco's relationship, Baronti and Libby (ref. 11) developed a compressible turbulent boundary layer flow analysis and found that the velocity in the boundary layer could be correlated in terms of two similarity laws - the law of the wall and the velocity defect law. Baronti and Libby's analysis and the measurements in
Hingst and Porro's work were used to investigate the accuracy of the present computed boundary layer flow properties. For this purpose, the density and the velocity profiles from Hingst and Porro's experiments and the present Navier-Stokes computations were used alternately in Baronti and Libby's analysis (ref. 11). By using the skin friction factor as a parameter, we could represent the velocity profiles in terms of the two similarity laws (fig. 3). A value of $C_{f_0} = 0.0014$ was required to relate the experimental velocity profile to the similarity laws. The present Navier-Stokes computation predicted $C_{f_0} = 0.0015$, which could also correlate the computational velocity profile in terms of the similarity laws. In addition, Navier-Stokes computation predicted a small surface heat transfer rate $Q_{wo} = 1.82 \times 10^3$ W/m$^2$ for the near-adiabatic wall condition.
Hingst and Porro also performed tests of the turbulent boundary layer for a heated wall condition. A section of the wall beneath the boundary layer was heated electrically at constant $Q_w$, and the surface temperatures along the heated surface were measured. For computational ease, the measured temperatures were used as the wall conditions. The Navier-Stokes computations of the turbulent boundary layer flow were repeated to calculate the surface heat transfer rates along the heated surface (fig. 4). The surface heat transfer rate increased gradually from the initial value $Q_{w0}$ to a constant value $Q_w = 7.15 \times 10^3 \text{ W/m}^2$. This constant heat transfer rate is close to the heating rate $7.94 \times 10^3 \text{ W/m}^2$ applied in the experiment. According to the previous observations, the present Navier-Stokes computations of the turbulent boundary layer flow could provide realistic initial flow conditions for the study of the shock wave/turbulent boundary layer interaction flows.

**Shock Wave/Turbulent Boundary Layer Interaction.** By using the turbulent boundary layer flow properties as the initial conditions, we computed the flow properties within the oblique shock wave/turbulent boundary layer interaction flow fields in a Mach 2.5 free stream (W.R. Hingst and A.R. Porro, NASA Lewis Research Center, Cleveland, Ohio, 1989, personal communication). Figures 5, 6, 7, and 8 illustrate some results from these computations. Parameters related to the computations are also listed in figures 5 and 6 for reference.

The variations of the static pressure $p_w/p_\infty$ along the Y-direction at several $X/\delta_0$ locations are plotted in figures 5 and 6. The shock wave configurations were determined from these pressure data and were compared with the inviscid flow shock wave locations. The velocity boundary layer edge and the sonic line are also indicated in these figures. These figures show the
Figure 5. - Weak interaction flow. Free-stream Mach number, $M_{\infty}$, 2.5; angle of attack, $\alpha$, 4°; grid dimensions, $I_m$, 221, and $J_m$, 119; stretching factors, $\lambda$, 5.0, and $\beta$, 1.0012. Numbers refer to dimensionless streamwise distance, $x/\delta_0$, unless indicated otherwise.

Figure 6. - Strong interaction flow. Free-stream Mach number, $M_{\infty}$, 2.5; angle of attack, $\alpha$, 8°; grid dimensions, $I_m$, 221, and $J_m$, 119; stretching factors, $\lambda$, 5.0, and $\beta$, 1.005. Numbers refer to dimensionless streamwise distance, $x/\delta_0$, unless indicated otherwise.
general characteristics of shock wave/boundary layer interaction flow fields. The subsonic layer was thickened and created compression waves which formed the shock wave in the upstream section of the interaction flow region. This shock wave interacted with the incoming oblique shock wave and the expansion waves due to the reduction of the subsonic layer thickness. The interaction formed the reflected shock wave which passed through the downstream boundary of the computational domain. These shock wave configurations indicated that the shock wave/turbulent boundary layer interaction had an upstream influence distance that was approximately equal to the initial boundary layer thickness.

The variations of surface pressure, skin friction factor, and surface heat transfer rate beneath the interaction flow are plotted in figures 7 and 8. The surface pressures are also compared with the measurements in Hingst and
Porro's work. The present computations predicted a lower surface pressure level with a wedge angle of 4° and a higher surface pressure level with a wedge angle of 8°. The skin friction factor remained approximately at the initial value before the local surface pressure increased. When the surface pressure increased, the skin friction factor decreased and then increased to a value approximately the same as its initial value. With the free-stream conditions, the oblique shock wave with \( \Theta = 4° \) induced a weak interaction which did not separate the boundary layer in the interaction flow region. However, the shock wave with \( \Theta = 8° \) induced a strong interaction which caused a small separation bubble within the interaction flow field. The surface heat transfer rate changed in a pattern similar to that of the skin friction. However, the oblique shock wave induced an increase in the surface heat transfer rates at the upstream locations where the skin friction factors and surface pressures remained the same as the initial conditions. With the strong shock wave interaction, the surface heat transfer rate at the downstream locations did not recover its initial value as quickly as it did in the weak shock wave interaction flow field.

**Interaction Flow Fields at Mach 6**

Alzner and Zakkay (ref. 3) and Zakkay and Wang (ref. 4) performed experiments to probe the flow fields of oblique shock wave/turbulent boundary layer interaction with Mach 6 free-stream conditions. The experiments were performed with a cold wall \((T_W/T_{\infty} = 0.66)\) condition. The static pressure, pitot pressure, total temperature, and surface heat transfer rate within the interaction flow field were measured. These measurements could verify the Navier-Stokes calculations of the properties of a shock wave/turbulent boundary layer interaction flow with a high free-stream Mach number condition. The present authors also used the computational methods to predict some of the measurements in references 3 and 4. The results are described in the following section.

**Initial Turbulent Boundary Layer.** - Similar to the study in the Initial Turbulent Boundary Layer portion of the section Interaction Flow Fields at Mach 2.5, the Navier-Stokes computational code and Baronti and Libby's analysis were used to predict the initial turbulent boundary layer properties. The measurements in references 3 and 4 were used in the boundary layer flow analysis. Some of the results are shown in figures 9 and 10. The skin friction factors and surface heat transfer rates obtained from the analyses and experiments are also listed and compared in these figures. Excellent agreement between the results from the analyses and experiments was found.

**Shock Wave/Turbulent Boundary Layer Interactions.** - In the experiments by Alzner and Zakkay (ref. 3), the boundary layer developed along an axisymmetric centerbody in a Mach 6 free stream. An axisymmetric wedge (10° wedge angle) was inserted in the free stream to induce an oblique shock wave. The shock wave impinged on the turbulent boundary layer and a shock wave/turbulent boundary layer interaction flow occurred. The present computational procedures were performed to predict the properties within this interaction flow field. Some of the computational results are shown in figures 11 and 12. Parameters used in the computational scheme are also listed in figure 11.

The static pressure \( p_W/p_{\infty} \) variations along the Y-direction at several \( X/\delta_0 \) locations are plotted in figure 11. From the pressure variations, the
shock wave configurations, compression wave regions, and expansion wave regions were determined. These are shown in figure 11 together with the boundary layer edge and the sonic line locations. The variations of the surface pressure $p_w/p_\infty$, skin friction factor $C_f/C_{f0}$, and surface heat transfer rate $Q_w/Q_{w0}$ are shown in figure 12. The skin friction factor plot indicates that the flow separated at $X/\delta_0 = 4.90$ and then reattached to the surface at $X/\delta_0 = 5.50$. The surface heat transfer rate increased at upstream locations where the surface pressure and skin friction factor remained the same as the initial conditions. With the cold wall condition $T_w/T_{\infty} = 0.66$, the surface heat transfer rate increased within the separated flow region and continued to increase after the flow reattached to the surface.
Zakkay and Wang (ref. 4) also performed a shock wave/turbulent boundary layer interaction flow experiment in a Mach 6 free stream. An axisymmetric cowl (approximately 4° wedge angle) with a gradual turning angle was inserted in the test section of a Mach 6 blow-down wind tunnel facility to produce a longitudinal adverse pressure gradient in the free stream. The turbulent
boundary layer developed along the surface of a streamlined axisymmetric centerbody passing through the entire length of the wind tunnel nozzle. Thereby, the boundary layer was subjected to an adverse pressure gradient induced by the compression cowl. The adverse pressure gradient extended downstream for a distance of approximately 10 times the initial boundary layer thickness. The experiment measured the static pressure, pitot pressure, and total temperature profiles within the interaction flow region. The surface heat transfer rates were also measured with the cold wall condition. This experimental data could be used to verify the Navier-Stokes computations of the realistic shock wave/turbulent boundary layer interaction flow properties. Therefore, the present numerical computations were also performed to study the experimental results. Figure 13 shows the schematics of the flow field in the physical domain and the limited region for the computations. Parameters chosen for the computational scheme were also listed for reference.

Because of the complex flow field, the initial and boundary conditions for the computations were specified differently from those described in the computation method section of this paper. The initial conditions at $X = 0$ were calculated by using the Navier-Stokes code. The experimental profiles (ref. 4) of the static pressure, pitot pressure, and total temperature were first used to determine preliminary profiles of $p$, $U$, $V$, and $T$ at the initial station. These preliminary profiles were chosen as the initial profiles in the Navier-Stokes code, and the code was executed with a coarse grid in the $X$-direction. The computation was repeated by iterating the initial profiles until it gave static pressures and pitot pressures at $X = 0$ which were compatible to the measurements in reference 4. A surface heat transfer rate $Q_{w0} = 2.61 \times 10^3$ W/m² and a skin friction factor $C_f = 0.00052$ were computed, and they agreed well with their values reported in reference 4.

The far-field boundary conditions were also required in the iteration process. These far-field boundary conditions were obtained by matching the static pressures and pitot pressures at $Y = H$. From the previously described coarse grid iteration process, an approximately constant static pressure was found along the $Y$-direction at the initial station ($X = 0$). By using this static pressure as the downstream static pressure of an oblique shock wave induced by a $3.5^\circ$ wedge in a Mach 6 free stream, the inviscid flow relations gave a pitot pressure close to that which was measured in reference 4. Thus, the present computational domain was within the downstream side of the oblique shock wave induced by the compression cowl lip. To determine the far-field boundary conditions, we assumed the total pressure to be constant at $Y = H$. On the basis of the ratio of the pitot pressures (ref. 4) and total pressure, the Mach number and the static pressure at any location $(X, H)$ were determined from the inviscid flow theory. The velocity components $U$ and $V$ were then obtained from the inviscid flow Prandtl-Meyer simple wave relation. The adiabatic
flow condition was also assumed at \( Y = H \) to define the far-field static temperatures. Some of these far-field boundary conditions are shown in figure 14.

![Figure 14](image)

**Figure 14.** Far-field boundary conditions of weak interaction flow. Free-stream Mach number, \( M_\infty \), 6.0; free-stream Reynolds number, \( Re_\infty \), 3.75x10^6.

With the initial conditions and the far-field boundary conditions given previously, the Navier-Stokes computations of the interaction flow were executed again by using a fine grid in the X-direction. The computational results of the static pressures and the pitot pressures along the Y-direction at three \( X/\delta_0 \) locations were shown in figures 15 and 16, and they were also compared with the measurements in reference 4. These computations predicted the general patterns of the experimental static and pitot pressure variations. The computations did not indicate flow separation within the interaction flow region. The surface pressure and the surface heat transfer rate variations are shown in figure 17. These computations also approximated the experimental surface pressure and heat transfer rate.

![Figure 15](image)

**Figure 15.** Comparison of static pressure profiles in weak interaction flow. Free-stream Mach number, \( M_\infty \), 6.0.
Surface Heat Transfer and Pressure Correlation

Holden (ref. 8) suggested that, within a supersonic or hypersonic shock wave/turbulent boundary layer interaction flow field, local surface pressure and heat transfer rate could be correlated by

\[
\frac{Q_w}{Q_r} = \left(\frac{p_w}{p_r}\right)^{0.85}
\]  

(8)
where $P_T$ and $Q_T$ are the reference pressure and reference heat transfer rate, respectively. This relationship was studied here by using the present computational results of the Mach 6 interaction flow fields.

The surface pressures and heat transfer rates calculated in the two cases of Mach 6 interaction flow fields were normalized respectively with the free-stream static pressure and the turbulent boundary layer heat transfer rate. These two dimensionless quantities, $Q_w/Q_{w_0}$ and $p_w/p_{w_0}$, are correlated in figure 18. The measurements of the surface pressures and heat transfer rates are also normalized and correlated in figure 18 for comparison. The comparison indicates that equation (8) correlated reasonably with the surface heat transfer rates and pressures when the flow did not separate in the interaction flow field. When flow separation occurred, equation (8) predicted a higher surface heat transfer rate than that obtained from the present computations. After the reattachment point, the computation showed that the surface pressure and heat transfer rate recovered the relationship given by equation (8).

The shock wave impingement increased the surface heat transfer rate at locations upstream of the interaction flow field (figs. 7 and 8). By using this upstream surface heat transfer rate as the reference value, we could reduce the normalized heat transfer rate and correlate it closely with equation (8). It is also interesting to see in figure 18 that the present Navier-Stokes computations predicted surface pressure/heat transfer correlations which enclosed the experimental data in references 3 and 4.

**Velocity-Temperature Correlations**

Crocco's velocity-temperature relationship equation (5) has been an important part of the compressible turbulent boundary layer flow study. There are certain conditions (such as the requirements of adiabatic wall condition
with a streamwise pressure gradient or the requirement that the pressure and wall temperatures be constant with surface heat transfer) which restricted the use of Crocco's relationship. The present computations provided \( U \) and \( T \) data to study the validity of using equation (5) in a shock wave/turbulent boundary layer interaction flow field.

From the present computations of the interaction flow fields, the dimensionless quantities \( U/U_e \) and \( T/T_e \) were calculated at locations along the \( Y \)-direction at different \( X/S_0 \) stations. Equation (5) was also used to determine \( T/T_e \) as functions of the far-field conditions and \( U/U_e \). A recovery factor \( \gamma = 0.9 \) was used in equation (5). The resulting \( T/T_e \) from these two approaches are plotted as functions of \( U/U_e \) in figures 19 to 22. For near-adiabatic wall conditions (figs. 19 and 20), equation (5) correlated well the computational results of \( T/T_e \) and \( U/U_e \) within the unseparated flow region. For the cold wall condition at Mach 6, equation (5) correlated approximately with the computational results (figs. 21 and 22) when there was no flow separation. When flow separation occurred, equation (5) could not be used.
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**FIGURE 19.** VELOCITY-TEMPERATURE CORRELATIONS IN WEAK INTERACTION FLOW WITH NEAR-ADIABATIC SURFACE TEMPERATURES. FREE-STREAM MACH NUMBER, \( M_{ao} \), 2.5; ANGLE OF ATTACK, \( \theta \), 4°.

![Figure 20](image2.png)

**FIGURE 20.** VELOCITY-TEMPERATURE CORRELATIONS IN STRONG INTERACTION FLOW WITH NEAR-ADIABATIC SURFACE TEMPERATURE. FREE-STREAM MACH NUMBER, \( M_{ao} \), 2.5; ANGLE OF ATTACK, \( \theta \), 8°.
correlate only the $U/U_e$ and $T/T_e$ within the upstream section of the flow field, and it failed to correlate the $U/U_e$ and $T/T_e$ within the flow region after the location of flow separation. However, the results of $U/U_e$ and $T/T_e$ from the Navier-Stokes computations showed a tendency to regain Crocco's relationship within the reattachment flow region.

**Turbulent Shear Stress**

The Baldwin-Lomax turbulence model was used to represent the turbulence transport in the present interaction flow computation. It is an algebraic turbulence model which assumes different growth rates of eddy viscosity for inner and outer layers. This model did not require the determination of the boundary layer edge and was convenient for Navier-Stokes computations. Since the empirical constants were chosen by its agreement with the turbulence level for a constant pressure boundary layer at transonic speed, the use of this model outside of the domain of its empirical base should be examined further. Rose and Johnson (ref. 6) measured the Reynolds shear stresses in a shock.
wave/turbulent boundary layer interaction flow in a Mach 2.9 free stream. Their data could be used to verify the use of the Baldwin-Lomax turbulence model in an interaction flow field. As a first step in this direction, the ability of the Baldwin-Lomax turbulence model to calculate the Reynolds shear stresses within a supersonic turbulent boundary layer flow was also investigated in this study.

In this study, the mean flow properties of the Mach 2.9 turbulent boundary layer flow in reference 6 were calculated by following the methods in the section Initial Conditions (of the Computational Methods section). These mean flow properties and the turbulence model were used to determine the Reynolds shear stresses \(- \rho u'v'\). A similar computational process was used to define the Reynolds shear stresses within the Mach 6 turbulent boundary layer. The Reynolds stress computations were repeated with different values of \(C_{cp}\). Maise and McDonald (ref. 12) also showed that within the Mach number range of 0 to 5 the effect of compressibility on the normalized shear stress was quite small and was in keeping with Morkovin's hypothesis (ref. 13). The present Reynolds shear stress computations were also studied for the Mach number effect on Baldwin-Lomax turbulence modeling. The computational results of \(- \rho u'v'\) were normalized with \(- \rho U_e^2/2\) to obtain the dimensionless quantity \(-2u'v'/U_e^2\). Both \(- \rho u'v'\) and \(-2u'v'/U_e^2\) are plotted and compared with Klebanoff's results (ref. 14) of \(-2u'v'/U_e^2\) in an incompressible turbulent boundary layer flow in figures 23 and 24. The corresponding Reynolds stress measurements are also shown in figure 23.

Assuming that the Mach number effect on \(-2u'v'/U_e^2\) is negligible and that \(-2u'v'/U_e^2\) in a compressible turbulent boundary layer should agree with the...
Figure 24. Reynolds shear stress in turbulent boundary layer.

Free-stream Mach number, $M_\infty$, 6.0; Free-stream Reynolds number, $Re_\infty$, 2.7x$10^6$. Skin friction factor, $C_f$, for experiment, 0.52x$10^{-3}$; for computation, 0.56x$10^{-3}$. Surface heat transfer, $q_{sw}$: for experiment, 1.48x$10^4$ W/m$^2$; for computation, 1.54x$10^4$ W/m$^2$.

same parameter in an incompressible boundary layer, the results in figures 23 and 24 indicate that different $C_{cp}$ values are required in Baldwin-Lomax turbulence modeling. Figure 23 indicates that $C_{cp} = 2.0$ was required for the Mach 2.9 turbulent boundary layer flow, and this $C_{cp}$ value was used in the present computations. Figure 24 shows that $C_{cp} = 3.0$ was required for a Mach 6 turbulent boundary layer. Without additional modification of the inner layer assumption of the Baldwin-Lomax turbulence modeling, the present Navier-Stokes computations could predict the skin friction factor and surface heat transfer rate beneath a compressible turbulent boundary layer flow.

The present computational methods were also used to determine the turbulent shear stress properties of the shock wave/turbulent boundary layer interaction flow in reference 6. The Baldwin-Lomax turbulence model with $C_{cp} = 2.0$ was used to represent the turbulence transport, and the turbulent shear stresses $-\rho u'v'$ within the interaction flow were calculated. The computational results of the turbulent shear stress profiles at three different $X/\delta_0$ locations are plotted in figure 25. They are also compared with the measurements in reference 6. Both the computational and experimental results show that $-\rho u'v'$ decreased in the upstream section ($X/\delta_0 < 1.8$) and then increased greatly in the downstream region ($X/\delta_0 > 5.0$) of the interaction flow field. However, the computational results of $-\rho u'v'$ were larger than the measurements in reference 6. This discrepancy is being investigated.

Experimental analyses of the Reynolds stresses within a shock wave/turbulent boundary layer interaction flow have been reported in some recent studies (refs. 15 and 16). Debieve and Lachame (ref. 15) found that turbulence amplified along a streamline after it crossed a shock wave. Ha Minh and Vandromme (ref. 17) argued that a mixing length turbulence model might not represent the features of turbulence in a shock wave/turbulent boundary layer interaction flow field, and they suggested using the mass-averaged forms of the Reynolds stress equations for the turbulence modeling in Navier-Stokes equations. An analysis was developed by Debieve, Gouin, and Gaviglio (ref. 16)
to relate the mean flow and Reynolds stress tensor evolution in a shock wave/turbulent boundary layer interaction flow. The applications of this Reynolds stress analysis in the Navier-Stokes computations of the shock wave/turbulent boundary layer interaction flows will be pursued in the near future.

CONCLUSIONS

Numerical computations of Navier-Stokes equations were performed to predict the flow properties within two-dimensional shock wave/turbulent boundary layer interaction flows in Mach 2.5 and 6.0 free streams. The interaction flow fields due to oblique shock wave impingement on a turbulent boundary layer over a flat surface with near-adiabatic \( T_W/T_\infty = 0.99 \) and cold wall \( T_W/T_\infty = 0.66 \) conditions were considered. To minimize the effect of initial conditions on the computations, we calculated the initial turbulent boundary layer properties to ensure that the initial boundary layer velocity and temperature profiles gave the correct skin friction factor and surface heat transfer rate. The computational results were analyzed to study the surface heat transfer rate, velocity-temperature correlation, and turbulent shear stress within the interaction flow fields. These computational results were also compared with existing measurements.

This present study indicates that

1. With the prescribed surface temperature conditions, the shock wave impingement increased the surface heat transfer rate in the upstream section of the interaction flow field, whereas the surface pressure and skin friction remained the same as those of the incoming turbulent boundary layer.

2. With a near-adiabatic surface, the surface heat transfer rate changed in a pattern similar to that of the skin friction within both the weak and strong interaction flow fields.

3. With a weak shock wave interaction over a cold wall, the surface heat transfer rate increased continuously in the downstream direction, and the local surface heat transfer rate and pressure could be correlated with Holden's relationship. With a strong shock wave interaction over a cold wall,
the local surface heat transfer rate also increased but was lower than that predicted by Holden's relationship.

4. With a near-adiabatic surface, Crocco's relationship could correlate the mean flow streamwise velocity components and static temperatures in a weak interaction flow field and in the unseparated region of a strong interaction flow field. For a cold wall condition, Crocco's relationship could only correlate the mean flow streamwise velocity components and static temperature in a weak interaction flow field.

5. When the Baldwin-Lomax turbulence model was used, the Navier-Stokes computations predicted qualitatively the turbulent shear stress \(-\rho u'v'\) in shock wave/turbulent boundary layer interaction flows. The Baldwin-Lomax turbulence model might require modification in order to represent the turbulence transport in the Navier-Stokes computations of the interaction flows with different free-stream Mach numbers.

This study used simple two-dimensional forms of the Navier-Stokes equations to simulate the complicated shock wave/turbulent boundary layer interaction flow. The radius of curvature in the axisymmetric cases and the three-dimensionality due to flow separation were not considered. However, the present computational results might have indicated that, with proper inflow conditions, an improved Navier-Stokes numerical computational code could calculate the surface heat transfer rates within a shock wave/turbulent boundary layer interaction flow.
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New predictive closure models for turbulent free shear flows are presented in this paper. They are based on an instability wave description of the dominant large-scale structures in these flows using a quasi-linear theory. Three models have been developed to study the structural dynamics of turbulent motions of different scales in free shear flows. The local characteristics of the large-scale motions are described using linear theory. Their amplitude is determined from an energy integral analysis. The models have been applied to the study of an incompressible free mixing layer. In all cases, predictions are made for the development of the mean flow field. In the last model, predictions of the time-dependent motion of the large-scale structure of the mixing region are made. The predictions show good agreement with experimental observations.

INTRODUCTION

Though the presence and importance of large-scale coherent structures to the mixing process in free shear flows has been recognized for many years, turbulence models that incorporate these observations have been very limited. The use of direct numerical or large eddy simulations provide a detailed prediction of the large-scale motions in low and high Reynolds number turbulent flows respectively. But these predictions are computationally expensive and are still limited in general to simple boundary conditions. The present model makes use of experimental observations in excited turbulent flows or conditional sampling measurements to provide a simple model of the large scale motions which is computationally inexpensive.

Most current turbulent flow calculations for practical applications use the long time-averaged Navier–Stokes equations. Turbulence models are needed to evaluate the unknown correlation terms, the Reynolds stresses, that appear when the statistical averaging process is applied to the nonlinear convective terms in the equations. This is the closure problem. There are closure models of various orders that have been proposed. These models are usually based on the notion that the high-order moments of fluctuations can be represented reasonably well as functionals of moments of lower order. Work in this regard is voluminous and will not be elaborated on here. Some models are quite successful and have become very popular in engineering flow calculations. However, they usually involve a large number of model constants determined by comparison with experimental data. Thus, these models are not entirely predictive but, in some ways, represent a sophisticated correlation of experimental data.
The present models are based on observations of large-scale coherent structures in free mixing layers. Brown and Roshko (ref.1), among others, observed that these orderly motions dominate the dynamics and the structure of free shear flows like wakes, jets and mixing layers. The structures appear in both low- and high-speed flows. They have also been observed in many flow geometries.

This paper is concerned with new, predictive turbulence models for free shear flows. The models simulate the propagating large-scale structures as spatially travelling instability waves. In this paper, we focus on the validation of the wave models as well as a determination of their limitations. Predictions are made for a two-dimensional incompressible free mixing layer. This will provide guidelines for applications of the models to more complex configurations.

**THE WAVE MODELS**

The wave models presented here are used to make a direct calculation of the large-scale, characteristic structures. The fundamental idea is that the large-scale structures may be modeled using a quasi-linear theory. The local characteristics of these structures may be described by linear instability theory. This has been demonstrated by the experiments of Gaster, Kit and Wygnanski (ref.2) and Petersen and Samet (ref.3), among others. In their experiments they compared predictions of the amplitude and phase of the axial velocity fluctuations, based on linear stability theory, with phase-averaged measurements in an excited shear layer and a jet. The agreement between predictions and experiment was very good though only normalized distributions of amplitude and phase, not the absolute amplitude, were predicted. This close agreement between the predictions of linear stability theory and the properties of the large-scale coherent structures has formed the basis for theories of turbulent mixing and supersonic jet noise generation and radiation. For example, Tam and Morris (ref.4) and Tam and Burton (ref.5, ref.6) predicted the noise radiation from instability waves in supersonic shear layers and jets and obtained very good agreement with experiment. Their analyses showed that the behavior of the large-scale disturbances could be modeled satisfactorily using a quasi-linear theory, even though the waves were not infinitesimal in magnitude. However, an important element of these calculations, the velocity profiles of the mean flow, that are needed for the linear stability calculations, are obtained from experiments. Their approaches provide a closure, but are not predictive. The models proposed here establish a complete closure model using a simple quasi-linear theory for the large-scale motion. In the present model both the mean flow and the time-dependent turbulent motions at the large-scale are obtained simultaneously as a solution.

**Analysis**

In the present analysis, the turbulent motion is decomposed into three parts,

\[
\tilde{f}_i = F_i + f_i + f'_i. \tag{1}
\]

The fluctuation with respect to the mean flow, \(F_i\), is separated into a component representing the dominant large-scale motion, \(f_i\), and one representing small-scale fluctuations, \(f'_i\). The mean flow
component is obtained by long time-averaging its instantaneous value

\[ \tilde{f}_i = F_i = \frac{1}{T_1} \int_0^{T_1} \tilde{f}_i \, dt. \]  

A short time-average is defined by

\[ < \tilde{f}_i > = F_i + f_i = \frac{1}{T_2} \int_0^{T_2} \tilde{f}_i \, dt. \]

where \( T_2 \) is much smaller than \( T_1 \), but much larger than the characteristic time scale of the background small-scale fluctuation.

The governing equations for the mean flow can be obtained by substituting flow properties of the form of equation (1) into the Navier-Stokes equations and long time-averaging the equations. The governing equations for the mean flow are

\[ \frac{\partial U_i}{\partial x_i} = 0. \]  

(4)

\[ U_j \frac{\partial U_i}{\partial x_j} + \frac{\partial}{\partial x_j} (\bar{u}_i \bar{u}_j + \bar{u}'_i \bar{u}'_j) = -\frac{1}{\rho} \frac{\partial P}{\partial x_i} + \nu \frac{\partial^2 U_i}{\partial x_j \partial x_j}. \]  

(5)

where the interactions between motions of disparate scales are assumed to be negligible. The boundary-layer approximation is used to simplify further the governing equations in the present case. The resulting equations are

\[ \frac{\partial U}{\partial x} + \frac{\partial V}{\partial y} = 0. \]  

(6)

\[ U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial y} + \frac{\partial}{\partial x} (\bar{u}^2 - \bar{v}^2) + \frac{\partial}{\partial y} (\bar{u} \bar{v}) + \frac{\partial}{\partial y} (\bar{u}' \bar{v}') = \nu \frac{\partial^2 U}{\partial y^2}. \]  

(7)

where the small-scale normal stress terms have been neglected. On the basis of the experimental observations the local characteristics of the large-scale structures are described by the equation of inviscid hydrodynamic stability. The equations of motion for the large-scale fluctuations are linearized. Solutions are sought in the form:

\[ \{u, v, p\} = A(x) \Re\{[\phi(y), \psi(y), \varphi(y)] \exp [i(\alpha x - \omega t)]\}. \]  

(8)

where the amplitude appears as a parameter in the local problem and is determined separately. This weakly non-linear approach is usually referred to as a "wave envelope" method. The resulting equation for the fluctuating velocity in the cross-stream direction, \( y \), is the Rayleigh equation.

\[ (\alpha U - \omega) (\psi'' - \alpha^2 \psi) - \alpha U'' \psi = 0. \]  

(9)

where the main stream is in the \( x \)-direction of a Cartesian co-ordinate system and \( (\ )'' \) denotes \( d^2/(dy)^2 \). In deriving this equation, it is assumed that the mean flow is locally parallel in the direction of the main stream.
The amplitude function, $A(x)$, can be determined from the kinetic energy equation for the large-scale motions,

$$U_j \frac{\partial k}{\partial x_j} = -\overline{u_i u_j} \frac{\partial U_i}{\partial x_j} - \frac{\partial}{\partial x_j} \left( u_j \overline{u_i} + \overline{u_i u_j} \right) - (- \langle u_i' u_j' \rangle) \frac{\partial u_i}{\partial x_j}$$

$$- \frac{\partial}{\partial x_j} \left( u_i < u_i' u_j' > \right) + \text{viscous terms.} \quad (10)$$

where $k = 1/2 \overline{u_i u_i}$. At the large scale, the viscous terms are negligible. The production terms on the right hand side are responsible for transferring energy from the mean flow to the coherent turbulent fluctuations. Energy is subsequently extracted from the large-scale motion and dissipated at the high frequency end of the wave number spectrum. The terms containing the residual stress tensor, $-<u_i' u_j'>$, describe the draining of energy from the waves. These terms are of crucial importance in determining the wave amplitude. Little experimental information, however, is available regarding these stresses. In the present paper several approaches have been taken to model this energy transfer mechanism. Initially we assume that the rate of energy dissipation is proportional to

$$\frac{u^3}{l} \quad (11)$$

where $l$ and $u$ are the characteristic length and velocity scales of the large-scale motions. This model assumes that the turbulence is in an equilibrium state for the small-scale fluctuations, in which the rate at which energy is transferred from the large scales is equal to the rate at which energy is dissipated. The net effect of these terms may thus be modeled by

$$C_1 \frac{k^{3/2}}{l} \quad (12)$$

where $C_1$ is a model constant. An equation for the amplitude function may be obtained by substituting the wave form expressions, equation (8), into the wave kinetic energy equation, equation (10), and integrating it with respect to $y$. The resulting equation is

$$\frac{dG_1 A^2}{dx} = G_2 A^2 + G_3 A^3 \quad (13)$$

where

$$G_1 = \frac{1}{4} \int_{-\infty}^{+\infty} \left[ U(\phi \phi^* + \psi \psi^*) + 2.0 \Re(\phi \phi^*) \right] dy \quad (14)$$

$$G_2 = -\frac{1}{2} \int_{-\infty}^{+\infty} \left[ \frac{\partial U}{\partial y} \Re(\phi \psi^*) \right] dy \quad (15)$$

and

$$G_3 = -\frac{C_1}{8} \int_{-\infty}^{+\infty} \left[ (\phi \phi^* + \psi \psi^*)^{3/2} \right] dy. \quad (16)$$

where an asterisk denotes the complex conjugate.
A complete simulation of the large-scale turbulence spectrum would require the inclusion of a broad range of frequency and spanwise wave number components. This was accomplished in the local solution of Tam and Chen (ref.7) and the integral model of Morris and Giridharan (ref.8). However, it can be shown that for a wide range of frequencies around the least stable mode the Reynolds stress distribution does not vary appreciably. Since sensible and manageable models of maximum efficiency are sought, instead of including all the unstable waves, it is assumed here that the waves of the least stable modes are most effective in extracting energy from the mean flow and are used to describe the overall properties of the coherent structures.

The contribution of the small-scale Reynolds stress gradients in equation (7) has yet to be determined. In the first model described below this contribution is given by a simple eddy viscosity model. Thus, this model, referred to as Model I, requires the specification of two model constants: one to determine the rate of energy transfer from large to small scales, equation (12), and one for the eddy viscosity model. However, the turbulence models of Tam and Chen (ref.7) and of Morris and Giridharan (ref.8) suggest that the small scales need not play a direct role in the development of the mean flow. Thus in Model II we neglect the contributions of the small-scale Reynolds stresses. Both of these models predict the average behavior of the shear layer.

A third model, Model III, will also be examined. This model simulates the time-dependent motion, at the large scale, associated with the passage of a train of large-scale structures. Experimental observations suggested that, even if initially there exists a continuous spectrum of infinitesimal disturbances upstream of the splitter plate, a disturbance emerges dominating over other neighboring perturbations in the early stages of the flow development. As the flow evolves, however, there are continuous shifts of the dominant component toward lower and lower frequencies. In fact, the growth of an initially small periodic disturbance is often followed by the development of subharmonics. In numerical simulations, however, the initial conditions can be conceived in a much simpler way. Instead of monitoring the disturbances in the complete initial continuous spectrum, a hierarchy of disturbances made up of the initially most unstable mode, according to linear theory, and its subharmonics may be considered. This reflects the "subharmonic evolution model" proposed by Ho and Huang(ref.9). The unsteady turbulent fluctuations of large scale are thus described by the superposition of the instability waves in this hierarchy. This enables the time-dependent flow field at the large scale to be simulated.

The mean flow and the local shapes of the large-scale structures or instability waves are governed by, as stated earlier, the thin-shear-layer and Rayleigh equations, respectively. The solution methods for these equations are the same as in Models I and II. The equation for the amplitude function, however, has to be modified. Firstly, it is assumed that interactions between harmonics are negligible, as there is sufficient phase jitter in the unexcited shear layer. In addition, the details of the process of energy transfer from large to small scales is not modeled explicitly. At the axial location where a given instability wave saturates, or begins to decay, the energy is immediately removed from the system. Thus there is no need to specify either a constant associated with the energy transfer process or the effects of the interaction between the small-scales motion and the mean flow. There are no empirical constants. The amplitude of each instability wave during
the unstable or growing region is determined from equation (13) with the energy transfer terms neglected.

A visualization of the unsteady flow field predicted by Model III is made by means of instantaneous flow velocity vector plots and streaklines. The streaklines are produced by injecting passive marker particles at the initial location, \( x = x_0 \) at various points across the shear layer. The positions of these particles at subsequent times can be calculated using the equations:

\[
\frac{d}{dt} x(t) = U \left[ x(t), y(t) \right] + u \left[ x(t), y(t), t \right]
\]

and

\[
\frac{d}{dt} y(t) = V \left[ x(t), y(t) \right] + v \left[ x(t), y(t), t \right],
\]

with \( x(0) = x_0, y_k(0) = y_0, k = 1, ..., m \)

Particles thus move at each time step according to the local instantaneous velocity field.

**Numerical Procedure**

The boundary-layer approximation renders the system of equations governing the mean flow parabolic. A fourth order Keller-Box scheme is applied to solve the resulting equations. The equation for the instability wave, which is the Rayleigh equation in the present formulation, has been solved using various methods, including a traditional shooting, two spectral and a finite difference methods. For spatial instability, the system of equations generated by the global approximations of the Rayleigh equation forms an eigenvalue problem which is nonlinear in its parameter, the wave number. It may be solved using the Linear Companion Matrix method or a method based on matrix factorization, Bridges and Morris (ref.10). Details of the various solution schemes can be found in Liou and Morris (ref.11). The Rayleigh equation and the equations for the mean flow are solved iteratively at each streamwise location. The convergence criterion for the iterations is

\[
\frac{1}{M} \sum_j \left| U^{(k+1)}_{i,j} - U^{(k)}_{i,j} \right| \leq \epsilon_1,
\]

where \( \epsilon_1 \) is a small number and M is the total number of grid points at each streamwise location. The amplitudes of the waves are calculated explicitly using a fourth order Runge-Kutta method applied to the wave energy equation (13).

**RESULTS AND DISCUSSIONS**

The models have been tested in an incompressible free mixing layer. The flow is sketched in figure (1). A hyperbolic tangent distribution is taken as the shape of the initial streamwise mean velocity, \( U(x_0, y) \), i.e.,

\[
U \left( x_0, y \right) = \frac{1}{2} \left( 1 + \tanh \left( 30 y \right) \right).
\]
Figure 1. Sketch of a free mixing layer.

Figure 2. Physical domain.

Figure 3. -$\bar{uw}$ in the self-similar region. $\star$, Chebyshev Collocation ($N=11$); $\Delta$, Chebyshev Collocation ($N=19$); $\circ$, finite difference ($N=11$); $\bullet$, finite difference ($N=25$); $-$, shooting; $---$, Patel.

Figure 4. Driving forces across the mixing layer using Model 1 at $\circ$, $x=2.37$; $\times$, 4.35; $\Delta$, 6.19. $-(u^2-v^2)_x$; $-(\bar{uw})_y$; $-(u'^2+v'^2)$.

Figure 5. Growth of the mixing layer using Model 1.

Figure 6. Mean velocity profiles using Model 1 at $-$, $x=0.72$; $-\cdots$, 1.45; $--\cdots$, 2.37; $--\cdots\cdots$, 3.25; $---\cdots\cdots$, 4.35; $-\cdots\cdots$, 6.19. $\bullet$ Patel.
The initial cross-stream mean velocity, $V(x_0, y)$, can be set to a small number or zero. The boundary conditions for the mean flow are

$$U(x, y_u(x)) = 1.0, \quad U(x, y_l(x)) = 0.0, \quad V(x, y_w(x)) = 0.0$$

(21)

where $y_u(x)$ and $y_l(x)$ are the upper and the lower boundaries of the physical domain shown in figure (2). As a test of the ability of the instability wave model to describe large-scale structures and the associated Reynolds stresses, the model was first applied in the self-similar region of the flow with a mean velocity profile from Patel (ref.12). Figure (3) shows the calculated and experimental Reynolds shear stress distributions. Calculated results using a traditional shooting method compare favorably with that using global approximations of various order. Note that all the calculated results have been normalized by the peak experimental value. The discrepancy at the low-speed side of the layer suggested that the momentum exchanges due to the small-scale turbulent motions might not be negligible in this region. It should be noted that this negative value of Reynolds shear stress disappears for small values of velocity in the lower stream. The structures obviously contribute negative shear stress at the low-speed edge of the flow. This counter-gradient transport of momentum gives negative energy production in this region. A similar phenomenon was observed experimentally by Komori and Ueda (ref.13) in the self-similar region of a jet. In fact, regions of negative shear stress can be easily observed if the large-scale structures are excited artificially, for example, see Wygnanski, Oster and Fiedler (ref.14). This counter-gradient momentum transfer decelerates and subsequently reverses the flow on the low-speed side of the mixing layer as the shear layer develops. As noted above, Model I proposes that a contribution from the small-scale Reynolds stresses is required to describe the total turbulent forces that determine the development of the mean flow. Thus, in Model I, a simple eddy-viscosity model is used to model the small-scale Reynolds shear stress,

$$-u'v' = C_2 l^2 \frac{\partial U}{\partial y} \left( \frac{\partial U}{\partial y} \right).$$

(22)

The model introduces a new parameter, $C_2$. Latigo (ref.15) argued that the turbulent shear stress contributed by the small-scale motions is about a half of the total shear stress. An estimate of $C_2$ based on the value that is used in the classical eddy-viscosity models is then obtained. In addition, the force terms associated with the large-scale normal stresses in the mean momentum equations are also retained, since they are found to be of the same order as the other Reynolds stress gradient terms on the low-speed edge of the shear layer. The normal stresses associated with the large-scale structures can be calculated directly by the wave models and involve no further empiricism.

In the numerical calculations, the local solution of the Rayleigh equation is found to be time-consuming. To accelerate the axial marching an adaptive grid has been devised. The grid size in the cross-stream direction in the transformed domain are fixed. The axial step sizes are chosen such that the convergence indices of the first iteration at a downstream station are greater than a fixed number $\epsilon_2$.

$$\frac{1}{M} \sum_j |U_{i+1,j}^1 - U_{i,j}| \geq \epsilon_2,$$

(23)
The grids are found to cluster in a region where there are large changes of flow properties, for example, when the flow is developing initially.

The initial wave amplitude represents the initial strength of the instability waves or large-scale motions for which there are no quantitative experimental measurements. From a sequence of numerical experiments, however, it is found that flows with relatively strong initial amplitude saturate early. Subsequently the flow develops in a similar manner; only the virtual origin of mixing is changed. The initial amplitudes for the cases presented in this paper are fixed at $10^{-4}$. The model constant $C_1$ of the energy transfer term in the wave kinetic energy equation is taken from a conventional Prandtl energy model, Launder, et. al.(ref.16). It is found that its value has no significant influence on the results of the mixing layer calculations.

First we consider Model I in which turbulent forces associated with the wave shear and normal stresses as well as the small-scale motions are considered. Figure (4) shows the axial forces acting on fluid elements across the layer at various axial stations. The calculated rate of growth of the layer agrees well with the value that is an average taken over various experiments. The averaged experimental value is denoted by the straight line in figure (5). $\delta$ is the distance between the points where the local mean velocity is 0.9 and 0.1 of the main stream mean velocity, $U$. Figure (6) shows the predicted mean velocities at a sequence of downstream stations. The agreement between the predictions and experimental data is good except near the low-speed side of the shear layer. Note that for a free mixing layer, the accuracy of the measured mean flow data in this region is poor due to the rapid variations in the instantaneous flow direction. As can be seen from figure (7), which shows the shear stress distributions across the mixing layer at various stations, the sum of the shear stresses from the large-scale and the small-scale motions agrees well with experimental data. The experimental measurements are the long time-averaged correlations of the turbulent fluctuations. The amplitude of the large-scale fluctuations is plotted in figure (8). The large-scale structures extract energy from the mean flow and strengthen as the flow develops. However, energy is also being transferred to the small scales. The final equilibrium of the large-scale motions amplitude is reached when the energy gained from the mean flow balances the energy lost to the small scales.

In Model I, the small-scale motions play a direct role in the momentum transport process. However, it could be argued that the large-scale structures dominate dynamically the development of free shear flows. Therefore, in Model II only the fluctuations at the large scale are included. This eliminates the need to specify a model constant in the eddy-viscosity model, equation (22). It can be seen from figure (9) that the forces associated with the large-scale normal stresses are apparently able to counterbalance the decelerating effects of the wave shear stress gradients. The predicted mean velocity profiles are presented in figure (10). It shows that the mean flow can be satisfactorily predicted by modeling only the dominant large-scale structures. However, as shown in figure (11), the predicted shear stress distributions do not match the total shear stress distributions measured by Patel (ref.12). This difference does not mean necessarily that the small-scale stresses should be included. It must be remembered that the present model simulates the entire large-scale spectrum with a single frequency wave that is locally most unstable. Tam and Chen (ref.7), in their local model, included a broad range of instability waves and found
Figure 7. Distributions of the Reynolds shear stresses using Model I at \(-\), \(x=2.37; \quad -\), \(x=4.35; \quad -\), \(x=6.19. \quad \alpha\), Patel; \(\circ\), \(-wv; \quad \times\), \(-w'v; \quad \triangle\), \(-w-w'v'.

Figure 8. Evolution of the large-scale structure amplitude using Model I.

Figure 9. Driving forces across the mixing layer using Model II at \(\circ\), \(x=2.36; \quad \times\), \(5.36;\quad \triangle\), \(11.36. \quad \cdots\), \(-w'v;-w'v;\quad \cdots\), \(-wv).\quad \cdots\), \(-w-w'v;\quad \cdots\), \(-w-w'v).\nonumber

Figure 10. Mean velocity profiles using Model II at \(\cdots\), \(z=0.66; \quad \cdots\), \(2.36;\quad \cdots\), \(7.36;\quad \cdots\), \(9.36;\quad \cdots\), \(11.36. \quad \alpha\), Patel.

Figure 11. Distributions of wave shear stress using Model II at \(\cdots\), \(x=2.96; \quad \cdots\), \(7.36;\quad \cdots\), \(9.36;\quad \cdots\), \(11.36. \quad \alpha\), Patel.

Figure 12. Mean velocity profiles using Model III at \(\cdots\), \(x=1.0; \quad \cdots\), \(2.96;\quad \cdots\), \(5.96. \quad \alpha\), Patel.
good agreement with experiment, without the inclusion of contributions from the small scales. This point requires further investigation. The evolution of the large–scale amplitude using Model II follows a similar behavior to that shown in figure (8). Once again an equilibrium condition is reached where the rate of energy transfer from the mean flow to the large–scale structures balances the rate at which energy is lost by the structures to small scales for eventual dissipation.

Model III simulates the time–dependent motion, at the large scale, associated with the passage of a train of large–scale structures. As the flow develops axially, these hydrodynamic waves become damped because of the growth of the shear layer. Since it is assumed that energy associated with a given wave is removed immediately it becomes neutral, there is no need to obtain damped inviscid solutions by analytic continuation in the complex plane, Tam and Morris (ref.17).

In the preliminary calculations, it was found that an abnormality in the mean velocity distributions appeared near the critical points of saturating waves. Also, most of the shear layer growth occurred on the low speed side of the layer. This gives a non–monotonic velocity distribution near the critical layers of saturating waves and another inflection point appears. Saturating waves thus have to be removed before they become neutral during the axial marching. Wygnanski and Petersen (ref.18) suggested that this abnormality is due to nonlinearities. Composite expansion techniques have been applied to investigate the effect of critical–layer nonlinearity, for example, see Goldstein and Leib (ref.19) and Goldstein and Hultgren (ref.20). Another approach to resolve this issue is to include viscous effects; that is to solve the Orr–Sommerfeld equation. Since the present investigation is directed toward developing simple turbulence models, instead of including other computationally expensive approaches, the effects of the critical point is accounted for by incorporating a small amount of eddy–viscosity in the analysis of the mean flow. With this modification the mean velocity distributions predicted at several downstream stations are shown in figure (12). They are compared with Patel’s data using a similarity scale. The additional mixing at the fine scale is diffusive and able to smooth out humps in the flow. In the present calculation, the extra mixedness provided accounts for about 10% of the amount of turbulent momentum exchange that is suggested by conventional models. There are six waves in the hierarchy in this calculation. Since waves are removed successively during the axial marching, the number of waves included depends on the distance the calculation is to be carried downstream. There are some differences between the calculated results and Patel’s measurements in figure (12). However, similar characteristics of mean velocity distributions have been reported by Wygnanski et. at. (ref.14), among others, in which free mixing layers are excited externally. Figure (13) shows the development of the wave amplitudes. The additional small–scale mixing increases the initial growth of the layer so that the fundamental mode is removed at a lower amplitude than its subharmonics before its amplitude reaches equilibrium level. The axial width of the layer is shown in figure (14) and is compared with the prediction using Model I. The presence of this stepwise evolution is characteristic of excited flows and would be smoothed out if many waves with slightly different amplitudes and frequencies were included.

Figure (15) shows the transient solutions of the velocity field of the turbulent free mixing layer depicted by Model III in a reference of frame moving at the phase speed of the fundamental wave. Dominant large vortices can be clearly seen. The downstream development of the neighboring
Figure 13. Evolutions of amplitude functions using Model III. --, fundamental; ---, 1st subharmonic; ----, 2nd; ---, 3rd; ----, 4th; ......, 5th.

Figure 14. Growth of the mixing layer. ----, model I; ---, model III.

Figure 15. Velocity vector plots at (a) $t=1.5$, (b) 2.5, (c) 3.5 (d) 4.5, (e) 5.5, (f) 6.5.
Figure 16. Streakline plots at (a) $t=1.5$, (b) $2.5$, (c) $3.5$ (d) $4.5$, (e) $5.5$, (f) $6.5$. 
vortical structures can also be observed. This can be assisted by streakline plots shown in figure (16). The roll-up of vorticies into larger vortex-like structures can be observed clearly. The initial roll-up is dominated by the fundamental mode. As time progresses, the initial structures convect downstream and roll around each other. These regions of concentrated vorticity then form a single large structure. As the passive particles travel downstream, their motion becomes dominated by lower subharmonics. Vortex-like structures of increasing scale are formed. Subsequently, the rolling process between two adjacent structures repeats as the flow develops further downstream. Careful examination of the figures shows also how the structures are convecting downstream as they form and roll. Large tongues of unmixed fluid are swept across the layer and reach the opposite side of the layer as observed by Brown and Roshko (ref.1). The engulfed fluid elements from the two sides of the layer mix and are drawn into the leading and trailing vortices when passing through the high-strain braid region between the vortices. This provides the environment for further fine-scale mixing.

SUMMARY

Three models based on a quasi-linear theory, that describes the dynamics of the dominant large-scale structures in a free mixing layer have been presented. The closure schemes incorporating the models are able predict the development of the turbulent free mixing layer accurately, even though they contain some assumptions and simplifications. The transient turbulent motions at the large scale in the layer mapped out using Model III possess many features that are apparent in flow visualization experiments, such as the convective nature of the large-scale structures, the large-scale transport of unmixed fluid elements and the roll-up of vortices. The models involve less empiricism than most conventional models. Since large-scale coherent structures appear also in shear flows of other geometries, the closure schemes presented here should be applicable to those cases as well. It is hoped that these models, which originate from observed physical phenomena, will provide efficient tools to model other free shear flows.
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ABSTRACT

A review is given of computations for a series of nominally two-dimensional laminar viscous-inviscid interactions. Comparisons were made with detailed experimental shock-tunnel results. The shock wave-boundary layer interactions considered were induced by a compression ramp in one case and by an externally-generated incident shock in the second case. In general, good agreement was reached between the grid-refined calculations and experiment for the incipient- and small-separation conditions. For the highly separated flow, three-dimensional calculations which included the finite-span effects of the experiment were required in order to obtain agreement with the data.

NOMENCLATURE

\( C_f \) skin-friction coefficient, \( 2\tau_w/\rho_\infty u_\infty^2 \)
\( C_h \) heat-transfer coefficient, \( \dot{q}/\rho_\infty u_\infty (H_\infty - H_w) \)
\( C_p \) pressure coefficient, \( 2p/\rho_\infty u_\infty^2 \)
\( H \) total enthalpy
\( L \) reference length
\( M \) Mach number
\( p \) pressure
\( \dot{q} \) heat-transfer rate
\( Re \) unit Reynolds number, \( \rho_\infty u_\infty /\mu_\infty \)
\( T \) temperature
\( u \) streamwise velocity
\( x \) streamwise coordinate
\( \beta \) shock angle
\( \gamma \) ratio of specific heats
\( \theta \) compression-ramp or wedge angle
\( \mu \) molecular viscosity
\( \rho \) density
\( \tau \) shear stress

subscripts

\( att \) reattachment point
\( sep \) separation point
\( w \) wall
\( \infty \) free stream

INTRODUCTION

The propulsion system of advanced hypersonic vehicles will likely use the external vehicle contours as compression and expansion surfaces for the inlet and nozzle, respectively. Thus, the integration of the engine and airframe is an important design consideration. This design process relies heavily upon the development of computer codes with appropriate geometric flexibility and physical models since many of the high Mach-number, high enthalpy flow conditions the vehicle may encounter in flight cannot presently be simulated in ground-based facilities. Part of the process of validating such a code is to assess the code's ability to simulate the complex physics of the vehicle flow field by making
comparisons of computed results with available benchmark experimental data. The present paper summarizes the results of such comparisons for two types of shock-boundary layer interactions that can occur in the forebody and inlet portions of the vehicle.

DESCRIPTION OF CODES

The main code used in these studies was CFL3D (Computational Fluids Laboratory 3-D code), which was developed by J. L. Thomas for the thin-layer Navier-Stokes equations and is described in reference 1. This code uses a finite-volume method in which the convective and pressure terms are discretized with the upwind-biased flux-difference splitting technique of Roe. The reconstruction of the cell-centered variables to the cell-interface locations is done using a monotone interpolation of the primitive variables such that third-order accuracy in one-dimensional inviscid flow is obtained. The differencing for the diffusion terms representing shear stress and heat transfer effects corresponds to second-order-accurate central differencing so that the global spatial accuracy of the method is second order. The time-differencing algorithm is a spatially-split approximate-factorization scheme.

Three other codes were used for comparison with the CFL3D results. Two of these codes use similar recently-developed upwind technology. One was USA-PG2 (Unified Solution Algorithm-Perfect Gas, 2-D), which was developed by S. R. Chakravarthy and is described in reference 2. The other was LAURA (Langley Aerothermodynamic Upwind Relaxation Algorithm), which was developed by P. A. Gnoffo and is described in reference 3. The fourth code, NASCRIN (Numerical Analysis of SCRamjet INlets), was developed by Kumar (refs. 4 and 5) and uses the original unsplit explicit finite-difference technique of MacCormack (ref. 6) to solve the full Navier-Stokes equations. This technique is a two-step, predictor-corrector scheme which is second-order accurate in both space and time. Fourth-order artificial viscosity based on the gradients of pressure and temperature is used near shock waves to suppress numerical oscillations. This code has been previously used to compute a variety of inlet flow fields.

TEST CASES

The two test cases considered in the present study are shown schematically in Fig. 1. Both of these cases are hypersonic flows with viscous/inviscid interactions typical of those found in the flow field within the propulsion system of a hypersonic vehicle. The first of these test cases was the two-dimensional flow over a compression corner formed by the intersection of a flat plate and a wedge tested by Holden and Moselle (ref. 7) in the Calspan 48-inch Shock Tunnel. The flow field shown in Fig. 1(a) shows the separated flow which forms in the corner region for a sufficiently large wedge angle. Downstream of the reattachment point, the boundary layer thins rapidly due to the compression, resulting in large increases in skin friction and heat transfer on the wedge surface. Furthermore, the compression waves produced by the corner coalesce into a shock wave which intersects with the leading-edge shock, producing an expansion fan and a shear layer, both of which affect the flow on the ramp. Three wedge angles tested by Holden and Moselle are considered here. The flow remained attached on the 15-degree wedge, a small separated-flow region occurred with the 18-degree wedge, and a large separated-flow region was produced by the 24-degree wedge.

The nominal flow conditions for this case were $M_\infty = 14.1$, $T_\infty = 160^\circ R$, and $Re = 7.2 \times 10^4$ per foot. The wall temperature, $T_w$, was $335^\circ R$. The Reynolds number was low enough that the flow remained completely laminar, thereby eliminating the issue of turbulence modeling from the present study. Furthermore, even though the freestream Mach number was high, the free-stream temperature was low enough that there were no significant real-gas effects. In the experiment, values of surface pressure, skin friction, and heat transfer were measured in the centerplane of the model which had a spanwise length that was thought to be sufficient to produce two-dimensional flow in the measurement region.

The second test case, shown in Fig. 1(b), was the interaction of an incident shock produced by a shock-generator wedge with a flat-plate boundary layer in hypersonic flow. The features of this flow field are very similar to those produced by the compression corner. In this case, the incident shock produces a separated-flow region. Downstream of this region, the boundary layer thins rapidly due to the compression. As in the first case, measurements were made in the centerplane of the model which had a spanwise length judged sufficient to produce two-dimensional flow in the measurement region. The experimental data were obtained by Holden (ref. 8) in the Calspan 48-inch Shock Tunnel. The nominal flow conditions for this case were $M_\infty = 15.6$, $T_\infty = 77^\circ R$, and $Re = 1.36 \times 10^5$ per foot. The wall temperature, $T_w$, was $535^\circ R$. Solutions were computed for two different shock-generator wedge angles, $4.01^\circ$ and $6.45^\circ$. As in the compression-corner experiments, the flow was completely laminar and real gas effects were not significant.
RESULTS AND DISCUSSION

Compression-corner case
Comparisons were made between the computed solutions from all four codes and experimental data for the 15- and 24-degree wedges using two different grids. (The flow over the 18-degree wedge was computed only with CFL3D, and this result will be shown in the summary plots.) The first grid had 51 points in the streamwise direction and 51 points in the vertical direction. The upper boundary of the grid was parallel to the lower boundary. In the streamwise direction, the grid was clustered near the leading edge of the flat plate and in the corner region. In the normal direction, the grid was clustered near the model surface. Above the wedge, a simple sheared grid was used, producing a non-orthogonal grid in this region. A second grid with twice the resolution was constructed from the first grid using 101 points in each direction while maintaining the same grid stretching. The 101 x 101 grid for the 24-degree wedge is shown in Fig. 2. Calculations were made for other grids using only CFL3D. Additional details for the compression-corner study beyond those summarised below are given in reference 9.
Fig. 2 Grid for 24-degree wedge. 101 x 101.

15° wedge. Fig. 3(a) shows a comparison of the computed surface-pressure coefficient with experimental values for all four codes on two different grids. The pressure coefficient is plotted as a function of x/L, where x is measured from the leading edge of the flat plate and L is the length of the flat-plate portion of the model. It should be noted that all of the plots shown in the present paper for the compression-corner case differ from those given in reference 9 in two ways. First of all, the experimental data have been revised by Holden, who recomputed the free-stream conditions using the tunnel calibration rather than using pitot-tube measurements from the experiment. The resulting change in the surface coefficient data eliminated the need for the one-degree angle-of-attack correction which was necessary in reference 9 to match the experimental values of pressure on the flat-plate portion of the model. Secondly, the data were originally given in reference 7 as a function of the distance along the surface of the model but were interpreted as being a function of the streamwise distance x in the plots in reference 9. Thus, the data on the ramp in reference 9 were shifted slightly downstream from their correct location. As shown in Fig. 3(a), there are only very slight differences in the predictions from the codes for the 51 x 51 grid; however, the solutions are virtually identical for the 101 x 101 grid. The computed pressures are generally higher than the experimental values even on the flat-plate portion of the model. However, the computed pressures were in excellent agreement with those given by hypersonic strong-interaction theory (not shown). The corresponding comparison of the computed surface heat-transfer coefficient with experimental values for all four codes on the two grids is shown in Fig. 3(b). As with the pressure coefficient, the calculations on the 101 x 101 grid produce the best agreement among the codes. The largest differences occur along the ramp.

24° wedge. Fig. 4 shows the comparison of the computed surface-pressure coefficient with experimental values for this case. The codes predict different extents of separation even with the 101 x 101 grid. A solution using a 201 x 201 grid was also made with CFL3D. The predictions for surface pressure, skin friction, and surface heat transfer for this grid were almost identical to those found with the 101 x 101 grid with only a slight increase in the predicted extent of separation. All of the codes demonstrated a trend with grid convergence towards a similar longitudinal extent of separation which is much larger than that found in the experiment. As a result of the larger separation extent, the shock interaction is altered, moving the peak value of pressure on the ramp downstream in comparison to the experiment.
Fig. 3 Comparison of computation and experiment for 15° wedge.
Since the results from the two-dimensional computations did not match the experimental data, 3-D calculations were made with CFL3D to investigate the possibility of flow in the spanwise direction affecting the flow in the center of the plate. For the experimental data for which comparisons are shown, no side plates were used. The spanwise length of the plate was 2 ft. Calculations were made with two different grids, 51 x 51 x 25 and 101 x 101 x 25. Because the flow is symmetric about the centerplane, the computational domain included only half of the plate. The spanwise grid contained 19 points on the plate and 6 points in the free stream. Approximate supersonic outflow boundary conditions were used at the sides of the computational domain outside of the ramp surface. Fig. 5 shows results from the calculation with a 101 x 101 grid in each streamwise plane. The streamlines in the flow very near the model surface are visualized using particle traces. The separation and reattachment lines show that the size of the separated-flow region decreases across the plate from the centerplane to the edge. The pressure contours in the downstream plane on the ramp at the end of the computational domain show an expansion of the flow in the spanwise direction near the edge of the plate to reduce the pressure to the free-stream value. A comparison of the computed 2-D and 3-D centerplane surface-pressure distributions with experimental data are shown in Fig. 6 using solutions from CFL3D. As shown, the three-dimensional effects produce a smaller separated-flow region in the centerplane than that predicted in the 2-D calculations. The size of the separated-flow region and the pressure level in that region are in excellent agreement with the data for the finest mesh in the 3-D calculation. Furthermore, in the 3-D computation, the time to establish steady-state conditions was approximately 4 ms, which is in agreement with the experiment. However, it took more than 12 ms to establish steady flow in the 2-D computations (ref. 9). The importance of the flow in the spanwise direction on the size of the separation region was shown experimentally by Putnam (ref. 10) for laminar flow over a series of compression ramps with varying span lengths at Mach 10.03. He found that decreasing the span of the ramp produced an almost linear decrease in the size of the separation region for any given ramp deflection angle.

![Graph](https://example.com/graph.png)

Fig. 4 Comparison of computed and experimental surface pressure for 24° wedge.
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Fig. 5 3-D solution using CFL3D for 24° wedge.

Fig. 6 Comparison of CFL3D computations and experiment for surface pressure for 24° wedge.
Two-dimensional calculations were also made for the 24-degree wedge with CFL3D using the grid topology shown in Fig. 7 which was used by Thareja et al. (ref. 11) in their study of this same test case. In this grid, the spacing in the streamwise direction remained the same as in the previous grid; however, the upper boundary in the normal direction was moved closer to the model surface and the boundary above the flat-plate portion was approximately parallel to the leading edge shock. The cell heights were reduced by a factor of approximately 17 at the leading edge and by a factor of 2.5 at the outflow boundary from those heights in the original grid. Thareja et al. (ref. 11) found that using this grid topology with 101 points in each direction, CFL3D predicted a separated-flow region closer in size to that found experimentally than with the original 101 x 101 grid. Those calculations were repeated in the present study for this 101 x 101 grid as well as for the corresponding 61 x 61 and 201 x 201 grids. The separation extent predicted in these cases is compared in Fig. 8 to the corresponding predictions for the original grids. For each grid topology, a grid density can be found which will produce a separation region that matches the experiment. Surprisingly, the results also indicate that the computations with the wedge outer boundary are less accurate for a given number of points than the computations with the rectangular outer boundary, even though the former has uniformly smaller spacing in the normal direction. Since the axial spacing is the same for both meshes, the resulting cell aspect ratio is substantially higher on the grid with the wedge outer boundary, which may be adversely affecting the spatial convergence. However, for both grid topologies, uniform refinement of the grid spacing increases the size of the separated-flow region. As the number of points is increased, the solutions produced by the two grid topologies appear to be approaching the same limit.

Thareja et al. (ref. 11) also made 2-D computations for the 24-degree wedge with their own upwind scheme using an unstructured adapted mesh developed from the second grid topology. The mesh had quadrilateral elements near the model surface and triangular elements elsewhere. The error indicator for the adaptive remeshing used a combination of second derivatives of density, velocity, and Mach number. Their two-dimensional calculations gave results in excellent agreement with the experimental data, leading Thareja et al. to question the conclusions of reference 9 that the flow was actually three-dimensional in this case. Studies are continuing to better understand why the structured and adaptive unstructured grids give different solutions.

Fig. 7 Grid with wedge outer boundary. 101 x 101.
Summary comparisons. Fig. 9 shows a summary comparison of the CFL3D solutions with experimental data for all three wedges. The 3-D solution in the centerplane is shown for the 24-degree wedge, and 2-D solutions are shown for both the 16- and 18-degree cases. Use of the revised experimental data in these plots eliminated the need for the angle-of-attack correction which was applied in reference 9. Excellent agreement of the calculations with experimental data was found for pressure, heat transfer, and skin friction for all three wedge angles.

Fig. 9 Summary comparison of CFL3D computations with experimental data.
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Fig. 9 Concluded.
Shock-boundary layer interaction case

Computations were made for two of the five shock-generator-wedge angles tested by Holden at $M_\infty = 15.6$. These angles were 4.017° and 6.45°, which represent the smallest and the next-to-the-largest angles tested. The first set of calculations was made in two parts. The flow over the shock-generator wedge was computed separately using CFL3D. The shock angle obtained from this calculation was then used to specify the flow at the upper boundary of the computational domain used to compute flow over the flat plate. For $\theta = 4.017^\circ$, computations were made using three of the codes. For $\theta = 6.45^\circ$, computations were made using only CFL3D and USA-PG2. The grid for the flat plate had 151 points in the streamwise direction which were clustered near the leading edge of the plate and in the shock-boundary layer interaction region. The grid in the normal direction extended 3 inches above the surface of the plate and had 81 points which were clustered near the wall. For $\theta = 4.017^\circ$, the shock angle, $\beta$, was 8°, and the shock crossed the upper boundary at the grid point at $x=0.912$ inches. In this case, the shock position required to properly match the experimentally-observed shock-impingement location was actually upstream of that estimated from the analysis of the computed shock-generator-wedge flow field. For $\theta = 6.45^\circ$, the shock angle was 10.5° and the shock crossed the upper boundary at the grid point at $x=6.429$ inches.

A comparison of the computed surface-pressure coefficient with experimental data for both wedge angles is shown in Fig. 10. The results for the two upwind codes are virtually identical. The pressure rise in the interaction region computed by NASCRIN occurs slightly downstream of the upwind predictions. This difference is a consequence of the shock wave being introduced along the upper boundary one-half grid cell further downstream in the finite-difference method than in the upwind methods. The expansion downstream of the interaction region is not predicted for either wedge angle by any of the methods.

![Comparison of computed and experimental surface pressure for shock-boundary layer interaction.](image)
Computations were also made using CFL3D which included the flow over the shock generator wedge as well as the flow over the plate as part of a single simulation. The grid for this case is shown in Fig. 11(a). The grid over the flat plate remained the same as in the previous calculations, and the grid near the wedge contained the same amount of clustering in the normal direction as the grid near the plate. The grid contained 191 points in the streamwise direction and 151 points in the normal direction. The upper boundary downstream of the trailing edge of the shock generator wedge was simulated as a flat plate parallel to the free-stream flow. Contours of pressure and Mach number for the $\theta = 6.45^\circ$ simulation are shown in Figs. 11(b) and (c), respectively. The pressure contours illustrate the intersection of the wedge and flat-plate leading-edge shocks as well as the interaction of the wedge shock with the flat-plate boundary layer. The Mach-number contours highlight the boundary-layer development and the shock waves and also indicate a separation zone in the interaction region on the lower flat plate. The corresponding calculation for the case with $\theta = 4.017^\circ$ produced a wedge shock which impinged on the flat-plate boundary layer downstream of the measured impingement, consistent with the observation noted above for the specified-shock calculations. To match the experimentally-observed impingement location, the height of the trailing edge of the shock-generator wedge above the flat plate was changed from the value of 3.625 inches reported for the experimental configuration to 3.242 inches. Fig. 12 shows a comparison of the surface-pressure coefficient for the specified-shock calculation and the complete flow-field simulation using CFL3D for $\theta = 6.45^\circ$. The only difference between the two results occurs downstream of the interaction where the complete simulation captures the expansion produced by the flow from the trailing edge of the generator wedge.
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(b.) Pressure

Fig. 11 Grid and computed flow field for CFL3D simulation of complete configuration. $\theta = 6.45^\circ$. 
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(c.) Mach number

Fig. 11 Concluded

Fig. 12 Comparison of fixed-shock and complete flow-field CFL3D computations. $\theta = 6.45^\circ$. 
CONCLUDING REMARKS

Computations for a series of nominally two-dimensional high-speed laminar separated flows were compared with detailed experimental shock-tunnel results. The shock wave-boundary layer interactions considered were induced by a compression ramp in one case and by an externally-generated incident shock in the second case. In general, good agreement was reached between the grid-refined calculations and experiment for the incipient- and small-separation conditions. For the most highly separated flow, three-dimensional calculations which included the finite-span effects of the experiment were required in order to obtain agreement with the data. The finite-span effects were important in determining the extent of separation as well as the time required to establish the steady-flow interaction.
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ABSTRACT

The effect of shock impingement on the blunt leading edges of the top and the sidewall compression type inlet of a scramjet engine is investigated numerically. The impinging shock is caused by the vehicle forebody. The interaction of this forebody shock with the inlet leading edge shock results in a very complex flowfield containing local regions of high pressure and intense heating. In the present investigation, this complex flowfield is calculated by solving the Navier-Stokes equations using a finite-volume flux splitting technique due to van Leer. To resolve the finer details of the flow structure as well as to predict the surface heat transfer accurately, adaptive grid technique is used in the analysis. Results of the present numerical investigation are compared with available experimental results.

NOMENCLATURE

\( a \) = speed of sound
\( e \) = total energy per unit volume
\( E, F, G \) = inviscid fluxes
\( E_v, F_v, G_v \) = viscous flux
\( J \) = transformation Jacobian
\( k \) = coefficient of thermal conductivity
\( M \) = Mach number
\( Pr \) = Prandtl number
\( P \) = pressure
\( Q \) = Conserved Variables
\( q \) = heat transfer
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$Re = \text{Reynolds number}$

$Rn = \text{nose radius}$

$t = \text{time}$

$T = \text{temperature}$

$\gamma = \text{ratio of specific heats}$

$\delta = \text{shock angle}$

$\theta = \text{angular position on the body}$

$\Delta = \text{sweep angle}$

$\xi, \eta, \zeta = \text{curvilinear coordinates}$

$\rho = \text{density}$

$\tau = \text{viscous shear stress}$

Subscripts

$aw = \text{adiabatic wall}$

$D = \text{diameter}$

$s = \text{stagnation line conditions}$

$w = \text{wall conditions}$

$\infty = \text{freestream conditions}$

**INTRODUCTION**

In order to properly design the high speed inlets, it is necessary to perform a detailed flowfield analysis under all plausible circumstances. One of the concerns in the inlet design is the possibility of forebody shock interaction with the shocks generated by the blunt leading edges of the inlet compression surfaces (Fig. 1). These interactions cause a very complex flowfield and can result in large increase in pressure and heat transfer over a local region. The large temperature gradients cause thermal stresses which could result in structural failure. In order to relieve the influence of thermal stresses, some form of active cooling is needed. To determine the cooling requirements, pressure and heating rates on the body need to be predicted accurately.

In the present investigation, the interaction of forebody shock with the top wall and the swept sidewall compression inlets is studied. The effect of shock impingement on the cowl of a topwall compression inlet is investigated first. This kind of interaction can be studied using a two-dimensional analysis. The use of full Navier Stokes equations with the solution adaptive grid is made to calculate the flow field. The sidewall compression inlets are investigated next. These inlets have swept back sidewalls to allow for flow spillage. The interaction of forebody shock with the inlet sidewalls produces a fully three-dimensional flowfield due to orientation of the impinging shock as well as sweep of the inlet sidewalls. The three-dimensional thin-layer Navier-Stokes equations are used to calculate this interaction. The cowl and the inlet sidewalls are modeled by two-and three-dimensional blunt wedges respectively. The forebody shock is modeled by a planar shock generated by a sharp wedge. The physical models used to study the shock - shock interactions on the topwall and the sidewall compression inlets are shown in Figs. 2 and 3, respectively.

Edney [1] was the first to study the interaction effects experimentally. He described six types of interaction patterns depending upon the location and strength of the impinging shock. Keyes and Hains [2] continued the work of Edney for higher Mach numbers and a wide range of Reynolds number. Several investigators [3] - [15] have studied the two-dimensional shock-shock
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interaction on the cowl leading edge. Wieting [3] conducted an experimental study on the shock wave interference over a cylindrical leading edge at Mach 6.3, 6.5 and 8.0. Several semi-empirical approaches have been proposed to theoretically predict the peak heating and pressure (Refs. [4]-[8]) but they rely on several empirical inputs such as the length of transmitted shock which must be known a priori. There are very few numerical studies available due to the complexity of the problem. Tannehill et al. [9,10] presented the first successful numerical simulation of the interaction problem based on the explicit MacCormack method. White [11] solved this problem using the Reynolds-averaged Navier-Stokes equations (based on an implicit finite-volume method) and obtained results for Mach 6.0. Klopfen [12] conducted an extensive study for various Mach numbers using the second-order implicit TVD algorithm. Perry et al. [13] used the Roe scheme to solve the Type IV interactions but did not give any heat transfer results. Moon [14] provided the results for the Type III interference pattern. The study indicated that the flow for this type of interaction in the impingement region is turbulent rather than laminar. Singh et al. [15] solved the flow around complete cowl lip including the downstream effects of shock-shock interactions into the inlet. van Leer’s flux vector splitting technique was used to solve the Navier-Stokes equations on the cowl forebody and the parabolized Navier-Stokes equations on the cowl afterbody. In order to properly resolve the gradients, the adaptive grids were used.

The first systematic study of shock interaction heating in supersonic flows up to Mach 5.5 on swept and unswept fins was conducted by Newlander [16] and Carter and Carr [17]. These studies showed the heating enhancements up to 10 times the stagnation line heating for unimpinged case. Beckwith [18] and Bushnell [19] measured the heating rates on a swept cylinder close to its junction with a wedge. Glass et al. [20] investigated the effects of cowl sweep by creating a quasi-two-dimensional flow by sweeping the interaction zone. The axis of impinging shock was aligned parallel to the axis of the cylinder similar to the two-dimensional case [3]. Due to sweep, the component of flow normal to the body decreases and hence the peak values of pressure and heat transfer decrease. Holst et al. [21] conducted the first numerical simulation of full three-dimensional shock-shock interaction problem on an infinite cylinder using the explicit MacCormack scheme. The viscosity was assumed to be an order of magnitude higher than normal to physically thicken the boundary layer. A very coarse grid of 21x21x41 was employed. It gave the first insight of the difficulties associated with numerical simulation of such a complex flow. Due to coarseness of the grid and the assumption of higher viscosity, the resulting solution was at best qualitative in nature. The end effects of the inlet/body junction are neglected and the inlet sidewall is modeled by a wedge with 5° compression angle. The sweep angle is 25° for Type V interaction and the impinging shock is generated by a sharp wedge. Results of the present investigation are compared with the available experimental results.

**GOVERNING EQUATIONS AND COMPUTATIONAL PROCEDURES**

The three-dimensional Navier-Stokes equations in fully conservative form can be written in the generalized coordinates as

\[
\frac{\partial \hat{Q}}{\partial t} + \frac{\partial (\hat{E} - \hat{E}_o)}{\partial \xi} + \frac{\partial (\hat{F} - \hat{F}_o)}{\partial \eta} + \frac{\partial (\hat{G} - \hat{G}_o)}{\partial \zeta} = 0
\]

The inviscid and viscous flux vectors in generalized coordinate system are defined as

\[
\hat{Q} = \frac{1}{J} \begin{bmatrix}
\rho \\
\rho u \\
\rho v \\
\rho w \\
e
\end{bmatrix}, \quad \hat{E} = \frac{1}{J} \begin{bmatrix}
\rho U \\
\rho U u + \xi_x p \\
\rho U v + \xi_y p \\
\rho U w + \xi_z p \\
(e + p)U
\end{bmatrix}, \quad E_v = \frac{1}{J} \begin{bmatrix}
0 \\
\xi_z r_{xx} + \xi_y r_{xy} + \xi_x r_{xz} \\
\xi_z r_{yx} + \xi_y r_{yy} + \xi_x r_{yz} \\
\xi_z r_{zx} + \xi_y r_{zy} + \xi_x r_{zz} \\
\xi_z b_x + \xi_y b_y + \xi_z b_z
\end{bmatrix}
\]
The cartesian velocity components are $u$, $v$, and $w$ in the $x$, $y$, and $z$ directions, respectively. The pressure $p$ is related to the conserved variables through the ideal gas law

$$p = (\gamma - 1)[e - \rho(u^2 + v^2 + w^2)/2]$$

The equations are nondimensionalized in terms of freestream density and speed of sound. The chain rule is used to evaluate the derivatives with respect to $(x, y)$ in terms of $(\eta, \zeta)$. The cell volume is $1/J$ and the surface area of the cell in the $\eta$ direction is $|\Delta \eta|/J$. The Stokes hypothesis, $\lambda = -\frac{2}{3} \mu$, is used for the bulk viscosity, and the viscosity is evaluated by using the Sutherland’s law. The equations were suitably modified for two-dimensional analysis and are given in Ref. [15]. Also, for the three-dimensional analysis the viscous terms in streamwise and crossflow directions ($E_v$ and $F_v$) were dropped to obtain the thin-layer Navier-Stokes equations.

$$\dot{F} = \frac{1}{J} \begin{bmatrix} \rho V \\ \rho V u + \eta_z p \\ \rho V v + \eta_y p \\ \rho V w + \eta_z p \\ (e + p)V \end{bmatrix}, \quad \dot{G} = \frac{1}{J} \begin{bmatrix} \rho W \\ \rho W u + \xi_x p \\ \rho W v + \xi_y p \\ \rho W w + \xi_z p \\ (e + p)W \end{bmatrix}$$

$$\dot{F}_v = \frac{1}{J} \begin{bmatrix} 0 \\ \eta_z\tau_{xz} + \eta_y\tau_{zy} + \eta_z\tau_{zz} \\ \eta_z\tau_{yz} + \eta_y\tau_{yy} + \eta_z\tau_{zy} \\ \eta_z\tau_{zz} + \eta_y\tau_{zy} + \eta_z\tau_{zz} \\ \eta_z\beta_z + \eta_y\beta_z + \eta_z\beta_z \end{bmatrix}, \quad \dot{G}_v = \frac{1}{J} \begin{bmatrix} 0 \\ \xi_x\tau_{xx} + \xi_y\tau_{xy} + \xi_z\tau_{xz} \\ \xi_x\tau_{yx} + \xi_y\tau_{yy} + \xi_z\tau_{yz} \\ \xi_x\tau_{zz} + \xi_y\tau_{zy} + \xi_z\tau_{zz} \\ \xi_z\beta_z + \xi_y\beta_z + \xi_z\beta_z \end{bmatrix}$$

where $U$, $V$, and $W$ are contravariant velocities and are given as,

$$U = \xi_x u + \xi_y v + \xi_z w$$
$$V = \eta_x u + \eta_y v + \eta_z w$$
$$W = \zeta_x u + \zeta_y v + \zeta_z w$$

and

$$b_{zi} = u_i \tau_{zi} - \dot{q}_{zi} \quad (2)$$

The wall pressure and heat transfer are nondimensionalized with respect to the unimpinged stagnation point (line) values. For two-dimensional calculations, the unimpinged stagnation values were calculated numerically while for the three-dimensional case they were obtained by approximate correlations in order to be consistent with Ref. [2]. The unimpinged stagnation line pressure is obtained by the Rayleigh-pitot formula as

$$\frac{p_s}{p_{\infty}} = \left(\frac{6M_1^2}{5}\right)^\frac{1}{2} \left(\frac{6}{7M_1^2 - 1}\right)\frac{3}{2}$$

where $M_1$ is the normal Mach number. The stagnation line heat transfer is obtained by the following expression developed by Beckwith and Gallagher [18]

$$q_s = k_{\infty} \frac{T_{aw} - T_w}{2D} \left(\frac{2Re_{D,\infty} \mu_s}{M_{\infty} \mu_{\infty}}\right)\frac{2T_{aw} p_s}{\gamma T_s p_{aw} (p_s - 1)}\frac{4}{2}$$

$$\frac{T_{aw}}{T_s} = \sqrt{\frac{p_{aw}}{p_s}}$$
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where

\[ T_{aw} = T_e (1 + r \frac{\gamma - 1}{2} M_e^2) \]

here \( r \) is the recovery factor and is taken as 0.85 and subscript \( e \) denotes the boundary layer edge conditions.

The inflow boundary is divided into two parts: freestream conditions are maintained at all grid points above the impingement point (line). For all points below the impingement point (line), the conditions are calculated by Rankine-Hugoniot relations for the given freestream Mach number and the impinging shock angle. The outflow conditions are obtained by first order extrapolation. Along the wall, zero slip, isothermal wall, and zero pressure gradient conditions are imposed.

GRID

The first step in any numerical solution is the discretization of the governing equations from continuous domain to a set of discrete points. The choice of grid points is not an arbitrary one but is governed by the physics of the problem. Since the computer memory and speed limits the number of grid points, it is very crucial to make best use of the available resources. The grid points should conform to the boundaries and be concentrated in the regions of high gradients, such as shocks, boundary layer etc., in order to properly resolve the flow field. They must also be oriented in such a way that the grid is as nearly orthogonal as possible. Since the shock capturing algorithm was employed, the outer boundary was chosen in such a way that there were sufficient number of points between the shock and the outer boundary. The grid points were clustered normal to the body using the exponential stretching. Since heat transfer and skin friction coefficients are very strong function of grid spacing, it is very important to properly resolve the gradients. For impingement case, the distorted bow shock moves closer to the body on one side and away on the other side; thus a large number of grid points is wasted. Near the impingement point, the grid is too coarse to capture finer details of the flow. To alleviate this problem, an adaptive grid system was employed which adapts the grids during the course of the solution in order to follow the developing gradients in the physical solution. The grid points move as the solution develops, concentrating the points where they are needed the most. The total number of points were kept constant. For this, the method developed by Abolhassani et al. [25] was used. It is a very general method with capability to adapt the grids with various variables such as pressure, Mach number, shear stress etc. and is based on variational approach. It is an algebraic method and is formulated in such a way that there is no need for matrix inversion, which makes it computationally very efficient. Since the solution varies predominantly in normal direction, the grid is adapted in only one direction.

RESULTS AND DISCUSSION

The numerical scheme discussed previously has been used to compute the two-and three-dimensional shock-shock interactions on the inlet leading edge of a scramjet engine. As mentioned earlier, only Type IV interaction is considered for the topwall compression inlet since it is the most severe case in terms of pressure and heating rates on the surface. The freestream conditions used are given in Table 1; these were selected due to the availability of the experimental data. The results for the two-dimensional case are discussed first, followed by the three-dimensional results. For all cases, the undisturbed blunt body flow was calculated first and this solution was then used as initial condition for shock impingement calculations.

A schematic of the Type IV interaction is shown in Fig. 4. This type of interaction occurs when the impinging shock strikes the leading edge shock (bow shock) near the stagnation zone, where the shock is nearly normal. This produces a supersonic jet bounded by two shear layers and submerged in subsonic flow. Near the body, it produces jet bow shock and stagnation zone when it strikes the body. This produces a very complex flow field with presence of shocks, shear layers
and the jet. Type IV interaction is the most severe case and produces the largest amplification of heating and pressure.

Figure 5 shows the grid used to compute the cowl forebody flowfield. The outer boundary of the computational domain has been adapted to the distorted bow shock, which was obtained by coarse mesh calculations. Since the shock capturing algorithm has been used, the outer boundary was moved far enough to avoid shock interaction with the outer boundary. Due to poor comparison of heating rates and smearing of important flow features, [15], it was decided to use adaptive grids thereby placing the grid points where they are needed the most. Body curvature, pressure and density were chosen as weight functions to adapt the grid to the solution. The body curvature clusters the grid points very close to the body while pressure and density attract the grid points near shocks and shear layers. Thirty percent of the points were allocated for adaption by body curvature, forty percent by pressure and density and the rest were used for creating uniformity of the grid so that the grid is not too coarse in any section.

Temperature and Mach number contours are shown in Figs. 6 and 7, respectively. The distorted bow shock is clearly evident in the figures. The bow shock has moved toward the body on the windward side and away from it on the leeward side. Here windward side is defined as the upper side where the flow passes through the impinging shock before encountering the body. The interaction of the bow shock and the impinging shock produces a supersonic jet surrounded by subsonic flow. The jet terminates with jet shocks and impinges on the body producing a local zone of very high pressure and heating rates. The stagnation point moves towards the windward side. The location of the stagnation point depends upon the strength and orientation of the impinging shock. Since the grid is fine near the shocks and shear layer, the flow features are captured very well. The location of the stagnation point, jet and shear layer originating from the shock intersection can be seen clearly. The shear layer originating from the stagnation zone is much thicker on the leeward side as compared to the windward side.

Figure 8 shows the velocity vectors for the cowl forebody flow. Even though the flow is at zero angle of attack, its direction is changed as it passes through the impinging shock. The shear layer on the leeward side is seen clearly originating from the stagnation point which has moved (as compared to unimpinged case) toward the windward side.

The variation of wall pressure along the cowl forebody surface is shown in Fig. 9. The pressure is nondimensionalized by the stagnation point pressure for unimpinged blunt body flow. In order to properly visualize the effect of shock - shock interaction, the surface pressure for unimpinged blunt body flow for the same free stream conditions is also shown in the figure. The pressure on the windward side increases considerably with a localized zone of high pressure and falls below the surface pressure for unimpinged case on the leeward side. The peak value of pressure is about 9 times the stagnation point value. The results compare very well with the experimental data of Wieting [3] and numerical calculations of Klopfer [12]. It should be noted that for this case the location of the impinging shock was made to coincide with the experimental location by matching the peak pressure location.

Figure 10 shows the heat transfer along the wall on the cowl forebody. The heating rates are nondimensionalized with respect to the stagnation point heating for unimpinged case. It shows a similar behavior as the surface pressure, i.e., an increased heating on the windward side and decreased heating on the leeward side. A localized zone of intense heating is observed on the windward side. The heating rates show a remarkable improvement over the previous calculations. The results compare favorably with the experiment. The discrepancy in the peak is probably due to the unsteadiness in the flow and/or the turbulent nature of the jet as is indicated recently by Moon et al. [14]. For this case, the solution was found to be marginally unsteady as the residual did not go down more than three orders of magnitude. Also the jet oscillated slightly, thereby changing the location of the peak pressure and heating. A similar behaviour was noted for the Type IV interaction in Refs. [12] and [13].

Similar calculations were carried out for Mach 5.94 freestream conditions and the results
are shown in Figs. 11 and 12. Qualitatively these results are very similar to the Mach 8.03 conditions. The grid for this case is generated in the same way as for the previous case. The variations of surface pressure and heat transfer are shown in Figs 11 and 12 respectively. The numerical results are compared with the experimental data reported by Tannehill et al. [10] from an unpublished experiment by J. W. Keyes of NASA Langley. The computed values of surface pressure agree very well with the experimental data although the peak pressure is slightly lower than the experimental peak. Although not shown here, the peak value of the pressure matches with the numerical calculations of Tannehill et al. [10]. The variation of heat transfer on the cowl forebody is shown in Fig. 12. For heating rates, the experimental data was reported only at one point. The peak value of the heating is 6.4 times the stagnation point value, which is within the uncertainty range of the experiment.

Now, the results for sidewall compression type inlets will be discussed. As mentioned earlier, the shock-shock interaction on this type of inlet results in a fully three-dimensional flowfield. The results are presented for Type V interaction only. Calculations have been performed for Type IV interaction also [26] but the flowfield didn’t converge to a steady state solution. Further investigation of this case is currently underway. The freestream conditions used for the present calculations are given in Table 1.

The schematic diagram of the Type V interference on the swept inlet sidewall is shown in Fig. 13. The interaction of the two shocks of unequal strength produces a lambda shock which divides the flow into two portions separated by a contact discontinuity that begins at the nodal point of the lambda shock. The two sides have the same pressure and the flow direction but different magnitude of velocities, temperature and density across this discontinuity. Due to sweep of the body, the component of flow normal to the body reduces and hence the strength of the intersecting shocks decreases. The peak heating and the pressure impingement occurs at the point where the shear layer impinges at the surface. The peak value depends on various factors such as the Mach number, impinging shock angle, and sweep of the body.

A grid of 29x49x61 has been used which is clustered near the wall and the impingment location to resolve the boundary layer and the shear layer as shown in Fig. 14. Since the flow is symmetric about the stagnation plane, only one half of the flow is considered. As in the previous case, the outer boundary was moved far enough so as to avoid any interference between the shock and the outer boundary. No attempt was made to adapt the grids to the solution.

Figure 15 shows the temperature, Mach number and pressure contours in the stagnation plane with shock impingement. The temperature contours are shown in Fig. 15(a). Due to stretching, the grid away from the surface is coarse; consequently, the shock and the other flow features are smeared over several grid points. The impinging shock is clearly visible in the figure. The bow shock moves away from its unimpinged position and a shear layer is produced. The shear layer interacts with the boundary layer. Also, a transmitted shock is produced which strikes the body causing a jump in pressure and heating rates. These are typical features of the Type V interaction. There are temperature and density gradients across the shear layer. The Mach number contours are shown in Fig. 15(b); the flow is supersonic behind the bow shock and the shear layer can also be seen. Figure 15(c) shows the pressure contours in the stagnation plane. Since the pressure is constant across the shear layer, it is not visible in this figure. Some expansion waves can be seen emanating from the intersection point which reduce the surface pressure as the flow expands.

Figure 16 (taken from Ref. [1]) shows a cylindrical fin coated with temperature sensitive paint and the corresponding schlieren photograph locating regions of high pressure and heat transfer for Type V interference. It should be noted that the freestream conditions for this case are slightly different but it shows a typical Type V interaction. The corresponding numerical solutions are shown in Figs. 17 and 18. The surface pressure contours are shown in Fig. 17 and the stagnation plane pressure contours in Fig. 18. The numerical solution captured the first two (A and B) peaks in pressure and heat transfer. The third peak (C), caused by the flow separation near the end, is absent in the numerical solution due to the assumption of infinite length of the body. The behavior of bow shock near the impingement point is very well captured by the numerical scheme.
The comparison of Figs. 16(b) and 18 shows how well the physical phenomenon is captured by the numerical scheme.

Figures 19 and 20 show the variation of pressure and heat transfer along the surface. They are nondimensionalized with respect to the unimpinged stagnation line values. Figure 19 shows the comparison of stagnation line pressure with the experimental data of Keyes and Hains [2] and numerical calculations of Holst et al. [21]. In the experimental set up, the interaction point was only 3 cm downstream from the end of the cylinder (z = 0) and, therefore, there was some relieving effect (Fig. 16). But in the present calculations, the body is assumed as infinite in length and hence no relieving effect is allowed. Due to this discrepancy, the results do not match near the end. However, the results compare fairly well away from the end point. The peak value of the pressure is caused by the interaction of the transmitted shock with the boundary layer and it is very well captured. The flow overexpands and then recompresses back to the unimpinged value. The peak value of the pressure is about 2.2 times the unimpinged stagnation line pressure. The variation of the stagnation line heat transfer is shown in Fig. 20. In this case also, the comparison is poor near the end for the same reasons as explained earlier. But away from the end, results compare fairly well. As expected, the heat transfer follows the same general trend as the pressure. The peak value of heat transfer is about three times the unimpinged stagnation line heat transfer. The experimental data is available only for the stagnation plane.

The results from the present calculations show a remarkable improvement over Holst's calculations due to various factors. The flow field is much better resolved due to a finer grid and no artificial thickening of the boundary layer has been imposed. Also, in Holst's calculations, the flow variables at the z=0 boundary were held fixed for all time equal to the unimpinged flow solution, which is incorrect for the impinging shock case.

CONCLUSIONS

The numerical scheme mentioned previously has been used to compute the two- and three-dimensional shock-shock interaction on the inlet walls of the scramjet engine. For the topwall compression inlet (two-dimensional model) the Type IV shock-shock interaction is investigated since it is the most severe one, producing maximum increase in pressure and heating rates. To resolve the finer details of the flow, adaptive grid technique has been used. All flow features were captured by the numerical calculations and the results compare very well with the experimental data. In the case of sidewall compression type inlet (three-dimensional model), the Type V interaction is studied. In this case also the results agree very well with the experimental data.
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Table 1: Freestream conditions.

<table>
<thead>
<tr>
<th>$M_\infty$</th>
<th>$Re_D$</th>
<th>$T_w/T_\infty$</th>
<th>Rn</th>
<th>$\delta$</th>
<th>Type of Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.03</td>
<td>387500</td>
<td>2.382</td>
<td>0.076</td>
<td>12.5</td>
<td>IV (2D)</td>
</tr>
<tr>
<td>5.94</td>
<td>186000</td>
<td>6.857</td>
<td>0.025</td>
<td>15.0</td>
<td>IV (2D)</td>
</tr>
<tr>
<td>5.94</td>
<td>180000</td>
<td>6.611</td>
<td>0.025</td>
<td>10.0</td>
<td>V (3D)</td>
</tr>
</tbody>
</table>
Figure 1: Airframe-integrated scramjet-engine concept.

Figure 2: Physical model for shock-shock interaction on the topwall compression inlet (2D).
Figure 3: Physical model for shock-shock interaction on the sidewall compression inlet (3D).

Figure 4: Schematic diagram for the Type IV interaction on the cowl.
Figure 5: Cowl forebody grid for Mach 8.03 computations (adapted).

Figure 6: Temperature contours for the cowl forebody, $M_{\infty} = 8.03$. 
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Figure 7: Mach number contours for the cowl forebody, $M_{\infty} = 8.03$.

Figure 8: Velocity vectors for the cowl forebody, $M_{\infty} = 8.03$ with adapted grid.
Figure 9: Variation of surface pressure for the cowl forebody, $M_\infty = 8.03$.

Figure 10: Variation of surface heat transfer for the cowl forebody, $M_\infty = 8.03$. 
Figure 11: Variation of surface pressure for the cowl forebody, $M_\infty = 5.94$.

Figure 12: Variation of surface heat transfer for the cowl forebody, $M_\infty = 5.94$. 
Figure 13: Schematic diagram for Type V interaction on the swept sidewall.

Figure 14: Grid distribution on the inlet sidewall.
Figure 15: Temperature, Mach number and Pressure contours in the stagnation plane.

Figure 16: Local regions of high heating rates and corresponding schlieren photograph (Ref. 1).
Figure 17: Surface pressure contours on the inlet sidewall.

Figure 18: Pressure contours in the stagnation plane.
Figure 19: Comparison of surface pressure with the experimental data.

Figure 20: Comparison of surface heat transfer with the experimental data.
ZONAL ANALYSIS OF TWO HIGH-SPEED INLETS

A. D. Dilley, G. F. Switzer, and W. M. Eppard*
Analytical Services and Materials, Inc.
Hampton, VA 23666

ABSTRACT

Using a zonal technique, thin-layer Navier-Stokes solutions for two high-speed inlet geometries are presented and compared with experimental data. The first configuration consists of a three-dimensional inlet preceded by a sharp flat plate. Results with two different grids demonstrate the importance of adequate grid refinement in high-speed internal flow computations. The fine grid solution has reasonably good agreement with experimental heat transfer and pressure values inside the inlet. The other configuration consists of a three-dimensional inlet mounted on a research hypersonic forebody. Numerical results for this configuration have good agreement with experimental pressure data along the forebody, but not inside the inlet. A more refined grid calculation is currently being done to better predict the flowfield in the inlet.

INTRODUCTION

The design and analysis of hypersonic air-breathing vehicles, such as the National Aerospace Plane (NASP), requires accurate prediction of propulsion system performance. Computational Fluid Dynamics (CFD) is being challenged to play a major role in the analysis of hypersonic air-breathing vehicles, because of a lack of ground test facilities to simulate the entire hypersonic flight regime and design time constraints. Existing computational tools are therefore being refined and calibrated using existing wind tunnel data, and wind tunnel tests are planned to enlarge the available hypersonic database. Comparisons of this wind tunnel data with CFD predictions will build confidence in the ability of CFD to provide accurate performance predictions for hypersonic air-breathing vehicles.

The CFD analysis of a hypersonic air-breathing propulsion system requires analysis of the entire vehicle, because the forebody externally compresses the flow ahead of the inlet and the afterbody externally expands the flow from the nozzle. Therefore a nose-to-tail CFD capability is necessary for realistic CFD analyses of hypersonic air-breathing vehicles. In an effort to develop a nose-to-tail capability, a zonal technique has been implemented in an upwind, finite volume thin-layer Navier-Stokes solver, CFL3D (reference 1). Results from the CFL3D code have previously been compared with experimental data for hypersonic laminar and turbulent forebody flows (reference 2), turbulent flow in a two-dimensional hypersonic inlet (references 3 and 4) and hypersonic laminar flows with inviscid/viscous interaction (reference 5). The zonal or patched grid approach was used by Thomas et al (reference 4) in the analysis of turbulent flow in several two-dimensional hypersonic inlets. The zonal approach allows regions of a complex flowfield to have different grid topologies while computing the entire flowfield with the same CFD code. Zonal grids may also lead to more efficient solution procedures by tailoring the grids to the local geometry and flow physics, and this can eliminate wasted points and inefficient grid topologies.

A recent joint government/industry code validation effort (Generic Option #2) included an extensive ground test program. The data from these ground tests are now available in a final report (reference 6).

*This work was supported by the Computational Methods Branch, Fluid Mechanics Division of NASA Langley Research Center under contract NAS1-18599.
Several inlet models were tested as part of this program, and data from the inlet tests have been used in a code validation effort using the zonal version of CFL3D. The previous code validation of CFL3D (references 3 and 4) involved two-dimensional inlet geometries. The inlets tested as part of the Generic Option #2 program have three-dimensional geometries and are mounted on representative forebodies. Numerical solutions for two of these inlets are compared below with experimental data to calibrate the forebody/inlet zonal approach implemented in CFL3D.

MODEL GEOMETRY AND COMPUTATIONAL GRIDS

Several inlet models were tested in the Calspan 96 Inch Shock Tunnel as part of the Generic Option #2 program. The objective of these tests was to obtain detailed forebody and internal flowfield measurements on NASP-like geometries at NASP-like freestream conditions. The data from the tests was intended to provide a database for validating CFD codes at hypersonic flow conditions. Numerical solutions for two of these inlets, the 2-D Internal Flow Model and the 3-D Forebody/Inlet Integration Model, are compared with data from the final report (reference 6) for the purpose of validating the zonal forebody/inlet version of CFL3D. The geometry definitions of these two configurations were based upon data from the model designers and the final report. All computational grids were generated using a modified transfinite interpolation (algebraic) grid generation method (reference 7).

The 2-D Internal Flow Model is shown in figure 1. This model consists of an inlet preceded by a flat plate. The geometry used in the present study has a sharp leading edge, however a blunt leading edge model was also tested at Calspan. The inlet was designed to have the bow-shock impinge on the cowl-lip at a freestream Mach number of 12. The inlet sidewalls have a sweep of 45 degrees, but no sidewall compression. In this analysis, the cowl leading edge is also sharp. The inlet was designed to be tested at several contraction ratios; the configuration used in this study has a contraction ratio of five.

The grid topology for the 2-D Internal Flow Model is shown in figure 2. The grid for this model consists of five blocks/zones with half the inlet gridded because of symmetry considerations. A two-dimensional boundary layer solution is stored in the first block to initialize the inlet calculation. A one-to-one patch interface boundary condition between blocks one and two communicates the boundary layer solution to the inlet. Block two starts ahead of the 8 degree ramp to capture any ramp-induced separation bubbles. Block three has grid stretching from the sidewall and is patched into block two. The sidewall sweep is modelled in block three by a "jagged" wall/no wall boundary condition allowing the cross-sectional grid to remain in a vertical plane, thus simplifying the grid generation. The internal portion of the inlet consists of the last two blocks. In CFL3D, turbulent flow from two opposing surfaces, such as a cowl and a ramp, cannot be calculated with one computational block, but requires upper and lower computational blocks as shown in figure 2.

The 3-D Forebody/Inlet Integration Model is shown in figure 3. This model has a blunt nosetip with a nose radius of 0.27 inches, followed by a 3 degree forebody. A system of lower surface compression ramps (7 degrees and 11 degrees) precedes the inlet. The inlet module was designed to have the bow-shock impinge on the cowl-lip at a freestream Mach number of 16.5. Also, the inlet module has no sidewall sweep and no sidewall compression. The inlet was designed to test several contraction ratios; the configuration used in this study has a contraction ratio of two.

The grid topology for the 3-D Forebody/Inlet Integration Model is shown in figure 4. The grid consists of three computational zones: the blunt nose, the forebody and the inlet. As before, half the configuration is gridded because of symmetry considerations. The blunt nose zone, the forebody zone and the location of the inlet at the outflow plane of the forebody are indicated in figure 4. The inlet zone (not shown) consists of two internal blocks similar to the 2-D Internal Flow Model. Patch interface boundary conditions connect the zones, allowing information to pass from one zone to the adjacent zone.
Figure 1. Schematic of 2-D Internal Flow Model.

Figure 2. 2-D Internal Flow Model grid topology.
Figure 3. Schematic of 3-D Forebody/Inlet Integration Model.

Figure 4. 3-D Forebody/Inlet Integration Model grid topology.
DISCUSSION OF RESULTS

The Generic Option #2 program has provided a large amount of test data on NASP-like geometries at NASP-like freestream conditions. This data is currently being used in validating CFD codes at hypersonic flow conditions. Numerical solutions for two inlet geometries tested at Calspan are compared with test data as part of a code validation effort at the NASA Langley Research Center. In analyzing these comparisons, the term, $y^+$, will be used. Here, $y^+$ is defined as:

$$y^+ = \frac{\Delta y \left( \frac{\tau_w}{\rho} \right)^{1/2}}{\nu}$$

where $\Delta y$ is the normal distance of the first cell center off the body, $\rho$ is the density, $\tau_w$ is the wall shear stress and $\nu$ is the kinematic viscosity. Generally, smaller values of $y^+$ indicate a finer grid near the body. The numerical solutions presented below are not considered to be grid converged, but are of use in assessing the forebody/inlet capabilities of the zonal version of CFL3D. In one case, a grid refinement calculation is underway and results may be available for the oral presentation. Both inlet calculations used a Baldwin-Lomax turbulence model (reference 8) to model turbulent flow regions.

The 2-D Internal Flow Model consists of an inlet module preceded by a flat plate. The model was designed to have high contraction ratio, internal flow passages which admitted instrumentation to make off-body flow field measurements. The model instrumentation was concentrated in the inlet module and included heat transfer and pressure gauges, along with several pitot pressure rake measurement stations. The heat transfer and pressure gauges were located along the centerline of the inlet and 0.35 inches from the sidewalls.

Results for the 2-D Internal Flow Model are shown in figures 5 through 10. The freestream conditions for this case were: a zero degree angle of attack, a Mach number of 12.26 and a Reynolds number of 1.049 million per foot. A two-dimensional laminar boundary layer solution provided the inflow boundary condition. A symmetry-plane boundary condition was imposed at one spanwise boundary and a "jagged" wall/no wall boundary condition at the other spanwise boundary. A fixed wall temperature was imposed on all surfaces. Based on the CFD analysis in the final report (reference 6), linear transition to turbulence on the ramp was initiated at the start of the ramp, and the flow was fully turbulent halfway up the ramp. On the cowl, following a two inch transition region, the flow was fully turbulent after the ramp shock had impinged on the cowl surface. The sidewall was treated as laminar throughout the inlet module. There was no special modelling of the corner interaction between the laminar sidewall and the turbulent cowl/ramp.

Numerical solutions were obtained on two different grids. The coarse grid consisted of five blocks (see figure 2) with 10x75x3 in block one, 10x75x10 in block two, 30x75x20 in block three, 30x38x72 in block four and 30x38x72 in block five. The grid specification gives the number of spanwise points, the number of normal points and the number of axial points. The fine grid was intended to improve the results in the internal portion of the inlet. Therefore, only blocks four and five were refined with 29x49x73 points each. The fine grid reduced the maximum $y^+$ by a factor of 10.

Qualitative features of the flow are shown in figures 5 and 6. In figure 5, total Mach number contours are plotted at several cross-sections. The effect of the "jagged" wall/no wall boundary condition can be seen in the boundary layer development on the sidewall. In figure 6, total Mach number contours are plotted along the symmetry plane. Separation occurs at the following locations: (1) ahead of the ramp, (2) on the cowl where the ramp shock impinges on the cowl surface and (3) on the ramp where the flow expands over the ramp shoulder. Although not shown, the fine grid solution has larger separation regions than the coarse grid solution. These results contrast with the laminar results of Reddy et al (reference 9). That laminar calculation predicted attached flow throughout the inlet. The Mach wave from the strong interaction at the sharp leading edge of the flat plate is evident and impinges on the cowl at approximately 42 inches from the...
Figure 5. Cross-sectional Mach numbers inside inlet - 2-D Model.

Figure 6. Symmetry plane Mach numbers inside inlet - 2-D Model.
flat-plate leading edge. The coalesced ramp and cowl shock reflect on the ramp surface and the cowl surface before exiting the inlet.

Comparisons of computed surface pressure and experimental pressure data are shown in figures 7 and 8. The heat transfer comparisons are shown in figures 9 and 10. The computed centerline values match the experimental data reasonably well. The fine grid solution has better agreement with the experimental peak heat transfer and pressure, especially on the ramp centerline. The side plane comparisons exhibit similar trends. The fine grid solution has a sharper resolution of internal shocks and their impingement on the ramp and cowl surfaces. The sharper resolution of internal shocks results in more accurate predictions of the peak values of heat transfer and pressure as shown in these figures. The coarse grid solution has a maximum $y^+$ of approximately 8; whereas the fine grid solution has a maximum $y^+$ of approximately 0.75. The improvement in $y^+$ also results in better heat transfer predictions. Overall, the computed flow features generally match the experiment well.

The 3-D Forebody/Inlet Integration Model consists of a blunt nose forebody with a system of lower surface compression ramps preceding the inlet. The model was designed to study the surface and off-body flowfield characteristics associated with the external/internal contraction regions of an integrated inlet geometry. The model instrumentation included heat transfer and pressure gauges distributed on the lower forebody surface and inside the inlet module, along with several pitot pressure rake measurement stations. Heat transfer and pressure gauges were located on the forebody centerline and on several off-centerline forebody rays. On the inlet cowl and throat block, heat transfer and pressure gauges were located on the centerline and 0.35 inches from the inlet sidewall. The throat block is the extension of the lower forebody surface into the inlet module.

Results for the 3-D Forebody/Inlet Integration Model are shown in figures 11 through 15. The freestream conditions were: a zero degree angle of attack, a Mach number of 11.31 and a Reynolds number of 9.893 million per foot. These conditions correspond to the "underspeed condition" given in the final report (reference 6). The blunt nose region was laminar, and transition to turbulence occurred several inches downstream of the blunt nose. Based on the final report (reference 6), the flow was fully turbulent by fuselage station 6, the first heat transfer gauge on the forebody. The flow in the inlet module was treated as fully turbulent from all surfaces, including the sidewall. This was done by using the two wall/one corner turbulence model in CFL3D and two internal computational blocks. The corner modelling allows turbulent flow from a sidewall to interact with turbulent flow from a cowl or a ramp. Symmetry-plane boundary conditions were imposed at the top and bottom centerlines of the forebody and the centerline of the inlet module. The inlet module had no sidewall sweep, therefore a "jagged" wall/no wall boundary condition was not required. A fixed wall temperature was imposed on all forebody and inlet surfaces.

The grid consisted of three computational zones with 41x65x25 on the blunt nose, 65x65x55 on the forebody and 45x65x100 in the inlet. The grid specification gives the number of circumferential points, the number of normal points and the number of axial points. The solution on this grid has a maximum $y^+$ of approximately 5. To reduce the maximum $y^+$, a finer grid is being used in a new calculation for this configuration. However, results from that calculation were not available for inclusion in this paper.

Pressure contours in the symmetry plane, in the outflow plane and on the bottom surface of the forebody are shown in figure 11. The bow shock and both ramp shocks are clearly visible in these contours. In figure 12, computed forebody pressures are compared with experimental data along the centerline and along a ray off the centerline. The agreement in this case is good. The forebody heat transfer comparisons (not shown) are poor. Contours of total Mach number at various cross-sections inside the inlet are shown in figure 13. The flow is from left to right. A large buildup of the boundary layer develops on the lower symmetry plane of the forebody and is evident partially into the inlet. Figures 14 and 15 show comparisons of computed pressures with experimental data on the cowl and the throat block of the inlet. The agreement here is not as good as on the forebody. A more refined grid calculation is currently underway. The more refined grid solution is expected to give better resolution of internal shocks, and therefore improve the pressure comparisons in the inlet and provide reasonable heat transfer comparisons. Results from the refined grid calculation may be available for the oral presentation.
**Figure 7.** Pressure comparisons between CFL3D and experiment - 2-D Model, ramp centerline and cowl centerline.

**Figure 8.** Pressure comparisons between CFL3D and experiment - 2-D Model, ramp side plane and cowl side plane.
Figure 9. Heat transfer comparisons between CFL3D and experiment - 2-D Model, ramp centerline and cowl centerline.

Figure 10. Heat transfer comparisons between CFL3D and experiment - 2-D Model, ramp side plane and cowl side plane.
Figure 11. Pressure contours - 3-D Model, symmetry plane, outflow plane, and windward surface.

Figure 12. Pressure comparisons between CFL3D and experiment - 3-D Model, lower surface centerline and off-centerline.
Figure 13. Cross-sectional Mach numbers inside inlet - 3-D Model.

Figure 14. Pressure comparisons between CFL3D and experiment - 3-D Model, cowl surface centerline and off-centerline, inside inlet.
Figure 15. Pressure comparisons between CFL3D and experiment - 3-D Model, throat block surface centerline and off-centerline, inside inlet.
CONCLUSIONS

Using a zonal technique, computational results for two high-speed inlet flows have been obtained and compared with experimental data as part of a code validation study. The ability of the zonal version of CFL3D to supply reasonably accurate flow predictions for simple high-speed inlets is demonstrated by the 2-D Internal Flow Model results. These results indicate the importance of adequate grid refinement in calculating internal flows with shocks. The fine grid results exhibit better agreement with the peak values of the experimental heat transfer and pressure, and have reasonably good agreement overall with the experimental data. However, the agreement for the 3-D Forebody/Inlet Integration Model is not as good for the flow in the inlet. A more refined grid solution for this geometry is currently underway. Based on the 2-D Internal Flow Model results, grid refinement should improve the agreement with the experimental data and demonstrate the forebody/inlet capabilities of the zonal version of CFL3D.
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ABSTRACT

The control point method of algebraic grid generation is briefly reviewed. The review proceeds from the general statement of the method in two dimensions unencumbered by detailed mathematical formulation. The method is supported by an introspective discussion which provides the basis for confidence in the approach. The more complex three-dimensional formulation is then presented as a natural generalization. Application of the method is carried out through two-dimensional examples which demonstrate the technique.

INTRODUCTION

The Control Point Form (CPF) of algebraic grid generation (reference 1,2) has recently emerged as a powerful interactive tool for a wide range of geometrical applications. While the basic action comes from the motion of a single control point, various automatic features are evolving for a group of control points. The current implementation of CPF is being extended from simple two-dimensional geometries to complex three-dimensional configurations. To keep pace with this trend toward increased problem complexity and the implied increase in required grid points, enhancements to the method are being pursued. A primary method of enhancement which is quite fashionable, in light of the current computer technology, is the development of robust automation procedures. This practical avenue is proceeding along several fronts spurred chiefly by the desire to maintain operational manageability. The benefits derived from increased manageability become more pronounced as the geometrical complexity increases. Self-sustaining strategies to deal with the complexity issue, such as establishing a multi-block environment, do not, in general, directly address the issue as viewed from the CPF perspective. However, operating within a multi-block surrounding does provide a natural network supporting numerous automation strategies.

* Support given by The U. S. Air Force under AFOSR contract F49620-89-C-0096 and by NASA under Grant NAG 3-877 when author was with Columbia University.
In the current codes, the basic strategy of block interface manipulation has been demonstrated. This is addressed specifically here in the manipulations required to successfully treat periodic boundaries for cascades. This occurs by the periodic tie of two control points and use of free form boundary capability. The potential gain achievable by automating unit operations becomes even more obvious as the number of required points increases.

The actions where it is particularly advantageous to be performed automatically include motion of junctures between blocks, enforcement of boundary orthogonality, and the creation of desired distributions such as uniform or expanding. For example, the objective in implementing automatic boundary orthogonality is the construction of a single command to concurrently reposition all the control points adjacent to a given boundary sector. This would, when chosen, supplant the corresponding tedious interactive option of adjusting each control point successively.

Further features include the dynamic adjustment of the number of control points in each direction and the free form construction of boundaries with more control points than are employed in the given directions within the grid blocks.

Another prominent issue arises when it is necessary to maintain a prescribed boundary geometry while generating a grid for this boundary curve or surface. Enhancements along this line would be particularly welcome and beneficial. Numerical simulations of fluid flow, particularly in the cases where small perturbations in geometry may induce significant changes in the predicted flow field variables, constitute a conspicuous arena where advances in this direction would be highly profitable. Continuing with the subject of fluid flow, the boundary orthogonality procedure alluded to previously can be called upon repeatedly. Through this mechanism, it is possible to extend a simple grid into the interior flow field. This facility requires the automatic movement of bands of control points adjacent to the region of interest.

Since the method is inherently general, the capability exists to advance the automation features to the point where all control points would be determined simultaneously. This brings the stage where solution adaptive techniques could be applied given an arbitrary grid and a reasonable process of attaching a control net to that grid.

OVERVIEW

This section will present the discussion of the following topics: (1) **CPF** methodology and its construction from the transfinite and multisurface techniques; (2) Initialization process which concerns what basic requirements must be established for a control point formulation; and (3) Movement procedures for points once an initial control net is established. The intent of this section is to provide
a suitable background to discuss the formulation without relying on lengthy mathematical development. The delivery of concepts will be to initially present them in the particular and next generalize as, for example, first give the significance of a concept in two-dimensions and then expand to three-dimensions. The intent of this paper is to provide appreciation for CPF and its utility. If all goes well, the reader can begin to apply the method with only a modest need to acquire elsewhere greater detail for his particular application.

The CPF Methodology

In the following development, we will be concerned with transformations from some rectangular cartesian coordinate domain which covers the field of interest to a general curvilinear coordinate system. Alternative coordinate domains exist as candidates but rectangular cartesian coordinates provide the most suitable framework for this discussion. Aside from historical convenience, it is also a short step from a general cartesian coordinate domain to the domain of indices where the spacing between them is unity. This, of course, assumes a finite representation in the form of a grid so that grid point indices are definable. Coming from the other direction, it is now a simple conceptual task to mark off an index array which is now in a one-to-one correspondence with grid points. While this can be done in a number of ways, the size of the domain is translation invariant. The result is a mapping relating a simple indexed system to a more complex physical space coordinate system. It is also permissible to rescale the domain to an arbitrary rectangular region. This is convenient in some instances. For computations, however, the index space is usually preferred. With this utilization of rectangular domains, we advance to the subject of transfinite interpolation.

Transfinite interpolation is covered in detail in the literature (reference 3,4). A brief presentation is given here to establish its connection with CPF. Transfinite interpolation was so named for its attribute of matching the interpolated function at an infinite set of points. In this procedure, a function on a region is represented in terms of functions on the region boundaries. To set this in terms of our rectangular domains as discussed above, the function would be specified along the boundaries in the curvilinear coordinate system. By blending corresponding boundaries values, an interpolated value can be calculated for any point in the region. The transfinite procedure, by design, interpolates exactly along each boundary. For grid generation procedures, transfinite interpolation takes on the simple abstract form.

\[ X(\xi,\eta) = U \oplus V = U + V - UV \]  

(1)
Here $\mathbf{X}$ is the two dimensional coordinate vector of position and $\xi, \eta$ are curvilinear coordinates. The interpretation of $U$ and $V$ are explained easily in terms of our above discussion. The variable $U$ can be considered as a univariate interpolation in computational coordinate directions of the values of the position coordinate and derivatives (up to some order $n$) of the position coordinate. This interpolation would be carried out over a range of curves in the curvilinear direction of choice, say $\xi$. Then, likewise, $V$ would be another univariate interpolation with respect to the curvilinear variable $\eta$. This second interpolation would, of course, interpolate the position vector and its derivatives through order $n$, but along curves of constant $\xi$ in this instance. It was pointed out that the transfinite procedure interpolates exactly along the boundary. With this in mind, we now discuss the significance of the product term and its sign in the above equation. We have already accounted for the terms $U$ and $V$ as being separate univariate interpolations in the respective curvilinear directions of $\xi$ and $\eta$. It is also clear that these two separate interpolations must have common nodes corresponding to their intersection. At these nodes the interpolation is, in effect, being counted twice. The product term $UV$ is equivalent, in the overall interpolation, to the contribution arising from the set of intersection nodes of the separate univariate interpolation curves. It can be stated then that $UV$ is the product projection term resulting from the separate univariate operations being applied consecutively. This product projection term must bear a negative sign to provide proper cancellation in the net interpolation, since these points have contributed once in the first interpolation $U$ and again in the second interpolation phase $V$. By supplying the product term $UV$, the interpolation at boundaries formed of sets of constant $\xi$ and $\eta$ curves reduces to the values specified by either $U$ or $V$ as appropriate. This is the designed nature of the transfinite interpolation procedure and is most easily visualized in the special case where the interpolation is specified only in terms of the bounding curves. The set of points involving the product term $UV$ is then merely the four corner points of the region.

We now wish to state a few characteristics that should not be overlooked. First, the transfinite procedure is a Boolean sum procedure and is well defined when the order of carrying out the operation is immaterial. Second, the product projector term is an important interpolator in its own right, but one which interpolates over the set of intersection points. It is often referred to as the Tensor product interpolator. Third, the extension to higher dimensions is conceptually straightforward. Fourth, many variations exist in the specification of the number and choice of curves as well as in the choice of interpolating functions. In continuation, we consider the three-dimensional environment where both curves and surfaces represent the basic construction elements.

Following the above nomenclature, the transfinite interpolation in three dimensions can be compactly expressed as a sum of interpolation operators. Again, in the context of coordinate generation, it is
appropriate to express this in terms of the general position vector as follows:

\[ X(\xi, \eta, \zeta) = U \oplus V \oplus W = U + V + W - U V - U W - V W + U V W \]  

The extra curvilinear coordinate \( \zeta \) has been introduced as well as the interpolation function \( W \). It remains to discuss the significance of the respective terms in the above equation.

To reveal the structure in three-dimensions, it is convenient to take the special case where the interpolation is in terms only of the specified functions on the bounding surfaces. To visualize this, consider a rectangular region with \( U, V, \) and \( W \) each specified on respective pairs of opposing surfaces. These surfaces comprise the boundary of the rectangular domain. Each pair of opposing surfaces is identified by the variable held separately constant.

With regard to the curvilinear variable \( \xi \), then \( U \) would be a specified function of \( \eta \) and \( \zeta \) on one boundary and another function of these two variables on the opposing boundary. This assignment proceeds in a cyclical fashion for the \( V \) and \( W \) boundary surfaces which are labeled here by constant \( \eta \) and \( \zeta \), respectively. We now examine the origin of each of the terms in the three-dimensional transfinite interpolation expression presented above.

To facilitate this process, let us orient the boundaries such that \( \xi \) is directed side-to-side, \( \eta \) top-to-bottom and \( \zeta \) front-to-back. Then \( U \) can be the interpolation between side-to-side surfaces, \( V \) between top-to-bottom surfaces and \( W \) between front-to-back surfaces. These three interpolations relate to the respective \( U, V, W \) terms in the three-dimensional transfinite interpolation equation. The \( U V \) term arises since the four front-to-back edges formed by the intersection of the side-to-side and top-to-bottom surfaces have each contributed twice, once through \( U \) and again through \( V \). An identical argument holds for the other two sets of four edges corresponding to the product terms \( U W \), relating to the top-to-bottom edges; and \( V W \) relating to the side-to-side edges. Of course, each is fixed with a negative operator. Thus, the three binary product terms are directly related to the three corresponding set of edges as just identified. It now remains to explain the ternary product \( U V W \). This is explained by examining the corner points of the region. It can be seen that each corner point contributes once through each of the \( U, V, \) and \( W \) interpolations and then is subtracted for each of the binary product terms \( U V, U W, \) and \( V W \). The effect, so far, is that the eight corner points have not contributed to the overall interpolation. The \( U V W \) term contains the collective contribution of these points to the interpolation and hence is positive. This establishes the framework to progress to the multi-surface concept and its role in the CPF methodology.
We now present a brief description of the multisurface transformation. The geometrical picture in this instance parallels that of the transfinite interpolation procedure laid out above. We will reconstruct the geometry framework so that it will be clear what the connection is between the two procedures.

The multisurface transformation can be viewed as a general technique of connecting coordinates between specified boundaries. In two dimensions, these boundaries can be viewed as distinct curves in space separated by some value of a given curvilinear variable. A second curvilinear variable would vary along these boundary curves. As in the case of transfinite interpolation, the picture easily generalizes to surfaces separated by a constant value of a curvilinear variable. In this instance, it follows that each surface is coincident with a pair of second and third curvilinear variables. Within this framework of an interacting net of families of coordinate lines, the multisurface transformation proceeds by providing for the arbitrary specification of additional curves or surfaces to be used as auxiliary instruments to control grid structure. The discussion will continue with the focus on auxiliary curves with the understanding that this line of argument extends directly to surfaces.

Once a set of auxiliary curves is established, a vector field of smooth tangents is constructed in correspondence with lines connecting the selected auxiliary curves and boundaries. The lines used to construct these tangents are simply defined as vector differences between positions on successive auxiliary curves. The position vector serves as the direct connection between the transfinite and multisurface transformations. The critical differentiation between the two is that, unlike the aforementioned property of the transfinite procedure, the multisurface transformation does not require that the interpolation match any of the auxiliary curves. In the latter case, it is only required that the interpolation match the inner and outer boundaries. In this respect then, the multisurface method described by Eiseman is a very flexible univariate scheme which is similar to Be'zier and B-spline approximation (reference 5), where parameters defining a curve are not necessarily on the curve. The idea of curves extends also to surfaces.

We are now at a point where we can assemble the CPF structure from the transfinite interpolation and multisurface transformation. The result will be a procedure whereby a sparse collection of control points along with the specified boundaries is used to form the transformation and then to generate the grid with any number of desired points. The following discussion will indicate how the transfinite and multisurface concepts lead to a class of coordinate transformations, whereby the interior form of the coordinates can be manipulated in a local fashion and whereby any boundary can be specified or manipulated in a similar fashion.

At the outset, we are given a logically ordered array of control points together with specified boundaries. Because of the intrinsic
property of the multisurface constructs, the control points become
direct controls over the curvature of the generated curve. The
philosophy behind the origin of the net of control points is discussed
in the separate initialization section which follows this section.

The specific boundaries are included in the transfinite rather than
the tensor product assembly of directions. Recall that the tensor
product was introduced above as an interpolation procedure involving a
collection of points.

The specific collection of points were the result of either an
intersecting net of curves or surfaces. In the present assembly, new
constructive elements are introduced by altering the basic parts upon
which the multisurface transformation is applied. When the parts are
one- or two-dimensional, the first and last elements of each sequence
for a multisurface construct are replaced by the specified boundary
parts at the corresponding location. This replacement is just a
substitution of a specified boundary part for a corresponding part
generated by control points. We can review this process by drawing
upon our image of the rectangular domain. The assembly proceeds in
two dimensions by first taking the sum of the constructs with
specified boundaries; by then observing that the sum of a control
point curve and a specified curve appears over each domain boundary;
and finally, by noting that the specified boundaries can be matched by
subtracting the tensor product transformation so that the resultant
transformation will match all the boundaries. This represents the
Boolean sum process and this assembly is thus transfinite. With some
algebraic manipulation, the transfinite form just obtained can be
nicely separated into a Tensor product core transformation with four
adjustment terms for the boundary blending action. This separation is
achieved through the inclusion of on-off factors to switch between
specified (transfinite) or free-form (control point) boundaries as the
switch values go between one and zero, respectively. In a similar but
more complex fashion, this strategy can be established in three-
dimensions. In that context, there are now two nontrivial boundary
parts represented by faces and edges which can similarly be given on-
off switches.

Initialization

Now that the construction of CPF has been laid out, it is appropriate
to discuss in more detail the initialization procedure. The basic
requirements to establish a control point transformation are the
specified boundaries, their respective on-off switches, the number of
grid points for each direction, the number of control points for each
direction and the position of those control points. The last concern
is the primary concern since the others are usually introduced as
input. Impetus from the desire to be able to automate the process of
control point determination and, hence, be free of the tedious manual
control is the main guiding force in the following rationale.
The basic automatic control net determination comes from the "attachment" to an existing transformation. The process starts with the existing transformation either in analytical form or in the discrete form of a grid. This allows for considerable flexibility while introducing only a modest constraint. A simple way of giving an analytical form of attachment and perhaps the most efficient is to employ a transfinite interpolation which assembles linear interpolations between all specified opposing boundaries. Of course, as follows from our discussion above, it is a mapping which conforms to all boundaries. Implied mappings exist in the case where a coordinate grid is given. In this instance, it is convenient to index the grid points and thus establish our aforementioned rectangular domain determined by the minimum and maximum index in each direction. As before, the index grid is simply cartesian with unit spacing in each direction. In either the analytical or the discrete case, the common element is the mapping from a given simple domain to the more complicated region of interest. This should sound familiar and it should be of no surprise that in both cases the domain can be assumed to be rectangular. Because of their simplicity, control points can be easily placed in locations that would produce a control point transformation of the rectangle onto itself which would also move no point: that is, we can exactly reproduce the identity map! With this exactness, here, we then consider the more general given map and use it to send the control points from the rectangular domain into the image region of interest. This then automatically defines the control net on the physical region and provides an approximation to the originally given transformation. It turns out in most cases that even with a modest number of points the degree of approximation is quite good. Aside from providing for automatic initialization, we also receive the capability to locally modify virtually any existing transformation be it analytically defined or defined in the form of a grid.

The main part of the initialization concerns the placement of control points in the field. There is also an avenue to specify the boundaries in a control point form with a different number of points. Examine the situation of an increase in the number of control points. For each boundary, the strategy is to attach, as above, to a simply constructed or given boundary and then to move the richer supply of control points about to model the shape into the desired form. The results so obtained can be used either directly or in reparameterized form. In the latter case, the attachment and manipulation process can be employed again, but now in the parameter space.

Movement of Control Points

Once an initial control net is established, a number of strategies exist regarding the movement of these points. Movement can be accomplished through global strategies such as those based on PDE's or more local strategies. In either case, there exists the implicit
advantage of dealing with a relatively sparse set of control points rather than a dense set of grid points. Regardless of the choice of movement method, it can also be viewed as an extension of the initialization process.

Several options exist for the use of local controls which can be conducted efficiently in an interactive environment. This set of options includes the free-form modeling of chosen boundaries, the establishment of orthogonality at segments of boundaries or their sum, the inward propagation of such orthogonality, the creation of local grid clusters, and the local embedding of specific coordinate forms. These actions can be executed on a point by point basis or for a section of points. In the event a section of points is to be moved, a single point is usually moved and in response a neighborhood of points similarly move but in a progressive sense. This process is called rubber banding if one direction is involved. The extension of this process is called rubber sheeting. An exception to this type of collective motion is the establishment of local orthogonality where adjacent points along a boundary must be moved as a unit to maintain derivative continuity. A boundary shared by two distinct coordinate systems would require this manner of uniform control. This boundary situation arises naturally in the use of multi-block procedures. The required action to satisfy orthogonality at boundary junctures can clearly be done singly or collectively in the sense of rubber banding or sheeting.

FORMULATION

We are now in a position to present the explicit formulation of CPF, the framework being previously outlined in the methodology section. We first present the CPF in its two-dimensional version where the elected variables will be $\xi$ and $\eta$. In effect, we specialize to a face of our rectangular region which we can take to be either the face $\zeta = \zeta_1$ or $\zeta = \zeta_N$ which bound the domain in that direction. This removes the $\zeta$ variable from the general expression and we give the explicit two-dimensional form as

$$
X(\xi, \eta) = U(\xi, \eta) + V(\xi, \eta) - (UV)(\xi, \eta)
$$

$$
= T(\xi, \eta) + \rho_1\alpha_1(\xi)[X(\xi_1, \eta) - A_1(\eta)]
+ \rho_2\alpha_{l+1}(\xi)[X(\xi_l, \eta) - A_{l+1}(\eta)]
+ \rho_3\beta_1(\eta)[X(\xi, \eta_1) - B_1(\xi)]
+ \rho_4\beta_{n+1}(\eta)[X(\xi, \eta_n) - B_{n+1}(\xi)].
$$

(3)

Here $X$ is our position vector and $U$ and $V$ are the univariate
interpolation surfaces in the respective curvilinear directions of $\xi$ and $\zeta$, respectively. We define the remaining quantities as we proceed to explain their significance. The boundary edge curves of the selected face formed from the control point attachment process have been labeled by the minimum and maximum subscript index in each direction and appear as $A_i$ and $A_{i+1}$ for the curves of constant $\xi$ and $B_i, B_{i+1}$ for the curves of constant $\zeta$. The weighting from the continuous distribution of these control point curves is thus evidenced through the last term from each of the four bracketed pairs in this equation. In a similar fashion, the first term in each of these brackets represents the specified boundaries. These specified boundaries are identifiable through the corresponding subscript attached to that coordinate held constant. We now examine the four pairs of coefficients premultiplying each of the bracketed terms. The first factor $p_i$ represents the on-off switch which is applied independently to its corresponding boundary curve. With the switches all set to off, the interpolation reduces to the tensor product $T$ consisting solely of the contribution of the control points in the surface. With each additional switch turned on, the grid is restructured by the control features enabled by that switch. The control mechanism is incorporated essentially in the designed difference between the geometry of the specified curves and that represented by the control point curves. The premultiplying factors yet to be discussed are the quantities $\alpha$ and $\beta$ which smoothly pass control between the opposing boundaries corresponding to their indicated arguments and subscripts. Taken together, the controls available are then primarily used for boundary conformity and for shaping curves connecting opposing boundaries.

The two-dimensional control point formulation just outlined provides for flexible grid control for arbitrary surfaces. The on-off switches enable adjustments to be made along boundary faces independently. The method provides for a situation where one boundary face is specified and the opposing face is left open for manipulation. Adjustments to this second surface can be made through any of the methods previously discussed.

To supply further support that this method of contrived regulation can be established, it is helpful to quickly review the basic strategy underlying the control point curves in two dimensions. The strategy followed is to construct a transfinite transformation matching all the boundaries. This transfinite transformation can be constructed from the sum along each boundary of a specified curve and a control point curve minus the tensor product transformation used to establish the control point curves. Algebraic manipulation is then used to cast this transfinite transformation into a form where a separate tensor product core is manifested. The remaining part is the controlled adjustment terms representing the deviation from a pure control point representation to one of an exact boundary specification. To make this work out in two dimensions, the corner points of the face are properly accounted for in the adjustment terms in order that they will not contribute twice.
Extending the situation to the case of a three-dimensional rectangular region, we can quickly exploit our understanding of the Boolean sum process provided in the methodology section. Recall that the overall process is to be a Boolean sum which reduces to a tensor product core represented by T along with simple adjustment terms for each face or edge of the grid block. Each adjustment term appears as a blending function times the difference between the specified boundary part and the corresponding control point representation for the same part. Considering a given boundary face, the boundary edge blending terms can be separated from the pure control point dependency by properly accounting for the relevant edges. For the UV tensor product in $\xi$ and $\eta$, those edges are the four cube edges varying in $\xi$. We immediately observe that the remaining faces are treated similarly and the relevant four edges are the edges transverse to the face associated with that product. The end result is a process whereby when a given adjustment term is switched off, the corresponding pair of faces and four edges are dropped in combination. In this way, only those control points effecting a given boundary need be considered when manipulating that boundary. The practical implication is that any combination of specified and free formable boundaries can be employed.

We now present the construction of the three-dimensional CPF. This construction is a generalization of the two-dimensional form and consequently new as well as more complex elements must be defined. The three-dimensional construction of the CPF can be presented in a step-by-step fashion.

First, define $q_{ijk}$ as a sparse array of control points with index subscripts as such:

$$
(q_{ijk} : i=1,2,\ldots,L+1, j=1,2,\ldots,M+1, k=1,2,\ldots,N+1),
$$

which establishes three sets of control point sequences whose associated end conditions are ( $i = 1$ or $L+1$, $j = 1$ or $M+1$, $k = 1$ or $N+1$ ) for the three directions $\xi$, $\eta$, and $\zeta$, respectively. It is clear that any normal sequence can be used to generate a curve which connects the first and last control points of the sequence.

Second, define curves connecting the first and last control points. This is done for each of the three families of curves by blending the corresponding control points for each sequence using the summation as follows:

$$
a_{jk}(\xi) = \sum_{i=1}^{L+1} \alpha_i(\xi) q_{ijk},
$$

(5a)
where \( \alpha \) and \( \beta \) are the blending functions introduced previously for the two-dimensional construction and \( \gamma \) is the additional function required here.

Third, the curves just defined are used to construct surfaces which match the control points at their corners. The surfaces are generated by three sets of double summations which are given as the following single indexed coefficients:

\[
A_i(\eta, \zeta) = \sum_{j=1}^{N+1} \sum_{k=1}^{M+1} \beta_j(\eta) \gamma_k(\zeta) \mathbf{q}_{ijk},
\]

\[
B_j(\xi, \zeta) = \sum_{i=1}^{L+1} \sum_{k=1}^{M+1} \alpha_i(\xi) \gamma_k(\zeta) \mathbf{q}_{ijk},
\]

\[
C_k(\xi, \eta) = \sum_{i=1}^{L+1} \sum_{j=1}^{N+1} \alpha_i(\xi) \beta_j(\eta) \mathbf{q}_{ijk},
\]

Fourth, the coarse array of control points are used to construct the tensor product core. This is done simply in terms of the blending functions used for the surface construction and is given by

\[
T(\xi, \eta, \zeta) = \sum_{i=1}^{L+1} \sum_{j=1}^{N+1} \sum_{k=1}^{M+1} \alpha_i(\xi) \beta_j(\eta) \gamma_k(\zeta) \mathbf{q}_{ijk}.
\]

This tensor product core corresponds to the \( UVW \) term in our three-dimensional Boolean expression for the general position vector \( \mathbf{x}(\xi, \eta, \zeta) \).

Fifth, we construct the adjustment terms corresponding to the surfaces and edges of the array boundary. The adjustment terms are a
generalization of the two-dimensional construction. It can be presented in two steps. Each step is formed around the tensor product core. Thus, for the first adjustment associated with the surfaces, the univariate interpolations are given by the following:

\[ u(\xi, \eta) = \tau(\xi, \eta, \zeta) + a_1(\xi) \{ X(\xi, \eta, \zeta) - A_1(\eta, \zeta) \} + a_{1+1}(\xi) \{ X(\xi, \eta, \zeta) - A_{1+1}(\eta, \zeta) \}, \quad (8a) \]

\[ v(\xi, \eta, \zeta) = \tau(\xi, \eta, \zeta) + \beta_1(\eta) \{ X(\xi, \eta, \zeta) - B_1(\xi, \eta) \} + \beta_{M+1}(\eta) \{ X(\xi, \eta, \zeta) - B_{M+1}(\xi, \eta) \}, \quad (8b) \]

\[ w(\xi, \eta, \zeta) = \tau(\xi, \eta, \zeta) + \gamma_1(\xi) \{ X(\xi, \eta, \zeta) - C_1(\xi, \eta) \} + \gamma_{N+1}(\xi) \{ X(\xi, \eta, \zeta) - C_{N+1}(\xi, \eta) \}. \quad (8c) \]

This establishes the adjustment terms for the boundary surfaces. Notice that the tensor product core appears in each univariate construction. These correspond to the \( U \), \( V \), and \( W \) terms in the Boolean expression for the general position vector. To complete the process, the second step deals with the three product terms \( UU \), \( UW \), and \( VW \) of the Boolean sum. Again by design, each of these three products are constructed around the tensor product core. To eliminate redundancy, only the \( UV \) product construction is written out. The remaining two can be achieved by cyclic substitution. This product term takes the following:

\[ UV = \tau(\xi, \eta, \zeta) + a_1(\xi) \beta_1(\eta) \{ X(\xi, \eta, \zeta) - c_{1,1}(\xi) \} + a_{1+1}(\xi) \beta_{M+1}(\eta) \{ X(\xi, \eta, \zeta) - c_{1,M+1}(\xi) \} + a_{L+1}(\xi) \beta_{N+1}(\eta) \{ X(\xi, \eta, \zeta) - c_{L+1,N+1}(\xi) \}. \quad (9) \]

Since each of the three binary product terms appear as negative terms in the Boolean sum, the three tensor product terms arising here collectively cancel those three arising in the \( U \), \( V \), and \( W \) constructions. We are thus left with the single tensor product core due to the \( UUW \) term and the three pairs of surface adjustments and finally the three sets of corresponding edge adjustments. This completes the construction process.

**INTERACTIVE GRID GENERATION EXAMPLES**

Figure 1 shows an example of a two-dimensional control point array \( q_{ij} \). A fundamental part of the CPF is the construction of coordinate curves, whose shape and location are controlled by the control points. Construction of a coordinate curve, \( E_2(r) \), is illustrated in the figure. The basic interactive process of generating grids using the CPF is illustrated in figure 2 using the basic computer program called CPGRID (reference 1). It starts with the construction of a control net using transfinite interpolation and
a surface grid. An initial grid is generated and examined. If desired, the grid can be improved by changing the structure of the control net. In this example a control point is moved to a new position to obtain fine meshes in the middle of the flow domain.

A family of menu-driven interactive grid generation programs (TurboI and TurboT) is being developed using the CPF. Several features of the programs allow the global control net to be conveniently changed by the user. The point by point modification of the control net is then used to make a more precise local change. TurboI (reference 6) generates grids for flow simulations in internal flow passages such as inlets, nozzles, and ducts. TurboT (reference 7) is being tailored for turbomachinery. Both programs run on IRIS 4D workstations.

Figure 3 shows an H-grid generated by using TurboI for a turbine stator vane. In this example, the user used only those basic interactive features (i.e., the point by point control of the control net) which are illustrated in figure 2. Figure 3(a) shows an initial control net; figure 3(b) shows an initial grid. The modified control net and grid are shown in parts (c) and (d) of the figure, respectively. The modified grid is nearly orthogonal to the vane surface and is densely clustered around the leading and trailing edges.

The dynamic nature of the interactive process of TurboI is illustrated in figures 4 through 8 using a grid generation example for a converging/diverging axisymmetric nozzle. After logging on an IRIS 4D workstation, the user should type in TurboI to begin the interactive process of the program. The system then asks for the input filename. When the user types in the input filename, TurboI reads in the data, and displays it as shown in figure 4 with menus. To continue the process, the user selects the option called "RESUME". The workstation mouse is all that is needed to select a menu option. Reference 2 explains about the program TurboI and its interactive features in detail.

Selection of the menu option "RESUME" prompts TurboI to construct initial control net by using a simple linear interpolation. TurboI then proceeds to generate the field grid using the control point form, and displays both the grid and control net on the screen. The "SCROLL VIEW" option allows the user to examine either the grid alone, the control net alone, or the grid and control net together. To examine the grid more closely about a region of interest, the menu option "ZOOM & MOVE" is available. The initial control net and initial grid are shown in parts (a) and (b) of figure 5, respectively. In this example, the initial grid shows that it has a slope discontinuity across the symmetry axis and non-orthogonal grid along the nozzle surface.

For illustration purpose, suppose our objectives of this exercise are (a) to make the grid orthogonal to the nozzle surface and (b) to
have slope continuity across the horizontal symmetry axis.

To accomplish the above objectives, the option called "MODIFY CONTROL NET" should be chosen. Then, a set of menus appears on the screen. Selecting the option called "Normalize at TOP (2 level)" is the first step to make the grid orthogonal to the nozzle surface. In order to obtain slope continuity across the symmetry axis, a menu option called "Normalize Bottom (1 level)" is selected. The modified control net at this stage is shown in figure 6(a). Selection of the menu called "Recalculate GRID" will then recompute the grid based on the modified control net. This modified grid shown in figure 6(b), however, does not have slope continuity across the symmetry axis in spite of the orthogonal control net. This is because the grid points on the symmetry axis are not allowed to change (Dirichlet boundary condition is enforced). To modify the grid on the symmetry axis, choose the CN line of that boundary by choosing the menu item "Move j-Net" until the desired boundary CN curve is highlighted in red. Then the menu item called "Free Form Boundary" should be selected to allow movement of grid points along the boundary to conform the orthogonal control net (Neuman boundary condition.) Choosing the option "FREE FORM Boundary" is equivalent to turning off one of the boundary on-off switches ($p_i$) of equation (3). Selecting the option "Recalculate GRID" produces the new grid shown in figure 6(c). This grid meets the objective of this example.

Further improvement (or fine tuning) of mesh structure can easily be done with TurboI. Examination of the internal mesh of figure 6(c) shows that changes in the slope of some coordinate curves are larger than necessary. To cut down on these large changes, a mesh control feature called "SNAP" is used. This allows for smoothing of a CN curve as if a RUBBER BAND were stretched between the current CN point at $q_{34}$ and a chosen "Hinge Point" in a circular mark at $q_{32}$ in figure 7(a). On the workstation screen, the current control point is an intersection of two highlighted control-net lines. Selecting the menu option called "SNAP" changes the CN line segment between the hinge point and the current CN point to the one shown in figure 7(b). A user can then move on to the next CN curve and "SNAP" it if desired. At the end of this fine tuning process, the control net has the structure as shown in figure 7(c). Finally, select the option "Recalculate GRID". The new grid calculated from the fine tuned control net is shown in figure 8(a). It is zoomed and shown in figure 8(b).

Many grid generation programs do not allow local mesh control as TurboT does. For TurboT the initial grid may be generated by any program familiar to a user; then an initial control net may be obtained from the grid by attachment to produce a grid structure that is essentially similar to the initial one. The initial control net shown in figure 9(a) was constructed by attachment. Figure 10(a) shows an initial grid of a compressor rotor blade. Once the control net is created, the interactive process to be followed is very similar to the process of TurboI. The control net is modified to the one
shown in figure 9(b), and a new grid shown in figure 10(b) is generated from the modified control net. The modified grid is more orthogonal and has slope continuity across the periodic boundary. The shape of the control net can easily be changed by using an interactive process illustrated in figure 11. In part (a) of the figure, a user first chooses a control line to be changed and then picks a hinge point. In part (b), control point 1 is moved to point 2 by moving the mouse of the workstation. Point 1 automatically moves to point 2 while maintaining a pitch with the points 1 and 2, respectively. In part (c), the desired shape of the control line is obtained by choosing a menu option called "SNAP" which makes the control line stretch like a rubberband.

CONCLUSION

Our objective in this work has been to report on a simply structured scheme of algebraic grid generation. This scheme is called CPF and a number of grid generation codes now employ it. Several underlying features of CPF make it an ideal candidate for existing and emerging applications. These features include the following: the capability of conforming to boundaries; the quality of being easily manipulated by numerous local and global grid distribution strategies, concise structure of its formulation which enables its straightforward implementation, and the inherent quality of being compatible with various complementary or supportive operations. Many of these beneficial features are already being exploited. Their usefulness has been demonstrated here by way of two-dimensional examples illustrating basic interactive features. These examples pertain to flow simulations specific to turbomachinery and internal flow passages such as inlets, nozzles, and ducts. Notwithstanding the restricted range of application considered here, CPF is in fact a general procedure with wide-ranging potential for application.
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GRID GENERATION STRATEGIES FOR TURBOMACHINERY CONFIGURATIONS

K. D. Lee* and T. L. Henderson**
University of Illinois
Urbana, IL 61801

ABSTRACT

Turbomachinery flow fields involve unique grid generation issues due to their geometrical and physical characteristics. Several strategic approaches are discussed to generate quality grids. The grid quality is further enhanced through blending and adapting. Grid blending smooths the grids locally through averaging and diffusion operators. Grid adaptation redistributes the grid points based on a grid quality assessment. These methods are demonstrated with several examples.

INTRODUCTION

Providing quality grids is a prerequisite for successful flow calculations. It is well known that most flow codes yield different solutions for the same problem with different grids. Therefore, for accurate solutions, grids should not only resolve geometric details of the configuration, but also accommodate characteristic features of the flow. In addition, grids should be compatible with particular solution algorithms in the flow code. As physical and geometrical complexities increase, it becomes more difficult to generate suitable grids.

Flow fields in propulsion systems often involve complicated geometries and exhibit complex flow phenomena. Internal flow fields are characterized by confined domains which may invoke more restrictive constraints and conflicting requirements in grid generation. Major difficulties involved with grid generation for turbomachinery configurations are attributed to the periodicity of the flow field and the close proximity of configuration elements. Moreover, some grid properties such as grid smoothness, grid orthogonality, and grid-flow alignment become very important in correctly capturing the physics of the flow field. The grid should be tailored to resolve flow features such as large thermal gradients, complicated shocks, and flow separations.

This paper addresses several issues arising in grid generation for turbomachinery configurations and discusses some grid generation strategies which can improve grid quality. Also considered are advantages and disadvantages of multi-block grid topologies and special grid arrangements at the periodic boundary. Then, two approaches which enhance grid quality are presented and demonstrated. One employs a local blending concept that enforces smoothness and continuity in grid properties. The other uses a grid adaptation procedure in which grid points are redistributed according to a grid quality measure. The latter is based on a grid adaptation technique developed to generate adaptive grids with respect to geometry, flow solution, and grid quality [1-3].

* Associate Professor, Aeronautical and Astronautical Engineering
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GRID GENERATION ISSUES

The accuracy and efficiency of numerical solutions depend on certain properties of the grid used. Grid density determines the amount of truncation error in the flow calculation. Hence, grid points should be distributed following the flow physics to achieve the best possible accuracy while maintaining the same computational efficiency. This can be accomplished by using fine grids in high gradient regions and relatively coarse grids in slowly varying regions. An additional constraint is that the grid size should be at least the same order of magnitude as the characteristic length scales of the physics to be captured. Other grid properties also affect computational accuracy and economy. The resolution of discontinuities such as shock waves, contact surfaces, and dividing streamlines can best be accomplished with grids that are aligned with the discontinuities. Grid skewness, grid kinking, and grid stretching also affect the order of accuracy in spatial discretizations and strongly influence the convergence rate. In extreme cases, highly distorted grids may cause solution divergence. It is very difficult to generate a grid which is satisfactory in all respects, particularly when complex geometries are involved as in high-speed turbomachinery applications.

The primary difficulty for generating grids for high-speed turbomachinery stems from the confinement and periodicity of the flow domain. The presence of high thermal gradients and complicated shock structures makes the grid generation more difficult. It is desirable to cluster grid points and align grid lines along characteristics of the geometry and the flow in order to improve solution accuracy and numerical efficiency. However, improving one grid property may deteriorate other grid properties and grid enhancement in one region can cause conflicts with grid requirements in other regions. For example, a desirable grid density distribution may require sacrifices in grid properties such as grid orthogonality and smoothness. Grid orthogonality near the blade surface may also increase grid skewness elsewhere. These side effects become more significant when the turbomachinery geometry involves a small pitch angle, high angle of attack, and/or high camber.

Different flow codes impose different requirements on the grid quality. While some flow algorithms are more independent of grid characteristics, others place more stringent restrictions on the quality of the grid. Therefore, a careful balance must be obtained between the grid quality, solution algorithm, and flow physics. When these elements are not properly balanced, numerical errors may destroy important solution details or impair the convergence rate of the flow solver. This may occur to such an extent that the solution may not be useful. For example, many codes prefer that the grid be nearly orthogonal at domain boundaries for accurate implementations of boundary conditions. Another example can be found in the use of the thin-layer Navier-Stokes approximation. The approximation results in better accuracy with grids that have small variations in grid properties. Many higher-order upwind schemes also prefer smooth, well-aligned grids. Such additional restrictions underscore the importance of grid quality.

Since grid quality issues are often subject to conflicting requirements, suitable grids generally cannot be created in a single attempt. Grid generation involves negotiations and compromises between different grid characteristics. Usually grid quality is upgraded through an iterative grid adaptation process using grid quality assessments based on either experience or analysis. However, it is desirable to generate an initial grid that encompasses as many good qualities as possible in order to minimize efforts for improvement. This requires grid generation strategies which can accommodate anticipated flow characteristics and minimize conflicts between grid properties. Then a grid adaptation process can be applied to reduce the remaining deficiencies in grid properties. A systematic means of grid quality assessment can facilitate the grid modification process.
GRID GENERATION STRATEGIES

Three grid topologies are often used to generate grids around airfoil shapes: C-grid, O-grid, and H-grid. Different grid structures create different issues in grid generation and flow calculations. They each have their own advantages and disadvantages. These topologies are also used for turbine and compressor blades, as shown in Figure 1. The O-grid topology requires the least number of grid points to resolve the flow field near the blade surface, but exhibits difficulties in accommodating the confined and periodic features of turbomachinery. It is also difficult to align the grid lines with flow characteristic directions in the upstream and downstream regions. This problem can be resolved in the downstream side by using the C-grid topology. However, difficulties remain in aligning the grid lines with the periodic boundary and the flow direction in the upstream inflow region.

The H-grid structure is an alternative which is well suited to turbomachinery geometries because of its natural alignment with the periodic boundary, but the H-grid introduces other challenges. The H-grid structure raises different issues such as grid kinking across block boundaries and grid singularities at the leading and trailing edges. Figure 2 shows a typical grid for a turbine blade at a high angle of attack using the H-grid topology. Comparatively large cells or kinked grid lines can appear near the leading and trailing edges where rapid flow changes are expected. The grid becomes extremely skewed in the trailing edge region. This happens with all three grid topologies when the angle of attack or camber increases. The grid skewness may deteriorate the accuracy or cause instabilities in flow calculations.

One of the major issues in grid generation for turbomachinery is the grid skewness due to the presence of periodic boundaries. Two approaches are considered to improve grid qualities at the periodic boundary: grid slipping and index off-setting. Figure 3 shows a typical grid generated by allowing the grid lines to slip along the periodic boundary instead of matching them across the boundary. This eliminates the issue of grid skewness and kinkiness. It allows a family of grid lines to float along the boundary until they are orthogonal. Since grid lines no longer match across the periodic boundary, flow solvers should be furnished with an interpolation scheme to communicate across the boundary. The grid orthogonality at the boundary helps prevent losses in accuracy or convergence due to the interpolation. As seen in Figure 3, however, extremely large cells can appear near the periodic boundary when enforcing the orthogonal condition with a highly cambered blade. This presence of large cells can hurt the accuracy of the flow solution.

Another way to reduce grid skewness is to use index off-setting. This is a technique which allows grid lines with different indices to match across the periodic boundary. This allows the grid to be more orthogonal throughout the flow field while maintaining continuity across the periodic boundary. Figure 4 shows a typical example of index off-setting for a grid around a turbine blade. While no interpolation of flow variables is necessary, as in the case with grid line slipping, some additional bookkeeping is required to communicate across the boundary. In addition, a different number of grid points can be used on the leeward and windward sides of the blade. The grid in Figure 4 however uses the same number of grid points on both sides. The index off-setting strategy creates an irregularity at the farfield upstream and downstream boundaries, which may require additional care in handling multiple stage situations.

Grid quality can be further improved by combining different grid topologies. One example is the O-H grid structure. An O-grid is inserted into a H-grid, as shown in Figure 5. This combination can provide the advantages of the O-grid at the near field in accommodating the thermal and viscous boundary
layers. It can also provide the flexibility of the H-grid in the upstream and downstream regions. The grid skewness has been reduced by allowing grid lines to slip along the periodic boundary. The grid orthogonality near the blade has been improved, but many grid quality issues are still not resolved. The adoption of different grid strategies accompanies trade-offs. Enhancement of one grid property may cause deterioration in other aspects. All constraints cannot be resolved simultaneously and hence compromises should be reached. Therefore, the next step to improve grid quality is to use grid modifications after the initial grid generation.

GRID IMPROVEMENT BY BLENDING

The basic premise is that good quality grids usually cannot be obtained using a single-block grid structure for complex geometries. The grid quality can be improved by using a multiple block structure where the flow domain is divided into blocks and surface-fitted grids are generated in each block [4]. The H-grid and O-H grid structures in the previous section are examples of a multi-block grid. However, the multi-block structure introduces other concerns with respect to the grid quality. Without communication between blocks, grid lines can be kinked, and grid spacing can change abruptly across block boundaries. Communication between blocks is not always easy. Therefore it would be easier to improve the transition between blocks after the initial grid generation.

A natural approach to smoothing is to use blending. That is, the grid points in the neighborhood of a block boundary are relocated by using a diffusion operator. For example,

\[ \bar{X}_t = \mu_1 \bar{X}_{tt} + \mu_2 \bar{X}_{nn} \]  

where \( \bar{X} = (x,y) \) denotes the physical coordinates of a grid point, and \((\xi, \eta)\) are the grid indices of the computational domain. The parameters \( \mu_1 \) and \( \mu_2 \) are diffusion coefficients which determine the degree of blending. The time derivative in the left hand side implies the change of grid positions through blending. The blending can be applied in both implicit and explicit manners.

The blending can be extended into a more general form

\[ \bar{X}_t = A_{\eta} D_{\xi} \mu_1 D_{\xi} \bar{X} + A_{\xi} D_{\eta} \mu_2 D_{\eta} \bar{X} \]  

where A and D represent averaging and differential operators respectively with their subscripts indicating the direction of operation. Here, the diffusion coefficients \( \mu_1 \) and \( \mu_2 \) are no longer constants; they include weighting factors extracted from the initial grids. The weighting is defined to preserve the positive characteristics of the original grids.

The O-H grid shown in Figure 5 includes blending across the block boundaries. Figure 6 compares the grids before and after the blending in the leading and trailing edge regions. The inner O-grid is smoothly blended with the outer H-grid eliminating the grid kinking while maintaining basic grid spacing. The inner O-grid is nearly orthogonal to improve heat transfer and skin friction calculations. Improvements in grid quality can also be seen near the singular points where six cells join together, instead of regular four cells. The blending distributes the vertex angles more evenly and produces smoother grid transitions across block boundaries.
GRID IMPROVEMENT BY ADAPTATION

Grid quality can also be improved by using the adaptive grid generation technique presented in reference 3. In this approach, grid adaptation is achieved by numerically altering the mapping functions between the physical and computational spaces using grid control sources. Depending on how the control sources are defined, grids can be made adaptive to geometry, flow solution, or grid quality. The grid is adapted to grid quality in this work. Source strengths are extracted from the distribution of a grid quality parameter defined on the initial grid.

The grid adaptation procedure begins with a parametric representation of the initial grid which is obtained by normalizing its computational coordinates, or indices, into a unit square. The result is a uniformly discretized domain in parametric coordinates \((s,t)\). This first mapping contains characteristics of the initial grid, which may already include grid controls with respect to geometry and flow solution.

The source strengths for grid control are formulated to reflect local grid characteristics. Two grid control sources are defined in each cell for separate control in each of the parametric directions. First, a monitor function \(\phi\) is chosen which is a measure of some grid property. The source strengths can then be defined as linear combinations of the monitor function and its derivatives in each parametric coordinate. For example,

\[
\sigma_{kl}^s = w_0^s \phi + w_1^s \frac{\partial \phi}{\partial s} + w_2^s \frac{\partial^2 \phi}{\partial s^2}
\]

\[
\sigma_{kl}^t = w_0^t \phi + w_1^t \frac{\partial \phi}{\partial t} + w_2^t \frac{\partial^2 \phi}{\partial t^2}
\]

where \(k\) and \(l\) are the indices of the cell containing the source. The \(w\)'s are input parameters which allow for different weights to be placed on the various derivatives of \(\phi\). Candidates for the monitor function, or grid quality parameter, include grid skewness, grid kinking, grid stretching, cell aspect ratio, cell volume, etc. A combination of different grid quality parameters can also be used.

A second mapping is obtained by including the influences of the grid control sources. This defines a modified set of parametric coordinates \((s',t')\).

\[
s'_{ij} = s_{ij} + \sum_{k,l} K_{ijkl}^s \sigma_{kl}^s
\]

\[
t'_{ij} = t_{ij} + \sum_{k,l} K_{ijkl}^t \sigma_{kl}^t
\]

where \(K_{ijkl}^s\) and \(K_{ijkl}^t\) are influence coefficients for the effects of a source \((k,l)\) at a point \((i,j)\). The coefficients are defined as exponentially decaying functions of the distance between the two points.

As a result of the second mapping, grid lines are displaced by the sources. The displacement is greatest in the regions of strong sources. The next step is to rediscretize the modified parametric domain. The physical locations of the new grid points are then obtained by an inverse mapping procedure from the parametric domain to the physical domain. As a result, the grid becomes adapted to the distribution of the chosen grid quality parameter. The adaptation process can be applied successively.
This method provides many desirable features through the use of the para-
metric mapping and grid control sources. For instance, the basic characteris-
tics of the initial grid can be retained while adapting to grid quality. The
grid control sources allow for linear combinations of different controls based
on the superposition principle of potential theory. Thus, the grid can be
made to adapt to more than one monitor function through a series of mappings.
The source formulation also promotes smooth variations of the grid, even with
nonsmooth, randomly distributed sources. If satisfactory results are not
achieved after a single application, the adaptation process can be repeated in
a cyclic manner.

Several examples are presented to demonstrate different applications of
the grid adaptation technique. The first example concerns grid kinking at the
periodic boundary. Figure 7 shows both the initial and adapted grids. The
initial grid contains sharp grid kinking along the periodic boundary. This
may create problems for many flow solvers. Large errors or severe stability
limitations may occur. Therefore, grid kinking is used as the monitor func-
tion for the grid adaptation. Grid lines become smooth across the block
boundary in the adapted grid, and the rest of the grid is virtually unchanged.

The second example improves the grid quality along the wake line of the
grid shown in Figure 1c. Here, grids at the upper and lower sides of the wake
line are generated as separate blocks, hence kinked grid lines appear across
the wake. As shown in Figure 8, the adaptation smooths the grid lines across
the wake without altering other grid properties.

The final example demonstrates the improvement of boundary orthogonality,
as shown in Figure 9 for a H-grid around a cascade configuration. As dis-
cussed, boundary behavior of grid lines is especially important in viscous
flow calculations for accurate predictions of skin friction and heat transfer
rates. Therefore, orthogonal or near-orthogonal grids are sought near the
blade. In this case, control sources are defined along the surface based on
orthogonality. The adapted grid possesses good orthogonality near the surface
and blends smoothly into the rest of the grid.

CONCLUSIONS

Grid generation is not an isolated, single-step process. Instead, an
iterative feedback cycle is required to reach an acceptable balance between
different grid properties. Also, the grid should be able to conform to the
geometry, to follow the flow characteristics, and be compatible with the spe-
cific solution algorithm. The interactions between the grid, flow physics,
and solution algorithm will increase as the physical and geometrical
complexities of the flow increase.

In this paper, various grid generation issues and grid quality require-
ments are discussed for high-speed turbomachinery flow calculations. The use
of different grid generation strategies provides options for improving grid
quality. Two grid modification approaches are presented to systematically
correct undesirable grid properties. The examples presented demonstrate how
significant improvements can be made through these approaches.
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H. T. Lai
Sverdrup Technology, Inc.
NASA Lewis Research Center Group
Cleveland, Ohio 44135

ABSTRACT

Description of the computations for three-dimensional nonaxisymmetric nozzles and analysis of the flowfields are presented in this paper. Two different types of nozzles are investigated for compressible flows at high Reynolds numbers. These are the single-expansion-ramp and scramjet nozzles. The computation for the single-expansion-ramp nozzle focuses on the condition of low pressure ratio, which requires the simulation for turbulent flow that is not needed at high pressure ratios. The flowfield contains the external quiescent air, and the internal regions of subsonic and low supersonic flows. The second type is the scramjet nozzle, which typically has a very large area ratio and is designed to operate at high speeds and pressure ratios. The freestream external flow has a Mach number of 6, and the internal flow leaving the combustion chamber is at a Mach number of 1.62. The flowfield is mostly supersonic except in the viscous region near walls. The computed results from both cases are compared with experimental data for the surface pressure distributions.

INTRODUCTION

Numerical flowfields in three dimensions are presented and analyzed for the single-expansion-ramp and scramjet nozzles. These nozzles are nonaxisymmetric because of the geometry of the upper and lower nozzle walls, in which one of the walls is longer than the other. The diverging exit provides the flow an additional external free expansion over the long surface, i.e., an expansion ramp, and allows the exhaust plume behind the nozzle to deflect away from the nozzle axis according to the pressure difference between the internal and ambient flows. The resulting flow structure requires the numerical computation to account for the interaction between the internal flow and the external freestream. This mixing interaction occurs through a free shear layer, which is encountered frequently in the exhaust flows. The shear layers emanating from the short surfaces, i.e., a cowl or a splitter plate, and the nozzle sidewalls, are especially significant. Along with these mixing layers at the edges, expansion fans, compression or shock waves, which are determined by the deflection angles of the shear layers, also emerge and could have large effects on the
The simulation described here is formulated to include in three dimensions a computational domain that contains the external freestream surrounding the nozzle, in addition to the typical internal converging/diverging section. Consequently, the procedure allows various features of flow interaction to develop. The PARC computer code [1] is employed to model the viscous flowfields for two similar nonaxisymmetric nozzles at high Reynolds numbers. The flowfield for the single-expansion-ramp nozzle consists of regions of internal subsonic/supersonic expansions and an external plume exhausting into a quiescent ambient environment. A substantial flow portion in the quiescent air has very low velocities. This type of nozzle has been investigated experimentally by Re and Leavitt [2] to determine the effects of various geometrical parameters and pressure ratios on nozzle static performance. On the other hand, the scramjet nozzle having large exit-to-throat area ratio is designed to operate at very high speeds and pressure ratios. The flow leaving the combustion chamber has a Mach number of 1.62, whereas the external freestream Mach number is 6. The flowfield is predominantly supersonic at high Mach numbers, except in thin subsonic boundary layers adjacent to the nozzle walls. Experimental work on this scramjet nozzle was performed by Cubbage and Monta [3] to study the flowfield behavior at different geometry and flow conditions. Although air and other simulant gases were used for the experiment, this numerical study considers only air assumed as a perfect gas.

Numerical investigations of the single-expansion-ramp nozzle, the scramjet nozzle, and other nozzles similar to these types have been reported in the literature [4-7]. Three-dimensional flowfields for the single-expansion-ramp nozzle have been computed for a pressure ratio NPR=10 [4]. Laminar results agreed very well with the experimental data. The simulation includes the exhaust plume which is surrounded by shear layers between the exhaust flow and the external quiescent air. For this class of mixing, in which one of the coflowing streams is quiescent, the flow eventually becomes unsteady downstream because of interaction and momentum transfer. The exhaust flow induces many circulatory vortices in the adjacent quiescent surrounding, as the flow progresses downstream and gradually loses its momentum. This unsteady behavior is characterized by formation of large-scale vortex structures and dissipation. Numerically, the unsteady flow pattern of the plume region can be modelled using a time-accurate procedure, but poses a convergence problem for a time relaxation scheme to obtain steady state solutions, such as the one formulated in the PARC code. However, there is a segment of the exhaust flow upstream near the nozzle exit where the shear layer is stable for a steady state calculation. Through numerical experimentation it has been found that the length of this segment varies depending on the characteristics of the expanding flow inside the nozzle. In general, internal flow at large pressure ratios provides stable shear layers and the unsteadiness takes place at a distance far downstream. This is the case in the previous laminar computation at NPR=10. As the pressure ratio is reduced, the free shear layer becomes unsteady earlier at a very short distance from the nozzle exit. The reason for this pressure ratio dependency is that the flow at large pressure ratios is expanded to a higher Mach number and therefore greater momentum, as compared to the flow at smaller pressure ratios. Consequently, the exhaust flow at high Mach number can penetrate farther into the quiescent surrounding before becoming unsteady. The
present study of the single-expansion-ramp nozzle, as a continuation of the previous work, examines the flowfield at a lower pressure ratio of NPR=4. The results presented here are for turbulent flow. This is one of the differences from the previous work where laminar flows were simulated without convergence difficulty. At the present pressure ratio, steady state laminar solution could not be obtained and may not even exist. Further study is required to resolve the issue. Convergence for turbulent flow, however, was obtained but required an extensive amount of computational effort. The present steady state solution indicates a flowfield which contains a three-dimensional internal shock wave on the nozzle walls and a helical streamwise vortex in the exhaust flow, in addition to other similar flow structures observed for laminar results at NPR=10 in the previous investigation.

This paper also presents the results obtained from a three-dimensional computation of a scramjet nozzle. The configuration is similar to that of the single-expansion-ramp nozzle. The difference is in the spanwise geometrical variation that leads to several viscous regions to be resolved. The flow characteristics exhibit very strong expansions in both streamwise and spanwise directions. Because of grid limitation, the exhaust plume behind the body is not modelled in this case. This assumes that the external exhaust flow has a negligible upstream influence at very high Mach numbers. A free shear layer occurs between two supersonic streams and is more stable than the ones encountered in the previous case, even though the relative velocity between the two streams is large. Another physical feature is the vortical flow over the edge of the external expansion surface. This vortex system resembles the structure observed in the flowfield over swept wings, in which the shear layer along the leading edge curls up to form a streamwise vortex. Results are presented for laminar flow, although turbulent solutions can also be obtained. Results calculated in both laminar and turbulent regimes for a two-dimensional test case have indicated no noticeable differences between the two regimes. The apparent stability of the overall scramjet flowfield leads to a minimal computational effort required for convergence.

In order to obtain accurate numerical solutions, a very large number of grid points is needed to resolve all the high gradient regions appearing in the domain. However, grid clustering in such regions is still a difficult problem, except in the case when the location of the sharp gradient regions is known in advance. Effectively resolving the free shear layer, which normally follows an irregularly curved trajectory, becomes quite complex. Although an adaptive grid can concentrate and redistribute grid points in these layers as the computation proceeds, it is not trivial in complex flows to control grid smoothness, distortion and resolution. Though success has been observed in two dimensions, three-dimensional results are still lacking. For this reason, the grid adaptation has not been implemented in the present calculations, and is a subject for future work. Free shear layers and shock waves are then not as accurately defined. Numerical error associated with the lack of resolution appears as an additional artificial diffusion which then smooths out these sharp gradient flows.
NUMERICAL METHOD

The detailed development and some of the recent work related to the PARC computer program can be found in references [1,4,8-9]. Generally, the program solves for steady state solutions of the Euler, full or thin layer Navier-Stokes equations in a generalized curvilinear coordinate system using a time marching finite-difference scheme. This numerical scheme uses standard central differences to approximate the spatial derivatives. The time linearized difference equations in a delta form are solved by the Beam-Warming ADI algorithm with diagonalization of the inviscid terms. Jameson-type artificial dissipation is added for monotonicity and stability. The resulting computational procedure then requires iteration from an initial guess for the flowfield until convergence to a steady state is obtained. Another common feature for a time-like marching technique is the use of spatially variable time steps. This is introduced to achieve faster convergence rates especially in the coarse grid areas where large time steps can be used because of a less severe restriction on stability. In the present calculations, the thin layer Navier-Stokes equations are employed. The thin layer assumption is applied since the flow is in the high Reynolds number range, in which the contribution from the streamwise diffusion terms becomes negligible. In addition, due to computer resource limitations, the grid in the flow direction cannot adequately resolve the viscous phenomena. The neglect of these diffusion terms then produces considerable decrease in computation time, especially in three dimensions.

In the turbulent calculation, a modified Baldwin-Lomax model is employed for eddy viscosity. A modification to the original model is made to permit multiple Prandtl mixing lengths for the outer wake region, based on the vorticity distribution along individual curvilinear coordinates. This consideration for multiple length scales is particularly important when using algebraic models for flows in the presence of both wall boundary layers and free shear layers, as is the case in this study. In the modified model, each grid line is segmented at the location where the vorticity is minimum. The mixing length is then assumed to be uniform along that segment, and is determined by some ratio of the total velocity and vorticity, see ref. [1]. The wake value of turbulent viscosity is applied throughout the flowfield domain including free shear layers and the outer parts of wall boundary layers without further modification. Numerical work on this modified version, however, has not been documented extensively. The pressure distribution presented here in the region of the shock wave and boundary layer interaction shows an improved prediction of the location and strength of the shock wave as compared to laminar results. Experimental data for the free shear layer in the present investigation are not available for comparison.

For boundary conditions, all are explicitly formulated in an iterative manner. At the inflow or outflow boundaries, the conditions can be either specified or extrapolated according to the local characteristic directions. This kind of boundary treatment works effectively when all characteristics have the same direction, i.e., when boundary points are either all subsonic or supersonic and contain no reversed flow. Difficulty in convergence arises when mixed types of characteristics occur. Extrapolation at every point for boundaries having different characteristics appears to be a more stable treatment, but does not honor the characteristic
direction. However, this numerical treatment of extrapolation is implemented here at the outflow boundary. On the nozzle surfaces, no-slip and adiabatic conditions are imposed. In the farfield, the variables are fixed for the external supersonic stream, provided that the boundaries are positioned at a sufficiently large distance from the nozzle/exhaust flows. As for quiescent air, the farfield boundary is treated initially as an inflow boundary because of entrainment into the shear layer, and is then fixed in the later stage of iteration. This dual treatment of the quiescent boundary is considered as a means of relaxation for convergence and can be repeated when necessary. At the entrance of the single-expansion-ramp nozzle, only stagnation pressure and temperature are specified since the flow is subsonic. Other unknowns are computed as inflow conditions using isentropic relations and characteristic variables mentioned above. On the other hand, at the entrance of the scramjet nozzle a uniform profile is assumed, neglecting the incoming boundary layer effects. The variables at this boundary are fixed during the computation process, since the flow is supersonic. For normalization, stagnation quantities at the nozzle entrance are taken as the reference. The nozzle throat height and the speed of sound are the reference length and velocity, respectively. The Reynolds number is computed based on these parameters. For laminar flow, molecular viscosity is obtained from the Sutherland law. The laminar and turbulent Prandtl numbers are assumed to be equal to 0.72 and 0.9 respectively.

GEOMETRY AND GRID

The geometry of the single-expansion-ramp nozzle is illustrated in fig. (1) obtained directly from ref. [2]. In this study, the streamwise, vertical and spanwise directions are labeled as x, y and z respectively. The dimensions shown are in centimeters. The figure depicts the x-y or side view which lies along the streamwise direction, showing a converging/diverging nozzle. In addition, there is an extra external section of the upper surface extending from the end of the lower surface. The resulting external expansion provides asymmetric exhaust flowfields and thrust deflections. The upper and lower nozzle walls are flat surfaces having no variation in the spanwise direction that is perpendicular to the x-y plane. Consequently, there is a symmetry plane in this spanwise direction and only half of the nozzle thus needs to be computed. The nozzle width-to-throat ratio is equal to 4, where the throat height is 2.54 cm. The sidewall is also indicated in the figure and is assumed to have a uniform and very small thickness of 0.007 cm. The nozzle exit along the edge of the sidewall is highly skewed as shown. The intersections of the side plate with the nozzle walls occur slightly ahead of the ends of the surfaces. The configuration computed here was labeled as case OT5 in the experiment. For this configuration, one of the intersections is found at the same location as that of the end of the lower surface. The other intersection is measured at 1.708 cm upstream of the end of the upper surface. This detail complicates the simulation only to a small degree.

The overall geometry of the scramjet nozzle is illustrated in fig. (2a). Another view with dimensions is presented in fig. (2b) for the x-y plane. Similar to the single-expansion-ramp
nozzle, the model includes a short cowl and a long ramp as the upper and lower surfaces shown in the figure, respectively. In the present computation, the ramp angle is 20 degrees. The interior side of the cowl also has a minor expansion ramp, see fig. (2b), with an angle equal to 12 degrees. In the spanwise direction, the nozzle geometry consists of a reflection plate on one side of the flowfield, and a short sidewall to contain the internal flow before exiting to expand. The short sidewall has a flat surface facing the internal flow. The sidewall external surface facing the free stream flow is tapered. The sidewall and the cowl therefore both have finite thicknesses with sharp trailing edges. The flow fence connected to the short sidewall, as indicated in the figure, is not simulated in this study. The nozzle width-to-throat ratio is equal to 5, with the throat height of 0.6 inch at the combustor exit. The long ramp surface can be divided into two regions with nearly equal lengths in the spanwise direction. The interior region next to the reflection plate includes the flow between the reflection plate and a streamwise x-y surface containing the sidewall. The exterior region includes the flow between this surface and the freestream. The flow in the exterior region appears to have a simple flow pattern due to just an expansion over a 20-degree ramp. However, because of spanwise expansion outward from the interior side as well as inward from the freestream side, the flow in the exterior region of the ramp surface is a rather complex system characterized by developing streamwise spiral vortices. The computational domain simulated here begins at the combustor exit. The flow effects prior to this location, such as from the action of boundary layers or embedded waves, are ignored for simplicity. This aspect of the boundary effects on the accuracy of the solution will be discussed further in the following section on the numerical results.

The corresponding three-dimensional grid distributions are illustrated in figs. (3a) and (4a) for the single-expansion-ramp and scramjet nozzles respectively. Two-dimensional close-up views on x-y planes are shown in figs. (3b) and (4b). In the figures, some of the grid points have been removed for clarity. These grids were generated by a simple algebraic technique using a hyperbolic tangent for grid clustering in the region near walls. In the spanwise direction, the x-y grids are stacked without variation, i.e., in that the cartesian coordinates, x and y, are not functions of the spanwise transformed curvilinear coordinate. Concentrations in this direction are applied at the sidewalls, as in the middle of the single-expansion-ramp nozzle or along the reflection plate, the short sidewall, and the model edge of the scramjet nozzle. It can be observed that the clustering in the viscous regions near the nozzle walls are extended farther downstream into the wakes behind these surfaces. The clustered regions in the wake become unnecessary since the paths of the shear layer normally do not follow the clustering. This is a typical behavior of structured H-grid distributions, in that the interior grid distribution is affected by the surface grid refinement. However, there are several alternative methods, e.g., simple averaging, which can be employed in the wakes to alter the distribution, but are not pursued in this study. For surface grid coordinates, a cubic spline procedure is used to interpolate between the tabulated data describing the nozzle contours. This interpolation to position grid points is applied for the internal contours of the single-expansion-ramp nozzle. Other surface contours are straight lines which can be easily implemented. Another remark is that the vertical grid lines in the middle section
are highly nonorthogonal to the horizontal coordinate, see fig. (3b), but are made to align with the edge of the sidewall in order to simplify the boundary condition application. The grid dimension for the single-expansion-ramp nozzle is 95x90x50, whereas for the scramjet nozzle, the grid has a dimension of 90x90x95. The additional grid used in the scramjet nozzle calculation is needed to resolve four viscous boundary layers in the spanwise direction. In the figures discussed below, the i, j, and k notations denote the grid indices corresponding to the x, y and z directions, respectively.

RESULTS

Single-Expansion-Ramp Nozzle

Numerical results are presented for a turbulent, thin layer Navier-Stokes calculation. Flow through the domain is initiated by a pressure difference between the nozzle entrance, at a total pressure of 405.2 kPa and a total temperature of 300 K, and the quiescent ambient, at a pressure of 101.3 kPa and the same total temperature of 300 K. The stagnation-to-static nozzle pressure ratio, NPR, is therefore equal to 4, and the corresponding Reynolds number obtained for these conditions is 2,251,500.

Starting from a near zero velocity at the entrance, the generated flow becomes sonic at the throat, expands supersonically along the diverging section with the existence of a shock wave, and exhausts supersonically into stationary air. Figures (5a-7c) describe this overall flowfield in terms of Mach number contours, indicating some of the important physical features. The contours cover the entire range of the Mach numbers with an equal increment. Depicted in these figures are the side, top and rear views at various spatial locations. Flow expansion along the streamwise diverging/ converging sections is shown in figs. (5a-c) at three different spanwise locations, moving from the center plane to the sidewall. The pattern consists of a rapid expansion at the throat, and an oblique shock wave with its reflection below the boundary layer on the external section of the upper surface. The lower shear layer acts as a fictitious nozzle wall to complete the diverging section. The shock wave is a result of coalescence of the compression waves formed by the curvature of the lower shear layer. The thickening of the boundary layer behind the shock can be observed. The reflected shock then interacts with the lower shear layer, creating a reflection of expansion waves at the other side of the corner. This lower shear layer gradually diminishes toward the sidewall, resulting from the inward deflection of the vertical shear layer. The maximum Mach number is 1.935 and located in front of the shock near the symmetry plane. The flow behind the shock is nearly sonic, except for a thick subsonic region adjacent to the wall where the shock becomes normal.

Streamwise variations of Mach number can also be seen from the top views in figs. (6a-b). The top boundary is the center line, and the sidewall is in the middle of these figures. The corresponding mixing layers emanate from the sidewall trailing edges. The view in
fig. (6a) is at a vertical location near the nozzle center, also showing a rapid expansion at the throat, and compression waves near the sidewall edge. The other view in fig. (6b) is at a vertical location near the upper surface, having a similar pattern except that the compression waves now coalesce into a shock wave which can be seen clearly. This shock wave also interacts with the boundary layer along the sidewall. Another feature present in these figures is the deflection angle of the shear layer from the sidewall. The shear layer in fig. (6a) is deflected toward the internal nozzle region, due to a low pressure from the inside. On the other hand, the shear layer in fig. (6b) is deflected toward the external nozzle region, due to higher pressure behind the shock wave. Therefore, the exhaust flow along the sidewall is both underexpanded and overexpanded in the regions near the lower and upper surfaces, respectively.

Another two-dimensional view of the three-dimensional shock surface can be seen from the rear in figs. (7a-c). These figures illustrate the cross sections at different streamwise locations. It should be noted that the top views, figs. (6a-b), and the rear views, figs. (7a-c), are projections of the curvilinear coordinate planes onto x-z and y-z cartesian planes, see the grid distributions in figs. (3a-b). The symmetry plane is the right boundary in figs. (7a-c). Fig. (7a) is at a streamwise location near the edge of the sidewall, where both nozzle walls are shown. Shock wave and boundary layer interaction can again be seen near the upper surface by the apparent thickening of the viscous regions along the sidewall and the upper surface. Fig. (7b) is located at the external section, showing the initial regions of the vertical and lower shear layers. The reflected shock has moved downward to the middle and becomes diffused. An example of the Mach number contours in the exhaust plume behind the nozzle is depicted in fig. (7c), where only free shear layers are present. The vertical shear layer indicates an irregularly curved sheet of high velocity gradient, as compared to the relatively well-defined upper and lower layers. The lower left-hand intersection of the shear layers is the center area of a helical streamwise vortex.

Typical variations of pressure, density and temperature are presented in figs. (8-11) for the side and top views. Figs. (8-9) show the pressure and density contours near the symmetry plane. There is no variation in pressure and a small gradient in density across the shear layer. These figures indicate a regular pattern of multiple shock cells usually observed in the exhaust flow. In addition to a region of concentrated vorticity, the shear layer in compressible flows also manifests itself through a steep variation of temperature. This associated thermal layer can be seen in the temperature contours in figs. (10a-b) plotted for two vertical locations near the nozzle middle and the upper surface. Similar contour patterns show shock wave, large temperature gradient and deflection of the thermal shear layer. Figs. (11a-b) illustrate the pressure contours for the same view and the same vertical locations as for temperature above. These figures detail the repeated cycles of a shock/compression and expansion wave reflection.

The vortical systems of the exhaust flowfield are demonstrated in the next three figures. The velocity vectors are plotted in fig. (12) for a spanwise cross section located a few stations downstream of the nozzle body. The symmetry plane is now the left boundary, and the dense regions of closely packed vectors arise because of grid clustering along the upper,
lower and sidewall surfaces. The pronounced structure clearly identified is the counterclockwise vortex, centered near and inside of the nozzle upper right-hand corner in the figure. The vortex system rotates at higher angular velocities in the sidewall vicinity than in other regions, as suggested by the lengths of the velocity vector. The vortex occupies a large spanwise area of the plume flowfield, and the entire expanding fluid medium exiting from the nozzle, consequently, undergoes a streamwise vortical motion. Another smaller vortex having the same sense of rotation also exists, with its center near the lower right-hand corner of the nozzle. The longitudinal view of this streamwise vortex is shown in fig. (13) in three dimensions, illustrating the trajectories of the particles released at the nozzle entrance along the lower, sidewall and upper internal surfaces. The vortex system is represented by the clustered spiral paths of the fluid particles originating behind the nozzle lower corner. Trajectories at the upper corner are deflected downward by the presence of a very small separated bubble. Other trajectories away from the sidewall remain in the regions of shear layers. Another view of the small streamwise vortex with the apex at the nozzle lower corner is illustrated in fig. (14). This is a view looking upstream along the axis of the vortex. Spiraling motion of the fluid particles along the vortex is evident.

Figures (15a-b) compare the computed and measured pressure distributions for the upper and lower surfaces at the symmetry plane. The agreement is very good. The strength and location of the shock wave appearing in the external section of the upper surface are well predicted. The computed discharge coefficient of 0.989 also agrees reasonably with the experimental value of 0.974. In this calculation, the smallest grid size is employed at the walls and is of the order of 0.001. This gives values of $y^+$ and $z^+$ in the range of 10 at the first grid point from the wall, and typically 4 subsonic points in the viscous layers.

Convergence is rather difficult to achieve and very sensitive to the time step. The use of a different time step for the energy equation and an underrelaxation for the eddy viscosity somewhat reduces the fluctuating behavior of the residuals. The solution presented here for the single-expansion-ramp nozzle was obtained after a residual reduction of three orders of magnitude in approximately 10,000 iterations. A large number of these iterations was used for the reduction of the last order of magnitude. Further reduction of the residual beyond this level is still possible but becomes prohibitively slow. Each iteration took 16 seconds, and the total computation time required 45 hours on a Cray-2.

Scramjet Nozzle

The solution computed for the scramjet nozzle is obtained from the laminar, thin layer Navier-Stokes equations. The inflow boundary condition at the nozzle entrance is assumed to be a uniform profile at a Mach number of 1.62, a pressure of 3.408 psi and a total temperature of 150 F. The freestream is also assumed fixed and uniform at a Mach number of 6, a pressure of 0.226 psi and a total temperature of 400 F. The static pressure ratio is then equal to 15.09, and the Reynolds number based on this condition is 293,300.

Variations of Mach number of the scramjet nozzle are illustrated in figs. (16a-c) for side views at three spanwise locations. Fig. (16a) shows the contours at a location between the
reflection plate and the short sidewall, where the flow is nearly two-dimensional. The internal flowfield is characterized by a strong expansion beginning with two opposite expansion fans emanating at the entrance lower corner and from the upper corner under the cowl surface. The expansion then continues behind the fans over the long ramp, and accelerates the flow to a Mach number of about 5.6 in the ramp rear-end vicinity, a value close to the freestream Mach number. Above the internal expanded flow is a mixing layer emerging from the cowl lip. Even with a large pressure drop behind the expansion fans, the exhaust flow still remains underexpanded. The shear layer consequently turns upward to the external side at the lip, and remains almost horizontal downstream. However, the angle of deflection is small, and the resulting shock wave as well as expansion fan on opposite sides of the shear layer are relatively weak. This shock wave which originates from the cowl lip can be seen clearly in the external flow, but the expansion fan below the shear layer cannot be discerned from other flow features. Along the free shear layer several other waves are also emitted into the external stream, as a result of pressure adjustment to the freestream usually exhibited in supersonic mixing layers. Additionally, an oblique shock wave exists at the cowl leading edge of the upper surface, occurring here solely because of the boundary layer. Fig. (16b) presents the Mach number contours at a spanwise location very close to the short sidewall, depicting a similar structure of the flowfield. The vertical concentration of contours at the cowl lip is an indication of the mixing layer behind the trailing edge of the short sidewall. The internal flow between the entrance and this trailing edge lies within the subsonic region of the sidewall boundary layer, showing an irregular pattern of Mach number contours without the expansion fans observed before. The external region of the ramp surface, fig. (16c), shows simple flow turning over a 20 degree corner with expansion waves at the leading edge. Next to the wall, the flowfield is more complex containing a thick viscous region with embedded streamwise vortices formed by the interaction of internal and external streams. Fig. (17) represents a typical variation of the density contours for a side view located between the reflection plate and the short sidewall. The wave system exhibited here is more discernible than it is illustrated by the Mach number contours. The pressure and temperature contours contain no other significant physics, but have similar patterns as density and Mach number contours, respectively. They are not included here due to space limitation.

Top views for Mach number contours are illustrated in figs. (18a-c) at various vertical locations with the flow from left to right. The sidewall is shown as a thin splitter plate in figs. (18a-b). The flow pattern in fig. (18a) lies within the boundary layer along the ramp surface, illustrating some of the spanwise expansion of the internal flow. It has been found from the solution that the fluid layer nearest to the wall experiences the largest spanwise expansion. The clustering of the contours at the top of the figure is an indication of the viscous effect of the boundary layer along the edge of the model. This effect diminishes when the vertical position is at a higher level as shown in fig. (18b) located near the cowl internal surface. The shear layer emerging behind the sidewall edge is indicated as the horizontal clustering, depicting a small spanwise expansion at this particular vertical location. Another clustering at the bottom of the figure is the boundary layer along the reflection plate. The vertical contour concentration represents the expansion fan due to the deflection of the shear
layer originated along the cowl lip. At a higher vertical location far above the cowl, the flow structure becomes very simple as a supersonic flow over a reflection flat plate, and this is illustrated in fig. (18c).

A typical density distribution is presented in fig. (19) for a top view a few stations below the internal cowl surface. The expansion fan centered at the leading edge of the ramp surface is indicated. The solution shows a gradual smearing consisting of several separate contours in front of and behind the fan. It is noted that the top views, figs. (18a-19), are the projections onto an x-z cartesian plan. The rear views are presented in figs. (20a-c) for Mach number contours at different streamwise locations, and in fig. (21) for density distribution located at the middle of the ramp. Fig. (20a) is plotted for a station just behind the trailing edges of the cowl and the short sidewall. This figure shows a thickening region above the viscous layer on the external ramp surface, and the interaction of the vertical shear layer with this region. The interaction continues and enlarges downstream, illustrated in figs. (20b-c), as the lower part of the vertical shear layer near the ramp surface becomes diffused, deflects to the external side, and merges with another shear layer arising from the model edge. This additional shear layer eventually rolls up from the freestream flow to form an external streamwise vortex centered at the corner of the ramp surface and the model edge. Fig. (20c) also shows a thickening region of the boundary layer in the middle of the ramp surface proceeding downstream, indicating the formation of another smaller, flat internal vortex system. The external vortex along the the model edge is illustrated in better detail in fig. (22), showing a projection of the velocity vector on a spanwise plane at the middle of the ramp. The reflection plate here is the left boundary. The main feature in this figure depicts a large vortical structure, comprised of an expansion from the internal flow, and a turning of the external flow. The vortex center at low pressure is located at the model corner, as the fluid from the vicinity is drawn toward it. The concentration of vectors occurs in regions of grid clustering along the cowl, the short sidewall and the model edge, shown near the top, left and right boundaries of the figure.

Trajectories for fluid particles located next to the ramp surface and released from the internal side are shown in three dimensions in fig. (23). The external streamwise vortex along the model edge is represented by the spiral paths of the particles which emerge immediately behind the short sidewall and then follow a very strong spanwise expansion toward the model edge corner, where the particles are deflected into a vortex motion by the high freestream pressure side of the curved shear layer. The other internal vortex forms downstream of the short sidewall near the middle of the ramp, indicated by the clustered wavy trajectories. It can be observed that, adjacent to this vortex in the ramp middle, many even smaller vortices start to develop downstream near the outflow boundary. Another apparent phenomenon present in this figure is the delay of spanwise expansion for the fluid layers near the reflection plate, where the particles follow straight trajectories and only turn inward when they are near the outflow boundary.

Comparisons of the computed and measured pressure are made in figs. (24a-b) for the streamwise ramp-surface at two spanwise stations. Fig. (24a) is at a section near the reflection plate, and demonstrates very good agreement with experimental data, showing
the variation from the nozzle entrance to the end of the ramp. A small pressure rise near the entrance is present because of the impingement of the shock wave which originates from the leading edge of the internal cowl surface. In general, the computed pressure near the reflection plate agrees very well with the measurements. It then appears that a uniform internal profile at the entrance does not significantly alter the flowfield downstream.

Computed pressure does not agree well with measurements in the external region of the ramp surface, as illustrated in fig. (24b). The distribution shows a large pressure drop behind the expansion corner at the inflow, and then remains nearly constant without recovering back to freestream pressure, in contrast to the experimental data. As mentioned before, the uniform freestream profile does not account for earlier effects of the incoming flow occurring in front of the inflow boundary. Because of these previous effects, the external Mach number can be lower than the value of 6 employed here, and consequently the pressure drop across the expansion fan then becomes smaller and probably provides a better agreement. The discrepancy observed in the pressure of the external side can, therefore, be attributed to the error inherent in the uniform profile used at the inflow.

In this scramjet computation, the smallest grid size at the walls was of the order of 0.001, giving typically 3 subsonic points in the predominantly supersonic boundary layers. The computation is very stable requiring no special numerical treatment. After an optimum time step was selected by experimentation, convergence was straightforward and fast with no difficulties encountered during the computation. The results presented were obtained after a residual reduction of five orders of magnitude in approximately 3000 iterations. Each iteration for the scramjet simulation took 22 seconds and the total amount required 18 cpu hours on a Cray-2.

CONCLUSIONS

Three-dimensional simulations have been presented for nonaxisymmetric nozzles. Solutions to the thin layer Navier-Stokes equations were obtained with the PARC code. Turbulent calculations were performed for a single-expansion-ramp nozzle with supersonic exhaust flow in a quiescent ambient. Complex interactions between shock/compression or expansion waves and the viscous free shear or boundary layers constituted the fundamental patterns of the flowfield. Another significant structure was the vortical flow associated with two principal vortices in the exhaust plume. One of the vortices was helical with an apex at the exit of the nozzle lower corner. The other larger vortex involved the entire exhaust region behind the nozzle.

Laminar calculations were performed for a scramjet nozzle with supersonic internal and external Mach numbers. The scramjet flowfield was characterized by strong streamwise and spanwise expansions along with a dominant vortical flow. The principal large vortex, formed below the shear layer, spirals along the model edge. Other smaller and flat vortices develop later downstream near the outflow boundary. Computed wall pressure distributions, in general, compare reasonably with the experimental data for both nozzle configurations.
Shock location and strength are correctly predicted for the single-expansion-ramp nozzle. Discrepancy is observed in the external side of the scramjet nozzle, where inflow effects become important such that a uniform inflow profile may not be a good approximation.
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ABSTRACT

The flow over afterbody geometries has been investigated using the reduced Navier-Stokes (RNS) approximation. Both pressure velocity flux-split and composite velocity primitive variable formulations have been considered. Pressure or pseudo-potential relaxation procedures are combined with sparse matrix or coupled strongly implicit algorithms to form a 3-D solver for general non-orthogonal coordinates. Three-Dimensional subsonic and transonic viscous/inviscid interacting flows have been evaluated. Solutions with and without regions of recirculation have been obtained.

INTRODUCTION

For a significant class of problems, exhibiting strong viscous-inviscid interaction, the reduced form of the Navier-Stokes (RNS) equations can provide an effective alternative to the full Navier-Stokes (NS) system for large Reynolds (Re) number numerical calculations, in both, two- and, three- dimensions. In a series of papers [I-4], Rubin and Khosla have developed and applied composite velocity primitive variable and pressure velocity formulations for a variety of sub-, trans- and supersonic flow problems. The RNS formulation, which represents a composite of Euler, higher-order boundary-layer triple deck equations, is consistent with all asymptotic large Re strong interaction theories and results in a uniformly valid single set of equations. The RNS system includes all normal and secondary flow diffusion terms in the surface momentum equations, but does not include normal or axial flow diffusion effects in the surface normal momentum equation. This approximation is self consistent for the large Re limit. Crossflow or secondary flow diffusion is retained in all equations as these effects are required to accurately model many three dimensional external and internal flows; see e.g. references [5-11], where it has been shown that explicitly added artificial viscosity can significantly distort secondary flow, heat transfer and surface stress predictions.

In the present paper, both the pressure and composite velocity primitive variable RNS formulations are considered for the computation of three-dimensional afterbody flows. In the pressure velocity formulation, for the velocity (q) and the pressure (p), the dominant elliptic behavior and associated upstream influence, as manifested through an eigenvalue analysis [12], is associated with acoustic propagation and therefore the discretization requires an appropriate form of pressure velocity flux-split differencing. In the composite velocity formulation, the upstream influence is modelled by considering the velocity as a multiplicative composite of viscous or rotational velocities (U,W), and velocities derived from a pseudo potential (Φ). This representation of velocities is defined in the spirit of matched asymptotic expansions and is such that the resulting system reduces to the potential equation for inviscid irrotational regions. For rotational inviscid flows, a composite form of the Euler equations is recovered and a vorticity (U,W) term...
appears on the right hand side of the pseudo-potential continuity equation. The composite formulation compliments the two-dimensional vorticity stream function formulation, but is more suitable for three-dimension problems, as the total number of unknowns is does not increase, as would be the case for the three-dimensional vorticity-stream function procedure.

Flux vector splitting [12] is the basis of the discretization for the \((\tilde{q}, p)\) system and flux biasing with appropriate upwinding [1] is specified for the \((U, W, \Phi)\) system. For supersonic flows the both RNS systems reduce to initial value PNS formulations. The \((\tilde{q}, p)\) system can be solved with a spatial "boundary-layer" type marching relaxation procedure. Since flux biasing is employed for the composite \((U, W, \Phi)\) system, supersonic flows are computed by a relaxation process with the Enquist-Osher compressibility correction applied for the pseudo-potential \(\Phi\). It should be emphasized that both formulations are valid throughout the Mach number Reynolds number range, including \(M_\infty << 1\) and \(M_\infty >> 1\), and do not require the addition of any explicitly added artificial viscosity. The inherent numerical viscosity associated with the discretization is sufficient to capture strong shocks over 3 to 4 mesh points. This numerical error is minimized with fine grids and a multi-grid strategy [1]. In earlier investigations of Rubin and Khosla, both pressure and composite velocity RNS codes have been applied for the computation of incompressible, transonic and supersonic flows with strong viscous-inviscid interaction, flow reversal and shock capturing e.g. see references [1-11]. Furthermore, the omitted diffusion terms have been incorporated directly, or via a deferred corrector approach, to obtain solutions of the complete NS equations. It has been shown that these effects are minimal for the problems considered. These procedures have been tested for the steady flow over an axisymmetric boattail and for the unsteady flow over a Joukowski airfoil. In the steady RNS formulations, outflow boundary conditions are required only for the pressure or pseudo potential and, as such, these are the only variables for which global storage of velocities is required outside of reverse flow regions. This is a significant simplification for steady three dimensional flow computations, and this can also be useful in the computation of complex three-dimensional flows on very fine meshes.

In both RNS formulations, the axial convective terms are first or second-order upwind differenced. The solution procedure takes advantage of the flux split/upwind differencing and results in a boundary-layer type streamwise marching method that is imbedded in a global relaxation process. In certain strong interaction cases a sparse matrix direct solver is applied for the pressure variable cross plan solution; in the composite velocity velocity the coupled strongly implicit ILU inversion is applied.

Subsonic flow past afterbody configurations with elliptic and hyperelliptic cross sections are discussed in this paper. Comparison are given between the pressure and composite velocity solutions. Grid resolutions studies are used to assess the accuracy of the two solution procedures.

GOVERNING RNS SYSTEM AND SOLUTION PROCEDURE

As described in earlier investigations [1-11], the RNS approximation leads to a single composite system that includes the Euler, second-order boundary layer and triple deck equations. The governing RNS system is considered for three-dimensional generalized coordinates and is designed to allow for shock capturing and flow reversal. In nondimensionalized form, the RNS system for low-speed flow is given as
Continuity Equation
\[ \frac{\partial}{\partial \xi} (\rho \sqrt{g} \ u) + \frac{\partial}{\partial \eta} (\rho \sqrt{g} \ v) + \frac{\partial}{\partial \zeta} (\rho \sqrt{g} \ w) = 0 \] (1-a)

\( \xi \) - Momentum Equation
\[ \frac{\partial}{\partial \xi} (\rho \sqrt{g} \ u^2) + \frac{\partial}{\partial \eta} (\rho \sqrt{g} \ vu) + \frac{\partial}{\partial \zeta} (\rho \sqrt{g} \ wu) + \text{curvature terms} = \\
- g^{11} p_\xi - g^{12} p_\eta - g^{13} p_\zeta + \text{viscous terms} \] (1-b)

\( \zeta \) - Momentum Equation
\[ \frac{\partial}{\partial \zeta} (\rho \sqrt{g} \ wu) + \frac{\partial}{\partial \eta} (\rho \sqrt{g} \ vw) + \frac{\partial}{\partial \xi} (\rho \sqrt{g} \ w^2) + \text{curvature terms} = \\
- g^{31} p_\xi - g^{32} p_\eta - g^{33} p_\zeta + \text{viscous terms} \] (1-c)

\( \eta \) - Momentum Equation
\[ \frac{\partial}{\partial \eta} (\rho \sqrt{g} \ uv) + \frac{\partial}{\partial \xi} (\rho \sqrt{g} \ v^2) + \frac{\partial}{\partial \zeta} (\rho \sqrt{g} \ vw) + \text{curvature terms} = \\
- g^{21} p_\xi - g^{22} p_\eta - g^{23} p_\zeta \] (1-d)

Energy Equation
\[ \sqrt{g} \ u^i \left[ \frac{\partial T}{\partial \xi^i} - (\gamma - 1)T \frac{\partial p}{\partial \xi^i} \right] = \frac{\gamma}{\text{Re} \ \text{Pr}} \frac{\partial}{\partial \xi^i} \left[ \mu \sqrt{g} \ g^{ij} \frac{\partial T}{\partial \xi^j} \right] \] (1-e)

Equation of State
\[ p = \frac{\rho T}{\gamma M_\infty^2} \] (1-f)

where \( g^{ij} \) are the contravariant form of the metrics, \( \sqrt{g} \) is the Jacobian, \( \rho, u, v, w, p \) and \( T \) are the density, velocities, pressure and temperature, respectively and \( \gamma \) is the ratio of specific heats. In these equations all variables are non-dimensionalized with respect to their free stream conditions except for the pressure which is normalized with the free stream dynamic pressure.

a) Pressure/Velocity Formulation (P.V.)
The pressure flux vector splitting, as described in reference [12], leads to the following discrete representation of the axial pressure gradient:

\[ p_\xi = \omega_{i-1/2} (p_i - p_{i-1}) / \Delta \xi + (1 - \omega_{i+1/2}) (p_{i+1} - p_i) / \Delta \xi \]  

where

\[ \omega \leq \omega_M = \min[\gamma \frac{M}{1+(\gamma-1)M^2}, 1] \quad \text{for constant stagnation enthalpy} \]

and

\[ \omega \leq \omega_M = \min[M^2, 1] \quad \text{for the full flux split energy equation.} \]

This pressure gradient splitting and the associated convective upwinding satisfies the major eigenvalue continuity constraints on the fluxes and flux derivatives. For \( \omega = \omega_M \), one eigenvalue is always zero so that sharp shocks are obtained. For regions of reverse flow, the condition \( \omega = 0 \) is required. This ensures that the fluxes, flux derivatives and eigenvalues remain continuous throughout the flow. This form of flux splitting is designed to maintain a bias in the direction of convective fluxes and leads to a relaxation procedure that is solely acoustically driven in the subsonic regions.

As described in earlier investigations, the continuity equation is discretized at \((i,j-1/2,k)\). The streamwise (\(\xi^-\)) and crossflow (\(\zeta^-\)) momentum equations are discretized at \((i,j,k)\) and the normal (\(\eta^-\)) momentum equation is discretized at \((i,j+1/2,k)\). This discretization is consistent with the flux eigenvalues and with the appropriate boundary conditions required for \(u\) and \(p\). For outflow boundaries without recirculation, only a pressure or pressure gradient condition is required. For regions of reverse flow, the condition \(\omega = 0\) is required. Inflow boundary conditions, with positive outflow, are only required for \(u\), \(p\), and \(T\). Inflow boundary conditions are specified for all flow variables or their gradients. Zero injection is assumed for all solid surface. The resulting algebraic system for the delta form of pressure \(\Delta p = p^{n+1} - p^n\) is solved in each cross-plane using a coupled version of a sparse matrix direct solver. Additional details on the solver can be found in references [11, 14].

b) Composite Velocity \((U,W,\Phi)\) Formulation (C.V.)

In the spirit of matched asymptotic expansions, the contravariant velocities are rewritten as:

\[
\begin{align*}
    u &= (U+1) \left( g^{11} \Phi_\xi + g^{12} \Phi_\eta + g^{13} \Phi_\zeta \right) = (U+1)u_e \\
    v &= (g^{21} \Phi_\xi + g^{22} \Phi_\eta + g^{23} \Phi_\zeta) \\
    w &= (U+1) \left( g^{31} \Phi_\xi + g^{32} \Phi_\eta + g^{33} \Phi_\zeta \right) + W
\end{align*}
\]

The composite representations for \(u\) and \(w\), the axial and cross-flow velocity components, contain two types of terms, e.g. a rotational "pseudo" potential function \(\Phi\) and viscous velocities \(U, W\). The viscous no-slip boundary conditions are
introduced through the velocities $U$, $W$. The kinematical boundary conditions are satisfied through the pseudo potential. This is consistent with the potential and boundary-layer approximations. Substitution of equation (3) into equation (1) leads to the RNS composite system. Additional details and the resulting equations are given in references [1-4]. All derivatives are approximated using three point central differences except for the convective $U_\xi$, $W_\xi$ terms: these are second-order upwinded. Upstream influence in attached flow regions arises solely through $\Phi_{i+1}$ and thus an outflow boundary condition on $\Phi$, in lieu of $p$ for the pressure formulation, is required. This leads to boundary-layer like streamwise marching for $U$, $W$ with global relaxation for $\Phi$. In reversed flow regions, $w_\xi$ is upwind differenced and therefore the relaxation procedure includes both $\Phi$ and $w$, as is the case for $p$ and $(u,w)$ in the pressure split velocity formulation. The resulting algebraic system in each crossplane, for the delta form of $\Phi$, $V\Phi=\Phi^{n+1}$. $\Phi^n$ is solved using a consistent version of the coupled strongly implicit algorithm. This algorithm has previously been described in reference 10.

**BOUNDARY CONDITIONS**

The boundary conditions used for this investigation are: (i) uniform flow at the inflow; (ii) weak viscous/inviscid interaction at the outflow, thus at $\xi = \xi_m$, $\Phi \sim 0$ or the negative eigenvalue fluxes are set to zero for the pressure solver; (iii) the no slip and zero injection conditions are specified at the body surface; i.e. $u = U+1 = 0$, $v = v_e = 0$ and $w = W = 0$; (iv) far from the body the flow is assumed to be undisturbed; i.e. $u = 1$, $w = 0$, $\Phi = \Phi|x = 0$, $T = 1$ and the entropy is assumed to be constant.

**RESULTS**

Afterbody configurations of elliptical (Figure 1a) and hyper-elliptical (Figure 1b) cross-sections have been examined. In view of the geometric symmetry, the calculations have been carried out in one quarter of the flowfield. A body fitted
computational grid e.g., see Figure 2 for an elliptic cross-section, was generated by using a shearing transformation. A stretched grid is employed in the normal direction while a uniform spacing is prescribed in the azimuthal direction. The axial boattail is generated by fitting a cubic polynomial between two appropriate cross-sections.

Both laminar and turbulent flows have been investigated using the composite velocity (C.V.) formulation. Only laminar flow computations have been carried out using the pressure velocity (P.V.) formulation. Figure 3a and 3b depict the pressure coefficient and skin friction parameter for a laminar non-separated boattail of elliptical cross-section using both (P.V.) and (C.V.) formulations. The resolvable agreement between the two solutions provides a self consistent evaluation of the two formulations. The metrics are calculated analytically for the P.V. solutions and numerically for the C.V. solutions. As the grid is refined the two solutions merge.
The pressure coefficient and skin friction parameter for turbulent flow computations for an afterbody of elliptical cross-section at $M_{\infty}=0.9$ using the (C.V.) formulation are shown in Figures 4-a and 4-b. As seen in the figure, a sharp weak transonic shock has been captured quite well.

The crossplane grid for an afterbody of hyper-ellipse cross-section is depicted in Figure 5. A comparison of the laminar P.V. flow solution for $Re=10^5$, on two grids

![Figure 4-a: Pressure Coefficient - ellipse](image)

![Figure 4-b: Skin-Friction Parameter - ellipse](image)

![Figure 5: Hyperellipse - grid in the cross-plane 79x17](image)

$61\times79\times17$ and $121\times79\times17$, is shown in Figures 6a and 6b. The pressure coefficient and skin friction parameter along a symmetry plane and the location of maximum azimuthal curvature are used for this comparison. A region of large recirculation, along the boattail, has been computed by this technique. The sensitivity to grid refinement is quite evident. Further grid refinement in both the axial and azimuthal directions are most likely required to obtain an acceptable level of accuracy. The axial velocity vectors in the recirculation region are depicted in Figures 7a and 7b. The effect of different subsonic Mach numbers is shown in Figures 8a and 8b. The recirculation is slightly increased. This is consistent with previous subsonic calculation on axisymmetric boattails [2].
Figure 6-a: Pressure Coefficient for $M=0.3$, $Re=10^4$ (hyperellipse)
- effect of grid

Figure 7-a: Velocity Field in the Separated Region for Hyperellipse $M=0.3$, $Re=10^4$, $k=1$

Figure 8-a: Pressure Coefficient for $Re=10^6$ (hyperellipse)
- effect of Mach number
  grid: 61x79x17

Figure 6-b: Skin-Friction Parameter for $M=0.3$, $Re=10^4$ (hyperellipse)
- effect of grid

Figure 7-b: Velocity Field in the Separated Region for Hyperellipse $M=0.3$, $Re=10^4$, $k=8$

Figure 8-b: Skin-Friction Parameter for $Re=10^6$ (hyperellipse)
- effect of Mach number
  grid: 61x79x17
From the above discussion, it is clear that the present RNS techniques have the ability to compute fairly complex flow fields. The computational cost for the C.V. solution is modest, e.g., with 81923 grid points and 5 coupled unknowns this is of the order of 30 to 60 minutes on the Cray Y-MP. The computational cost of the P.V. solutions, on the other hand, is much greater. This is due to the fact that that sparse matrix direct solver, which requires 8 to 9 times the CPU of the CSIP, is applied for much of the cross plane inversion. Strategies to reduce the overall computational effort by minimizing the need for multiple LU (direct solver) inversions have been investigated. The computational times can be reduced considerably with back substitution. Recent studies have provided factors of less than 2 over C.V. computer time. A stabilized version of the consistent coupled strongly implicit algorithm for the P.V. formulation is also currently under investigation. This will result in further reductions in the P.V. CPU time.

CONCLUSION

Two formulations of the three-dimensional RNS equations have been investigated for the computation of laminar/turbulent subsonic, transonic flows with large recirculation regions. The techniques are quite efficient in terms of storage and computational times. Future applications to complex internal/external geometries and supersonic free streams are under investigation.
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Abstract

The development of the RPLUS2D/3D codes is summarized. These codes utilize LU algorithms to solve chemical non-equilibrium flows in a body-fitted coordinate system. Recent improvements include vectorization method, blocking algorithm for geometric flexibility, out-of-core storage for large-size problems, and an LU-SW/UP combination for CPU-time efficiency and solution quality.

I. Introduction

The technology for hypersonic vehicles has been developed for decades. Back in the sixties, the Air Force and NASA conducted the research on scramjet engines which were proposed for the Aeronautics Space Plane [1]. This was the prelude of the recent NASP (National Aero-Space Plane) program. Due to lack of powerful computers, early hypersonic scientists relied heavily on experiments. Analysis had to be done on a simplified basis. In the seventies, research on hypersonic planes and scramjet engines became dormant for more than a decade because of the Apollo and Shuttle missions. Recent hypersonic research in the eighties revived in a dramatically different environment in which the capability of computers had grown exponentially since their invention. The methodology in solving flow problems has also advanced significantly, thanks to the research of numerous mathematicians and fluid dynamicists. Three-dimensional, Reynolds-average Navier-Stokes simulations have thus been made feasible. As a result, CFD (Computational Fluid Dynamics) becomes a popular and promising tool for flow-prediction.

As a participant of the NASP program, NASA Lewis Research Center supported the development of the RPLUS2D/3D codes. This task is motivated by the need to numerically predict chemical non-equilibrium flows for the NASP program. Chemical reaction is an important factor for NASP-related flows. For the scramjet combustor, combustion is undoubtedly the vital issue. In the expansion nozzle, recombination of atoms and radicals generated upstream of the nozzle, and possibly some continuous combustion may account for a significant percentage of the thrust. At the NASP surface and inlet where the hypersonic airstream and solid body come in contact, and across the shock waves where the flow speed drastically changes, air-dissociation or even ionization may play important roles. The assumption of chemical-equilibrium may be considered to simplify the problems. However, the chemical-equilibrium assumption may result in poor prediction, thus its application is quite limited. For instance, in an H2/air combustor, the chemical-equilibrium assumption produces an excessive amount of water vapor, which in turn over-predicts the performance of the combustor. The RPLUS2D/3D codes therefore incorporate chemical non-equilibrium models.

The size of the systems of equations for non-equilibrium chemistry imposes difficulties in obtaining the flow solution. The governing equations include the basic flow equations (continuity, Navier-Stokes, and energy equations) in addition to a number of species transport equations. It is not uncommon for a chemistry model to consider more than ten species, which require the same number of species equations. Multi-dimensional solution of such systems is a major task. It was not until recent advances of computer capability that three-dimensional simulation of chemically non-equilibrium flows has become feasible. Nevertheless, the efficiency of the numerical scheme remains
a vital issue.

One of the important features of the RPLUS2D/3D codes is the use of LU algorithms to march in time. In the past, both explicit and implicit algorithms for time-integration have been used for calculating chemical non-equilibrium flows. Among explicit algorithms, the MacCormack [2-5] and Runge-Kutta schemes [4,6] are most notable. The SPARK code [2] developed at NASA Langley center adopts the MacCormack scheme, and more recently, attempted a higher order MacCormack scheme with some success [3]. Shuen and Liou [6] utilized a two-stage Runge-Kutta in conjunction with spatially upwind-differenced method. To alleviate the restrictive limitation on time-step due to stiff source terms, Bussing and Murman [4] proposed implicit treatment for the source terms in these explicit methods. A number of other researchers prefer marching in time implicitly. Candler and MacCormack [7] implemented an implicit Gauss-Siedel line-relaxation technique for ionized flows. Molvik and Merkle [8-9] utilized a three-dimensional AF (Approximate-Factorization) in the inner iteration of a dual time-step procedure specifically for time-accurate calculation. Walters, et al. [10] included in their GASP (General Aerodynamic Simulation Program) code what they called AF/relaxation and LU/relaxation algorithms. Lee and Deiwert [11] extended the implicit flux-vector splitting algorithm of F3D [12] to include non-equilibrium chemistry. In general, implicit time-marching provides more temporal damping than explicit time-marching, and potentially gives better overall efficiency. However, implicit methods must be implemented with caution. The stability characteristics of some approximate factorizations depend strongly on the number of dimensions. An example is the celebrated AD1 scheme [13] which has a rather restrictive CFL limit in three dimensions, due to the approximate-factorization error of the order $\Delta t^3$. The LU algorithms used by the RPLUS codes are two-factored, regardless of the number of dimensions. The convergence characteristics are therefore similar in one, two, or three dimensions.

The LU algorithm originally adopted by the RPLUS code is the so-called LU-SSOR (Symmetric Successive Over-Relaxation) or LU-SGS (Symmetric Gauss-Siedel) proposed by Yoon and Jameson [14-15]. This scheme was implemented by Shuen and Yoon [16] in the RPLUS2D code, and later extended to RPLUS3D by Yu, Tsai, and Shuen [17]. The implicit operator of the LU-SSOR is constructed by upwind differencing the specially formulated split flux Jacobians. For non-reacting flows, the resulting implicit operator avoids the need for matrix inversion, and is particularly suitable for solving large systems of equations. Even for reacting flows where source terms are treated implicitly, the requirement for matrix inversion is kept at a minimum. Recently, Tsai and Hsieh [18] modified the split flux Jacobians based on a similarity transformation to construct the so-called LU-SW (Steger-Warming). Along with the LU-SW, the right-hand-side calculation was modified from the original central-differencing to the upwind-differencing with Van Leer's flux-vector splitting. The LU-SW does require block-matrix inversion; however, the LU-SW/UP (Upwind-differencing) combination provides much stronger temporal damping. Tsai and Hsieh showed the LU-SW/UP can be more efficient in terms of CPU time than the original LU-SSOR/CD (Central-Differencing) in two dimensions. Since both LU algorithms remain two-factored in any number of dimensions, similar improvement can be expected in three dimensions.

This paper gives an updated summary of the RPLUS development. Besides the algorithm, improvements are made on the capability and flexibility in real application. Most notable improvements are the use of a blocking algorithm and the use of out-of-core storage. The blocking algorithm tremendously broadens the geometry to which the RPLUS codes can be applied. Difficulty in grid generation is also alleviated by the blocking capability. For large scale problems where the required memory storage exceeds the resources available, out-of-core storage is a necessary compromise. This has recently been made available for the RPLUS codes. These new features are addressed in detail.

II. Governing Equations

The governing equations solved by the RPLUS codes are the compressible, Reynolds-averaged Navier-Stokes equations and species transport equations. For completeness, the three-dimensional
equations are formulated. Written in a strong conservative form, the governing equations can be expressed as follows:

\[
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} (E - E_v) + \frac{\partial}{\partial y} (F - F_v) + \frac{\partial}{\partial z} (G - G_v) = H
\]

(1)

Here \(x, y, \) and \(z\) are Cartesian coordinates, \(Q\) is the dependent variable, \(E, F, \) and \(G\) are the convective flux vectors:

\[
Q = \begin{pmatrix}
\rho \\
\rho u \\
\rho v \\
\rho w \\
\rho e \\
\rho Y_i
\end{pmatrix}, \quad E = \begin{pmatrix}
\rho u \\
\rho u^2 + p \\
\rho u v \\
\rho u w \\
\rho u (\rho e + p) \\
\rho u Y_i
\end{pmatrix}
\]

(2)

\[
F = \begin{pmatrix}
\rho v \\
\rho u v \\
\rho v^2 + p \\
\rho v w \\
v (\rho e + p) \\
\rho v Y_i
\end{pmatrix}, \quad G = \begin{pmatrix}
\rho w \\
\rho u w \\
\rho v w \\
\rho w^2 + p \\
w (\rho e + p) \\
\rho w Y_i
\end{pmatrix}
\]

(3)

\(E_v, F_v,\) and \(G_v\) are the viscous flux vectors:

\[
E_v = \begin{pmatrix}
0 \\
\tau_{xx} \\
\tau_{xy} \\
\tau_{xz} \\
\tau_{xy} + \nu \tau_{yx} + \nu \tau_{yz} - q_y \\
-\rho \hat{u}_i Y_i
\end{pmatrix}
\]

\[
F_v = \begin{pmatrix}
0 \\
\tau_{yx} \\
\tau_{yy} \\
\tau_{yz} \\
\nu \tau_{yx} + \nu \tau_{yy} + \nu \tau_{yz} - q_y \\
-\rho \hat{u}_i Y_i
\end{pmatrix}
\]

\[
G_v = \begin{pmatrix}
0 \\
\tau_{zx} \\
\tau_{zy} \\
\tau_{zz} \\
\tau_{xy} + \nu \tau_{zy} + \nu \tau_{xz} - q_z \\
-\rho \hat{u}_i Y_i
\end{pmatrix}
\]

(4)

\(H\) is the source vector:

\[
H = \begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
\omega_i
\end{pmatrix}
\]
The specific total energy, $\epsilon$, shear stress components, and heat flux components are given as

$$\epsilon = \sum_{i=1}^{N_s} \epsilon_i + \frac{1}{2}(u^2 + v^2 + w^2)$$  \hspace{1cm} (5)

$$\tau_{xx} = 2\mu \frac{\partial u}{\partial x} - \frac{2}{3}\mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right)$$  \hspace{1cm} (6.a)

$$\tau_{xy} = 2\mu \frac{\partial v}{\partial y} - \frac{2}{3}\mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right)$$  \hspace{1cm} (6.b)

$$\tau_{zz} = 2\mu \frac{\partial w}{\partial z} - \frac{2}{3}\mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right)$$  \hspace{1cm} (6.c)

$$\tau_{xy} = \tau_{yx} = \mu \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)$$  \hspace{1cm} (7.a)

$$\tau_{yz} = \tau_{zy} = \mu \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \right)$$  \hspace{1cm} (7.b)

$$\tau_{xz} = \tau_{zx} = \mu \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right)$$  \hspace{1cm} (7.c)

$$q_x = -k \frac{\partial T}{\partial x} + \rho \sum_{i=1}^{N_s} h_i Y_i \dot{u}_i$$  \hspace{1cm} (8.a)

$$q_y = -k \frac{\partial T}{\partial y} + \rho \sum_{i=1}^{N_s} h_i Y_i \dot{v}_i$$  \hspace{1cm} (8.b)

$$q_z = -k \frac{\partial T}{\partial z} + \rho \sum_{i=1}^{N_s} h_i Y_i \dot{w}_i$$  \hspace{1cm} (8.c)

In the preceding expressions, $\rho$ is the density, $u$, $v$, and $w$ are the Cartesian velocity components, $p$ is the pressure, and $\epsilon$ is the specific total energy. The subscript $i$ identifies each species, and $N_s$ is the total number of species. For $i$th species, $Y_i$, $\epsilon_i$, $h_i$, and $\dot{w}_i$ are its mass fraction, specific internal energy, enthalpy, and production rate, respectively. The enthalpy of species $i$ is obtained by an integration of $C_p$ versus temperature:

$$h_i = \int_a^T C_{pi} dT$$  \hspace{1cm} (9)

where $C_{pi}$ is the constant pressure specific heat which is expressed as a fourth order polynomial of temperature:

$$C_{pi} = C_{p10} + C_{p11}T + C_{p12}T^2 + C_{p13}T^3 + C_{p14}T^4$$  \hspace{1cm} (10)

The internal energy of species $i$ can be obtained from $h_i$ using the ideal gas assumption which is valid for high temperature:

$$\epsilon_i = h_i - R_i T$$  \hspace{1cm} (11)

where $R_i$ is the gas constant for species $i$. The diffusion velocity components, $\dot{u}_i$, $\dot{v}_i$, and $\dot{w}_i$ are calculated by Fick's law [23]:

$$Y_i \dot{u}_i = -D_{im} \frac{\partial Y_i}{\partial x}$$  \hspace{1cm} (12.a)
\[ Y_i \hat{v}_i = -D_{im} \frac{\partial Y_i}{\partial y} \] 

and

\[ Y_i \hat{w}_i = -D_{im} \frac{\partial Y_i}{\partial z} \] 

where

\[ D_{im} = \frac{(1 - X_i)}{\sum_{i \neq j} \frac{X_i}{D_{ij}}} \] 

is the effective binary diffusivity of species \( i \) in the gas mixture, and \( X_i \) is the mole fraction of species \( i \). Diffusive properties such as viscosity and thermal conductivity are considered as polynomials of temperature, and the diffusive properties of the mixture are calculated based on Wilke’s mixing rule \([24,25]\). The binary mass diffusivities are calculated using Chapman-Enskog theory in conjunction with Lennard-Jones intermolecular potential functions. \([25]\)

The numerical solution of Eq. (1) is performed in a general, body-fitted coordinate system, \((\xi, \eta, \zeta)\). Coordinate transformation of Eq. (1) gives

\[
\frac{\partial \hat{Q}}{\partial \tau} + \frac{\partial}{\partial \xi} \left( \hat{E} - \hat{E}_v \right) + \frac{\partial}{\partial \eta} \left( \hat{P} - \hat{P}_v \right) + \frac{\partial}{\partial \zeta} \left( \hat{G} - \hat{G}_v \right) = \hat{H}
\] 

where

\[
\hat{Q} = hQ
\]
\[
\hat{E} = h(\xi E + \xi F + \xi G)
\]
\[
\hat{P} = h(\eta E + \eta F + \eta G)
\]
\[
\hat{G} = h(\zeta E + \zeta F + \zeta G)
\]
\[
\hat{E}_v = h(\xi E_v + \xi F_v + \xi G_v)
\]
\[
\hat{P}_v = h(\eta E_v + \eta F_v + \eta G_v)
\]
\[
\hat{G}_v = h(\zeta E_v + \zeta F_v + \zeta G_v)
\]
\[
\hat{H} = hH
\]

in which \( h \) is the cell volume.

### III. Recent Advances

The RPLUS2D code was completed in 1987 and extended to RPLUS3D in 1988. During this period of time, the codes remained research-oriented and modification was constantly made for different problems. They were hardly user-friendly due to the lack of user interfaces. From 1989 to present, a series of improvements have been made to render the RPLUS codes user-oriented. Parallel to these efforts, new algorithms for improving efficiency and solution quality were also explored. The details are addressed below.

**Program Vectorization**

Before a code can be vectorized, the programmer first identifies the operations for which parallel processing is possible. Once this is done, vectorization usually can be achieved with proficiency in programming. In cases when parallel processing is not possible, special hardware is required to accomplish vectorization. The implicit operator of the LU scheme has a recursive property. In the
LU scheme, the $\Delta Q$ of the point $(i, j, k)$ requires updated $\Delta Q$ at points $(i-1, j, k)$, $(i, j-1, k)$, and $(i, j, k-1)$ in the Lower sweep, and updated values at $(i+1, j, k)$, $(i, j+1, k)$, and $(i, j, k+1)$ in the Upper sweep. At first glance, parallel processing seems to be out of the question. However, the solutions of the points in a plane normal to the sweeping direction are independent and can be parallel-processed. In other words, the points on the planes represented by the equation, $i + j + k = \text{constant}$ can be parallel-processed. The schematic of these planes is shown in Fig. 1.

The vectorization of the program is done by reorganizing the indices of the grid points for parallel-processing planes. Before the main iteration begins, mappings between the three-dimensional index, $(i, j, k)$, and two sets of two-dimensional indices, $(i_{\text{point}}, i_{\text{plane}})$, are generated for the Lower and Upper sweeps. The index $i_{\text{point}}$ identifies the points in a parallel-processing plane, and $i_{\text{plane}}$ identifies the planes. These mappings are stored as sets of integer arrays which can be invoked by the Lower and Upper sweeps. On CRAY computers, the mapping arrays can be used directly in DO-loops to achieve efficient vectorization. The strategy described does have short-comings. The rather short vector-length near the upper and lower corners makes vectorization somewhat incomplete. Nevertheless, these inefficient vector-processing regions do not constitute a significant efficiency-reduction on the CRAY for two reasons. Firstly, the vector length grows rapidly away from the corners. (The vector length is approximately proportional to square of the distance between the plane and the corner.) Secondly, CRAY’s maximum computation speed can almost be reached with a rather short vector-length (e. g., 100). In fact, the CPU time for the implicit operator is reduced by a factor of nearly 10 simply by the described strategy.

The vectorization of the right-hand-side is relatively straightforward. In principle, three-dimensional vectorization is possible for the RHS. However, our experience on CRAY shows very little difference among one-, two-, and three-dimensional vectorization due to its architecture. The program is therefore vectorized in one dimension for better readability of the codes.

**Blocking Logic**

In order to enhance the capability of the RPLUS codes in handling complex geometries and flows, a blocking algorithm is implemented. The need for blocking is obvious when structured grids are used. Many geometries encountered in practical application, e. g. the nose-to-tail of the NASP, cannot be represented with a single-block grid. In association with the blocking algorithm, a set of flexible boundary conditions is installed, allowing specifying well-posed boundary conditions at grid-cell level. The boundary conditions currently installed include supersonic inflows and outflows, subsonic inflow, no-slip and tangency, freestreams, and interior boundaries (interfaces of blocks).

Blocking the grid does impose difficulty in using the LU algorithm. With the requirement for vectorization, the coding logic can be exceedingly complex. Currently the RPLUS codes use a simplified method in which the LU sweeps are performed independently for each block rather than performed for the whole grid. Figure 2 shows the schematic of this method for a two-dimensional, blocked grid. Notice that at the block interfaces, the boundary conditions for the LU sweeps are the same as any other boundaries. The instability this simplified method may incur is no more than what other boundaries can produce. Actual calculations also confirm that there is no apparent stability problem or deterioration of convergence speed on the interfaces.

The block-RPLUS codes have found many applications since their completion. One example is the study of combustion and mixing phenomenon of the dump combustor in a scramjet engine [19]. The geometry and flow configuration are shown in Fig. 3.a and 3.b. for $\text{H}_2/\text{air}$ dump combustors with parallel and transverse injectors. The rearward facing step is a common gimmick for enhancing mixing. Grid generation for such geometry can be a major task if only one block is allowed to be used. With two blocks, on the other hand, the grid generation becomes exceedingly simple.

The hydrogen mass fraction and temperature distribution for both cases are shown in Fig. 4 and Fig. 5, respectively. The grid sizes are 41,000 points for the transverse-injection case and 23,700 points for the parallel-injection case. The chemistry model used is a 9-species, 18-step $\text{H}_2/\text{air}$ reaction model by Brabbs [20]. Each case takes approximately 20 to 30 hours of CPU time on a CRAY-2. Figures 4.a and 4.b show the hydrogen mass fraction for transverse- and parallel-injection
cases. Comparing the downstream hydrogen mass fraction shows that the transverse-injection case provides a more complete combustion. This is due to a longer flow residence time and a better mixing mechanism of the transverse jet. The bending of the transverse jet results in a secondary flow which provides an excellent mixing mechanism. The secondary flow can be visualized in Fig. 4.a in which the transverse jet develops into a so-called kidney shape. The advantage of using the parallel jet is the smaller pressure loss as opposed to the transverse jet. The corresponding temperature distributions are shown in Figs. 5.a and 5.b. In both cases the recirculation zones generated by the steps have low subsonic speed and high temperature. The temperature distributions show that the mixing pattern in the parallel injection is somewhat different from that in the transverse injection. In the parallel injection case, the jets tend to recirculate sideways into the corner, while the transverse injection tends to mix the jets with the upstream air.

Out-of-Core Storage

While there is a growing demand for large-scale, three-dimensional computations, sufficient resources for core memory may not always be available. An alternative for such a dilemma is the use of secondary storage. Recently the possibility of utilizing secondary storage for the RPLUS3D code has been assessed. An experimental RPLUS version that requires a much smaller core memory has been developed. This version has been tested for a typically large grid of 360,000 (100 x 60 x 60) points. It requires only 5.7 Megawords for solving a nine-species chemical system, as opposed to 50 Megawords for the original version. For the secondary storage, the SSD (Solid-state Storage Device) currently available to CRAY-XMP and YMP appears to be the best candidate. Although using magnetic disks is also possible, the waiting time for the mechanical movement may result in a long lapse time for a small amount of CPU time.

The idea of out-of-core storage is stocking the major portion of data while operating on a minor portion of the data. For a three-dimensional problem at least two strategies can be considered. The first strategy is dividing the three-dimensional domain into much smaller subdomains. The data for each subdomain are stored in the secondary storage ordered on direct-access records. Operations are then done for one subdomain at a time, and updated data are written to the proper records when the operations are finished. The second strategy is storing the data based on two-dimensional planes. At any given time, data for a number of planes may be required to appear on the stage. The updated data are stored back to the designated records after required operations are done. The I/O efficiency of a strategy depends not only on the frequency of accessing but also on the manner that the data are stored. For direct-access storage, longer records give more efficient access. If both strategies give identical results, the first strategy seems to be more attractive since it gives the freedom of controlling the record-length. For implicit schemes, however, the first strategy requires using explicit boundary conditions on the interfaces of the subdomains. The RPLUS3D therefore chooses the second strategy.

The programming logic currently used by the RPLUS3D for storing the two-dimensional planes is by no means the most efficient one. Due to vectorisation considerations, the planes whose data are stored in records are of constant-I, -J, -K for RHS calculation and of constant-I+J+K for LHS. In each iteration, the data files have to be reorganized four times to ensure efficient retrieve. This demands a tremendous amount of I/O. A more efficient way is to vectorize the RHS calculation for constant-I+J+K planes, the same as for the LHS calculation. This can avoid the need to reorganize the data files. The experimental version of RPLUS3D is currently modified to adopt this strategy.

LU-SW and Upwind-differencing

The RPLUS codes are originally designed to use LU-SSOR/CD. The efficiency and solution quality of this algorithm have recently been re-assessed, and other possible algorithms have been explored [6,18]. Among them, the LU-SW/UP has been identified as a promising algorithm. This algorithm has been added to the RPLUS2D.

The finite-difference equations for the LU-SSOR and LU-SW have the same generic form. In
two dimensions, both can be expressed by

\[
\begin{aligned}
&\left[ I + \Delta t \left( D_{\xi}^{-} \hat{A}^{+} + D_{\eta}^{-} \hat{B}^{+} - \frac{\hat{A}^{-}}{\Delta \xi} - \frac{\hat{B}^{-}}{\Delta \eta} - \hat{D} \right) \right] \\
&\left( I + \frac{\Delta t}{\Delta \xi} (\hat{A}^{+} - \hat{A}^{-}) + \frac{\Delta t}{\Delta \eta} (\hat{B}^{+} - \hat{B}^{-}) \right)^{-1} \\
&\left[ I + \Delta t \left( D_{\xi}^{+} \hat{A}^{-} + D_{\eta}^{+} \hat{B}^{-} + \frac{\hat{A}^{+}}{\Delta \xi} + \frac{\hat{B}^{+}}{\Delta \eta} \right) \right] \Delta \hat{Q} \\
&= \Delta t \text{RHS}
\end{aligned}
\] (16)

The two LU algorithms have different ways in constructing the split flux-Jacobians. For LU-SSOR, the split flux Jacobians are defined as

\[
\begin{aligned}
\hat{A}^{+} &= 0.5(\hat{A} + \gamma_{A} I) \quad (17.a) \\
\hat{A}^{-} &= 0.5(\hat{A} - \gamma_{A} I) \quad (17.b) \\
\hat{B}^{+} &= 0.5(\hat{B} + \gamma_{B} I) \quad (17.c) \\
\hat{B}^{-} &= 0.5(\hat{B} - \gamma_{B} I) \quad (17.d)
\end{aligned}
\]

where \( \gamma_{A} \) and \( \gamma_{B} \) are greater than the spectral radii of the associated flux Jacobians:

\[
\gamma_{A} \geq \max(|\lambda_{A}|) \quad (18.a)
\]

\[
\gamma_{B} \geq \max(|\lambda_{B}|) \quad (18.b)
\]

For the LU-SW, the split flux Jacobians are defined as

\[
\begin{aligned}
\hat{A}^{+} &= \hat{M}_{\xi} \Lambda_{\xi}^{+} \hat{M}_{\xi}^{-1} \quad (19.a) \\
\hat{A}^{-} &= \hat{M}_{\xi} \Lambda_{\xi}^{-} \hat{M}_{\xi}^{-1} \quad (19.b) \\
\hat{B}^{+} &= \hat{M}_{\eta} \Lambda_{\eta}^{+} \hat{M}_{\eta}^{-1} \quad (19.c) \\
\hat{B}^{-} &= \hat{M}_{\eta} \Lambda_{\eta}^{-} \hat{M}_{\eta}^{-1} \quad (19.d)
\end{aligned}
\]

in which \( \Lambda_{\xi}^{+} \), etc., are the diagonal eigenvalue matrices, and \( \hat{M}_{\xi} \), etc., are the right eigenmatrices.

In the LU-SSOR, the flux Jacobians are split in such a fashion that the block-matrix inversion is avoided. The eigenvalues of the resulting split flux-Jacobians are inconsistent with the characteristic speeds of the flow. Because of this inconsistency, relatively slow convergence is usually observed using this scheme. The LU-SW, on the other hand, requires block-matrix inversion and each iteration is more expensive. However, because the LU-SW scheme uses split Jacobians whose eigenvalues are consistent with the characteristic speeds of the flow, it is apt to give a convergence rate faster than the LU-SSOR in terms of number of iterations.

The efficiency of the LU-SSOR and LU-SW schemes are strongly affected by the method of the right-hand-side discretization, which can be central or upwind. The flux-vector splitting by Van Leer [21] is selected for upwind-differencing. Higher order accuracy is achieved by the MUSCL procedure [22]. The two LU schemes and two methods for right-hand-side discretization result in four combinations, namely, LU-SSOR/CD, LU-SSOR/UP, LU-SW/CD, and LU-SW/UP. Among these combinations, the LU-SW/CD can be shown to be unstable by a stability analysis [18]. The efficiency of the other three combinations is tested by three cases: (1) \( 15^\circ \) ramp, (2) \( 20^\circ \) ramp with expansion, and (3) jet in crossflow.

Figures 6.a, 7.a, and 8.a show the geometry and flow conditions for the three test cases. In cases 1 and 2, a premixed \( \text{H}_2/\text{air} \) flow passes through a ramp. Chemical reaction is activated by
the high temperature induced by oblique shocks, boundary layers, and their interaction. Case 3 simulates the combustion process in a hydrogen combustor. In all three cases, the optimum CFL number is infinity for the LU-SSOR and approximately 1.5 for the LU-SW. The flows are assumed to be laminar. Figures 6.b, 7.b, and 8.b show the corresponding convergence histories. The CPU seconds required by each scheme for reducing the residual by one order are tabulated in Table 1. It clearly shows that the LU-SW/UP scheme is the most efficient among the three.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>LU-SSOR/CD</td>
<td>675</td>
<td>-</td>
<td>1500</td>
</tr>
<tr>
<td>LU-SSOR/UP</td>
<td>477</td>
<td>1908</td>
<td>-</td>
</tr>
<tr>
<td>LU-SW/UP</td>
<td>225</td>
<td>1620</td>
<td>900</td>
</tr>
</tbody>
</table>

Table 1. CPU Seconds for Reducing Residual by One Order.

Other Improvements

The most updated versions of the RPLUS codes are designed to cope with a variety of flows. They are able to compute perfect-gas or real-gas, single-species or multiple-species, inviscid or viscous, non-reacting or reacting flows. All these options can be used conveniently without modifying the codes. For chemistry models, a 9-species, 18-step H₂/air combustion model is stored internally as one of the default options. Suitable chemistry models will be installed in the future. Any other chemistry models can be defined through an input file. In addition to the H₂/air combustion model, real-gas properties such as the specific heats, viscosity and thermal conductivity of a number of species are also stored internally for convenient usage. All these features make the RPLUS codes extremely flexible and useful.

IV. Conclusion

Continuous effort at NASA Lewis has improved the RPLUS codes significantly. The updated RPLUS codes have included a number of new features for practical application. To handle complex geometry and simplify grid generation, a blocking logic is incorporated. Out-of-core storage shows potential in calculating large size problems with limited core-memory. The LU-SW/UP algorithm improves the overall efficiency as well as solution quality. These improvements not only make the RPLUS codes more ready for use, but also impose an impact on their future development. Future work includes advance turbulence modelling such as the \( k-\varepsilon \) modelling and PDF (Probability Density Function) modelling. For geometry flexibility, an algorithm for multiple, mismatched grid with global conservation law will be explored.
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Fig. 2 Schematic of LU Sweeps in a Multi-Block Grid.
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Fig. 3.a Geometry and Flow Conditions for Dump Combustor with Transverse Injection.

Fig. 3.b Geometry and Flow Conditions for Dump Combustor with Parallel Injection.
Fig. 4.a Hydrogen Mass Fraction for Dump Combustor with Transverse Injection.

Fig. 4.b Hydrogen Mass Fraction for Dump Combustor with Parallel Injection.
Fig. 5.a Temperature Distribution for Dump Combustor with Transverse Injection.

Fig. 5.b Temperature Distribution for Dump Combustor with Parallel Injection.
premixed H₂/Air
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\( M = 4 \)

Fig. 6.a Geometry and Flow Conditions of 15° Ramp.
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CFL = 1.5
1.8 sec/iter.

Fig. 6.b Convergence Rate for 15° Ramp.

Fig. 7.a Geometry and Flow Conditions of 20° Ramp with expansion.
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Fig. 7.b Convergence Rate for 20° Ramp with expansion.
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Fig. 8.a Geometry and Flow Conditions of Jet in Crossflow.
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Fig. 8.b Convergence Rate for Jet in Crossflow.
THE DIRECT SIMULATION OF HIGH-SPEED MIXING-LAYERS WITHOUT AND WITH CHEMICAL HEAT RELEASE

B. Sekar †, H.S. Mukunda ‡, M.H. Carpenter †

ABSTRACT

This computational study is a direct numerical simulation of high speed reacting and non-reacting flows for H₂-air systems. The calculations are made for a convective Mach number of 0.38 with hyperbolic tangent initial profile and finite rate chemical reactions. A higher-order numerical method is used in time accurate mode to time advance the solution to a statistical steady state. About 600 time slices of all the variables are then stored for statistical analysis.

It is shown that most of the problems of high-speed combustion with air are characterized by relatively weak heat release. The present study shows that (i) the convective speed is reduced by heat release by about 10 % at this convective Mach number $M_c = 0.38$, (ii) the variation of the mean and rms fluctuation of temperature can be explained on the basis of temperature fluctuation between the flame temperature and the ambient, (iii) the growth rate with heat release is reduced by 7 %, (iv) and the entrainment is reduced by 25 % with heat release. These differences are small in comparison with incompressible flow dynamics, and are argued to be due to the reduced importance of heat release in comparison with the large enthalpy gradients resulting from the large-scale vortex dynamics. It is finally suggested that the problems of reduced mixing in high-speed flows are not severely complicated by heat release.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>Mach number</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$u$</td>
<td>Streamwise velocity</td>
</tr>
<tr>
<td>$u_\infty$</td>
<td>Primary stream velocity</td>
</tr>
<tr>
<td>$u_c$</td>
<td>Convective velocity</td>
</tr>
<tr>
<td>$x$</td>
<td>Streamwise coordinate</td>
</tr>
<tr>
<td>$y$</td>
<td>Transverse coordinate</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Mixing-layer thickness</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Vorticity</td>
</tr>
<tr>
<td>$M_c$</td>
<td>Convective Mach number</td>
</tr>
<tr>
<td>$\text{Re}$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$T'$</td>
<td>Root mean square fluctuation of $T$</td>
</tr>
<tr>
<td>$\tanh$</td>
<td>Tanhyperbolic</td>
</tr>
<tr>
<td>$u'$</td>
<td>Root mean square fluctuation of $u$</td>
</tr>
<tr>
<td>$u_{-\infty}$</td>
<td>Secondary stream velocity</td>
</tr>
<tr>
<td>$v$</td>
<td>Transverse velocity</td>
</tr>
<tr>
<td>$x_m$</td>
<td>Maximum extent of $x$ field</td>
</tr>
<tr>
<td>$y_m$</td>
<td>Maximum extent of $y$ field</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Laminar viscosity</td>
</tr>
</tbody>
</table>

INTRODUCTION

Non-reacting and reacting incompressible mixing-layers have been extensively explored both experimentally (ref. 1-3) and computationally (ref. 4,5). Laboratory experiments have shown that the growth of the mixing-layer is dominated by large-scale quasi-two-dimensional vortices and their pairing in the early stages. A non-reacting spatial simulation of the incompressible mixing-layer carried out by McInville et al. (ref. 4), found that the growth of the layer with axial distance shows an occasional decrease to an extent of 10 %. This has been argued to be due to the phase...
relationships between the initial disturbance and the evolution of the roll up of the vortical structure downstream. Under suitable phase conditions the energy of the fluctuating part is drawn away into the mean flow thus decreasing the growth of the layer.

For reacting mixing-layers, the results of Hermanson and Dimotakis (ref. 2), also quoted in McMurtry et al. (ref. 5) for their experiments classified as "weak heat release" cases with the peak to initial temperature ratio being 2.3 and 4 respectively, show that heat release results in a slightly reduced growth of the shear-layer (of the order of 10 - 15 %). This result has been related to the reduction in turbulent shear stresses in the layer. Though the spacing of the cores of vortical structures has been shown not to be affected by heat release (p.11, ref.5), this result seems to have been accepted with reservation. McMurtry et al. (ref. 5) have conducted accurate temporal simulations of low Mach number flows without and with heat release. These have confirmed the experimental findings regarding the slower growth of the layer with heat release. Analysis seems to indicate the important role of thermal expansion and baroclinic torque in reducing the peak vorticity generation within the layer, thereby reducing the molecular diffusion.

All the results noted above are for near incompressible flows. Supersonic mixing-layers have been explored experimentally by Papamoschou and Roshko (ref. 6) who showed that the growth rate decreases with an increase in the convective Mach number ($M_c$); $M_c$ is the ratio of the difference in the velocities of the two streams to the sum of the acoustic speeds in the upper and lower streams. The reduction in the growth rate is shown to be related to the reduced amplification of the disturbances in supersonic flows (ref. 7). Lele (ref. 8) made direct simulation calculations of supersonic flows using higher-order finite difference methods and validated the concept of $M_c$. Mukunda et al. (ref. 9) made similar calculations for non-reacting flows first establishing the results of Papamoschou and Roshko (ref. 6) and then exploring the influence of initial profile (hyperbolic tangent and wake like profiles), the disturbance level and nature on the development of the mixing-layer. All these studies were restricted to non-reacting flows. The present work aims at elucidating the effects of chemical heat release in high-speed flows.

MOTIVATION

The origin of the present problem lies in the recent interest in the development of the propulsion system for the national aerospace plane. The typical flight Mach numbers can be as high as 21 and in the combustor up to 7. The combustor inlet temperatures are 1500-2500 K and pressures are 0.05 to 0.15 MPa. At these conditions the reaction rates are very high and the steady combustion will be limited by mixing. The findings of reduced mixing in shear flows (i) due to high $M_c$ (ref. 6) and (ii) due to heat release in incompressible flows (ref. 2,3) have caused concern in the development of combustors for high-speed flows and need for a basic examination of reacting high-speed flows. The present contribution considers a typical case (ref. 10) of a high-speed mixing-layer.

The fuel-oxidizer combination used is $N_2$ diluted $H_2$-air. In the present study, the case with 10 % (mass) $H_2$ in $N_2$ is treated in continuation with the earlier studies by Drummond and Mukunda (ref. 10). The relevance of a study with a low fraction of hydrogen can be justified by analyzing the importance of the extent of heat release. In incompressible flows, one would obtain substantial variation in adiabatic flame temperature, $T_{ad}$ (a good estimate of possible peak temperatures in the flame) by adjusting the hydrogen mass fraction $Y_{H_2}$ in the $N_2$ stream. The ratio $s = T_{ad} / T_{in}$, where $T_{in}$ is the initial temperature) for $T_{in} = 300$ K would be about 8 for pure $H_2$ and about 7 for $Y_{H_2} = 0.1$. For high-speed applications, the magnitude of this trend is greatly reduced. Computation of $T_{ad}$ shows that with $T_{in} = 2000$ K, $s = 1.6$ for pure $H_2$ and 1.57 for $Y_{H_2} = 0.1$. Two important facts from these values are that (i) the $T_{ad}$ is virtually the same for pure and diluted $H_2$, and (ii) the temperature ratio is not large. In fact, it is lower than the values used for the case of weak heat release in the experiments (see ref. 5). The reason "$s$" does not differ greatly between $Y_{H_2} = 1.0$ and 0.1 is that most of the energy input goes into the dissociation of the species including $N_2$ and the formation of energy absorbing NO. Though the present work treats $N_2$ as an inert, the use of a reversible reaction limits the peak temperature to $s = 1.575$, a value close to that from full chemistry.

THE COMPUTATIONAL ASPECTS

The geometry considered here is shown in figure (1). The computational box ABCD has an x and y dimension of $x_m$ and $y_m$, respectively. The inflow boundary profile (A-D) is divided into two domains at the point $y = y_m/2$. The
top section is the fuel region and the bottom, air. The inflow velocity is the hyperbolic tangent profile conventionally
used in mixing-layer studies given by
\[ u(x) = \frac{1}{2} \left[ (u_{\infty} + u_-) + (u_{\infty} - u_-) \tanh ky \right] \]
with the constant \( k \) taken here as \( 1800 \) m\(^{-1} \). This results in an effective boundary-layer thickness of two millimeters, based on a 99 \% freestream
criterion.

![Figure 1: Schematic of mixing-layer.](image)

Table 1 shows the parameters relevant to the cases considered. The velocity of the air stream is lower than that of
the fuel in the case \( M_c = 0.38 \). The momentum ratios indicate that the momenta are balanced for \( M_c = 0.38 \).
This causes the shear-layer to remain roughly in alignment with the central axis. The momentum defect thickness(\( \theta \))
is 1.54 mm. This implies that for the x grid length of 100 mm, the axial span is about 64 \( \theta \). The \( Re_4 \) based on
the average properties is 3500. If the reference speed is the difference in speeds between the streams, then \( Re \) is
250. These values are considered low enough to obtain realistic results using direct simulations with the current
day computational resources for non-reacting flows. It is for this range of values that Lele (ref. 8) has made direct
simulation computations. Chemical reactions will certainly introduce scales which are smaller than those present in
non-reacting flows. It is hoped that the essential features of the reaction will still be resolved.

Disturbances are provided on the axial and lateral velocities \( (u_d \) and \( v_d \)) at \( x = 0 \) to excite the layer. The
disturbance is composed of a linear combination of several harmonic components of frequency determined from a
spectral analysis of the flow field (at a downstream region) computed without any initial disturbances. The initial rms
“u” fluctuation is about 3.68 \%. The boundary conditions on (A-D) would be \( u = u_m + u_d, v = v_d, p = 0.101325 \) MPa,
\( T = 2000 \) K and

\[
\begin{align*}
Y_{H_2} &= 0.1, \quad Y_{O_2} = Y_{H_2O} = 0.0, \quad Y_{N_2} = 0.9, (y_m > y > y_m/2) \\
Y_{O_2} &= 0.232, Y_{H_2} = Y_{H_2O} = 0.0, \quad Y_{N_2} = 0.768, (y_m/2 > y > 0)
\end{align*}
\]

At \( x = x_m \), third order extrapolation of the primitive variables is used. At \( y = 0 \) and \( y_m \), characteristic boundary
conditions are used to obtain the extrapolated primitive variables.

After a detailed study (ref. 9), the region of calculation was chosen as \( 100 \) mm \( \times \) \( 50 \) mm. In order to capture most
scales of importance, the grid distribution is chosen by considerations outlined in reference 9 and partly based on the
discussion of Reynolds (ref. 11). The number of gridpoints used in the y direction is 125 or 151 for a region of 50 mm
and are concentrated near the center of the layer. The x direction (100 mm) is embedded with 201 or 251 equi-spaced
gridpoints resulting in a axial spacing of 0.5 - 0.4 mm. Calculations have been made to ensure grid independence of
several details of the flow (ref. 9).

The code used in the present calculations is the SPARK2D combustion code developed at NASA Langley over
Table 1: INFLOW PARAMETERS

<table>
<thead>
<tr>
<th>composition</th>
<th>quantity</th>
<th>case 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel</td>
<td>$\rho$, kg/m$^3$</td>
<td>0.075</td>
</tr>
<tr>
<td></td>
<td>$u$, m/s</td>
<td>2670.0</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>$\gamma$</td>
<td>1.3133</td>
</tr>
<tr>
<td></td>
<td>sound speed, m/s</td>
<td>1336.0</td>
</tr>
<tr>
<td></td>
<td>$\delta$, mm</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>$\mu_1$, kg/m.s</td>
<td>5.5 x 10$^{-5}$</td>
</tr>
<tr>
<td>Oxidant</td>
<td>$\rho$, kg/m$^3$</td>
<td>0.175</td>
</tr>
<tr>
<td></td>
<td>$u$, m/s</td>
<td>1814.0 .0</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>$\gamma$</td>
<td>1.296</td>
</tr>
<tr>
<td></td>
<td>sound speed, m/s</td>
<td>864.3</td>
</tr>
<tr>
<td></td>
<td>$\delta$, mm</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>$\mu_1$, kg/m.s</td>
<td>6.2 x 10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$u_\infty$, m/s</td>
<td>2150.0</td>
</tr>
<tr>
<td></td>
<td>$M_c$</td>
<td>0.385</td>
</tr>
</tbody>
</table>

$T = 2000$ K, $p = 0.101325$ MPa, $\theta = 1.54$ mm

the past four years by Drummond and Carpenter (see refs. 10, 12 and 13). In the latest version (ref. 12), it uses either a third-order upwind biased or a dissipative compact fourth-order central difference algorithm (DCPS) for the streamwise direction, and the DCPS (ref. 13) for the cross-stream direction. The temporal accuracy is second order. This choice represents a compromise between the accuracy of higher-order numerical algorithms and the robustness and efficiency of lower-order methods.

In addition to full finite rate chemical kinetics, two simplified reaction models were used in this study. The purpose was to evaluate the validity of the simplified reaction models at these flow conditions with respect to the more general full chemistry model. The first is $2H_2 + O_2 \rightleftharpoons 2H_2O$, and the reaction rate is given by

$$\omega^{\mu} = A_f p^2 Y_{H_2}^2 Y_{O_2} e^{-E_f/RT} - A_b p Y_{H_2O}^2 e^{-E_b/RT}$$

(2)

Here the backward rate constant in the above equation is chosen to be consistent with the equilibrium constant. The parameters of the forward rate constant are taken as $A_f = 1.1 \times 10^{19}$, and an activation energy, $E_f = 16$ kcal / mole. These values were obtained by requiring that the flame speed of the single step kinetics match with those from full chemistry. The second reaction model chosen is a seven species, seven reaction path model involving $H_2, O_2, H_2O, OH, H, O$, and passive $N_2$. This model is the reaction system given by Drummond (ref. 10) abridged to the major species at these temperatures. The species and their reactions usually included to predict ignition onset ($H_2O_2$ and $H_3O_2$) are neglected for computational efficiency. A binary diffusion model was used for all calculations with a single representative Schmidt number of 0.22, the value generally used for the diffusion of $H_2$. This has been taken so as to obtain a reference case for comparison with subsequent calculations on the effect of multi-component diffusion of various species.

In order to ensure that the flow attains a statistical steady state before sampling is performed, the computations were performed for each case for a duration of about three sweeps of the flow. Each sweep takes a time given by $x_m/u_c$. This is about 50 $\mu$s for the $M_c = 0.38$ case. The time step is typically 0.005 $\mu$s and, therefore, takes 20000 - 30000 time steps before statistical steady state is achieved. After this, a total of about 600 time samples of all the flow field variables at specific x and y stations are stored at equal time intervals. These are subsequently analyzed by a separate statistical package. The results from this package include the mean and correlation quantities. The shear-layer thickness was obtained for "$u", \rho, Y_{H_2}, \Omega, \text{and } Y_{H_2O}$. Of these, $Y_{H_2O}$ and $\Omega$ tend to zero at $y \to \pm \infty$;
the others tend to nonzero finite values. In view of these features, the thicknesses are defined by

$$
\delta_\psi = \frac{(\psi_\infty - \psi_\ast)}{(\partial \psi_{\text{mean}}/\partial y)_{\text{max}}}
$$

(3)

where \( \psi \) stands for any of the first three quantities. For \( Y_{H_2O} \) and \( \Omega \),

$$
\delta_\psi = \int_{-\infty}^{\infty} \psi dy / \psi_{\text{max}}.
$$

The speed of vortical structures expected to be at the convective speed \( (u_c) \) is obtained by making instantaneous \( p \) vs \( x \) plots at some value of \( y \) near the center of the mixing-layer. These plots are made at a few times sufficiently spaced apart. The rate of movement of the point of peak pressure along \( x \) gives the convective speed. The convective speed is also calculated by using the formula (ref. 6),

$$
u_c = \sqrt{\rho_{\infty} u_{\infty} M_{\infty} + \sqrt{\rho_{\infty} M_{\infty}}} \\
(\sqrt{\rho_{\infty} M_{\infty}})$$

CODE VALIDATION

The first step in validating the code was to determine if the numerical methods used in the SPARK2D code are capable of resolving the linear growth of the two-dimensional mixing-layer. It is essential that for grids comparable to those used in this study, all the aspects of the linear regime of the mixing-layer be well resolved, before addressing the far more difficult non-linear problem of vortex role-up and chemical reaction. Linear stability theory predicts that the temporally developing compressible 2-D mixing-layer (air into air, in this case), is unstable to a velocity profile which is initially specified as a hyperbolic tangent axial velocity distribution. In the initial stages of the instability (the linear regime), the growth of the unstable modes is exponential. For these calculations, accurate eigenmodes were provided from a spectral linear stability code developed by Macaraeg (ref. 14). From these eigenmodes, nondimensional growth rates and characteristic frequencies were calculated. This non-dimensional growth rate provided a reliable measure of the accuracy of the finite-difference algorithm being tested.

Figure 2: Grid convergence study for the temporal growth of the two-dimensional mixing-layer.

The temporal growth of the two-dimensional mixing-layer is simulated by assuming the flow to be periodic in the stream-wise direction. The period corresponds to a wavelength of \( \lambda = 0.6283 \text{mm} \) (the mode which grows most rapidly, as determined from the linear analysis). The initial velocity distribution is specified as \( U(x, y, 0) = u_\infty \tanh(\frac{y}{\delta}), \)

\( v(x,y,0) = 0.0, T(x,y,0) = 293^\circ \text{k}, p(x,y,0) = 0.101325 \text{ MPa} \). Source terms were added to the Navier-Stokes equations so that the momentum and energy equations would preserve free-stream. The resulting Reynolds number of the flow
is 187, based on the layer thickness, where $U_\infty = 100$ m/s. The Mach number is 0.30. The width of the half-layer $D$ is specified to be $2.5 \times 10^{-2}$ mm and the half-width of the domain is 100 times the layer thickness. The grid in the stream-wise direction is uniform, while the grid in the cross-stream direction is highly stretched. The transformation of the grid ensures that about one half of all the $y$ grid-points are located within the initial mixing-layer width.

![Graph](image)

Figure 3: Comparison of a) r.m.s temperature profiles and b) Kinetic energy fluctuating statistics calculated with third and fourth-order numerical methods.

For these studies the unstable modes in the layer were allowed to grow from the numerical instabilities produced by machine roundoff errors. Exponential growth of these modes was seen in all cases after an initial transient period. The "linear" regime was characterized by the growth period during which the product of perturbation quantities was still negligible. For these tests this period was arbitrarily chosen between the physical times of $2.5 \times 10^{-5}$ and $2.75 \times 10^{-5}$ seconds, and corresponded to disturbance amplitudes three to five orders larger than machine roundoff errors. A grid convergence history of the numerical method was used to determine its formal accuracy, and to ascertain the grids necessary to resolve this fundamental phenomena.

The most unstable mode in this problem grows at an exponential growth rate with an exponent determined from linear stability theory to be 0.14000 in non-dimensional units. This rate was used as the "exact" growth rate for these conditions. A series of four grids was then defined, each having a grid density which was a constant multiple of the previous grid. Three algorithms: 1) MacCormack at a CFL of 1.0, 2) Gottlieb-Turkel (ref. 15) at a CFL of 0.5, and 3) DCPS at a CFL of 0.5, were then run on identical grids and the non-dimensional amplification rate was determined from an integration of the energy spectrum. (The integral of the fundamental mode over the entire domain was monitored in time. The change with respect to time yields the amplification rate).

In figure (2) the amplification rates of the three methods are plotted against $(N_{max}/N)^4$ (where $N_{max}$ and $N$ are the maximum number of gridpoints used in the study and the number used on a particular coarser grid, respectively) to show quartic accuracy. Here, the fourth-order spatial accuracy of the spatial derivatives from each method is indicated by the linear convergence of the solution to the predetermined amplification rate. The Gottlieb-Turkel scheme and the DCPS both converge with fourth-order accuracy. (This indicates that the coefficients multiplying the temporal terms of $O(\Delta t^2)$ and $O(\Delta t\Delta x^2)$ in the methods, are small compared with the spatial truncation terms). A direct comparison
of the accuracy of the two fourth-order methods can be drawn, since the only variable in this study was the method used. The DCPS appears to be about twice as accurate as the the Gottlieb-Turkel scheme for this problem. From these results it is apparent that, even for coarse grids (10 grid-points per wavelength), the fundamental features of the linear growth of the mixing-layer are resolved. There should be no question that the grids used in these studies are sufficient to resolve the linear regime of the two-dimensional mixing-layer.

Showing appropriate grid resolution for the non-linear case is far more difficult. In addition to grid convergence studies for a representative flow, a direct comparison of two numerical methods was used to measure the grid independence of the solutions. The similarity of solutions obtained on the same grid from numerical methods having different truncation errors, provides a measure of the solution convergence on that grid (for the methods being used). In this vein, a third-order upwind-biased method was compared with the fourth-order DCPS central difference scheme on a 201 x 151 grid. Both were run to the same physical time and statistics of the flow were gathered for each case. The mean profiles calculated with each method do not show any appreciable differences. However, small changes in the fluctuating quantities are present. Figure (3a) shows the r.m.s. temperature profiles for the flow as calculated with each method. Figure (3b) shows a comparison of the kinetic energy statistics gathered from each simulation. While the qualitative features of the statistics are reproduced with each method, they are not quantitatively the same. (The dissipative nature of the third-order method is apparent in these comparisons). They are however, accurate enough to draw qualitative conclusions about the effects of heat release on the growth of the two-dimensional mixing-layer, and other global features.

The final calibration of the code involves the overall validity of the chemistry models used in these studies. The full finite rate chemical kinetics model used previously by Drummond (ref. 10) was used as the standard for all comparisons. This model incorporates nine chemical species and eighteen reaction paths, with $N_2$ passive. The one-step chemistry model is nearly five times more efficient than the full chemistry model used for complete hydrogen-air combustion, and the abridged model is about twice as fast. The chemically reacting mixing-layer at a $Ma = 0.38$ between air and hydrogen seeded (10% mass) nitrogen was used to compare the models. The calculations were run to identical times on the same grid with the DCPS numerical method. Figures (4a-4e) show the spread of the layer based on the mean profiles as a function of spatial distance for five different quantities as calculated with each chemistry model: they are the 1) $u$ velocity, 2) vorticity, 3) density, 4) $H_2$ mass fraction, and the 5) $H_2O$ mass fraction. The global features of the velocity, vorticity and $H_2O$ are both qualitatively and quantitatively similar. That the $H_2O$ profiles compare so favorably is somewhat deceiving in these calculations. In comparing the $p$ and $H_2$ mass fraction profiles, it is apparent that the one-step model is missing some of the more subtle features of the chemistry, and that the abridged reaction system is nearly identical to that of the full chemistry. Figure (4f) shows a comparison of the r.m.s. temperature profiles as calculated with each of the reaction models. Here it is apparent that the one-step model vastly overpredicts the temperature peaks in the system. The reasons for this are most likely a chemistry timescale which is too short and the inability of the one-step model to properly account for the endothermic molecular dissociation occurring in the reaction. Again, the abridged model is nearly identical with that of the full chemistry. It must be concluded from this study that the one-step model is only appropriate in representing global hydrodynamic features of the flow. The heat release and water production predicted by the model will only be qualitative. For calculations where the more subtle chemistry features of the flow are desired, then at least the abridged model must be used. In further calculations the one-step model was used when only heat release was important. For more detailed comparisons between non-reacting and reacting flows, the 7-7 model was used.

RESULTS AND DISCUSSION

The results presented here are for $Ma = 0.38$. The non-reacting case will be referred to as "n" and the reacting case as "r". Figure (5) shows the vorticity contour plot for both the cases "n" and "r". A direct comparison of the two cases shows that the early role-up of the layer occurring from $x = 30mm$ to $x = 50mm$, is suppressed by the reaction. Further downstream, the length scale of the reacting case appears to be larger but the number and magnitude of vortical structures appear to be fewer than in the non-reacting case. Figure (6) shows the plots of the mean velocity and temperature, and their r.m.s. fluctuations. The growth of the layer is shown by the dotted lines. One can notice the distinct change of growth rate with distance. Recognizing that the first part of the growth is laminar, and the subsequent part transitional, similarity plots on the basis of the laminar and transitional similarity coordinates have been established (ref. 9).
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Figure 4: Comparison of the mean growth of (a) velocity, (b) vorticity, (c) density, (d) $H_2$, (e) $H_2O$ and the (f) mean temperature profiles as calculated with the one-step, the abridged and full finite rate chemistry models.
Figure 5: Comparison of vorticity contours for the a) "n" = no reaction, b) "r" = reaction.

The rms "u" fluctuations are shown in figure (6b) indicate that the maximum is about 6%. There seems to be little difference in the location or magnitude of the fluctuations between the "n" and "r" cases. The development of the mean temperature profile shows that it peaks at about 2100 K and broadens with increasing x. The peak fluctuation goes to as high as 10% of the mean for the case "r" and about 4% for the case "n". The fluctuating values tend to grow with increasing distance in x, but are fairly uniform laterally across the layer. It is the large fluctuation with chemistry that produces a mean temperature which is low compared with the flame temperature. An examination of the temperature history at any x location shows that it is essentially at either the peak temperature of 2500 K (about half the theoretical increase predicted by an stoichiometric adiabatic flame temperature argument.) and the ambient of 2000 K with sharp transition. This picture is consistent with reaction being fast compared to flow times.

To help quantify this observation the concept of fractional residence time (α) is introduced. The mean temperature at any point is given in terms of the two temperatures, \( T_1 \) and \( T_0 \) by, \( T_m = \alpha T_1 + (1 - \alpha)T_0 \). The root mean square fluctuation of temperature (\( T' \)) is given by \( T' = \sqrt{\alpha(T_1 - T_m)^2 + (1 - \alpha)(T_m - T_0)^2} / T_m \). Examination of the data showed that the (α) at 2500 K remains at about 0.2 to 0.3 depending on the axial location. For the reacting case, \( T_1 = 2500 \) K, \( T_0 = 2000 \) K, \( \alpha = 0.20 \), one gets \( T_m = 2100 \) K and \( T' = 0.10 \). These are the peak values of \( T_m \) and \( T' \) seen in the figure (6d), particularly in the downstream region. This model is consistent with the observation that mixing is centered around interfacial sheets within the vortical structures of the layer, and occupy a small fraction of the total mean width of the layer. By the same kind of arguments, for the nonreacting case for which \( T_1 = 1900 \) K, \( T_0 = 2000 \) K, \( \alpha = 0.6 \), one obtains \( T_m = 1940 \) K and \( T' = 0.027 \). \( T_1 \) is taken as 1900 K because it is seen that in this case the local static temperature goes down to 1900 K due to gas dynamic expansion of the fluid locally. These results are also consistent with those seen in figure (6d) where the non-reacting flow shows the peak \( T' \) to be about 0.03.

A plot of the instantaneous p vs x at a specific y station for the \( M_e = 0.38 \) case is shown in figure (7a). Firstly, it can be noticed from this plot that the change in pressure is by no means insignificant. This results from both the initial perturbations and the large vortical forces in the layer. It changes from 0.07 to 0.14 MPa along x (as also along y through the shear layer). The plots of p vs x with reaction also show similar changes in pressure, without any other qualitative difference. The local Mach number plot with x shown in figure (7b) indicates that reaction reduces Mach number on an average. This is largely due to raise in acoustic speed due to increase in static temperature.
Figure 6: The plots of (a) $u_m$ vs $y$, (b) $r_{m u}$ vs $y$, (c) $T_m$ vs $y$, (d) $r_{m T}$ at various $x$ stations.
The instantaneous pressure plots, at different times are used to obtain the convective speeds as discussed earlier. The results for the two cases at $M_e = 0.38$ are 1) "n", $u_c = 2260 \pm 50 \text{ m/s}$ and 2) "r", $u_c = 2083 \pm 50 \text{ m/s}$. The theoretical speed calculated by equation (4) is 2150 m/s. The convective speed obtained here seems to be higher than that given by the formula by about 100 m/s at $M_e = 0.38$. The p-x curves have the same shape at different times, reflecting the truly constant speed of the structure. As reported by Mukunda et al. (ref. 9) and found in preliminary results here, for $M_e = 0.76$, the p-x curves change their shape even with in the characteristic sweep time. In addition, there is a variation in the speed of the structures computed at different times. It may well be that the concept of convective speed cannot be directly used to characterize the flow because the structures undergo dilatation to a large extent. Reaction seems to reduce the convective speed of the structures substantially - a 8.5 % (180 m/s) decrease at $M_e = 0.38$. This is expected to be a function of $M_e$. Again from preliminary calculations where the one-step chemistry model was used (with reservation) on $M_e = 0.76$, the heat release had a greatly reduced effect in lowering the convective speeds of the structures. This is not surprising since the increase in enthalpy is a much smaller percentage of the total enthalpy in the flow under the higher $M_e$ conditions. At $M_e = 0.38$, the fractional increase in the instantaneous temperature is as much as 0.15 $T_o$ and at $M_e = 0.76$, it is 0.25 $T_o$, whereas that due to combustion is 0.25 $T_o$. Thus as Mach number increases, changes due to gas dynamics become more relevant compared to those due to heat release.

Figure (7c) shows the variation of density ($\rho$) in the field. Firstly, it can be seen that the decrease in mean $\rho$ is about 10 % due to heat release. This decrease in $\rho$ is composed of that due to temperature, pressure and species mass fractions. In the experiments and analysis conducted elsewhere (ref. 2-5) on low Mach number flows with reaction, the free stream pressure of the two fluids is not significantly different while the local temperature rise is large compared with the ambient temperature. In these cases, the fractional change in $\rho$ goes up to 0.4. In the present case, it is about 0.10 at the maximum.

Referring again to figures (4a-4e), plots of the thickness of the mixing-layer for the "n" and "r" cases are shown. In both cases, the growth of $\delta_u$, $\delta_p$, and $\delta_v$ are around 4mm in 100mm. The mass fraction profiles grow from zero thickness and being passive scalars begin to acquire profiles similar to that of "u" at smaller $x$, and display an effective higher growth of 5mm in 100mm. The heat release seems to decrease the growth rate marginally. No appreciable difference between the "u" and vorticity growths are present. The $Y_{H_2}$ growth shows a decrease of at least 10 %, but this is likely due to the consumption of $H_2$ by the reaction. The growth in the early stages is uniform but near the outflow plane, a drop in width occurs. These are due to coupling of the downstream region with initial disturbance pattern discussed earlier and also found in earlier work (ref. 5). From the $\rho$ growth profiles it is seen that marginal reduction of the growth results from the chemical reaction (perhaps 10 %). It too shows spurious growth with axial distance due to the coupling effects of the inflow disturbance field. Figure (7d) shows the plot of Reynolds stress shear in the field. The Reynolds stresses with heat release are generally smaller than those without heat release. This contribution most likely comes from reduction in $\rho$. The decrease in the Reynolds stresses in the flow field due to heat release has been argued to be the cause of reduced growth of the shear-layer in incompressible flows. It seems unlikely that this could be the case in these calculations, due to the similarity between the "n" and "r" profiles.

In addition to the above, the time and space spectra of "u" fluctuations, kinetic energy of fluctuations, and vorticity fluctuations were examined for the "n" and "r" cases. The kinetic energy of fluctuations showed a 5 % decrease with the heat release, time and space spectra of "u" showed no discernible trends, and the vorticity distribution showed a marginal change.

It is appropriate now to discuss the present results in the light of earlier work. There are no experimental studies in supersonic reacting flows for comparison. However, there are many studies in incompressible flows referred to earlier. The principal conclusions of the work of Hermanson, Dimotakis (ref. 2,3) and McMurty et al. (ref. 5) are that the growth rate of the shear-layer decreases with the extent of heat release. A careful examination of the data indicates that the scatter in the data is not small though it may not invalidate the result that the layer thickness decreases with heat release. While most of their discussion centers around the growth variation with decrease in $\rho$ due to heat release, some results of the growth rate variation with increase in the peak temperature is plotted. It is argued that the decrease in $\rho$ causes dilatation and one would have to expect increase in growth rate. That the observed growth rate decreases - up to 10 % in the incompressible case and to a slightly lower extent in the present case at the same peak increment in temperature - is taken to indicate a decrease in entrainment of the fluid, to a larger extent (20-25 %).
Figure 7: The variation of (a) static pressure with x \((y = y_m/2)\), (b) Mach number with x \((y = y_m/2)\), (c) \(\rho_m\) vs y at various x, (d) Reynolds stresses vs y at various x.
In the present case, the overall decrease in entrainment is estimated from the mass flux profiles to be 18% at $M_c = 0.38$. The vortex core spacing in the case of non-reacting flow is about three times the layer thickness. This should be compared with values of about 1.5 in incompressible flows and 2-3 in high-speed flows (ref. 6). The enhanced core spacing in high-speed flows is argued to be due to a decreased rate of amplification of disturbances. This decreased rate causes the process of roll up to occur at a slower rate. Heat release causes a slight reduction in the vortex spacing (to about 2.5 $\delta$) and causes the distinction between the vortical structures to be less clear (see figure (5)). Both these features have been discussed in incompressible flows (ref. 2).

CONCLUSIONS

In summary, high-speed reacting mixing-layers are characterized by a 'weak heat release' situation where gas dynamic interactions play a more substantial role in affecting the growth of the layer compared to incompressible flows. Specifically,

(1) The significant role of heat release is to reduce the growth rate of the mixing-layer by about 5-7% and to reduce the convective speed of the structures by about 10% at $M_c = 0.38$. Preliminary results indicate that increasing the convective Mach number will further reduce the effect of heat release.

(2) The density changes in the flow are caused by composition, pressure and temperature in the compressible case, unlike those in incompressible flows where temperature is the dominating factor. The reduction of entrainment in high-speed flows due to density changes is much less than in incompressible flows.

(3) Many phenomena like the reduction in Reynolds stresses, and kinetic energy of fluctuations due to heat release are akin to those in incompressible flows, but to a much lesser extent.

In view of the weaker role of heat release in affecting the dynamics of mixing-layers in high-speed flows, it is reasonable to conclude that it is useful to concentrate on non-reacting flows for the mixing related issues like enhanced mixing concepts. For many flows, heat release is likely to provide only a small perturbation to the non-reacting flow, and need not be a matter of major concern. Certainly, flow conditions exist where these conclusions may not be totally valid, and more work is needed in the area of three-dimensional chemically reacting flows. It is, however, believed that this work provides some useful guidelines on the behavior of high-speed chemically reacting mixing-layers.
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ABSTRACT

A computational model aimed at predicting the flowfield of dump combustors is presented. The turbulent combustion model is based on the conserved scalar approach and on a convenient specification of its probability density function, which reduces the computation of the mean density to a closed form. Turbulence is modelled by means of the $k$--$\epsilon$ model. The averaged conservation equations are solved by a technique based on a staggered grid and on the SIMPLE solver.

The computational model is applied to a simple dump combustor to assess the computer time requirements and accuracy. The turbulent combustion model here introduced is shown to reduce the computer time by an order of magnitude when compared to evaluating the mean density by numerical quadrature.

NOMENCLATURE

- $a, b$: exponents of the beta-function
- $c_j$: coefficients of polynomial approximation of $F(f)$
- $C$: normalization constant of the beta function
- $C_{g1}, C_{g2}$: constants in the equation for the variance of the conserved scalar
- $C_{e1}, C_{e2}$: constants in the equation for the viscous dissipation rate
- $C_\mu$: constant in the expression for the turbulent viscosity
- $f$: conserved scalar
- $F(f)$: quantity defined by eq. (4)
- $k$: turbulent kinetic energy
- $h_k(f, f^2)$: factor defined by eq. (14)
- $H(f, f^2)$: function defined by eq. (13)
- $I_j$: integral defined by eq. (11)
- $J$: order of the polynomial approximation of $F(f)$
- $p$: pressure
- $p^*$: quantity defined by eq. (2)
- $P(f)$: probability density function of the conserved scalar
Flameholding in subsonic combustion ramjets is achieved by using dump combustors, in which the flame is anchored to the chamber by a large region of recirculation. The ensuing elliptic character of the flow imposes however a considerable stress on the numerical simulation of such flowfields. Special grid arrangements and computational techniques must therefore be used, and the computational requirements are demanding. The problem is compounded with that of providing an adequate representation of the effects of turbulent fluctuations on combustion. For nonpremixed flames the most popular approach is that making use of a presumed probability density function (pdf) of a conserved scalar quantity (ref. 1). The effect of turbulent fluctuations is thus restricted to the mean density $\bar{\rho}$, which is computed via an appropriate integral. The accurate evaluation of such integrals, which must be computed at each node point and at each computational step, requires a large number of intervals and takes therefore the largest share of the overall computing time.

Three examples of previous applications of computer codes to the solution of dump combustor flowfields in subsonic combustion ramjets are worthy of note. Harsha et al. (ref. 2) reduced the computer time to an acceptable level (4 to 15 minutes on a CDC 7600)
by separating the computation of the directed flow from that of the recirculation region: this requires an a priori knowledge of the reattachment length, so that this code cannot be considered to be a truly predictive tool. Further, no account was taken of the effect of fluctuations on combustion. Drummond (ref. 3) performed a unified calculation of the combustor flowfield, but the computer time was exceedingly high, even for nonreacting computations, in which 150000 steps and 4.6 hours on a CYBER 203 were needed. When reacting flowfields were considered the number of iterations rose to 200000, and the convergence of the solution was poor; the computer time is not reported. Also the combustion model did not account for the effects of fluctuations. The difficulty in obtaining a converged solution might be ascribed to the grid arrangement and the algebraic eddy viscosity model used, which appears not be suited to recirculating flows. A sounder computational model was presented by Vanka et al. (ref. 4) for ducted rockets, a ramjet variant. They correctly account for the effects of fluctuations by specifying the conserved scalar pdf as a battlement shaped function. The inherently three-dimensional character of the flowfield in this case requires using a rather coarse mesh (24 x 11 x 11) to limit the computing time to 25 minutes on an IBM 3033.

The intent of the present paper is to show that, by introducing suitable assumptions to effect the thermochemical closure of the model, a very large reduction in computer time can be achieved. This is substantiated by applying the present model to a simple hydrogen-air dump combustor. In the following Section the describing equations are introduced, and then in Sec. 3 the proposed model for the thermochemical closure of such equations is presented.

2. CONSERVATION EQUATIONS

The bases of the analysis of the flowfield of nonpremixed turbulent combustion are the averaged conservation equations for mass, momentum and a scalar quantity f. The latter represents either a normalized enthalpy or atomic mass fraction: in fact, with the assumption that the kinetic energy is negligible in the energy equation (implying relatively low-speed flow), that the diffusion can be represented in terms of a single coefficient, and that the Lewis number is unity, the equations for the above mentioned scalar quantities assume the same form, free of source terms. Favre-averaging (see e.g. ref. 5) is used to account for the effects of variable density: for a generic quantity \( \Phi \), it gives

\[
\tilde{\Phi} = \frac{\rho \tilde{\Phi}}{\rho}
\]

where the tilde denotes the Favre mean, the overbar a conventional average, and the double prime the fluctuation about the Favre mean. Conventional averages are retained for the mean pressure \( \tilde{p} \) and density \( \tilde{\rho} \). Turbulence is modeled according to the k-ε model, which is generally accepted as the most reliable compromise between rather crude algebraic eddy viscosity models and second-order closure models. The latter are rather complicated and still not fully tested (see ref. 6, although considerable progress has been recently reported by Jones and Pascau, ref. 7). To complete the model equations for the mean \( \tilde{\Gamma} \) and the variance \( \tilde{\Gamma}'' \) of the conserved scalar (ref. 1) are included in the formalism. Molecular diffusion terms are retained for completeness to account for near-wall and possible low Reynolds number effects (ref. 8), in particular at the inlet. As they are relatively important only in regions where the intensity of the fluctuations is low, such fluctuations are neglected in their evaluation. The steady, axisymmetric form of the conservation equations is considered.
Thus, the averaged equations for mass, axial and normal momentum, turbulent kinetic energy \( \tilde{k} \), viscous dissipation rate \( \tilde{\epsilon} \), and for the mean and the variance of the conserved scalar are

\[
\left( \frac{\rho \tilde{u}}{x} \right) + \frac{1}{r} \left( r \frac{\rho \tilde{v}}{r} \right) = 0 \tag{1a}
\]

\[
\rho \tilde{u} \tilde{u}_x + \rho \tilde{v} \tilde{u}_r = \left[ 2 (\mu + \mu_t) \tilde{u}_x \right] + \frac{1}{r} \left[ r (\mu + \mu_t) (\tilde{u}_r + \tilde{v}_x) \right] - \tilde{p}^* \tag{1b}
\]

\[
\rho \tilde{v} \tilde{v}_x + \rho \tilde{v} \tilde{v}_r = \left[ (\mu + \mu_t) (\tilde{v}_x + \tilde{u}_r) \right] + \frac{1}{r} \left[ 2r (\mu + \mu_t) \tilde{v}_r \right] - \tilde{p}^* \tag{1c}
\]

\[
\rho \tilde{u} \tilde{f}_x + \rho \tilde{v} \tilde{f}_r = \left[ (\mu + \frac{\mu_k}{\sigma_k}) \tilde{f}_x \right] + \frac{1}{r} \left[ r (\mu + \frac{\mu_k}{\sigma_k}) \tilde{f}_r \right] \tag{1d}
\]

\[
\rho \tilde{u} \tilde{k}_x + \rho \tilde{v} \tilde{k}_r = \left[ (\mu + \frac{\mu_k}{\sigma_k}) \tilde{k}_x \right] + \frac{1}{r} \left[ r (\mu + \frac{\mu_k}{\sigma_k}) \tilde{k}_r \right] + P_k - \tilde{p}^* \tag{1e}
\]

\[
\rho \tilde{u} \tilde{\varepsilon}_x + \rho \tilde{v} \tilde{\varepsilon}_r = \left[ (\mu + \frac{\mu_k}{\sigma_\varepsilon}) \tilde{\varepsilon}_x \right] + \frac{1}{r} \left[ r (\mu + \frac{\mu_k}{\sigma_\varepsilon}) \tilde{\varepsilon}_r \right] + C_{\varepsilon 1} \frac{\varepsilon}{k} P_k - C_{\varepsilon 2} \frac{\tilde{p}^* \varepsilon^2}{k} \tag{1f}
\]

\[
\rho \tilde{u} \tilde{f}_{x}^2 + \rho \tilde{v} \tilde{f}_{r}^2 = \left[ (\mu + \frac{\mu_k}{\sigma_k}) \tilde{f}_{x}^2 \right] + \frac{1}{r} \left[ r (\mu + \frac{\mu_k}{\sigma_k}) \tilde{f}_{r}^2 \right] + C_{\varepsilon 1} P_k - C_{\varepsilon 2} \frac{\tilde{p}^* \varepsilon^2}{k} \tag{1g}
\]

\( \tilde{p}^* \) is defined as

\[
\tilde{p}^* = \tilde{p} - \frac{2}{3} \left( \langle \mu + \mu_t \rangle [\tilde{u}_x + \frac{1}{r} (r \tilde{v})_r] + \tilde{p} \tilde{k} \right) \tag{2}
\]

and the production rates are given by

\[
P_k = \mu_t \left[ \tilde{v}_x^2 + \tilde{u}_r^2 + 2 \left( \tilde{u}_x^2 + \tilde{v}_r^2 + \tilde{v}_x \tilde{u}_r \right) \right] \tag{3a}
\]

\[
P_\varepsilon = \mu_t \left[ \tilde{f}_x^2 + \tilde{f}_r^2 \right] \tag{3b}
\]

The turbulent viscosity is given as

\[
\mu_t = C_\mu \frac{\tilde{k}^2}{\tilde{\epsilon}}
\]

\( \sigma \) has the meaning of a molecular Prandtl number. The model constants are taken as (refs. 9 and 6)

\[
\sigma_\varepsilon = 0.7 \quad \sigma_k = 1 \quad \sigma_\varepsilon = 1.3 \quad \sigma_k - \sigma_\varepsilon
\]

\[
C_{\varepsilon 1} = 1.44 \quad C_{\varepsilon 2} = 1.92 \quad C_{\varepsilon 1} = \frac{2}{\sigma_\varepsilon} \quad C_{\varepsilon 2} = 2
\]
Eqs. (1) represent a set of seven differential equations for the variables \( \tilde{u}, \tilde{v}, \tilde{p}, \tilde{f}, \tilde{k}, \tilde{\tau}, \tilde{f'} \).

In order to close this set, the mean density \( \tilde{\rho} \) must be expressed as a function of the state variables considered.

### 3. THERMOCHEMICAL CLOSURE

Following the conserved scalar approach, all state quantities can be determined as a function of a single scalar quantity \( f \), which is taken here as the elemental mass fraction of hydrogen. In fact, with the assumption that the pressure is thermochromically constant, the mixture composition and temperature (as well as any further state variable) are determined by chemical equilibrium computations, as a function of \( f \) alone. Thus from the equation of state:

\[
\rho = \frac{P}{R_0^0} \frac{\bar{W}}{T}
\]

where \( R_0 \) is the universal gas constant and \( \bar{W} \) is the mixture average molecular weight, the density too turns out to be a function of \( f \) alone. The above equation can be rewritten for convenience as

\[
\rho = \frac{\rho_{\text{ref}}}{F(f)}
\]

where \( F(f) \) is a function of \( f \) determined by equilibrium computations; \( \rho_{\text{ref}} \) is a reference density, introduced to make this function dimensionless.

In order to evaluate the mean density, a probability density function (pdf) for the conserved scalar must be introduced, such that \( P(f) \, df \) is the fraction of time the conserved scalar is bounded between the values \( f \) and \( f + df \). The mean density is then obtained from:

\[
\tilde{\rho} = \rho_{\text{ref}} \int_0^1 \frac{P(f)}{F(f)} \, df
\]

The pdf shape is assigned a priori, since it can be shown (ref. 1) that the result is relatively insensitive to the specific pdf assumed. Its parameters are determined on the basis of the mean \( \tilde{f} \) and the variance \( \tilde{f'}^2 \) of the conserved scalar, for which appropriately modelled differential equations are solved. In the present model (refs. 10, 11), developed after a suggestion by Libby (ref. 12), \( F(f) \) is approximated by a J-th order polynomial fit

\[
F(f) \approx \sum_{j=0}^{J} c_j f^j
\]

and a pdf is specified for the whole ratio \( P(f)/F(f) \) as a beta-function

\[
\frac{P(f)}{F(f)} = C \, f^{a-1}(1-f)^{b-1}
\]

where \( C \) is a normalization constant and the exponents \( a \) and \( b \) of the beta-function are related to the mean and the intensity of the conserved scalar through the expressions (ref. 13)
Intermittency at the edges of the mixing layer is not accounted for explicitly in the present model. In any case, the beta-function itself accounts for intermittency to some extent, by giving a finite probability to the states \( f = 0 \) (if \( a < 1 \)) and \( f = 1 \) (if \( b < 1 \)).

To determine the parameter \( C \), the normalization condition

\[
\int_0^1 P(f) \, df = 1
\]

is enforced. Its left-hand side can be written as

\[
C \int_0^1 f^{a-1} (1-f)^{b-1} P(f) \, df \approx C \sum_{j=0}^J c_j I_j(a, b)
\]

where use has been made of approximation (6); the integrals \( I_j \) \( (j=0, 1, \ldots, J) \), defined as

\[
I_j(a, b) = \int_0^1 f^{a+j} (1-f)^{b-1} \, df
\]

are expressed through the relation (derived after ref. 14)

\[
I_j(a, b) = \frac{\Gamma(a+j) \Gamma(b)}{\Gamma(a+b+j)}
\]

Thanks to properties of the gamma-function, the summation appearing in (10) can be expressed as

\[
\sum_{j=0}^J c_j I_j(a, b) = I_0(a, b) \sum_{j=0}^J c_j \prod_{k=1}^j \frac{a+k-1}{a+b+k-1}
\]

This allows \( C \) to be determined. Upon substitution in (7) and then in (5), the mean density is obtained as

\[
\tilde{\rho} = \frac{\rho_{\text{ref}}}{H(\tilde{f}, \tilde{n}^2)}
\]

with

\[
H(\tilde{f}, \tilde{n}^2) = \sum_{j=0}^J c_j \prod_{k=1}^j h_k(\tilde{f}, \tilde{n}^2)
\]

and \( (k = 1, 2, \ldots, J) \)

\[
h_k(\tilde{f}, \tilde{n}^2) =\]

\[
= \tilde{f} + \frac{(k-1)(1-\tilde{f})}{k-2 + \frac{\tilde{f}^2}{\tilde{n}^2}} \quad \text{for } 0 < \tilde{f} < 1
\]

\[
= \tilde{f} \quad \text{for } \tilde{f} = 0, 1
\]
where use has been made of (8).

This formulation has the advantage of reducing the integral appearing in (5) to a closed form. Further, the probability density function here introduced has been shown to give results fully consistent with experimental data (ref. 11).

4. NUMERICAL ALGORITHM

The present model for the mean density \( \bar{\rho} \) has been introduced into the computer program JETFLO (ref. 15). This code is based on use of a staggered grid (ref. 16) and SIMPLE solver. The converged solution is obtained by iteration. Synthetic wall boundary conditions are enforced to avoid resolving the boundary layer, which would otherwise take the largest share of computing time.

\( F(f) \) is approximated by a 12th order polynomial fit. The equilibrium conditions for the hydrogen-air flow considered here are computed by means of the equilibrium chemistry program STANJAN (ref. 17); the included species are Ar, H, H\(_2\), H\(_2\)O, N, N\(_2\), NO, NO\(_2\), O, O\(_2\), OH.

5. TEST CASE

The present model is here applied to a simple cylindrical dump combustor. The main aim of this test case is to quantify the reduction of computing time achieved with the present turbulent combustion model, rather than to present an accurate computation of a practical combustor. Some limitations of the configuration being considered (i.e., the quite low Mach number and equivalence ratio) and of the computational implementations (i.e., the rather coarse mesh and the approximate specification of the inlet conditions) must be viewed in this perspective; they are introduced only for the sake of computational convenience and to limit the CPU time to an amount convenient for initial testing. The test case is computed with four different options, labelled 1 to 4:

1) 28 x 28 grid, \( \bar{\rho} \) given by the present model
2) 15 x 15 grid, \( \bar{\rho} \) given by the present model
3) 15 x 15 grid, \( \bar{\rho} \) computed by numerical quadrature over 200 intervals
4) 15 x 15 grid, \( \bar{\rho} \) computed by numerical quadrature over 100 intervals

In runs 3 and 4 the probability density function \( P(f) \) of the conserved scalar is taken as a beta-function.

The results of run 1 are presented in detail as the most accurate ones. A comparison of the results of runs 1 and 2 is used to give some indications as to what an extent the solution may be considered grid independent. The comparison of CPU time of runs 2 and 3 is used to quantify the reduction achieved by the present model, as compared to evaluating \( \bar{\rho} \) by numerical quadrature over 200 intervals. In order to assess whether 200 intervals are adequate for estimating \( \bar{\rho} \), a comparison of the results of runs 3 and 4 is used.

The dump combustor considered in this test case is fed with hydrogen, injected through the central pipe (0.0077 m internal radius, 0.0154 m outer radius) at 1 m/s, and air, supplied through a 0.0115 m wide annulus at 10 m/s. The combustor internal radius is 0.05 m, resulting in a rearward facing step 0.0231 m high at the inlet; its length is 0.3 m. The velocity profiles at the inlet are assumed to be flat for each stream for simplicity. In any event this oversimplified assumption is unlikely to affect the overall
flowfield to a significant extent in elliptic flows and, moreover, the definition of the initial conditions for the test case being considered involves much larger uncertainties, as will be apparent in the following paragraph.

Figure 1 reports the main features of the combustor flowfield, as computed in run 1. In particular, Fig. 1a reports stream function isolines, i.e., streamlines. A recirculation zone appears downstream of the dump plane and ensures flame stabilization. Due to the very low density of hydrogen, as well as to its low inlet velocity in this test case, such isolines are widely separated near the centerline, thus giving a rather poor representation of the flowfield. It is possible however to identify a smaller region of local recirculation near the hydrogen inlet, due to its inlet velocity being substantially lower than the other stream. It appears likely that such a recirculation spot reaches into the hydrogen supply pipe, thus invalidating the assumption of fully developed flow used at the inlet for computational purposes. This should however only affect the flowfield in the immediate neighbourhood of the hydrogen inlet, and have limited effects on the overall flow pattern. However this does suggest that a specification of the initial velocity profiles more accurate than that hypothesized above is unwarranted, at least in this case. The solution would be to extend the computational domain upstream into the hydrogen supply pipe. In Fig. 1b the isolines of the logarithm of the mean value of the conserved scalar are shown. A rapid mixing is observed close to the plate separating the hydrogen and air streams. The stoichiometric combustion of hydrogen and air corresponds to \( f = 0.0284 \), so that the isoline -1.5 is very close to the mean location of the stoichiometric contour, albeit somewhat on the rich side. Of course, due to the fluctuations, such a front is highly oscillating. An estimate of the intensity of such oscillations can be obtained from Fig. 1c which shows the isolines of the logarithm of the variance of the conserved scalar. The intensity of the fluctuations appears to be maximum close to the flame front.

Figure 2 displays (for run 1) the isolines of the mean and the intensity of state quantities which are recovered from the mean and the variance of the conserved scalar via its assumed probability density function. For the mean density \( \bar{\rho} \), the form (12) is used. For any other state quantity (but the pressure) \( \Phi \), both conventional and Favre averages can be recovered as

\[
\bar{\Phi} = \int_0^1 \Phi(f) P(f) \, df \\
\tilde{\Phi} = \frac{\bar{\rho} \bar{\Phi}}{\rho} - \frac{1}{\rho} \int_0^1 \rho(f) \, \Phi(f) P(f) \, df
\]

Further, the intensity of the fluctuations can be obtained as

\[
\tilde{\Phi}'^2 = \int_0^1 [\Phi(f) - \tilde{\Phi}]^2 P(f) \, df
\]

and similarly for \( \tilde{\Phi}'^2 \).

In these expressions, \( \Phi(f) \) denotes the equilibrium value of \( \Phi \) as a function of the conserved scalar. The evaluation of such integrals was achieved by numerical quadrature. However the contribution to the overall computing time is negligible as they need only be computed at the last iteration. The computation is further expedited by limiting the integration range to the domain

\[
[\max(0, \bar{\tilde{\Phi}} - 6 \sqrt{\tilde{\Phi}'^2}), \min(1, \bar{\tilde{\Phi}} + 6 \sqrt{\tilde{\Phi}'^2})]
\]
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Fig. 1. Isoline plots: a) stream function (streamlines), b) logarithm of the mean of the conserved scalar, c) logarithm of the variance of the conserved scalar.
Fig. 2. Isoline plots: a) mean density (kg/m³), b) mean temperature (°K), c) rms of temperature fluctuations (°K), d) mean water vapour mass fraction.
rather than \([0,1]\).

Figures 2a through 2d show isolines of the average density, average temperature, rms of temperature fluctuations and average water vapour mass fraction, respectively. Conventional averages are reported for temperature as measurements by thermocouples give unweighted means, whereas Favre-averaging is used for the mass fraction as probe sampling results in close to density-weighted concentrations. It can be seen that the temperature at the exit of the combustor is rather low due to the large excess air involved in this particular test case. Mean temperatures about 2100 °K are predicted near the flame zone, with accompanying rms of fluctuations in excess of 770 °K. The mean water vapour mass fraction at the exit is rather low as well.

We will now briefly compare the results of the different runs in terms of accuracy and CPU time.

By comparing runs 1 and 2, it can be seen that the mean axial velocity component computed with the coarser grid (step size doubled in both directions) exhibits a maximum difference of 25% of the maximum velocity with respect to that computed with the finer grid. Although this may not represent a sufficiently grid-converged solution for most purposes, it is believed that the \(28 \times 28\) grid gives results at least indicative of the overall flowfield configuration. Run 1 requires 443 iterations and 50.16 s CPU time on an IBM 3090/600 processor; the computation is assumed to be converged when the residuals of all quantities are less than \(10^{-4}\).

The comparison of the CPU time requirements of the present model (\(\tilde{p}\) in closed form) and of a more conventional approach (\(\tilde{p}\) evaluated by numerical quadrature) is performed on a \(15 \times 15\) points grid, because the latter model involves very long computer runs. By comparing runs 2 (196 iterations and 6.11 s CPU time) and 3 (375 iterations and 62.22 s), it can be seen that the present model cuts the CPU time by a factor ten when compared to a numerical quadrature over 200 intervals.

The question remain to be addressed whether 200 intervals are enough to ensure an accurate evaluation of \(\tilde{p}\). To this ends, the results of run 3 can be compared to those of run 4 (numerical quadrature over 100 intervals). The relative difference between the values of \(\tilde{p}\) computed with the two runs reaches a maximum of about 4%. This seems to indicate that the 200 intervals considered in run 3 might be adequate for a reasonably accurate computation, but 100 intervals might not.

6. CONCLUSIONS

The present model defines a soundly based treatment for nonpremixed turbulent combustion and, thanks to an appropriate assumption for the conserved scalar pdf, reduces the computer time requirements by about an order of magnitude in elliptic flows.

REFERENCES


ABSTRACT

This paper presents a review of recent work at NASA-LaRC to compare the predictions of transverse fuel injector flow fields and mixing performance with experimental results. Various "cold" (non-reactive) mixing studies have been selected for code calibration; these include the effects of boundary layer thickness and injection angle for sonic hydrogen injection into supersonic air. Angled injection of helium is also included. This study was performed using both the three-dimensional elliptic and the parabolized Navier-Stokes (PNS) versions of SPARK. Axial solution planes were passed from PNS to elliptic and elliptic to PNS in order to efficiently generate solutions. The PNS version is used both upstream and far downstream of the injector where the flow can be considered parabolic in nature. The comparisons are used to identify experimental deficiencies and computational procedures to improve agreement.

NOMENCLATURE

\( A_{\alpha=0} \) area enclosed by the \( \alpha = 0 \) curve

\( D \) injector diameter

\( \dot{m}_{H_2,\text{inj}} \) mass flow rate of injected \( H_2 \)

\( \dot{m}_{H_2,\text{mix}} \) mass flow rate of mixed \( H_2 \)

\( \dot{m}_{H_2,\text{total}} \) total \( H_2 \) mass flow rate from flow field integration

\( M \) Mach number

\( p \) pressure

\( p_t \) total pressure

\( P \) penetration to outer edge of mixing region (height of \( \alpha_{H_2} = .00035 \) or \( x_{\text{He}} = .005 \) contour)

\( \bar{q} \) jet-to-air dynamic pressure ratio

\( \text{Re} \) Reynolds number

\( Sc_t \) turbulent Schmidt number

\( T \) temperature

\( T_t \) total temperature

\( T_w \) plate temperature

\( u \) axial velocity

\( W \) width

\( x \) axial coordinate

\( x_{\text{He}} \) helium mole fraction
**INTRODUCTION**

Efficient hypersonic flight at speeds above Mach 6 require the use of supersonic combustion ramjet or scramjet engines. Research efforts to establish a technology base for scramjet engine components have been underway at NASA Langley Research Center (LaRC) since the mid 1960's. This research was focused on the Mach 4 to 7 speed range, the range within the enthalpy limits of combustion heated or arc heated facilities, and directed toward the inlet and combustor components of the engine. Combustor technology development[Ref. 1] was directed at understanding the requirements for and performance of fuel injection, mixing and reaction (ignition and flame holding) in the scramjet combustor environment, and incorporated a dual approach of experimental and computational technology development.

Experimental combustor technology development started with single[2-4] and multiple[5-7] fuel injector studies in cold flow to characterize fuel mixing, followed by reacting coaxial flow configurations[8,9] to characterize the supersonic combustion phenomena. Direct connect combustor experiments[10-16] were used to verify empirical models[17] for the mixing limited supersonic combustion process developed from the early mixing studies. Finally, the empirical combustor models were integrated into a complete subscale engine design and tested[18] over the Mach 4 to 7 speed range in two engine test facilities.

Computational fluid dynamics (CFD) technology development started with codes which contained the physical modeling necessary to predict the supersonic, chemically reacting flow encountered in a scramjet combustor[19]. Because of computer memory limitations, these codes were limited to two-dimensional or axisymmetric cases until the mid 1980's. The two-dimensional codes were calibrated to appropriate data for non-reacting fuel injection and mixing[20], and reacting fuel injection and mixing[21,22] in ducted flows. Various finite-rate chemistry models were developed and applied for hydrogen fuel[19,23] and silane-hydrogen-air mixtures[24]. Recent code applications have evaluated non-reactive three-dimensional fuel mixing[25] and reactive fuel mixing in confined simulated combustor flows[25-29]. Even though they have provided significant insight into these highly complex flow fields, these studies have not provided the essential features of code calibration for scramjet fuel mixing.
The objective of this paper is to present comparisons of numerical predictions with experimental measurements for non-reacting fuel injection into a supersonic freestream and to document efforts to improve the agreement. This study will look at a large data set with the intent of identifying experimental limitations and correct procedures to use when exercising the codes. The primary index of agreement is overall mixing efficiency of the fuel or simulated fuel. In the absence of experimental mixing efficiency, the index defaults to fuel mass or mole fraction distributions. Secondary values of interest include fuel penetration and spreading, wall pressure, and any other measured data available.

A brief description of the experimental tests chosen for this paper is followed by a brief description of the SPARK codes. The computational method used to solve the injection problems is discussed along with convergence criteria for the elliptic region. The grid and boundary conditions are also given. Results from the calculations are then compared with data in order to demonstrate the accuracy of the numerical modeling.

**EXPERIMENTAL CONFIGURATION**

Details of the flat plate non-reacting injection cases modeled are provided in Table 1. Variables in the table include the jet-to-air dynamic pressure ratio, \( \bar{q} \); the freestream Mach number, \( M_{\text{air}} \); freestream Reynolds number, \( \text{Re} \); downstream injection angle, \( \theta_{\text{inj}} \), measured from the plate surface; the boundary-layer thickness upstream of the injector normalized by jet diameter, \( \delta/D \); and the jet diameter in centimeters, \( D \).

### Table 1. Summary of Conditions

<table>
<thead>
<tr>
<th>Case</th>
<th>Injectant</th>
<th>( \bar{q} )</th>
<th>( M_{\text{air}} )</th>
<th>( \text{Re}(m^{-1}) )</th>
<th>( \theta_{\text{inj}} )</th>
<th>( \delta/D )</th>
<th>( D(\text{cm}) )</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>hydrogen</td>
<td>1.0</td>
<td>4.05</td>
<td>( \text{8.3x10}^6 )</td>
<td>( 90^\circ )</td>
<td>1.25</td>
<td>0.2540</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>hydrogen</td>
<td>1.0</td>
<td>4.05</td>
<td>( \text{6.19x10}^7 )</td>
<td>( 90^\circ )</td>
<td>2.51</td>
<td>0.1016</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>hydrogen</td>
<td>1.0</td>
<td>4.05</td>
<td>( \text{8.0x10}^8 )</td>
<td>( 90^\circ )</td>
<td>6.25</td>
<td>0.0508</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>hydrogen</td>
<td>1.0</td>
<td>4.05</td>
<td>( \text{6.19x10}^7 )</td>
<td>( 30^\circ )</td>
<td>3.40</td>
<td>0.1016</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>helium</td>
<td>0.6</td>
<td>3.00</td>
<td>( \text{5.2x10}^7 )</td>
<td>( 30^\circ )</td>
<td>2.20</td>
<td>0.3175</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>helium</td>
<td>3.1</td>
<td>3.00</td>
<td>( \text{5.2x10}^7 )</td>
<td>( 30^\circ )</td>
<td>2.20</td>
<td>0.3175</td>
<td>30</td>
</tr>
<tr>
<td>7</td>
<td>helium</td>
<td>0.27</td>
<td>3.00</td>
<td>( \text{5.2x10}^7 )</td>
<td>( 15^\circ )</td>
<td>2.20</td>
<td>0.3175</td>
<td>30</td>
</tr>
</tbody>
</table>

### Table 2. Experimental Flow Properties

<table>
<thead>
<tr>
<th>Case</th>
<th>( p_t(\text{MPa}) )</th>
<th>( T_f(\text{K}) )</th>
<th>Mach</th>
<th>Gas</th>
<th>( p_t(\text{MPa}) )</th>
<th>( T_f(\text{K}) )</th>
<th>Mach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.72</td>
<td>295</td>
<td>4.05</td>
<td>( H_2 )</td>
<td>0.33</td>
<td>298</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>1.38</td>
<td>294</td>
<td>4.05</td>
<td>( H_2 )</td>
<td>0.37</td>
<td>294</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>1.72</td>
<td>303</td>
<td>4.05</td>
<td>( H_2 )</td>
<td>0.32</td>
<td>298</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>1.38</td>
<td>300</td>
<td>4.05</td>
<td>( H_2 )</td>
<td>0.27</td>
<td>295</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>0.655</td>
<td>290</td>
<td>3.00</td>
<td>He</td>
<td>0.17</td>
<td>295</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>0.655</td>
<td>290</td>
<td>3.00</td>
<td>He</td>
<td>0.86</td>
<td>295</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>0.655</td>
<td>290</td>
<td>3.00</td>
<td>He</td>
<td>0.076</td>
<td>295</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Cases 1-4 are from tests performed on a flat plate model (Fig. 1) in a Mach 4.05, 23x23 cm blow down tunnel. Table 2 presents nominal test conditions for the cold air and sonic...
Figure 1. Experimental Model
hydrogen injectors. The facility was operated at stagnation pressures of either 1.38 or 1.72 MPa, but the four cases selected all operated with unity jet-to-freestream dynamic pressure ratio (see Table 1). Instrumentation was provided to measure the stagnation pressures and temperatures of hydrogen and air, plate-surface static pressures and hydrogen concentrations. In addition, the \( \dot{H}_2 \) mass flow rate was measured using a sharp-edge orifice meter. Plate static-pressure orifices of 0.051 cm diameter were located on the longitudinal center line from 30D ahead of the injector station to 150D downstream for Case 4. In-stream measurements were made using a 0.038 cm ID pitot and a 0.102 cm OD conventional static probe. Gas samples were taken from the mixing region by the pitot probe and were analyzed with an online process gas chromatograph having a cycle time of 60 seconds.

Historically, mixing efficiency, \( \eta_m \), is defined as that fraction of the least available reactant (i.e. \( O_2 \) or fuel) which would react if the fuel-air mixture were brought to chemical equilibrium without additional local or global mixing. Thus in fuel rich regions, all of the local oxygen is considered "mixed," while in fuel lean regions all of the fuel is mixed. Two definitions of mixing efficiency are required—one for flows which are globally fuel rich, and one for flows which are lean. For fuel lean flows, as those reported here,

\[
\eta_m = \frac{\dot{m}_{H_2,\text{mix}}}{\dot{m}_{H_2,\text{total}}} = \frac{\int_{A_{2\alpha}} \alpha_R \rho u dA}{\int_{A_{\alpha=0}} \alpha \rho u dA} \tag{1}
\]

where: \( \alpha \) is hydrogen (fuel) mass fraction

\[
\alpha_R = \begin{cases} 
\alpha & \text{where } \alpha \leq \alpha_s \\
\frac{1-\alpha}{1-\alpha_s} \alpha_s & \text{where } \alpha > \alpha_s
\end{cases}
\]

\( \alpha_s \) is \( H_2 \) stochiometric mass fraction (0.0285)

\( A_{\alpha=0} \) is the area enclosed by zero \( H_2 \) contour defining the extent of the mixing region

\( \dot{m}_{H_2,\text{mix}} \) is mixed \( H_2 \) mass flow rate

\( \dot{m}_{H_2,\text{total}} \) is total \( H_2 \) mass flow rate from flow field integration.

When \( \alpha_{\text{max}} < \alpha_s \), \( \eta_m \) equals 1.0.

Experimental mixing efficiencies for the data from Ref. 3, 4 and 7 are determined by integration of the hydrogen and airflow contours as illustrated in Fig. 2. Overlaying the stochiometric fuel-air contour (\( \alpha_s = 0.0285 \)) on the \( H_2 \) and air flow contours to provide integration limits, the total hydrogen mixed and mixing efficiency are determined by the integration procedure of Eqn. 1. Total hydrogen mixed in the fuel lean region is determined by integration of hydrogen flow rate in that region (Fig. 2b), while hydrogen mixed in the fuel rich region is determined by integration of the air flow rate within the fuel rich region (Fig. 2c).

As discussed in Ref. 3, one indication of the overall accuracy of the profile data is comparison of the integrated hydrogen mass flow rate with the metered hydrogen mass flow supplied to the jet. Figure 3 illustrates this comparison for all data in Ref. 3. Agreement of the integrated and metered mass flows improves as \( X/D \) increases and \( \bar{q} \) decreases. This improvement is probably due to the smaller gradients in the concentration and velocity which are associated with the local turbulence level at the downstream stations and lower values of \( \bar{q} \). It has also been suggested that selective sampling by the subcritical pitot probe produces the low indicated hydrogen composition[30].
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Figure 2. Experimental Determination of Mixing Efficiency.
Figure 3. Results of Fuel Mass Flow Contour Integration [Ref. 3].

Figure 4. Schematic of 15° Nozzle Design.
Cases 5-7 represent low-angled helium injection experiments performed in a Mach 3, 11x23 cm blow down tunnel at Virginia Tech[30] with injection from the lower tunnel wall. Boundary layer thickness at the fuel injector is about two jet diameters. Geometric details of the 15° injector presented in Fig. 4 illustrate the converging and short 1-d constant diameter section used to provide the sonic helium jet. Nominal test conditions for the cold air and sonic helium injector are presented in Table 2. The facility is operated at a total pressure and temperature of 0.655±0.02 MPa and 290 K respectively and helium is injected either at matched or underexpanded pressure. Instream measurements of fuel concentration, flow temperature, pitot and static pressure were obtained at axial stations of 20, 40 and 90 jet diameters downstream of the injector on the jet centerline. Additional surveys of fuel concentration were obtained at off jet centerline locations. The gas sampling probe[31] utilizes a very small internal expansion tip with an internal diameter of 0.028 cm (one tenth the injector diameter), which has sufficient internal expansion and flow suction to swallow the tip shock wave.

DESCRIPTION OF CODES

The LaRC SPARK family of CFD codes was used in this study. The two-dimensional Navier-Stokes code was originally developed and extensively validated for chemically reacting and mixing flows by Drummond[32] and has been expanded to three dimensions and validated by Carpenter[33]; this three-dimensional version has additionally been developed into a parabolized Navier-Stokes (PNS) version by Kamath[34]. The elliptic SPARK code can use either a temporally explicit second-order accurate MacCormack-based finite-difference technique to solve the mass, momentum, and energy conservation equations or a fourth-order compact spatial scheme[33] which provides high spatial accuracy and a convenient method for marching to the steady state. In addition, the code has the fourth-order time accurate Gottlieb scheme[33]. For mixing results, the source terms in the species continuity equations are set to zero.

At the time of this work, the SPARK codes contained only the Baldwin-Lomax algebraic turbulence model. The formulation used contained the constants as presented in the original paper[35] for a thin layer on a flat plate. Freestream turbulence in the tunnel was ignored. For Cases 5-7, the turbulent viscosity was limited to 1000 times the laminar viscosity. It was found in this investigation that the use of $Sc_t < 1.0$ enabled better agreement between numerical results and experimental data. There is both experimental and computational justification for the use of turbulent Schmidt numbers less than unity for flows such as that examined in this work[36,37].

SOLUTION METHODOLOGY

Due to limited computational resources, the solutions were performed in a piece-wise elliptic/PNS fashion. The flowfield upstream of the elliptic injection region is modeled using the SPARKPNS code in 2-d mode. The injection nearfield region, which is highly three-dimensional and characterized by such features as large-scale vorticity, separation ahead of and behind the injector, strong shocks and expansions, was computed with the 3-d elliptic version of the SPARK code. The injection region extended from six to ten jet diameters ahead of the injector to ten to forty jet diameters downstream of the injector, depending on the case. The 3-d SPARKPNS code was used in the farfield with the outflow plane from the elliptic code passed as a fixed inflow into the PNS code. A small inconsistency is inherent in this strategy which is illustrated in Fig. 5, since the character of the governing equations is changed discontinuously from the full Navier-Stokes (FNS) to that of the parabolized approximation. However, this was considered an acceptable compromise to achieve computational efficiency, and the inconsistency involved in the passing of a plane from the full Navier-Stokes elliptic domain to the parabolized version of these equations are believed to be small in
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Figure 5. Solution Methodology
relation to turbulence and grid issues.

The computations presented here were performed on the Cray supercomputers of the Numerical Aerodynamic Simulation (NAS) at NASA Ames and the Cray 2 at LaRC. The mixing studies each took about 2-10 hours of CPU time. Convergence as defined in the next section occurred at about 10000 iterations. The parabolized computations in this study comprised about 15% of the CPU time used and a fraction of the memory.

CONVERGENCE REQUIREMENTS

Due to the swirling nature of the flow around and behind the injectors, the flow is at best quasi-steady, and there is some small fluctuation of pressure in the elliptic region as well as for flow parameters in the outflow plane passed to the parabolized code. Claimed convergence for an elliptic solution of this nature must be limited in its scope to the unchanging mean or averaged values of the parameters of interest such as density \((\Delta \rho)_{\text{max}} < 5\%) and the conservation (within 10%) of total fuel for all axial planes.

GRID AND BOUNDARY CONDITIONS

Grids for each solution discussed herein are summarized in Table 3. All cases used a rectangular grid for both the parabolic and elliptic regions with the downstream parabolic region having the same cross-sectional grid as in the elliptic. All meshes were clustered near the injector and near the plate. Grid domain represents the number of nodes in the axial, lateral and vertical directions. The last 5 columns in the table deal with grid dimensions in terms of jet diameter with the origin at the injector center (Fig. 5).

All inflow boundary values were fixed. No-slip boundary conditions were applied to the flat plate, which was either at a constant temperature or adiabatic. All of the circular injectors were modeled as rectangles on the mesh lower boundary (the plate). The nodes within the orifice had their properties set to the jet properties calculated from the stagnation properties listed in Table 2. The computational injector was modeled to match the injector area. The computational area and/or the velocity on the jet edge nodes were then reduced to match the metered injectant mass flow, thereby simulating a discharge coefficient due to losses near the injector walls. All other boundary planes were set as outflow planes, except for those of Case 4 which had multiple injectors and thus two symmetry planes. (Table 3 also lists the number of nodes used to model an injector. At each such node, the jet conditions were applied.)

<table>
<thead>
<tr>
<th>Case</th>
<th>Domain</th>
<th>Injector</th>
<th>(Sc_i)</th>
<th>(T_w)</th>
<th>A/D</th>
<th>B/D</th>
<th>C/D</th>
<th>E/D</th>
<th>W/D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>41x61x41</td>
<td>25</td>
<td>0.2,0.5</td>
<td>250.</td>
<td>-6</td>
<td>10</td>
<td>120</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>41x81x51</td>
<td>20</td>
<td>0.2</td>
<td>250.</td>
<td>-6</td>
<td>10</td>
<td>120</td>
<td>16</td>
<td>49</td>
</tr>
<tr>
<td>3</td>
<td>51x31x41</td>
<td>25</td>
<td>0.2,0.5,1.0</td>
<td>300.</td>
<td>-16</td>
<td>33</td>
<td>120</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>4</td>
<td>51x31x21</td>
<td>25</td>
<td>0.2,0.5,1.0</td>
<td>300.</td>
<td>-16</td>
<td>33</td>
<td>120</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>5</td>
<td>41x25x21</td>
<td>9</td>
<td>0.2,0.5,1.0</td>
<td>300.</td>
<td>-16</td>
<td>33</td>
<td>120</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>6</td>
<td>41x61x41</td>
<td>25</td>
<td>0.2</td>
<td>250.</td>
<td>-6</td>
<td>10</td>
<td>120</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>7</td>
<td>41x31x41</td>
<td>25</td>
<td>0.2</td>
<td>300.</td>
<td>-6</td>
<td>10</td>
<td>120</td>
<td>14</td>
<td>6.25</td>
</tr>
<tr>
<td>8</td>
<td>51x41x41</td>
<td>35</td>
<td>0.5</td>
<td>adia.</td>
<td>-6</td>
<td>10</td>
<td>90</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>51x41x41</td>
<td>35</td>
<td>0.5</td>
<td>adia.</td>
<td>-6</td>
<td>10</td>
<td>90</td>
<td>16</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 3. Grid and Solution Details
RESULTS

This section presents computational results and comparisons with experimental data for the seven cases. The computational analysis was performed with several values of turbulent Schmidt number, and one case was evaluated using several mesh densities. Details of these variations are highlighted. The following section will discuss the implications of these findings and give recommendations on applying the SPARK or equivalent CFD codes to fuel injector problems.

Case 1

Computational results for Case 1 are presented in Figs. 6-9. Two different solutions were obtained: one with $Sc_t = 0.2$ and one with $Sc_t = 0.5$. Hydrogen concentration contours in the vertical X-Z plane through the jet centerline are given in Fig. 6 for the solution with $Sc_t = 0.2$. These results illustrate fuel feeding upstream into a region of boundary layer separation, the penetration and dispersion of the hydrogen core in the nearfield, and penetration of the outer edge of the fuel. Note that the $\alpha = 0.10$ contour (3.5 times stochiometric) extends about 3 jet diameters upstream of the injector centerline, and the .005 contour extends to about 4 jet diameters upstream. The hydrogen core (i.e. the region of highest concentration extending downstream from the initial jet, indicated by the dashed line in Fig. 6a) penetrates to about 1.2 jet diameters above the flat plate and the 0.40 contour (an arbitrarily selected indicator of core breakup) persists about 6.5D downstream. The peak hydrogen concentration moves back toward the plate and lies along the surface for axial stations past 10 diameters. Fig. 6b shows combined FNS and PNS results and indicates complete mixing by 80D downstream ($\alpha < \alpha_s$ everywhere).

Computational and experimental results are compared in Fig. 7 by lateral Y-Z plane hydrogen mass fraction contours at the 120D station. The outer edge of the fueled region is represented here by the 0.003 $H_2$ mass fraction contour. The computational results have greater penetration $P/D$ (see Fig. 2a) and lateral spreading than experimental results with the spreading near the plate $W_b/D$ nearly double that of the experiment. However, the computed 0.010 hydrogen mass fraction contour illustrates slightly (~20%) lower penetration and slightly (~25%) greater spreading than the experimental contour.

Computed vertical jet centerline profiles ($Sc_t = 0.2$) at the 120 jet diameter station are presented in Fig. 8 and compared with measured $H_2$ mass fraction, static pressure, static temperature and velocity. The profiles are in reasonable agreement, except for the location of the peak hydrogen concentration. The dashed curve represents results from a solution with $Sc_t = 0.5$ in both elliptic and parabolized solutions. Again, the peak concentration is adjacent to the wall, but the peak value is nearly double that measured because of reduced mass transport. However, penetration to the outer edge of the mixing region is not significantly affected by the value of $Sc_t$.

Longitudinal variation in predicted fuel mixing efficiency is presented in Fig. 9 for both solutions discussed above. Mixing efficiency presented in this figure is NOT as defined in Eqn. 1, because of an error in the CFD code used for this and the other hydrogen cases. Mixing efficiency, $\eta_m$, for Fig. 9 is defined by Eqn. 1, but with

$$\alpha_s = 0.01425$$

(2)
Figure 6. Longitudinal Hydrogen Mass Fraction Contours; Case 1, $Sc_t = 0.2$.

Figure 7. Lateral Hydrogen Distribution at $X/D = 120$; Case 1, $Sc_t = 0.2$. 
Figure 8. Vertical Centerline Profiles at X/D = 120; Case 1, $Sc_T = 0.2$.

Figure 9. Fuel Mixing Efficiency Distribution; Case 1.
Experimental $\eta_m'$ determined by integration of Ref. 4 contours at $X/D = 120$ is presented by unflagged symbol. Although this is not the standard definition, the comparison of experimental and computational results using this method provides a reasonable percent error in modeling mixing efficiency. For this case, between 10% to 20% of the injected fuel was not accounted for in the experimental downstream survey. The flagged symbol represents the mixing efficiency if all of the missing fuel is assumed to be unmixed; i.e.:

$$
(\eta_m')_{adj} = \int_{\alpha_{x=0}}^{\alpha_{x=0}} \frac{\alpha_R \rho u dA}{m_{H_2, inj}}
$$

where $\alpha_x$ is defined by Eqn. 2. Computational results are in good agreement with experimental results when performed using $Sc_t = 0.2$ and with the adjusted experimental result when using $Sc_t = 0.5$. At the 120 diameter station, the calculated mixing efficiency for $Sc_t = 0.5$ is only 20% lower than for $Sc_t = 0.2$, whereas $\alpha_{\text{max}}$ is more than double for the $Sc_t = 0.2$ case. The use of an adjusted mixing efficiency results from concern about quality of this older data in light of good agreement with the newer He injection data for Cases 5-7. This adjusted mixing efficiency represents the lowest bound of experimental scatter conceivable to account for limitations.

Case 2

Ten computational solutions were obtained for Case 2 for three different values of the turbulent Schmidt number on three different density grids plus one laminar fine grid solution. Figures 10-13 illustrate flow details obtained with a fine grid and $Sc_t$ of either 0.2 or 0.5. Figures 14-15 illustrate the sensitivity of mixing efficiency to various grids and $Sc_t$ plus one laminar solution.

Hydrogen contours ($Sc_t = 0.5$) presented in Figs. 10a,b illustrate fuel penetration, decay of the core and details of the upstream flow separation. The 0.10 contour (3 times stoichiometric) extends less than 1.5 jet diameters upstream of the jet centerline, and the .005 contour extends about 3.5 diameters upstream. The $H_2$ core penetrates about 2D, and the 0.40 contour persists about 6.2D downstream. Peak concentration moves back to the wall at about $X/D = 25$ (not shown). Comparison with experimental penetration of the 0.010 hydrogen mass fraction contour are within 10% at $X/D = 7, 30, 60$ and 120 (Fig. 10b).

Hydrogen contours ($Sc_t = 0.5$) presented in Fig. 10c illustrate fuel penetration, decay of the core and details of the upstream flow separation for the same jet with the same inflow plane including boundary layer profile, but with no turbulence in the elliptic region. As expected for a disturbed laminar flow, the upstream separation region has become quite extensive (It should be noted that this solution is not completely converged). The $H_2$ core penetrates about 2.3D, and the 0.40 contour persists about 8D downstream. Both of these values are slightly greater than for the turbulent solution.

Computed lateral spreading of the fuel at $X/D$ at 120D is illustrated in Fig. 11 for each value of $Sc_t$ for the fine mesh. At $Z/D = 4.0$, lateral spreading $W/D$ (see Fig. 4) of all computational contours is greater than experimental values, and higher $Sc_t$ produces less spreading. At $Z/D = 0$, lateral spreading $W_b/D$ of all computational contours is in reasonable agreement with the experimental results. Fuel penetration ($P/D$) increases for the lowest value of $Sc_t$, but all cases exceed experimental results.
Figure 10. Longitudinal Hydrogen Mass Fraction Contours; Case 2, $Sc_l = 0.5$. 

a) $H_2$ contours, elliptic region.

b) $H_2$ contours, elliptic plus PNS region.

c) $H_2$ contours, elliptic region, Laminar Flow.
Figure 11. Lateral Hydrogen Distribution at X/D = 120; Case 2.
Figure 12. Vertical Centerline Profiles at X/D =120; Case 2, Sc = 0.2.

Figure 13. Longitudinal Centerline Wall Pressure; Case 2, Sc = 0.5.
Figure 14. Fuel Mixing Efficiency Distribution; Case 2.

Figure 15. Fuel Mixing Efficiency at $X/D = 120$; Case 2.
Computed vertical jet centerline profiles ($Sc_t = 0.2$) at the 120D station are presented in Fig. 12 and compared with measured hydrogen mass fraction, static pressure, static temperature and velocity. Computed profiles are in excellent agreement with experimental results except for the fuel concentration. The magnitude of the peak computed hydrogen concentration is in excellent agreement with data but is offset to the wall. The dashed curve illustrates the computed $H_2$ mass fraction using $Sc_t = 0.5$. Peak concentration is about 80% higher than for the $Sc_t = 0.2$ solution.

Longitudinal jet centerline wall pressure distribution ($Sc_t = 0.5$) in the nearfield is illustrated in Fig. 13. These results show the extent of jet disturbance on upstream flow, recovery pressure in the upstream recirculation region, and low pressure in the wake downstream of the injector. Note that the pressure rise extends to 5.5D ahead of the injector, which is significantly greater than the "zero" hydrogen contour ($\alpha = .005$) presented in Fig. 10a. Downstream pressure is in reasonable agreement with wall pressure data scaled from experiments in Ref. 2. Calculated results presented are closer to the injector than could be measured experimentally.

Calculated longitudinal distributions of mixing efficiency for Case 2 are illustrated in Fig. 14 for fine mesh solutions using $Sc_t = 0.2, 0.5$ and 1.0; and in Fig. 15 for all solutions at X/D = 120. Mixing efficiency presented in Fig. 14 is as defined by Eqn. 1; whereas the mixing efficiency presented in Fig. 15 was calculated using the incorrect value of stochiometric mass fraction presented by Eqn. 2. Experimental data presented on each figure have been adjusted to the appropriate definition. Fig. 14 illustrates the effect of turbulence on the mixing efficiency distribution. A laminar solution ($Sc_t = 0.5$) in the elliptic region illustrates that turbulence modeling is not an issue for the first 4 jet diameters downstream of the jet, as both the laminar and turbulent solutions have identical mixing efficiencies. However, $Sc_t$ has a large impact in the downstream mixing, because it is used to determine the turbulent mass diffusivity from the turbulent viscosity. For $Sc_t = 0.2$, fuel mixing is complete ($\eta_m = 1.0$) at about X/D = 80, whereas experimental measurements indicate $\eta_m$ reaches unity at about X/D = 100. Using Eqn. 3 to adjust mixing to account for all hydrogen injected produces flagged data points which are in better agreement with the $Sc_t = 0.5$ computational results. Between X/D = 5 and 30, turbulent mixing is about 50% higher than laminar mixing.

Figure 15 illustrates the effect of mesh density and turbulent Schmidt number on the fuel mixing efficiency $\eta_m$ at X/D = 120. Experimental points were obtained using Eqn. 1 and 2 to integrate data from Ref. 3. Adjusted data is from Eqn. 2 and 3 using data from Fig. 3 to determine the ratio of integrated total fuel to metered fuel flow rate. Fig. 15 illustrates the large impact of reduced turbulent Schmidt number on $\eta_m$ for fine grid solutions. Mixing efficiency is seen to increase from about 65% with $Sc_t = 1.0$ to 92% with $Sc_t = 0.2$. Coarse grids do not have as large a sensitivity to turbulent Schmidt number. Changing vertical mesh from 41 to 21 results in increased predicted mixing for $Sc_t = 1.0$ from 65% to 75% and no change for $Sc_t = 0.2$. The 41x25x21 mesh is coarser both in the x and y directions, as well as having the injector defined by 9 nodes versus 25 for the other cases, and the solutions are even less sensitive to $Sc_t$ than other grids. Note that all solutions with $Sc_t = 0.5$ predict $\eta_m = 0.79\pm0.04$. Note also that the data is in the best agreement with fine grid solutions with $Sc_t = 0.2$ for this case.

Case 3

Only one computational solution was performed for the smallest normal jet, and results from that case are illustrated in Figures 16-18. The solution utilized a turbulent Schmidt
Figure 16. Longitudinal Hydrogen Mass Fraction Contours: Case 3, $S_{C_1} = 0.2$. 
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Figure 17. Vertical Centerline Profiles at X/D =120; Case 3, Sc_t = 0.2.

Figure 18. Fuel Mixing Efficiency Distribution; Case 3, Sc_t = 0.2.
number of 0.2.

Hydrogen contours presented in Fig. 16 illustrate fuel penetration, decay of the hydrogen core, and details of the upstream flow separation region. The 0.10 contour extends only about 1.1D upstream of the jet center, and the .005 contour extends about 3.2D upstream. The hydrogen core penetrates about 2.5D, and the 0.40 \( H_2 \) concentration persists only 5 jet diameters before dispersing.

Vertical jet centerline profiles at the 120D station are compared in Fig. 17 to experimentally measured values. In addition to the high fuel concentration at the wall for the computational results, the major differences arise from the variation in experimentally measured static pressure between 2 and 5 diameters from the wall. Because of the relative uniformity of the pressure for the other hydrogen cases, the pressure variations in the experimental data here are suspect. Notice the reasonable although slightly overpredicted maximum \( H_2 \) concentration and the extremely accurate agreement in the penetration of the .005 contour.

Computational mixing efficiency, \( \eta_m' \), defined in the nonstandard way discussed above (Eqn. 1 and 2) for Case 3 is compared with experimental results in Fig. 18. Whereas the correctly defined mixing efficiency is 100%, this nonstandard mixing efficiency actually allows quantitative comparison of two fully mixed results. Computational results using \( Sc_t = 0.2 \) underpredict the experimental mixing efficiency by 4% and over predict the adjusted mixing efficiency by 8%, consistent with predictions for Case 1 which had the thin boundary layer.

**Case 4**

Only one computational solution was obtained for the 30° multiple hydrogen jets. The solution utilized a turbulent Schmidt number of 0.2, and results from that case are illustrated in Figures 19-21.

Hydrogen contours presented in Fig. 19 illustrate fuel penetration, decay of the hydrogen core, and details of the upstream flow separation region. The 0.10 contour extends about 2.0D upstream of the jet center, and the .005 contour extends about 2.5D upstream. The core penetrates about 2.0D, and the 0.40 \( H_2 \) concentration persists only 5.4 jet diameters before dispersing.

Vertical jet centerline profiles at the 120D station are compared in Fig. 20 to experimentally measured values. As with the cases from Ref. 4, the computed pressure underpredicts experimental values at the 120D station. Small differences in predicted and measured temperature and velocity are believed associated with boundary layer energization by the down-stream angled fuel. Note that at \( Z/D = 2 \) the velocity is higher than the freestream value. Peak hydrogen mass fraction occurs at the wall for the computed flow, compared to about 3D above the wall for the data. The computed \( \alpha_{max} \) is about 33% higher than experimental measurements. Based on results for Cases 1-3, this difference suggests that the predicted mixing efficiency for \( Sc_t = 0.2 \) is about 6% lower than the experimental values.

Longitudinal jet centerline wall pressure distribution in the nearfield is illustrated in Fig. 21. These results show the extent of the flow disturbance upstream of the injector and a very small low pressure region downstream of the injector. The pressure rise extends about 1D farther upstream than the .005 \( H_2 \) mass fraction contour. Unlike the Case 2 results, the downstream pressure increases following a low pressure region. This rise in pressure is believed to be associated with the multiple jet interacting bow shocks. Data at 3D on the jet centerline is
Figure 19. Longitudinal Hydrogen Mass Fraction Contours; Case 4, $Sc_r = 0.2$. 
Figure 20. Vertical Centerline Profiles at X/D =120; Case 4, Scₜ = 0.2.

Figure 21. Longitudinal Centerline Wall Pressure; Case 4, Scₜ = 0.2.
in good agreement with prediction, however the data between jets is not.

Case 5

Only one computational solution was obtained for each of Cases 5 through 7. These solutions used $Sc_t = 0.5$, because that value provided excellent agreement with the experimental data. Comparisons of computational and experimental results for Case 5, 30° matched static pressure helium injection, are presented in Figures 22-24.

Helium contours presented in Fig. 22 illustrate fuel penetration, decay of the core and details of the upstream flow separation. The .005 contour extends upstream only about 0.5D from the edge of the highly elongated angled injector. The He core penetrates about 1D off the wall, and the 0.40 contour extends downstream about 8D. Basically, the helium does not penetrate out of the boundary layer because of the low jet-to-freestream dynamic pressure ratio. Case 5 had a $\overline{q}$ of 0.6 versus 1.0 for the the 30° injection of hydrogen in Case 4.

Vertical jet centerline mole fraction profiles at 20, 40 and 90 jet diameters are compared with experimentally measured values in Fig. 23. The nearfield core penetrates about 1.5D off the plate, but the outer edge of the mixing region remains within 4D, about half as high as data. In the farfield, a weak peak remains about 2D off the plate, unlike the $H_2$ cases. Peak concentration are in good agreement with data throughout.

Figure 24 presents longitudinal distributions of maximum helium mass fraction and penetration. Excellent agreement in the peak He concentration is illustrated in Fig. 24a, which was shown by the hydrogen cases to be a good indication that mixing efficiency is accurately predicted. Predicted helium penetration is quite low compared to data. Fig. 24b illustrates computed and experimental measurements of He penetration to the outer edge of the jet ($x_{He} = 0$.) and the to the location of peak concentration. Measured penetration of the edge is twice the computed value for the nearfield and about 25% higher than computed for the 90D station. However, the peak penetration is accurately modeled in the nearfield and only about 30% underpredicted at the 90D station.

Case 6

Comparisons of computational and experimental results for Case 6, 30° underexpanded helium injection, are presented in Figures 25-27. This solution also utilized a $Sc_t$ of 0.5.

Helium contours presented in Fig. 25 illustrate fuel penetration, decay of the core and details of the upstream flow separation. The .005 contour extends upstream about 1D from the edge of the highly elongated angled injector. The He core penetrates about 2.5D off the wall, and the 40% contour extends downstream past the end of the elliptic solution (>10D). Comparing Fig. 25 with Fig. 22, the underexpanded jet has much higher penetration, consistent with the fivefold increase in helium pressure and mass flow rate.

Vertical jet centerline mole fraction profiles at 20, 40 and 90 diameters are compared with experimentally measured values in Fig. 26. This high pressure jet penetrates about 4D off the plate in the nearfield, and the computational profile maintains a peak concentration 6D off the plate at the 90D station. Shape and magnitude of the $x_{He}$ contours are in excellent agreement with experimental measurements at all three stations. The only noticeable discrepancy is near the wall, where the experimental profile drops off more rapidly than the computational results.
Figure 22. Longitudinal Helium Mass Fraction Contours; Case 5, $\theta = 30^\circ$, $\bar{q} = 0.6$.

Figure 23. Vertical Centerline Helium Mole Fraction Profiles; Case 5, $\theta = 30^\circ$, $\bar{q} = 0.6$.

Figure 24. Longitudinal Distributions; Case 5, $\theta = 30^\circ$, $\bar{q} = 0.6$. 
Figure 25. Longitudinal Helium Mass Fraction Contours; Case 6, $\theta = 30^\circ$, $\bar{q} = 3.1$.

Figure 26. Vertical Centerline Helium Mole Fraction Profiles; Case 6, $\theta = 30^\circ$, $\bar{q} = 3.1$.

Figure 27. Longitudinal Distributions; Case 6, $\theta = 30^\circ$, $\bar{q} = 3.1$. 
Figure 27 presents longitudinal distribution of maximum helium mass fraction $\alpha_{\text{max}}$ and penetration $P/D$. The excellent agreement in Fig. 27a indicates that mixing efficiency is accurately predicted. Computed helium penetration, both core and outer edge of mixing region, are compared to experimental results in Fig. 27b and show excellent agreement. The largest discrepancy is the 15% underpredicted penetration of the edge at $X/D = 20$.

**Case 7**

Comparisons of computational ($Sc_t = 0.5$) and experimental results for Case 7, 15° matched static pressure injection, are presented in Figures 28-30.

Helium contours presented in Fig. 28 illustrate fuel penetration, decay of the core and details of the upstream flow separation. The 0.005 contour extends upstream about 0.5D from the edge of the highly elongated angled injector. The He core penetrates about 0.5D off the wall, and the 40% contour extends downstream about 10D.

The low pressure, low angle injector produces a mixing region characterized by the highest He concentration and core on the wall by the first survey station, $X/D = 20$, as illustrated by the vertical profiles in Fig. 29. The computational results indicate that a core exists off the wall in the nearfield, but returns to the wall by the 20D station. Shape and magnitude of the predicted mole fraction contours are in good agreement with experimental contours. However, the underprediction of the peak $x_{He}$ by about 40% at the 90D station suggests that a slightly lower value of $Sc_t$ may be appropriate for this case. However, this is inconclusive, since the experimental data for this case showed an unexplained asymmetry.

Figure 30 presents longitudinal distribution of maximum helium mass fraction $\alpha_{\text{max}}$ and penetration $P/D$. Fig. 30a illustrates good agreement between calculated and measured peak helium mass fraction, suggesting that the computational results accurately predict mixing efficiency. Predicted helium penetration to the outer edge of the mixing region is compared to the experimental data in Fig. 30b, illustrating slight underprediction at 20 and 40 $X/D$, but excellent agreement at the 90D station.

**DISCUSSION OF RESULTS**

Qualitatively, the computations are good in that computational trends are consistent with experimental observations. The results show that increasing $\delta/D$ increases penetration, both of the outer edge of the mixing region and of the point of maximum concentration, which was a conclusion of Ref. 4. Pressure plots (not included) reveal bow shocks which are naturally stronger for the normal injection and underexpanded injection. Velocity vector plots (also not included) reveal the horseshoe vortex system characteristic of injection flow fields. These and other observations and details of the flow solutions are beyond the scope of this presentation, but will be addressed in the future.

**Accuracy**

Table 4 summarizes observed differences between computed and experimental measurements for jet penetration ($P/D$ and $Z_m/D$), spreading ($W/D$ and $W_B/D$), maximum $H_2$ concentration ($\alpha_{\text{max}}$), and mixing efficiency, $\eta_m$.

Where available, solutions using $Sc_t = 0.5$ as recommended above are included in the table. Because of the recognized errors in the hydrogen data, the $Sc_t = 0.2$ solutions are used
Figure 28. Longitudinal Helium Mass Fraction Contours; Case 7, $\theta = 15^\circ$, $\frac{\bar{q}}{\bar{q}} = 0.27$.

Figure 29. Vertical Centerline Helium Mole Fraction Profiles; Case 7, $\theta = 15^\circ$, $\frac{\bar{q}}{\bar{q}} = 0.27$.

Figure 30. Longitudinal Distributions; Case 7, $\theta = 15^\circ$, $\frac{\bar{q}}{\bar{q}} = 0.27$. 
when comparing peak hydrogen mass fraction and mixing efficiency. Mean deviation is summarized in the last column.

The codes consistently underpredicted penetration of the maximum concentration ($Z_m/D$) in the farfield, generally leaving the peak along the wall. Penetration to the outer edge of the mixing layer is generally predicted within $\pm 1.6$ diameters, or to within about $\pm 7\%$.

Lateral spreading is slightly overpredicted in the freestream and generally significantly overpredicted in the boundary layer. Comparisons available are insufficient to provide reliable estimates, but the range is about $1D$ for $W$ and $-2D$ for $W_B$.

Peak injectant concentration in the farfield is over or underpredicted by about $\pm 17\%$, while the unadjusted fuel mixing efficiency has an average deviation of $5\%$ (universally underpredicted). Confidence in this mixing efficiency accuracy will be significantly enhanced by additional data and integration of the available helium data.

Table 4. Accuracy Summary

<table>
<thead>
<tr>
<th>Case no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>M.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X/D$</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>1.6</td>
</tr>
<tr>
<td>$Sc_t$</td>
<td>0.2</td>
<td>0.5</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>1.7</td>
</tr>
<tr>
<td>$P/D$</td>
<td>2.0</td>
<td>4.0</td>
<td>0.0</td>
<td>3.0</td>
<td>-1.8</td>
<td>-0.5</td>
<td>0</td>
<td>.98</td>
</tr>
<tr>
<td>$Z_m/D$</td>
<td>-2.5</td>
<td>-3.0</td>
<td>-2.5</td>
<td>-2.5</td>
<td>-1.5</td>
<td>0.2</td>
<td>0</td>
<td>2.1</td>
</tr>
<tr>
<td>$W/D$</td>
<td>1.25</td>
<td>.70</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>.98</td>
</tr>
<tr>
<td>$W_B/D$</td>
<td>4.0</td>
<td>0.2</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>2.1</td>
</tr>
<tr>
<td>$\alpha_{max}$</td>
<td>-14%</td>
<td>0%*</td>
<td>20%</td>
<td>30%</td>
<td>10%</td>
<td>12%</td>
<td>-30%</td>
<td>17%</td>
</tr>
<tr>
<td>$\eta_m$</td>
<td>-.09</td>
<td>.05*</td>
<td>.03</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>.05</td>
</tr>
</tbody>
</table>

* $Sc_t = 0.2$

**Recommendations**

There are obvious differences between the hydrogen and helium cases in the application of the code to achieve acceptable code vs. experiment agreement. For the $H_2$ cases, better agreement was obtained using $Sc_t = 0.2$, whereas for the He cases, better agreement was obtained with $Sc_t = 0.5$. Because of the superior experimental measurement capability of the recent helium tests reported in Ref. 30 and documented uncertainties of the older hydrogen data[3,4 and 7], it is prudent to recommend solution techniques used for Cases 5-7. Therefore, when using a fine grid and the Baldwin-Lomax turbulence model, results indicate that mixing of transverse injectors with injection angles, between 15 and 90 degrees should be modeled using $Sc_t \approx 0.5$. However, when performing a complete combustor analysis requiring a coarse grid with multiple fuel injectors, a more realistic prediction of fuel mixing may be achieved using $Sc_t = 1.0[28]$. It would also be advisable to compare grid density used for such solutions to the injection cases (preferably He) presented in this paper.

Fuel mixing efficiency is relatively insensitive to maximum fuel concentration (Cases 1 and 2). If the decay of peak fuel concentration is accurately predicted, then the mixing efficiency will be accurate, but not vice versa.
Turbulent diffusivity (Schmidt number) has been shown to vary across a boundary layer[37] and that trend appears in Table 4. Lateral spreading within and spreading out of a boundary layer are not correctly predicted when using a single value of $S_c$ over the entire flow. This observation suggests that improved turbulence modeling to account for the nonuniform turbulent diffusivity is in order.

CONCLUSIONS

The SPARK family of Navier Stokes codes were validated for fuel mixing in a supersonic flow, using experimental data for discrete circular injectors angled at 15° (downstream) to 90° (normal) for air flow boundary layer thicknesses ranging from 1.25 to 6.25 injector diameters. Details of the physical model, solution methodology, boundary conditions and turbulence model are presented in sufficient detail such that recreation of the solutions is possible. Results presented demonstrate that "grid converged" solutions for one injector were not attained but that mixing efficiency sensitivity is acceptable. Mixing efficiency is also relatively insensitive to peak fuel concentrations. Recommendations are presented for modeling the fuel injector problem. These recommendations are different depending on the grid density around each injector. Coarse grids require damped turbulence (achieved with a turbulent Schmidt number of unity). This type of grid is representative of large scale combustor solutions with many fuel injectors. Fine grids require a reduced turbulent Schmidt number on the order of 0.5, which are in agreement with experimentally observed values for similar flows. The turbulent Schmidt number is not constant across the entire flow domain; a distribution may enhance fuel injection modeling.
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ABSTRACT

The SIMPLE-based parabolic flow code, SHIP3D has been under development for use as a parametric design and analysis tool for scramjets. This paper demonstrates some capabilities and applications of the code and is also a report on its current status. The focus is on the combustor for which the code has been mostly used. Recently, it has also been applied to nozzle flows. Code validation results are presented for combustor unit problems involving film cooling and transverse fuel injection, and for a nozzle test. A parametric study of a film cooled or transpiration cooled Mach 16 combustor is also conducted to illustrate the application of the code to a design problem.

INTRODUCTION

There is currently great interest in the development of computer codes to predict the performance of hypersonic, air-breathing propulsion systems at flight speeds that are beyond ground test capabilities. Of particular interest among air-breathing power plants for hypersonic flight is the hydrogen-fueled, airframe-integrated scramjet, a schematic sketch of which is shown in Figure 1. In this

Figure 1. Schematic of Airframe-Integrated Scramjet
design, modular engines mounted on the lower surface of the fuselage process most of the compressed air mass contained within the envelope of the vehicle forebody bow shock [1]. Each module is a duct of rectangular cross-section consisting of an inlet, a combustor and an internal nozzle. The exhaust from these engines expands against and pressurizes the rear end of the vehicle, thus generating thrust.

The performance of these engines have heretofore been analyzed using one-dimensional cycle codes into which are empirically incorporated, most of the knowledge gained of the individual components in the propulsion flowpath, by testing at low Mach numbers. Although CFD has recently been used to analyze portions of the propulsion flowpath in greater detail [2], the overall vehicle performance is still computed using cycle codes. It has become clear that even this limited use of CFD involves an expense that borders on being prohibitive. This is particularly true for the combustor where the conventional solution method of time-marching the Navier-Stokes equations to convergence requires in excess of one hundred Cray-2 CPU hours, on a grid just fine enough to get an adequate estimate of the combustion efficiency but not of heat transfer and skin friction.

The need to bridge the gap between these two approaches is critical if CFD is to be used for design and parametric studies. Key to achieving this is to use methods that fully exploit the efficiencies inherent in these flows, one of which is the largely parabolic nature of the flow over most of the propulsion flowpath at hypersonic speeds. Thus, one approach is to treat locally elliptic regions in a parabolic manner while ensuring the global conservation of mass, momentum and energy. In the combustor, this mainly requires the parabolic treatment of fuel injection since regions of elliptic flow are usually around the injectors. Depending on its design, a primary fuel injector may be, a discrete hole flush with the wall for sonic, transverse injection, or a ramped strut or wedge-shaped protrusion into the flow for supersonic, parallel injection. A parallel injection slot is also placed at the bottom of a backward-facing step at one or more axial stations on each wall for film cooling. In addition, portions of the combustor wall may be transpiration cooled with fuel.

The topic of the first portion of the paper is film cooling. The methodology for the parabolic computation of parallel injection from a step is outlined and validated for a classic, hydrogen-cooled combustor film cooling case. Next follows a similar discussion on transverse injection and its validation against mixing data. The practical use of these capabilities is then demonstrated by a parametric analysis of a conceptual combustor with transverse fuel injection and film cooling or transpiration cooling. The parabolic treatment of fuel injection from ramp and strut injectors that protrude into the flow is currently under development and is not discussed here. Finally, a nozzle computation and comparison with test data is shown.

**FILM COOLING**

Film cooling in a scramjet combustor involves the injection of a portion of the hydrogen fuel parallel to and alongside the planar walls of the combustor to lower the heat load on the wall. Ignoring regenerative cooling and the effect of film cooling on engine performance, which are discussed in the parametric study later in the paper, the task reduces to the computation of the wall heat flux and shear stress in a turbulent, reacting flow. A representative unit problem is shown in Figure 2, which is a schematic of a test conducted in the Calspan 48-inch shock tunnel. The bottom wall of the model represents the body side of the vehicle and the top wall, the cowl side (see Figure 1). Both walls are film cooled in the test, with 59 percent of the fuel used on the bottom wall and 41
percent on the top wall. The step on the top wall is 2 inches downstream of that on the bottom wall. Air at Mach 10 flight enthalpy enters the combustor with a 0.4 inch turbulent boundary layer on the bottom wall. Hydrogen is injected at Mach 2.5. The hydrogen and air mass flow rates are such that the equivalence ratio, defined as:

\[ \phi = \frac{m_f}{(m_a \times 0.0293)} \]  

where 0.0293 is the stoichiometric fuel-to-air mass flow rate ratio, is 1.7. Both walls are maintained at the fuel total temperature of 300 degrees K to represent a thermally balanced system.

The parabolic computation is started at the axial location of the bottom slot where the profiles of air velocity and temperature in the central 1 inch section of the duct are first specified. Pressure is assumed to be uniform and the vertical velocity is set to zero. Given the initial velocity profile, the turbulent kinetic energy, \( k \) and the dissipation rate, \( \varepsilon \) for the \( k-\varepsilon \) turbulence model are initialized in the turbulent boundary layer according to the following rationale:

1. In a fully developed turbulent boundary layer, the generation and dissipation of turbulence are in balance. The transport equation for \( k \) then reduces to the following simple form [3]:

\[ \tau = \rho k C_D^{1/2} \]  

where \( C_D \), one of the constants in the \( k-\varepsilon \) model is equal to 0.09. The symbols \( \tau \) and \( \rho \) are the density and the wall shear stress.

2. From the mixing length hypothesis,

\[ \tau = \rho l_m^2 \left( \frac{\partial u}{\partial y} \right)^2 \]  

3. From turbulence measurements near walls [3], the variation of the mixing length in the boundary layer is known to be,

\[ l_m = \kappa y, \text{ if } y < \lambda \delta / \kappa \]

\[ = \lambda \delta, \text{ if } y > \lambda \delta / \kappa \]
or, 
\[ l_m(y) = \min (\kappa y, \lambda \delta) \] 
\[ \ldots \ldots \ldots \ldots \ldots \] (4)

where \( \delta \) is the boundary layer thickness, \( \kappa \) is one of the logarithmic law-of-the-wall constants (0.42) and \( \lambda \) has a value of 0.09.

4. The equation for the initial turbulent kinetic energy in the boundary layer is thus obtained by combining Equations (2), (3) and (4),

\[ k = \left[ \min (\kappa y, \lambda \delta) / C_D^{1/4} \right] \partial u / \partial y \] 
\[ \ldots \ldots \ldots \ldots \ldots \] (5)

Note that \( k \) is proportional to the square of the velocity gradient. Outside the boundary layer, \( k \) is set so that the freestream turbulence intensity \( k^2 \) is 0.05 percent.

5. The dissipation rate, \( \varepsilon \) is related to \( k \) and the turbulence length scale, \( l \) by definition as,

\[ \varepsilon = C_D k^{3/2} / l \] 
\[ \ldots \ldots \ldots \ldots \ldots \] (6)

where the length scale is related to the mixing length as,

\[ l = C_D^{1/4} l_m \] 
\[ \ldots \ldots \ldots \ldots \ldots \] (7)

Equation (6) along with (5), (7) and (4) are used to compute the initial profile of \( \varepsilon \).

The flowfield at \( z=0.0 \) is thus completely specified on a grid that covers the central 1 inch portion of the duct. Before initiating space marching, the bottom boundary of the domain is extended downwards to accommodate the step. This extended domain is then regirded without changing the total number of grid points. The main flow is then conservatively patched onto the new grid as are the slot and lip flows. The same procedure is used at the second step. To suppress recirculation, the lip flow is given a small streamwise velocity (one percent of the freestream velocity), a pressure equal to the theoretical base pressure [4].

Figure 3. Temperature Contours Near Slot From Parabolic Computation
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and a temperature that is the average of the slot and lip temperatures. For cases without film cooling, the entire step is treated as a lip. The above treatment of the elliptic region at the lip causes little numerical difficulty because the pressure is treated so as to render the equations parabolic in the streamwise direction in subsonic regions [5]. Computed flowfields near the slot and lip region for a generic case with and without film cooling are shown in Figure 3, where the regions of high (freestream) and low (slot) temperatures are demarcated. The CPU time for the GASL-Calspan Run 41 analyzed here is 2 minutes on a Cray-2, using 81 grid points wall-to-wall and a minimum grid spacing of 10 microns at the walls.

The computed heat flux and pressure on the bottom wall are compared to the measured data in Figures 4 and 5. In this test, a sharp increase in the heat flux at any location on the combustor walls is attributed largely to the degradation of the film by mixing and combustion, and not to shocks. This is because the test apparatus did not have strong shock generators such as fuel injectors or converging walls. Thus, the rapid rise in both, heat flux and pressure data after 60 cm. indicates that ignition did not occur before 60 cm. The combustion downstream is not mixing-limited because, as seen from Figure 6, the computation shows an almost fully mixed condition at 60 cm. Thus, the finite slope of the rise in the heat flux and the pressure after 60 cm. must be attributed to kinetics, as is the ignition delay up to 60 cm. Lacking the capability to treat

![Figure 4. Comparison of Ship Computation vs Heat Flux Data](image)

![Figure 5. Comparison of SHIP Computation vs Pressure Data](image)

![Figure 6. Mixing Efficiency Computed by SHIP](image)
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chemical kinetics in SHIP at present, the computation was performed assuming no reaction until 60 cm. downstream of which a non-kinetic, ramped reaction model was used. Thus, the predictive capability of SHIP for such relatively low enthalpy flows is, at present limited. However at the higher end of the hypersonic flight regime (Mach 16 to 25), where film cooling is expected to be used most, the assumption of mixing-limited combustion is quite valid and the existing capability is satisfactory.

**TRANSVERSE INJECTION**

In some supersonic combustor designs, fuel is injected transverse to the main flow to achieve a higher rate of mixing than parallel injection from a step. The flowfield in the vicinity of these injectors is elliptic due to the streamwise recirculation regions both upstream and downstream of injection. Parabolic treatment of transverse injection circumvents the need for an elliptic solution, which typically requires from 2 to 5 hours of CPU time on a Cray-class machine to solve just the region near a single injector. Such a procedure has recently been implemented in the SHIP3D code. In contrast to methods that use correlations or an equivalent body, the procedure involves the actual imposition of the injection boundary conditions during space-marching. Thus, it would allow the computation, not only of the combustion efficiency but also of the flow losses from which a performance parameter such as the combustor effectiveness can be obtained.

At present the procedure gives excellent mass conservation and good agreement with the mixing measurements, of Rogers [6]. The test setup and comparisons are shown in Figures 7 and 8. In that experiment, cold hydrogen was injected sonically through five injectors on a flat plate normal to a Mach 4

---

**Figure 7. Setup for Rogers Cold Flow Mixing Experiment**

**Figure 8. Parabolic Normal Injection vs Rogers Data**
airstream. The dynamic pressure ratio was changed by varying the total pressure of the tunnel air and that of injection. Mass fraction surveys were conducted at distances up to 120 injector diameters downstream. These were integrated over the area fueled by the central injector to obtain the mixing efficiencies shown in Figure 8. For each case shown in Figure 8, the CPU time for a SHIP run using a 31 X 61 grid with a 100 micron minimum grid spacing is 3.5 minutes on a Cray-2. The standard values of the K-ε model constants [5] were used in the computations. The domain covers the entire length of the flat plate and extends to the roof of the tunnel some 4.5 inches above the plate.

Although the predicted mixing efficiency is in agreement with data, the computed pressures downstream of the injector (not shown here) are high. Among the possible reasons for this behaviour, initialization of the flowfield upstream of injection, rather than the injection procedure itself, has been identified as the main cause. Validation using pitot pressure measurements close to the injectors is currently in progress.

**PARAMETRIC ANALYSIS OF AN ACTIVELY COOLED SCRAMJET COMBUSTOR**

Adequate cooling of the scramjet combustor walls at the upper end of the hypersonic flight regime is a critical design issue. It is estimated that a stoichiometric flow rate of the cryogenic hydrogen fuel is sufficient to regeneratively cool the engine up to a flight Mach number of 10. At higher speeds, film cooling and transpiration cooling are being considered to lower the wall heat load and thus, the fuel mass flow rate required for regenerative cooling. The analysis presented here covers both film and transpiration cooling in conjunction with regenerative cooling. One advantage of film cooling over transpiration cooling is that, at these high Mach numbers the streamwise momentum of the fuel makes a significant contribution to the thrust [7]. Both cooling methods however, degrade performance to some extent due to the poorer mixing and combustion associated with fuel injection close to the wall.

![Figure 9. Conceptual Combustor for Parametric Analysis](image)

![Figure 10. Combustor Configurations for Film Cooling and Transpiration Cooling](image)
In this study, the relative magnitudes of these effects and the overall influence on engine performance at Mach 16 flight is assessed on a hypothetical vehicle with a conceptual combustor, shown in Figure 9. The three cooling designs in Figure 10, two using film cooling and one using transpiration cooling are analyzed. The transpiration cooling injector locations on each combustor wall are shown in Figure 11. The porosity of the walls is chosen to be low solely to keep the run times affordable. The rest of the propulsion flowpath was specified in sufficient detail for cycle analysis. The parametric analysis involved a series of three-dimensional, turbulent, reacting SHIP3D runs for the combustor with different proportions of the fuel used for cooling while keeping the total fuel and air flow rates constant. Thus, the equivalence ratio, defined in Equation (1) is kept constant at 1.6, a value considered typical at Mach 16 flight. The CPU time for each film cooling run was 30 minutes on a Cray 2. Each transpiration cooling run however, required 5 hours because of transverse injection from each cooling orifice into a finely resolved grid with a 5 micron grid spacing at the walls.

The computed quantities of interest are the longitudinal distribution of mixing efficiency, wall heat flux and shear stress. Using these results, the tip-to-tail engine specific impulse is obtained using a cycle code. Additional details of the methodology are given in reference [8]. In the following discussion, the equivalence ratio is referred to as $\phi$. For the cases with high normal $\phi$, the regions around the injectors and the steps are subject to severe heating due to the glancing and impinging shocks from injectors on both walls. Figure 12 shows

![Figure 11. Transpiration Cooling Injector Locations](image)

![Figure 12. Laterally-Averaged Heat Flux vs Distance](image)
the laterally-averaged heat flux on the top wall, where the shock-induced peaks for the case without cooling are evident. For the case with a film cooling $\phi$ of 0.6, both shock induced peaks are absent and the heat flux is generally lower.

Figure 13. Mixing Efficiency at Combustor Exit

Figure 13 shows the variation in mixing efficiency at the combustion exit with the cooling $\phi$. In this figure, an increase in the cooling $\phi$ implies an equal decrease in the normal $\phi$. For purely normal injection, the mixing efficiency is 0.537 while for a slot $\phi$ of 0.2, it increases to 0.622. The latter is close to a fully mixed condition for this confined flow at a total $\phi$ of 1.6. The reason for this unexpected increase in mixing with a decrease in the transverse $\phi$ is that when all the fuel is injected normal to the flow, the fuel jets penetrate deep into the flow but do not adequately fuel the region near the wall. Thus, diversion of a small portion of the fuel to the slots improves mixing. For the same reason, the average wall heat flux at a cooling $\phi$ of 0.2 is higher than that without cooling as shown in Figure 14. For the configuration with two film cooling slots.

Figure 14. Average Combustor Wall Heat Flux
per wall, the higher average heat flux at low cooling $\phi$ is attributed to the higher average pressure in the combustor caused by the smaller steps.

![Figure 15. Average Wall Shear Stress](image)

The average shear stress on the wall is shown in Figure 15. For film cooling, it follows the trend in the average heat flux (Figure 14) at only high cooling $\phi$, where the behaviour is in agreement with Reynolds analogy. For transpiration cooling, the shear stress is consistently lower, indicative of the lower velocity gradients at the wall. Figures 13, 14 and 15 show that the greatest gain in cooling effectiveness is achieved when the cooling $\phi$ is increased from 0.2 to 0.6, with little change in wall shear, but accompanied by a drop in the mixing efficiency from 0.622 to 0.2. Not evident in these figures, however, is the contribution of the fuel momentum to thrust, which is the major advantage that film cooling has over transpiration cooling. For this, the results of cycle analysis are now examined.

The specific impulse, defined as the net thrust per unit fuel flow rate, is obtained from cycle analysis for each of the parametric SHIP3D combustor runs. The results, shown in Figure 16, indicate that the penalty in performance

![Figure 16. Tip-to-Tail Engine Specific Impulse](image)
associated with film cooling is low for cooling $\phi$ up to 0.556, below which the contribution of the fuel momentum to thrust compensates for the drop in mixing. The balance is tipped at a film cooling $\phi$ of 0.556 above which the specific impulse drops sharply. This threshold value of the film cooling $\phi$ determines how effectively the combustor can be film cooled without a large penalty in performance.

For transpiration cooling, Figure 16 shows that this threshold value of the cooling $\phi$ is a low 0.2, at which the mixing efficiency also peaks (Figure 13). Since the momentum of the fuel used for transpiration cooling makes no contribution to the thrust, the specific impulse for transpiration cooling follows the decline in the mixing efficiency (Figure 13) with increasing cooling $\phi$.

NOZZLES

Expansion of the combustor exhaust against the lower rear portion of the fuselage, which serves as a nozzle, is the main thrust generating mechanism in an airframe-integrated scramjet. Thus the nozzle problem requires the computation of the pressure on the entire, contoured nozzle wall. Figure 17 shows the sideview of a nozzle that was tested using high pressure air [9]. The nozzle block sets up a Mach 4-5 flow, which simulates a scramjet combustor exhaust at Mach 20-25 flight. This flow is then expanded in the internal nozzle model, the bottom wall of which represents a cowl. Measurements of wall pressure and heat flux, the overall thrust and boundary layer surveys were taken to provide data to validate codes for the two key nozzle unit problems, expansion and boundary layer development.

The parabolic computation of this air-only case was run from the sonic throat all the way to the exit. Forty-one grid points are used from wall-to-wall and the minimum grid spacing at the throat is 30 microns. The grid is expanded proportionately to the expansion of the duct as the computation proceeds downstream. The CPU time for this case is 4 minutes on a Cray-2.

The computed and measured pressures are compared in Figures 18 and 19 for the nozzle block and internal nozzle model. The increase in the computed lower wall pressure between 0.3 and 0.43 m is slightly in excess of that shown by the data. For the top wall of the internal nozzle (Figure 19), the computation and
test data are in good agreement. For this wall, the computed thrust is higher than that obtained by integrating the measured pressures by 4.3 percent.

Because of the quasi-orthogonal metrics used in SHIP [5], a sudden change in the slope of the wall causes some locally oscillatory behaviour in the pressure which however, quickly recovers to the correct value. Work on a more realistic coordinate transformation is currently in progress.

SUMMARY

The SIMPLE-based three-dimensional parabolic flow code, SHIP3D is shown to be a highly efficient code for scramjet combustor and nozzle computations. The capability to accurately compute the heat transfer in a turbulent, reacting
flowfield makes it particularly suitable for combustor film cooling studies. This along with recently implemented methods for the parabolic treatment of fuel injection, makes it possible to conduct parametric studies of realistic combustor configurations. One such study is included in this paper.

A simulated scramjet nozzle flow at flight Mach 20 to 25 is computed. For this preliminary analysis, the agreement with the pressure force, obtained by integration of the measured pressures, is within 4.3 percent.

For those computations not involving heat transfer, where a minimum grid spacing of the order of 50 to 100 microns suffices, 1 to 5 CPU minutes is the typical run time on a Cray-2. The memory required is usually less than 1 million words. Thus, the SHIP code could be run productively on a machine as small as a personal computer.
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