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TECHNOLOGY 2000 was the first major industrial conference and exposition
spotlighting NASA technology and technology transfer. It’s purpose was, and continues
to be, to increase awareness of existing NASA-developed technologies that are available
for immediate use in the development of new products and processes, and to lay the
groundwork for the effective utilization of emerging technologies.

In addition to an exhibit showcasing the products and technologies available for sale or
license, TECHNOLOGY 2000 featured 16 concurrent technical sessions in which 97
papers were presented. The program included symposia on Computer Technology and
Software Engineering; Human Factors Engineering and Life Sciences; Information and
Data Management; Materials Science; Manufacturing and Fabrication Technology;
Power, Energy and Control Systems; Robotics; Sensors and Measurement Technology;
Artificial Intelligence; Environmental Technology; Optics and Communications; and,
Superconductivity.

We are pleased to provide the proceedings from these sessions. They have been
published in two volumes. Volume One contains the papers presented Tuesday,
November 27th; Volume Two contains the papers presented Wednesday, November
28th.

This is Volume Two. It consists of 46 papers. The papers appear in the order in which
they were presented at TECHNOLOGY 2000.

For information regarding additional copies, please contact:
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Intelligent Computer-Aided Training
and Tutoring

R. Bowen Loftin, Ph.D. Robert T. Savely, Chief
University of Houston-Downtown PT4/Software Technology Branch
One Main Street NASA/Johnson Space Center
Houston, Texas Houston, Texas
INTRODUCTION
Motivation

Training is a major endeavor in all modern societies: new personnel must be trained to perform
the task(s) which they were hired to perform, continuing personnel must be trained to upgrade or update
their ability to perform assigned tasks, and continuing personnel must be trained to tackle new tasks.
Common methods include training manuals, formal classes, procedural computer programs, simulations,
and on-the-job training. The latter method is particularly effective in complex tasks where a great deal of
independence is granted to the task performer. Of course, this training method is also the most expensive
and may be impractical when there are many trainees and few experienced personnel to conduct on-the-job
training.

NASA's training approach has focussed primarily on on-the-job training in a simulation
environment for both crew and ground-based personnel. This process worked relatively well for both the
Apollo and Space Shuttle programs. Space Station Freedom and other long range space exploration
programs coupled with limited resources dictate that NASA explore new approaches to training for the
1990s and beyond.

This report describes specific autonomous training systems based on artificial intelligence
technology for use by NASA astronauts, flight controllers, and ground-based support personnel that
demonstrate an an alternative to current training systems. In addition to these specific systems, the
evolution of a general architecture for autonomous intelligent training systems that integrates many of the
features of "traditional” training programs with artificial intelligence techniques is presented. These
Intelligent Computer-Aided Training (ICAT) systems would provide, for the trainee, much of the same
experience that could be gained from the best on-the-job training. By integrating domain expertise with a
knowledge of appropriate training methods, an ICAT session should duplicate, as closely as possible, the
trainee undergoing on-the-job training in the task environment, benefiting from the full atiention of a task
expert who is also an expert trainer. Thus, the philosophy of the ICAT system is to emulate the behavior
of an experienced individual devoting his full time and attention to the training of a novice—proposing
challenging training scenarios, monitoring and evaluating the actions of the trainee, providing meaningful
comments in response to trainee errors, responding to trainee requests for information, giving hints (if
appropriate), and remembering the strengths and weaknesses displayed by the trainee so that appropriate
future exercises can be designed.

Background

Since the 1970s a number of academic and industrial researchers have explored the application of
artificial intelligence concepts to the task of teaching a variety of subjects [1, 2, 3] (e.g., computer
programming in Lisp [4, 5] and Pascal [6], economics [7], and, geography [8]). The earliest published
reports which suggested the applications of artificial intelligence concepts to teaching tasks appeared in the
early 1970s [8, 9]. Hartley and Sleeman [9] actually proposed an architecture for an intelligent tutoring
system. However, it is interesting to note that, in the sixteen years which have passed since the appearance
of the Hartley and Sleeman proposal, no agreement has been reached among researchers on a general
architecture for intelligent tutoring systems [2].

Along with the extensive work on intelligent tutoring systems for academic settings has come the
development of systems directed at training. Among these are Recovery Boiler Tutor [10], SOPHIE [11],
and STEAMER [12]. These differ from the tutoring systems mentioned above in providing a simulation
model with which the student or trainee interacts. Although these intelligent training systems each use the
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interactive simulation approach, they each have very different internal architectures. Further, there appears
to be no agreement, at present, on a general architecture for such simulation training systems. The work
reported here builds on these previous efforts and our own work [13, 14, 15, 16] to develop specific
intelligent training systems as well as a general approach to the design of intelligent training systems
which will permit the production of such systems for a variety of tasks and task environments with
significantly less effort that is now required to "craft” such a system for each application.

APPLICATIONS

The ICAT architecture was originally applied to a training system for NASA flight controllers learning to
deploy satellites from the Space Shuttle. The same architecture has been used in the construction of ICAT
systems for training astronauts for Spacelab missions and engineers who test the Space Shuttle main
propulsion system. Although these tasks are quite different and are performed in very dissimilar
environments, the same system architecture has proven to be adaptable to each. Below is a brief summary
of the specific systems that have been built or are currently under development: :

PD/ICAT: [Payload-assist module Deploys/ICAT System]

A comprehensive intelligent computer-aided training system for use by Flight Dynamics Officers in
learning to deploy PAM (Payload-Assist Module) satellites from the Space Shuttle. PD/ICAT contains
four expert systems that cooperate via a blackboard architecture.

3 VVL/ICAT [Y_acuum Yent Lme/ICAT System] o

A PC-based mtelhgent computer-alded training system for use by mission and payload specralrsts in
leaning to perform fault detection, isolation, and reconfiguration on the Spacelab VVL system.
VVLACAT consxsts of an 1ntegrated expert system m and gtaphlcal user mterfaoe

MPP/ICAT [Mam Propulsnon Pneumatlcs/ICAT System]

A comprehensive intelligent computer-aided training system for use by test engineers at NASA/Kennedy
Space Center in learning to perform testing of the Space Shuttle Main Propulsion Pneumatics system.
MPP/ICAT is currently under development and makes use of the same architecture as PD/ICAT.

IPS/ICAT: [Instrument Pointing System/ICAT System]

A comprehensive intelligent computer-aided training system for use by payload and mission specialists at
NASA/Iohnson Space Center and Marshall Space Flight Center in learning to utilize the IPS on Spacelab
mtssmns IPS/ICAT is currently under development and makes use of the same archttecture as PD/ICAT.

A GENERAL 'ARCHITECTURE FOR INTELLIGENT T:IEAINING SYSTEMS
The projects described in the previous section have served as vehicles to aid in the design and
refinement of an architecture for mtellrgent uaxmng systems that has significant domain-independent
elements and is generally applrcable to training in procedural tasks common to the NASA environment.
The ICAT system anchltecture is modular and consrsts of ﬁve basxc components o

« A user interface that permits the trainee to access the same information avatlable to him in the

the task environment and serves as a means for the tramee to take acttons and commumcate
with the intelligent training sysiem. = B

» A domain expert which can carry out the task using the same information that is available to
the trainee and which also contains a list of "mal-rules” (explicitly identified errors that novice
trainees commonly make). :

» A training session manager which examines the actions taken by the domain expert (of both
correct and incorrect actions in a particular context) and by the trainee and takes-appropriate
action(s). [17]



» A trainee model which contains a history of the individual trainee's interactions with the
system together with summary evaluative data.

A training scenario generator that designs increasingly-complex training exercises based on the
knowledge of the domain expert, the current skill level contained in the trainee's model, and
any weaknesses or deficiencies that the trainee has exhibited in previous interactions. [18, 19]

Figure 1 contains a schematic diagram of the ICAT system. Note that provision is made for the user to
interact with the system in two distinct ways and that a supervisor may also query the system for evaluative
data on each trainece. The blackboard serves as a common repository of facts for all five system
components. With the exception of the trainee model, each component makes assertions to the blackboard,
and the expert system components look to the blackboard for facts against which their rules pattern match.
A comprehensive effort has been made to clearly segregate domain-dependent from domain-independent
components.

The ICAT architecture described above was originally implemented in a Symbolics 3600 Lisp environment
using Inference Corporation's ART for the rule-based components, The architecture is currently available
for unix workstations. The user interface is implemented in X-Windows, the rule-based components in
CLIPS [CLIPS is the acronym for a NASA-developed expert system shell written in CJ, and supporting
code in C.

TRAINING PERFORMANCE

The original system developed with this architecture (PD/ICAT) has been used by both expert and
novice flight controllers at NASA/Johnson Space Center. An extensive investigation of the performance of
novices using the system has been conducted. Figure 2 shows two measures of performance: (1) the time
required to perform the nominal task as a function of the number of training experiences and (2) the number
of errors made during the performance of the nominal task as a function of the number of training
experiences. It is interesting to note that, although the novices used in this investigation had very different
levels of prior experience related to the task, all novices rapidly approached the same level of proficiency.

A TECHNOLOGY SPINOFF: THE INTELLIGENT PHYSICS TUTOR
Introduction

The integration of the computer into the K-12 instructional program began in the 1960s and has accelerated
with the availability of inexpensive computing hardware and a growing amount of useful instructional
software [20]. The bulk of the computer-aided instruction (CAI) available today is limited to rather simple
programs that are useful for drill-and-practice, automated "page-tuming”, and the administration of objective
examinations. Only a small percentage of the educational software available today for grades K-12 uses
simulation, extensive branching to diagnose and remediate, and/or artificial intelligence (AI) technology
[21].

Objectives

The ICAT technology described above has been brought to bear on a specific tutoring task of interest to the
nation's educational institutions: the development of an intelligent tutoring system (ITS) for use in a high
school or introductory college physics course. The goal of this ITS is not the conveyance of facts and
concepts but rather the transfer of problem solving skills to the student. Ultimately, this project will not
only produce a useful teaching aid for students enrolled in high school or introductory college physics
courses, but will also provide a development structure suitable for building additional intelligent tutors for
other academic subjects which require the application of problem solving skills (e.g., mathematics,
chemistry, and engineering).



Technology Transfer

The work described above led the NASA/ISC Office of Technology Utilization to suggest, in February,
1988, that this technology be applied to the development of an intelligent tutoring system suitable for use
in the nation’s educational institutions. The outcome of this technology transfer project would be a highly
interactive and "intelligent" program for tutoring high school and college students in solving physics
problems. This product could be mass produced and delivered economically to high schools and colleges
nationwide. In addition, the methodologies employed and much of the software developed could be used to
produce intelligent tutors for other problem solving domains. The effect of this technology transfer would
clearly be profound and is entirely consistent with NASA's charter.

Project Description

Background, By the begihﬁing of this decade a number of researchers had attempted to develop intelligent
tutors for selected tutoring or training tasks. Specific systems such as GUIDON (medical diagnosis) [22,

23], SOPHIE (electronic troubleshooting) [11], STEAMER (naval steam propulsion systems) [12, 24],
WUSOR (reasoning) [25], PROUST (Pascal programming) {6, 26], the GEOMETRY Tutor (plane
geometry) [27 28], and the LISP Tutor (LISP Programmmg) {4] have been buxlt and tested

Perhaps the most successful of these, the LISP Tutor, has Been sflown to have a s1gmﬁcant effect on
student mastery of a skill. For example, in one controlled experiment, two groups of students attended the
same lectures on LISP programming, and one group completed the exercises in the traditional manner while
the other group used the LISP Tutor. The students using the LISP Tutor spent 30% less time on the
exercises and scored 43% better on a post-test than those not using the LISP Tutor [S]. Further classroom

use of the LISP Tutor at Carnegie-Mellon University for a one-semester course in LISP showed that
students were able, as a whole, to achieve a full letter grade improvement in their final course grade by
using the LISP Tutor when compared with previous classes that did not use the tutor [29]. Imeresungly,

7 7poor studems demonstrated the most sxgmﬁcant pcrformance 1mprovement [5] - = f—-; ,_,,,A =

Anp_magh, An ITS contammg at least one semester of exercises for the ﬁrst course in high school and
introductory college physics is now under development. If time is available, additional exercises appropriate
for the second semester will also be developed. The ITS will be designed for use by students concurrently
enrolled in the standard high school or introductory college physics course and will be used to tutor them in
physics problem solving. In order to provide an interactive environment suitable for detailed simulations of
physical phenomena, the ITS will be delivered as a part of a workstation built around the Apple Macintosh
II computer. The interface will make full use of the Macintosh II's capabilities—using high-resolution
graphics, color and sound to deliver a sophisticated real-time simulation as a means of enhancing the
students’ ability to relate the tutorial environment to that of the laboratory and the "real world". The
strategy (adapted, in part, from the LISP Tutor) of examining user input continuously and providing
immediate feedback upon detecting errors is utilized. The intelligent physics tutor is not intended to replace
a human instructor or to replace the existing program of physics instruction. Instead, the tutor that is under
development will provide an interactive environment for the application of physics concepts to the solution
of problems. The principal goal of the tutor will be to enable the average student to efficiently acquire
problem solving skills necessary for successful mastery of high school or introductory college physics. It
is anticipated that a large fraction of such physics classes could be served by the tutor, freeing the human
instructor to work more closely with the slower students as well as with the more advanced students, The
tutorial lessons will be integrated with the lecture/laboratory portions of the typical course, and students
will have independent access to the tutor for completion of their homework.

Since the intent of the tutor is to complement an existing textbook and course in which concepts will be
logically introduced, it is essential that the tutor be adaptable to a variety of texts. To this end the tutor
lessons (here "lesson” refers to a sequence of student-tutor interactions that lead to student mastery of
problem solving skills that pertain to a specific concept) are keyed to physics concepts. The instructor will
be provided the capability of assembling the lessons into an order consistent with the curriculum followed
in the classroom and of establishing appropriate dependencies among the lessons. In addition, the instructor
will have the means of choosing terms and symbols compatible with their textbook and/or preferences
Each instance of the physics tutor will contain a "global" strategy to govern the student’s progression from
lesson to lesson, but the tutor strategy and the semantics used in a given lesson may be altered by the



instructor. The lessons for these topics will vary in length according to the complexity of problems
associated with each topic. For example, the lesson for uniform acceleration in one-dimension will contain
many more exercises, of varying difficulty, for the student than the lesson related to kinetic energy for
rotational motion.

For each tutor lesson the student progresses from the solution of a "one-step” problem in which the
available facts and the required item(s) are clearly delineated and a single relation allows the student to obtain
the required result, to multi-step problems in which intermediate results or interdependencies are required to
obtain the information necessary for the final solution, to problems in which the student must, given the
required item(s), obtain the necessary data through the observation of a simulation.

In the "text-only” problems the student, in initial tutoring sessions, may be provided with a structured
environment within which to solve the problem. The listing of given information and the identification of
the required item(s) can be enforced by the tutor. The student is provided regions in which to assemble lists
of given and required data obtained from the problem or implied by the problem. By using a natural and
powerful interface, a student can use assemble his or her solution on the computer screen as if working the
problem on a piece of notebook paper. At any time during the interaction the tutor can intervene by
"popping-up" a window and/or providing audible feedback. In addition, the student can obtain assistance
(examples, hints, etc.) by using the help menu item.

For the most advanced exercises in many lessons the tutor can lead the student in abstracting real-world
problems in a manner that facilitates their solution via the methodologies conveyed in the preceding
exercises. Experience has shown that most students have great difficulty in reading text describing a
problem (or even viewing a photograph, detailed drawing, or video image) and producing an abstract
representation of the problem that fits the problem solving patierns they have been shown by an instructor
or in a textbook. Consider, for example, a video segment of a skier on a uniform slope. Most novice
problem solvers have difficulty in abstracting such a scene by drawing a free-body diagram showing the
skier as a point mass with the three forces (gravity, friction, and the normal force) acting on him or her.
Such a step, however, is essential in order to apply Newton's Second Law and and determine the skier's
acceleration. The tutorial strategy in this case is accomplished by providing video stills or video segments
of a physical situation and overlaying a graphical abstraction. By causing the video image to fade and the
graphical abstraction to remain, students can rapidly gain experience in abstracting the essential elements of
a physical description. Student mastery can be tested by allowing the student to construct the appropriate
graphical abstraction from a video image and, eventually, from a written problem statement,

Error detection and remediation occur at a local level with each student action compared to expected correct
and incorrect actions. Based on the nature of each student error, appropriate feedback is given to enable the
student to understand and correct his or her error. A global tutor strategy draws on a student model which
identifies lacks of skills and knowledge demonstrated by the student in attempting to solve problems within
the tutor environment. The number, type, and order of the exercises encountered by the student is
determined by heuristic rules which examine the student model and the performance of the student on the
exercises completed in the current lesson. The student model is also used to determine the way in which
assistance is provided to the student. That is, the type, length, and tenor of messages can be tailored to the
student based on the history of their experience with the tutor as contained in the student model.

As the tutor's development has proceeded, a number of components have been created which can serve as the
basis for the production of tutors for problem-solving domains other than physics. The interface
development has produced a set of basic objects that can also be used to build interfaces for tutors in
domains other than physics. An environment for encoding the domain knowledge and the global tutoring
strategy has been developed to facilitate the creation of the rule-based portions of the tutor. This
environment will also be adaptable to the creation of rule-based components for other tutoring systems.

The first year of this project was dedicated to the development of prototypes in cooperation with a physics
teacher from a local school district. The prototypes have been in use in a local high school since April,
1989, and a evaluation/ development/refinement feedback loop has been established. Beginning in
September, 1990, a semester of physics exercises is being used to begin formal testing with a students in
League City, Texas and Columbus, Ohio. Finally, during the third year of the project, refinement of the
ITS and its further extension will occur.



The ITS design and evaluation has been carried out by Dr. R. Bowen Loftin (University of Houston-
Downtown), Dr. Steve Brown (Cognitive Systems Technologies), and Ms. Beverly Lee (a local high school
physics teacher). Computer Sciences Corporation has provided personnel for the principal code
development activity. Gary Riley and Brian Donnell of the Software Technology Branch at NASA/Johnson
Space Center have also contributed to the design and coding of some tutor elements.

CONCLUSIONS

A general architecture for ICAT systems has been developed and applied to the construction of
three ICAT systems for very different tasks. Use by novices of an ICAT application built upon this
architecture has shown impressive trainee performance improvements. With further refinement and
extension, this architecture promises to provide a common foundation upon which to build intelligent
training systems for many tasks of interest to the government, military, and industry. The availability of a
robust architecture that contains many domain-independent components serves to greatly reduce the time and
cost of developing new ICAT applications. As an added benefit to the nation, a technology spinoff project
has emerged from this activity and promises to make a significant contribution to the secondary and post-
secondary education.
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CLIPS: A Tool for the Development and Delivery of Expert Systems

Gary Riley
Software Technology Branch
NASA Johnson Space Center
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Houston, TX 77058

ABSTRACT

The 'C' Language Integrated Production System (CLIPS) is a forward chaining rule-based language
developed by the Software Technology Branch at the Johnson Space Center. CLIPS provides a complete
environment for the construction of rule-based expert systems. CLIPS was designed specifically to provide
high portability, low cost, and easy integration with external systems. Other key features of CLIPS include
a powerful rule syntax, an interactive development environment, high performance, extensibility, a
verification/validation tool, extensive documentation, and source code availability. The current release of
CLIPS, version 4.3, is being used by over 2,500 users throughout the public and private community
including: all NASA sites and branches of the military, numerous federal burcaus, govermnment contractors,
140 universities, and many companies.

INTRODUCTION

Expert system technology is a major subset of Artificial Intelligence and has been aggressively pursued by
researchers since the early 1970's. In the last few years, both government and commercial application
developers have given expert systems considerable attention as well. An entire industry has grown to
support the development of expert system tools and applications, with a wide variety of both hardware and
software products now available. The availability of expert system tools has greatly reduced the effort and
cost involved in developing an expert system.

Despite all this, expert systems have generally failed to make a major impact in application environments.
This failure has stemmed from tool vendor's overemphasis on expert system development environments to
the detriment of options for delivery of expert systems and training in expert system technology. Viable
delivery options are necessary to field expert systems. Training options in expert system technology are
necessary for the widest possible dissemination of this technology.

The 'C' Language Integrated Production System (CLIPS) is a forward chaining rule-based production system
developed by the Software Technology Branch at NASA/Johnson Space Center. Version 1.0 of CLIPS,
developed in the spring of 1985 in a little over two months, accomplished two major goals. The first of
these goals was to gain useful insight and knowledge about the construction of expert system tools and to
lay the groundwork for future versions. The second of these goals was to address the delivery problems of
integrating and embedding expert systems into conventional environments. Version 1.0 successfully
demonstrated the feasibility of continuing the project.

Subsequent development of CLIPS greatly improved its portability, performance, and functionality. A
reference manual [1], architecture manual [2], and user's guide [3) were written, The first release of CLIPS,
version 3.0, was in July of 1986. The latest version of CLIPS, version 4.3, was completed in June of
1989. A version of CLIPS developed entirely in Ada and fully syntax compatible with the C version of
CLIPS has also been developed. CLIPS is currently available through COSMIC (see appendix).
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DELIVERY

CLIPS was designed, in part, to solve problems related to the delivery of expert systems. CLIPS addresses
several issues key to the delivery problem. Among these issues are: the ability to run on conventional
hardware; the ability to run on a wide variety of hardware platforms; the ability to be integrated with and
embedded within conventional software; low-cost delivery options; the ability to separate the development
environment from the delivery environment (i.e. run-time modules); the ability to run efficiently (both
speed and memory), and migration paths from development to delivery environments.

One major requirement for a delivery tool is the ability to run on conventional hardware. Portability of the
expert system tool code insures the ability to deliver on a wide range of hardware from microcomputers to
minicomputers to mainframes. Because CLIPS is written in C and special care was taken to preserve
portability, CLIPS is able to provide expert system technology on a wide variety of conventional
computers. CLIPS has been hosted on over a dozen brands of computer systems ranging from mi-
crocomputers to mainframes without code changes. To maintain portability, CLIPS utilizes the concept of
a portable kernel. The kernel represents a section of code which utilizes no machine dependent features. To
provide machine dependent features, such as windowed interfaces or graphics editors, CLIPS provides fully
documented software hooks Wthh allow machine dependent features tobe mtegrated with the kernel. ™~

At the time of its development, CLIPS was one of the few tools that was written in C and capable of
running on a wide variety of conventional platforms. Most state-of-the-art expert system software tools at
that time were based in LISP and ran only on specialized LISP hardware, such as the Symbolics or TI
Explorer. In recent years, many tool vendors have migrated their products to workstations and PCs and
numerous products are now available in C, Ada, and other conventional languages.

The ability to integrate with and embed within existing code is an important feature for a delivery tool.

" Integration guarantees that an expert system does not have to be relegated to performing tasks betier left to
conventional procedural languages. It also allows existing conventional code to be utilized. The capability
to be embedded allows an expert system to be called as a subroutine (representing perhaps only one small
part of a much larger program). Many tools view themselves as the "master” program and only permit
control to be passed to other programs through them. CLIPS allows integration with C programs as well as
integration with other languages such as FORTRAN and ADA. In addition, many functions are provided
which allow CLIPS to be manipulated externally. Because the source code is avaxlable CLIPS can be

modified or tailored 10 meet a spec:i‘ ic user's needs.

Applicauons should be dehvered as economically as p0551ble Many tools require the entire development
environment to run an application. This necessitates buying a new copy of the tool for every delivered
application. Some tools provide the capability to generate run-time modules, These run-time modules are
basically equivalent to the executable modules generated by compilers for procedural languages. Run-time
modules allow the unneeded functionality and information associated with the development environment to
be stripped away from the delivery environment. This is a desirable characteristic, but for many tools, each
copy of a run-time module must be purchased.

CLIPS effectively addresses the problems of low cost delivery. The cost for CLIPS source code is $250.
This initial cost provides unlimited copies of CLIPS for delivery, development, and training. In addition,
CLIPS also provides the capability to generate run-time modules.

Another key feature for a delivery tool is efficiency. CLIPS is based on the Rete algorithm [4] which is an

extremely efficient algorithm for pattern matching. CLIPS version 4.3 compares quite favorably to other
commercially available expert system tools based on the Rele algorithm.

12

[RIRILIN .



CURRENT USES

Although CLIPS was originally developed to help in the construction of aerospace related expert systems, it
has been put to widespread usage in a number of ficlds. The current release of CLIPS, version 4.3, is being
used by over 2,500 users throughout the public and private community including: all NASA sites and
branches of the military, numerous federal bureaus, government contractors, 140 universities, and many
companies. At the First CLIPS Conference held in August 1990, over 80 papers were presented on a
diverse range of topics. In addition to aerospace and engineering applications, some other examples of
CLIPS applications include: software engineering [5, 6], networking [7, 8], medical and biological [9, 10],
and agricultural [11, 12].

EXTENSIONS

One of the key appeals of the CLIPS language results from the availability of the approximately 25,000
lines of CLIPS source code. Because the development of an expert system tool can require many
man-years, the benefits of using CLIPS as a starting point for research and the creation of special purpose
expert system tools cannot be understated. CLIPS users have enjoyed a great deal of success in adding their
own extensions to CLIPS due to the source code availability and its open architecture. Some of the many
extensions added by CLIPS users include: an SQL interface [13, 14], neural network extensions [15, 16],
blackboard extensions [17], parallel and distributed processing [18, 19, 20, 21, 22], and object-oriented
programming extensions [23, 24, 25].

Because CLIPS was written to be portable, its standard interface is a simple, text-oriented, command
prompt. However, CLIPS provides the capability to layer an interface on top of CLIPS to provide the
advantages of a windowed, mouse-driven, menu-oriented user interface. Currently, two such interfaces are
provided with CLIPS: one for the Apple Macintosh family of computers and one for IBM PC compatible
computers. An X-Windows interface is currently under development. Many users have also developed their
own interfaces and interface extensions [26, 27, 28, 29, 30].

FUTURE ENHANCEMENTS

CLIPS is a continually evolving product. The next release of CLIPS, version 5.0, is scheduled for release
in January 1990 [31]. The primary addition to CLIPS 5.0 will be the CLIPS Object-Oriented Language
(COOL). The major capabilities of COOL are: class definitions with multiple inheritance and no
restrictions on the number, types, or cardinality of slots; message passing which allows procedural code
bundled with an object to be executed; and query functions which allow groups of instances to be examined
and manipulated. In addition to COOL, numerous other enhancements have been added to CLIPS including:
generic functions (which allow different pieces of procedural code to be executed depending upon the types
or classes of the arguments), integer and double precision data type support, multiple conflict resolution
strategies, global variables, logical dependencies, type checking on facts, full ANSI compiler support, and
incremental reset for rules.

CONCLUSION

Because of its portability, extensibility, capabilities, and low-cost, CLIPS has received widespread
acceptance throughout the government, industry, and academia. The development of CLIPS has helped to
improve the ability to deliver expert system technology throughout the public and private sectors for a wide
range of applications and diverse computing environments.
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APPENDIX

CLIPS is free to NASA, USAF, and their contractors for use on NASA and USAF projects by calling the
CLIPS Help Desk between the hours of 9:00 AM to 4:00 PM (CST) Monday through Friday at (713)
280-2233. Government contractors should have their contract monitor call the CLIPS Help desk to obtain
CLIPS. Others may obtain CLIPS through the Computer Software Management and Information Center
(COSMIC), which is the distribution point for NASA software. The program number is COS-10022. The
program price is $250.00, and the documentation price is $62.00 (as of July 1990). The program price is
for the source code. Price discounts are available to U.S. academic institutions. Further information can be
obtained from

COSMIC

382 E. Broad St.
Athens, GA 30602
(404) 542-3265
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Abstract

This paper addresses some current research in the development and application of distributed, cooperating knowledge-
based systems technology The focus of the current research is the spacecraft ground operations environment. The
underlying hypothesis is that, because of the increasing size, comp]exuy and cost of planned systems, conventional
procedural approaches to the architecture of automated systems will give way to a more comprehensive knowledge-
based approach. A hallmark of these future systems will be the integration of multiple knowledge-based agents
which "understand" the operational goals of the system and cooperate with each other and the humans in the loop to
attain the goals. The current work includes the development of a reference model for knowledge base management ,
the development of a formal model of cooperating knowledge-based agents, the use of a testbed for prototyping and
evaluating various knowledge-based concepts, and beginning work on the establishment of an object-oriented model
of an mtelhgent end-to-end (spacecraft to user) system. The paper will present an introductory discussion of these
activities, highlight the major concepts and principles being mvesugated and indicate their potential use in other
application domains.

Situations

Before beginning a discussion of the specific R&D activities in the area of distributed knowledge-based
systems which we have been pursuing, let us take a small digression and consider the following
"situations”. These constitute a small sample of problems whose solutions are or will be supported in the
future by access to cooperating knowledge-based systems (the computerized variety). The purpose of this
initial digression is to make clear the belief that the rescarch which is being pursued in the area of
distributed cooperating knowledge-based systems has broad applicability and will eventually touch many
differing aspects of human life.

1. Distributed Knowledge Base Management: The inputs from several distributed knowledge
sources, some with access to real time sensor data, need to be collected, analyzed, checked for consistency,
checked for completeness, properly annotated, and archived for easy access by researchers.

2. Spacecraft Control: Elemems of a ground system need to be monitored and controlled in support
of a space mission.

3. Traffic Control: There is need for an automatic rerouting and adjustment of the timing of traffic
lights through a very heavy traffic zone due to an unforeseen situation.

4, Robot Operations: There is need for the coordination of robots which are to be engaged in
carrying out a potentially hazardous experiment in a hlghly automated laboratory.

5. Medical Emergency A team of medical experts is needed to diagnose a mystenous ailment,
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6. Utilities Control: Life sustaining resources need to be monitored and dynamically adjusted
onboard a space station in response to changing crew needs.

7. Software Engineering: Within the context of a knowledge-based software engineering
environment agents are needed to give advise to a designer on the best match between system requirements
and performance criteria and the stock of reusable/tailorable system components available.

8. Factory Operations: The total operations cycle of a mining plant needs to be automated for this
factory being built on the moon. '

9. Electronic Library: The facilities of a library including access to bibliographic citations, article
abstracts, electronically-stored books and journal, articles, need to be made available to scholars doing
research.

Each of these situations deals with a different domain, involves different activities, has different goals and objectives,
addresses different problems, and utilizes different resources in accomplishing desires results. However, at an
appropriate level of abstraction, automation-assisted solutions to the problems arising in these different domains
can be seen to involve very sophisticated knowledge management issues and could be viewed as a tailoring of a
common framework for instantiating, activating, and using teams of distributed, cooperating, knowledge-based
agents. This, at least, is the hypothesis which is being formulated and being put forth for evaluation.

The rest of this paper focuses on an overview of two major research activities, i.e., the development of a reference
model for knowledge base management and a formal model of cooperating of knowledge-based systems and the
prototype application of some of the research results to_the specific area of concern to us at the Goddard Space
Flight Center, namely control center operations systems for near-earth unmanned scientific spacecraft.

Current Research Activities

Automation of control center operational systems, related to situation 2 above, is currently realized through
application of single expert systems to support individual subsystem functions. State-of-the-art research in artificial
intelligence and the cognitive sciences now hold that this one-to-one mapping between system function and
automating agent is an inappropriate paradigm, in the extreme, which will have limited usefulness as system
complexities increase. What is needed to support higher levels of automation in such systems is the use of multiple
autonomous agents cooperatively providing-for and supporting desired system behaviors. This is the long-term
solution to the problem of providing operational knowledge-based spacecraft control centers of the future. To
support this evolution to an "intelligent" control center, our work in this area has been concentrated in the areas of
knowledge base management and formal models of cooperating knowledge-based agents. A testbed for dem onstrating
distributed knowledge-based technologies in a spacecraft command/control environment has been established.

Knowledge Base Management

In our research, a Knowledge Base Management System (KBMS) is defined as a utility for supporting the life cycle
of acquiring, refining, using, and maintaining large-scale distributed knowledge bases [ Ref. 1,2,3]. The basic drivers
for the KBMS research are the expectations that future autonomous systems, used in operational control centers and
ground systems, will be: (1) both knowledge- and data-based, (2) distributed yet cooperating and integrated, (3)
potentially large-scaled , and (4) long-lived and needing to be maintained and updated regularly. A KBMS is
intended to support these drivers. Our analysis of the functional requirements for a KBMS have not been driven by
general domain-independent considerations. Rather our guidance has come from what we readily expect the future
(long range) control center architectures will require for operations. Some of these operational requirements are 1. a
framework is needed to support the addition, connection, and operation of distributed cooperating knowledge-based
systems in a rapid reliable and asynchronous fashion: 2. rules, plans, schedules, and knowledge must be continually
acquired and updated from a broad array of sources with a minimum amount of human intervention; 3. knowledge
verification is essential; 4. intelligent interfaces between knowledge bases and realtime sources of sensor data need
to be supported; 5. a wide variety of human-factored human/machine interfaces, interaction techniques, tutoring
aids, and utilities must be readily available for supporting the range of personnel which will be developing, using, or
maintaining the system. To help give us an overview of the major issues to be addressed in the engineering ofa
comprehensive KBMS work was begun on the development of a KBMS Reference Model. In our usage of the
phrase, a "reference model” refers to a map of the activities, functions to support the activities, data/information
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flows, interfaces/interactions which need to be supported for the general case of any KBMS. Figure 1. illustrates
the current version of the KBMS Reference Model in development. The purpose of the model is to aid in identifying
the major concepts associated with knowledge base management and to put these concepts in proper perspective.
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Figure 1. Reference Model for a KBMS

This reference model identifies five major functional components . These are the knowledge acquisition, knowledge
mamtenance and vahdauon tutoring, cooperatmn fmmework and intelligent mformatmn model.

Each of these components requires a set of capabilities to carry out its role in the overall KBMS structure. An
indication of these capabilities follows:

+ Knowledge Acquisition - learnfinduce, optimize, analogize, associate, specialize, generalize, experiment,
ask,attach principles, annotate;

T Knowledge Maintenance criticize, reward, test, trap, mﬂuence debias, clarify, repair, refme correct, update;

~« Tutoring - model, dlsplay, ‘advise, quiz, hint, explain, adapt, help, teach, mOonitor, OVersee;

« Cooperation - distribute control, instantiate work breakdown structures, negotiate, broadcast, direct cast, poll,
plan, dispatch, control access, propagate, search, synthesize, communicate; =~

« Information Model - cluster/abstract, subsume, access/store, sample, meta-reason, index, catalogue, model
management.

This is not a complete list. Other activities may be gleaned from the reference model diagram. What is clear, even
at this simplified level of description, is that the overall concept of a KBMS is a complicated and complex one

involving tcchnologles from software engineering, amﬁenal intelligence, and the cognitive sciences.
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Work is continuing on the further refinement of the reference model. It is helping us keep a good perspective on the
state-of-the-art of KBMS research. One specific problem which we are pursuing is that associated with accessing and
using knowledge from heterogeneous knowledge sources. The ability to fuse knowledge from these sources into an
integrated presentation to human operators is a requirement for nearer term automated ground systems operations.

Formal Modelling of Distributed Cooperating Knowledge-Based Systems

Concurrent with our work on the KBMS model we have been studying some of the mechanisms required to support
cooperation among knowledge-based systems (agents) [Ref. 4,5]. Currently the use of knowledge-based components,
i.e. expert systems, is rapidly becoming state-of-practice in NASA's operational ground systems. Currently
ground/space network operations and the monitoring of spacecraft status data are supported in this manner. As their
number and usage increases in support of operational systems it is apparent that a new system architectural concept
will evolve. This new architecture will be such so as to fully exploit the computational power of these knowledge-
based components and fully integrate these components into an efficient and effective operational system. The
hypothesis which we share with a growing number of researchers and developers is that the new architectures will
need to support distributed , cooperating knowledge-based components. As a starting point for our investigations
into this area we began on the development of a logical model of cooperating knowledge-based systems. We saw
the role of the model as a tool to facilitate technological research and system planning. Development of this model
is continuing today. What follows is an introduction to our early work in this area.

In our analysis of what it would take to develop a team of cooperating computer-based agents to support a
highly automated ground system for satellite control, several general characteristics were identified. These
are:

1. There should be a logical and physical distribution of the total knowledge of the tcam among the agents
which comprise it. (Knowledge Partition)

2. Each agent should have some internal model of some of the other agents in the team. (Agent
Awareness)

3. Cooperation among agents requires communication among agents. (Inter-agent Communication)

4. Proper interpretation of information shared between agents may require that the agent receiving the
information have access to the information context in the sender agent. (Shared Contexts)

5. The cooperating agents should be able to partition the problem to be solved. (Problem
Partitioning)

6. The agents should not only be able to communicate, they should also be able to coordinate the team's
activity. (Agent Coordination)

7. The agents in the team and the team as a whole should be capable of adjusting performance in response
to environmental changes. (Performance Adjustment)

8. A mechanism should exist for integrating new knowledge-based agents into the team. (Integration)

These general characteristics will be briefly discussed in the context of the ultimate paradigm of cooperative
activity among knowledge-based agents: a team of humans jointly working on a problem. This is done to
help clarify the ideas and to help contribute to their justification.

Knowledge Partition: There are several reasons for supporting the partitioning of knowledge. These
include the observations that partitioning supports: 1. increased performance through paralletism, 2.
enhanced extensibility and maintainability of the knowledge base, and 3. well defined mappings of the
knowledge to the various internal knowledge structures. When forming a team of humans it is usually
desirable that each bring a special knowledge to the group and not merely know what everyone else knows.
We note that knowledge overlap is however necessary to support meaningful communication.
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Agent Awareness: In order to work together agents must be aware of each other's existence and
attributes, i.e., some model of some of the other agents. The working of a group of humans is greatly
facilitated if each team member knows something of the knowledge and capabilities of the other members.
For one thing it greatly facilitates the appropriate assigning of subproblems to be solved.

Inter-agent Communication: Cooperation among agents presumes some form of communication.
Both synchronous and asynchronous communication capabilities are needed for effective and efficient
operation of the team. A quick unscheduled message passing among human team members is quite a
common occurrence in addmon to regularly scheduled status reports

Shared Contexts Among commumcatmg agents each agent must be able to mterpret the meaning of
the information it receives. In order to ensure this the agents must have the capability to ask for the
context, including underlymg assumptions, of a piece of information it has received from the sending
agent. Each cooperating agent needs criteria for evaluating information it receives from other agents in
terms of importance, certainty, and timeliness. Irrelevant, uncertain, or out of date information may distract
an agent from promising lines of reasoning. Failure t sent or receive context information may cause an
agent to overlook potentially 1mportant lines of reasoning. In team meetings of humans it is quite often
the case that in analyzing a new piece of information the generator of the new information is asked how it

came about and how should it be interpreted in the proper context.

Problem Partitioning: In order for a team of cooperating agents to work effectively, if at all, it is not
only necessary for there to be some partitioning of knowledge but also the ability to partition the work to
be done. As a problem is presented to the team there need to be mechanisms available to break the problem
into smaller and smaller subproblems until there are good matches between subproblem size/complexity and
agent capability. Mechanisms must also exist for the synthesis of partial results, from the subproblem
solutions, into a solution of the original problem The concept of breaking a task into subtasks and

makmg ass:gnments to vanous members isa normal method of operatmn for teams of humans

Agent Coordmatton ParutJomng work ensures that each mvolved agent lcnows what it is supposed
to do within the overall system. Models of other agents and communication among them ensure that the
agents can interact in performing their tasks. However, synthesis of the subproblem solutions to achieve a
global objective, the solution of the problem originally presented,, requires more. It requires an ability for
the agents to coordinate their activities. Scheduling and control mechanisms are required to ensure the
necessary degree of coordination is realized and maintained. Even very loosely-coupled teams of humans
agree on the milestone schedule to be followed and may even identify one team member as the lead for a
certain portion of the work.

Performance Ad Justment. Dependmg on the nature of the problem presented, or the status of
available resources, or the availability of expertise a team of agents may be required to modify its
performance criteria in order to meet some overall performance ob)ectwes Among human teams the
discovery of unsuspected complexity in a portion of a problem may require regrouping and reassignments.

Integration: As new expertise is needed in both human and computer-based teams there needs to be a
mechanism whereby new agents, or team members, are made a part of the team.

The reasonableness and operational semantics of these charactensttcs as they manifest themselves in our
nnplementatlons are being evaluated.

The work on the formal modelling of autonomous agents is intended to assist in the plannmg,
specification, development, and verification of control centers mvolvmg distributed cooperating knowledge-
based systems. The current model describes a community of cooperatmg rule-based systems at four layers of
increasing capability: (1) communicating agents - with no assumption of mtelhgence or rule-based
capability, (2) belief-sharing knowledge sources - where a knowledge source is an agent specializing in a
specific domain and a belief is any data arrived at thmugh an inference process, (3) goal sharing interest
areas - where the first indications of goal-directed reasoning appears, and (4) task sharing job roles - the
fourth level of the model where overall system goals are decomposed into tasks which are allocated among
various job roles. At this final level, cooperation is most fully achieved. The following figure gives an -
overview of the model as it is now conceived.
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Figure 2. Logical Model

Implementation of this model is proceeding. The implementation is in C** on a Macintosh II computer. An
adaptation of the Contract Net protocol is being used to support the implementation. A network of a number of
agents, only limited by the amount of finite memory, can be simulated in this proof-of-concept development. In the
current implementation agent behaviors are determined by the protocol defined by the logical model, the Contract
Net protocol, and by scripts read in and executed by the agents themselves. Various functional capabilities are being
currently implemented at each of the four levels of the logical model [Ref. 6]. These are as follows:

» Level4 -

*» Level 3

» Level 2

* Level 1

identification and representation of the dynamic attributes of other agents

including their capability and availability

negotiated and non-negotiated assignment of work across the network based

on each agent's capabilities (functional decomposition of tasks) and availability
(load balancing)

establishing a basis for fault tolerance through a policing of contractual obligations
between agents and through flexibility of inter-agent associations

establishing a basis for fault tolerance through flexible and dynamic association
of functionality to hardware

a canonical representation of goals, plans, and priorities of an agent to the outside
community as a method of asserting passive influence on the behavior of outside agents
channels and protocols for actively influencing the goals, plans and priorities of other agents
evaluation of proposed work and of bids to accomplish proposed work to aid in the optimal
assignment of tasks to agents

creation of a set of input and output daemons which accomplish the trading of beliefs between
agents without the need to modify the agent's knowledge base

network communication services and testing routines.
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The development of an implementation of the proposed logical model is affording us the opportunity to critically
evaluate the model concepts, to firmly establish the operational semantics which the model embodies, and to change
and refine the model as required.

Now that you have been introduced to two research activities dealing with knowledge base management and
cooperating knowledge-based agents the "Intelligent Ground System” (IGS) will be introduced. The IGS is the
testbed in which we are prototyping, demonstrating, and evaluating the application of our research concepts in an
operational setting.

The Intelligent Ground System (IGS)

As stated previously the major goal of our work is to influence the evolution of the systems which support the
operations of space-related missions. Current ground operations systems are very complex. Though aspects of them
are highly automated they nevertheless require many manually intensive operations. In some instances the
cognitive workload on the human operators is reaching critical limits and the bandwidth of data and information
needed to be processed by the operators is far exceeding human capability. The engineering of some of the human
operator's expertise into the computer systems, i.e. the development of knowledge-based components, seems to be a
viable alternative for the implementation and operation of systems with the real potential of outstripping human
capability to manage. The intent of the IGS effort is to help crystalize and clarify what a highly knowledge-based
ground system of the future could be like. Work on the development of the IGS is proceeding along two lines.
First, a preliminary testbed, the Intelligent Control Center (ICC), has been developed. This testbed, to be discussed
shortly, addresses a major component of the ground system. Experience in developing and demonstrating the ICC
testbed has helped us to determine the best way to define and develop the IGS testbed. As the ICC is expanded and
refined to support a higher-fidelity simulation of a portion of ground system operations work will begin on the
development of an object-oriented model of the IGS. The intent is to have the ICC transform into the IGS with
restructuring and the addition of several more knowledge-based components. The next sections of this paper give an
overview of the ground system conﬁguranon the portion of the ground system on which we have been concentrating
our testbed efforts, and a brief overview of our current testbed configuration.

QOur Current Focus

Before proceeding with a discussion of how we are focusing our research activities in a testbed environment
let us briefly examine the operational domain which is intended to host the results of our work. We have
been investigating the nature and effective use of cooperaUng knowledge-based systems in the context of
ground systems needed to support the successful operation of near-earth unmanned scientific spacecraft

(situation 2 above). The following Figure 3. gives a high level overview of the existing ground system.
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Figure 3. Functional View of the NASA End-to End Ground System

The insert box detailing the functional components in the Payload Operations Control Center (POCC)
indicates that portion of the overall ground system that has been our focus for an initial analysis. Within
that component we have simulated portions of the Mission Operations Room (MORY) to aid in
demonstrating the use of distributed knowledge-based systems to support operations.

Intelligent Control Center (ICC) Testbed

Results from our two major research activities have been combined to support the development and operation of a
distributed knowledge base testbed. This testbed, depicted in Figure 4, currently incorporates three expert sysiems, a
spacecraft simulator, and a user interface module. This initial testbed is designed to demonstrate and test out some
preliminary ideas and concepts that derive from the KBMS and modelling work and which are felt to be important for
supporting advanced knowledge-based automation in future control centers. These include: communication among
agents, information fusion, knowledge acquisition and refinement, information synthesis and presentation to
external agents, model-based reasoning, and various levels of cooperative activity. This initial testbed is currently
running in the Data Systems Technology Lab/520 at the NASA/Goddard Space Flight Center.
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The purpose of this initial prototype is to demonstrate the general concept of cooperating knowledge-based systems
and specifically to demonstrate the possibility of integrating existing standalone knowledge-based systems in a
cooperative framework. This particular version of the testbed only addresses the functionalities associated with levels
1 and 2 of the logical model. The following is a brief description of the testbed The testbed consists of five main
components: Operator's Station (User Interface), Scheduler, Spacecraft Simulator, Communications Link Expert
System (CLEAR), and the Subsystem Expert System (in this case a Power subsystem). The operator uses the
operator station to issue commands to the spacecraft and monitor the spacecraft's status. The scheduler schedules the
commands issued by the operator for transmission to the spacecraft. The spacecraft simulator simulates the
execution of the commands by the spacecraft, and it models the dynamic performance characteristics of the
spacecraft's components. CLEAR diagnoses communications problems between the spacecraft and other systems,
and it recommends fixes to the problems it detects. The Power expert system monitors the spacecraft’s power system
telemetry to detect and diagnose power system problems. The testbed components interact via a
publications/subscription mechanism. The publications for a components are the output it produces, and the
subscriptions for a component are the publications it receives from other components. These terms are used to
reflect the fact that the information flows in the testbed are not pre-defined.
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Conclusion

To date a great deal of progress has been made in understanding the role that knowledge base management and
cooperating knowledge-based agents will play in the ground systems of the future. Though the level of cooperative
activity and knowledge base management that has been actually achieved in the current ICC testbed is minimal, it is
a good start. The expansion of the ICC to the IGS will provide a more fertile environment in which to prototype
and evaluate the ideas which are being developed in the various modeling activities. One additional feature that will
be added in the near future is the ability to monitor and analyze the operational performance and behavior of the
testbed. Reconsidering the very brief digression at the start of this paper it seems reasonable that the framework in
which we are working need not be specific to the ground operations environment but could be used to discuss the
engineering of highly automated systems involving teams of computer-based cooperating agents for all the other
situations identified. Exploring other applications of the concepts discussed in this paper will only help clarify our
understanding of the potential benefits which will be realized through the use of cooperating knowledge-based
systems.
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ABSTRACT

Jet Propulsion Laboratory’s Center - for Space Microelectronics Technology (CSMT) is actively pursuing
research in the neural network theory, algorithms, and electronic as well as optoelectronic neural net hardware
implementations, to explore their unique strengths and application potential for a variety of NASA, DoD, as
well as commercial application problems, where conventional computing techniques are extremely
time-consuming, cumbersome, or simply non-existent. This paper presents an overview of the JPL’s electronic
neural network bardware development activities and some of the striking applications of the JPL:s electronic
NeUroprocessors.

INTRODUCTION

You enter a crowded room and instantly recognize a familiar face at the far end. You wave, smile, and
effortlessly weave your way through the people and furniture to reach your friend. You neither go in a
straight line, nor follow a well calculated path with the least "cost” of traversing, but you proceed swiftly and
efficiently anyway. In fact, your mind is already racing through the memories of a tennis game you played
with that friend over ten years ago!

Digital computers today allow us to plan extremely complex, multiyear, deep space missions with amazing
accuracy and provide us with enormous computing power; but something as simple to us as recognizing a face
or "a pattern” in a cluttered background is not at all easy for even today’s state-of-the-art supercomputers.
Elaborate "expert” systems based on collective knowledge of many experts, arranged systematically to form
rule bases, provide excellent software tools as "artificial intelligence”. However, there is no convenient way yet
to really "capture" in a computer the unique skills for example of a veteran fighter pilot with years of
experience, such that they can be easily analyzed and transferred to others. The best advice from a maestro
would be: "just watch how I do it and learn", something we may consider doing ... but a hopeless proposition
for today’s computer.

The emerging field of artificial neural networks(, inspired by the functioning of a human brain, attempts
to capture some of its unique abilities in learning, self-organizing, and intelligent information processing at
extremely high speeds even with fuzzy inputs and ill-defined situations, to complement the powerful, high
accuracy number-crunching digital machines. The secret of biological neural networks lies in their complex,
massively parallel architectures. A human brain consists of over 10 billion neuron cells communicating among
themselves through networks of over 100 trillion synaptic interconnections! Even though many of the
intricacies of the brain functions are far from well-understood, it is recognized that massive parallelism,
distributive storage, and a synchronous, analog, concurrent processing of information are some of its key
attributes. A variety of architectural models and neural net algorithms have emerged during the past several
years, through extensive software simulations, with a primary objective of developing better understanding of
the unique capabilities of the biological machines and a secondary goal of capturing some of those attributes
in computer systems. However, the potential of high speed from the massively parallel processing by
"artificial" neural nets, mimicking the architectures of their biological counterparts, will be realized only when
the architectures are actually implemented in parallel hardware®. Can it be done? How can one build large
arrays of artificial neurons and synapses and orchestrate their simultaneous operations without a system clock,
as the nature does it? What are the best suited technologies and device structures? And finally, which
real-world problems could substantially benefit today from the neuro-processing approach?



JPL’S APPROACH

Over the past several years, JPL’s Center for Space Microelectronics Technology has sought answers to
several of these questions through multifaceted research programs on theory, algorithms, hardware
implementations, and applications of artificial neural networks. In particular, JPL has pioneered the
development of fully parallel analog hardware implementations of neural network architectures in
electronics®”, to understand the dynamics of such massively parallel nonlinear systems, as well as to apply the
new powerful computing paradigms to problems not solved easily by other techniques.

The basic components of electronic neural network hardware are conceptually and functionally extremely
simple; the neurons can be implemented as thresholding nonlinear amplifiers, and the synapses as variable
resistive connections between them®. An artificial neural network therefore consists of many simple
processing elements or tailored amplifiers, representing neurons, which interact among themselves through
networks of weighted connections functioning as synapses. The computation performed by the network is
primarily determined by the network topography and the synaptic weights. The state of the system is
identified by the pattern of activity of the neurons. Given an initial activity pattern, each neuron receives input
signals from other neurons and adjusts its output accordingly over time. The system rapidly evolves into a
steady activity pattern which is then interpreted as a memory recall or as a solution to a problem.

Several promising neural network architectures developed over the years utilize two broad classes of
connection schemes: a fully-connected feedback architecture and a multi-layered feedforward structure,
illustrated in Fig. 1(a) and (b), respectively. In a feedforward network, neurons from each layer broadcast
their outputs only to the neurons of the subsequent layer, modulated by the synaptic weights. The information
processing thus progresses in the forward direction. In a fully connected feedback network on the other hand,
all the neurons can interact dynamically with one another in parallel through the feedback synapses. Thus, the
dynamics of feedback networks plays an especially important role in dictating their emergent computational
properties.

The most important operational characteristic of such architectures, however, remains their massive
parallelism. The highly distributed and effectively redundant information collection, storage, and manipulation
in the multitude of synaptic weights give rise to inherent fault tolerance resulting in graceful degradation in
their performance. On the other hand, the concurrent analog processing by a large number of neurons when
implemented in hardware promises computing speeds orders of magnitude higher than serial processors.
Above all, the highly parallel neural network algorithms provide unique abilities to solve computation-intensive
global optimization problems and to "learn" fuzzy transformations from examples in ill-defined situations.

To be able to fabricate a variety of neural network architectures in a fully parallel fashion by using only a
few selected, generic, "building blocks", JPL has developed, designed, and fabricated two separate families of
cascadable custom-VLSI chips in analog CMOS: two dimensional arrays of fully programmable synapses, and
one dimensional arrays of non-linear neurons.

HARDWARE IMPLEMENTATIONS

JPL’s reconfigurable building blocks include a spectrum of cascadable, programmable, synaptic and
multi-neuron chips (Fig. 2) with tailored functional characteristics. A typical synaptic chip consists of a fully
connected 32 X 32 array of synaptic devices fabricated using the standard 2 micron bulk CMOS process.
The synaptic connection embodiments vary from a simple binary (ON/OFF) scheme to fully parallel analog
designs exceeding 10-bit dynamic resolution. A variety of methods have been used to obtain variable synaptic
weights on the VLSI chips. For example, simple long-channel CMOS transistors provide programmable
synaptic weights with binary values, "on-chip" static memories and multiplying digital to analog convertors
(MDAC) furnish synapses with weight resolution of up to 7 bits, and four-quadrant multipliers that scale
connection strengths according to voltages residing on invisibly charge-refreshed capacitors result in weight
resolution exceeding 10 bits, a major achievement, particularly important for our currently ongoing
investigations on supervised and unsupervised learning in neural network hardware. Our cascadable neuron
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array chips (Fig. 2) provide a unique "variable gain" feature that is valuable for embodiments of networks of
varying sizes, as well as to generate controlled "simulated" annealing required during convergence of feedback
networks. Such fully programmable building blocks provide a very convenient library of hardware to construct
suitable network architectures dictated by a problem.

Compact hardware implementations of such massively parallel architectures of course differ significantly
from conventional digital designs. For example, due to the overall power dissipation concerns in the parallel
circuitry, the synaptic connections modulating communications among the neurons need to be extremely
"weak" or highly resistive. Such unusual requirements of the massively parallel and nonlinear processing in
neural net hardware present a totally new set of interesting issues regarding precision and tolerance, influence
of static and dynamic noise sources, and the useful dynamic resolution in the analog information being
processed. The synaptic connection elements on a CMOS chip for example utilize high-precision, long
channel field effect transistors, providing weak, current-limiting connections in their fully "ON" state and
several orders of magnitude higher resistance in the "OFF" state. Furthermore, resistivity-tailored thin film
elements of cermets integrated with the memory-switching devices promise high density ( ~ 10® synapses/cm? )
for the synaptic arrays.

NOVEL DEVICE STRUCTURES

Although conventional VLSI technology offers a convenient approach to implementing "neuro-functions" in
hardware, its circuit concepts tailored for sequential processing result in unnecessary hardware complexity to
accomplish simple functions. For example, a programmable analog synaptic connection, essentially a resistive
component, requires a large number of transistors occupying expensive silicon area and thus limits the size of
the implemented network. Ideally, a two-terminal programmable solid state memory device would simplify
large network implementations significantly. For the next generation neural network hardware therefore, JPL
is investigating several novel thin film device structures based on materials with tailored electronic properties
and analog thin film-VLSI hybrid device concepts. JPL’s thin film device efforts have already demonstrated
programmable nonvolatile synapses based on memory switching in hydrogenated amorphous silicon and
manganese oxide with a potential to realize extremely high synaptic density, approaching 10° synapses/cm®,
suited for a variety of massive data management applications. Furthermore, optically addressable, analog
memory devices based on ferroelectric thin films are also under development for large, 2-dimensional (focal

plane) synaptic arrays for optoelectronic implementations of neural networks.

NEUROPROCESSOR APPLICATIONS

Unique strengths of neural networks complement the power of conventional digital computers very well,
Hardware implementations of tailored neural net architectures therefore become extremely high speed,
special-purpose, function-specific "co-processors" interfaced to digital computers. JPL is heavily involved in
developing such application-specific neuro-processors for complex problems, where digital techniques are
either limited in scope and speed or simply not applicable due to the computation-intensive and fuzzy nature
of the problems. Figure 3 shows an example of a VLSI neuroprocessor interfaced to a personal computer.
The neural network in this case is processing several analog constraints (e. g. conditions of soil, surface
roughness, slope, vegetation, and rain) simultaneously, to determine the "cross-country mobility" for a military
vehicle over a terrain under consideration, with a manyfold speed enhancement compared to the digital
machine alone. -

Another striking example of the enabling nature of the neuroprocessing approach is evident from our
dedicated neuroprocessor for resource allocation, currently under development. Based on our innovative
"analog prompt scheme" and "limited connectivity” architecture already demonstrated in hardware, the -
resource allocation processor promises real-time solutions to computation-intensive problems of global
optimization and dynamic assignment such as pairing of resources to consumers (or assignment of weapons to
targets) to minimize the "global cost" involved in the situation. For example, a 64 resource to 64 consumer
assignment problem, for a one-to-one association, involves a cost matrix of 64 X 64, and a total of 64! or 10%
possible solutions. For a problem of this size, the neuroprocessor promises an optimal or near-optimal .
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solution within a fraction of a millisecond. This is over three orders of magnitude faster compared to
conventional heuristic search techniques, even when running on multiprocessor machines such as hypercube.
Moreover, the reconfigurable neuroprocessor offers solutions to dynamic assignment problems even with
arbitrary many-to-many association constraints, extremely difficult for digital computing methods.

Other neuroprocessors developed by JPL are under evaluation at present for applications in cartographic
analysis, terrain feature recognition from landsat imagery, and best path determination in a constrained space.
Furthermore, JPL has developed one of the first ever reconfigurable, multilayer neuroprocessor systems with a
capability of learning in analog hardware. This system is currently applied to problems of
computation-intensive inverse kinematic transformations in robotics and ill-defined feature recognition from
multispectral images.

Clearly, the strength of neuroprocessors is complementary to the digital computers. To combine the best
of both worlds, The future supercomputers with multiple digital processing nodes (e. g. hypercube
architecture), may have several special purpose neuroprocessors "servicing" individual computing nodes. Such
a system may also have additional analog neuroprocessors for example to carry out specialized tasks such as
load balancing and problem decomposition, where neural network-derived methods show great promise.

CONCLUSIONS

JPL’s fully parallel, programmable, neural network hardware has not only provided high speed research
tools to investigate unique emergent computational properties of neural networks, but has also furnished the
"building blocks" for development of special-purpose, application-specific neuroprocessors. Powerful artificial
neural networks have been implemented in fully parallel hardware, in spite of the inherent peculiarities and
unavoidable noise constraints, characteristic of analog hardware. Analog, parallel neuroprocessors provide
orders of magnitude speed enhancement and/or totally new capabilities compared to conventional digital
techniques.
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ABSTRACT o
We describe a complex optical system consisting of a 4f optical correlator with programmable filters
under control of a digital on-board computer that operates at video rates for filter generation, storage,
and management.

ROBOTIC PLANETARY EXPLORATIONS

Exploration of an unknown environment has traditionally required human presence to classify the
environment and the objects within it, and to make survival decisions on the basis of input to the
senses.

Planetary exploration to such destinations as Mars and the Moon, however, is to an environment
unfriendly to human habitation. It is not only physically demanding, it also represents an operational
challenge to maintain life support and protection systems. The obvious advantage of using an
intelligent machine for exploration is protection of human life in a potentially adverse environment.’
Additionally, a machine is self-sufficient in an environment that does not support biological life. An
artist’s conception of a roving vehicle exploring the Martian surface is shown in Figure 1.

A semi-autonomous vehicle with locomotion, visual and tactile sensors, and some on-board
intelligence is capable of surveying large surface areas to locate suitable landing, habitat, and
operations center sites, and to perform preliminary geological investigations prior to human
exploration. This exploratory vehicle may be equipped with a combined vision-image classification
system based on optical correlator technology.? The application of the correlator to the object-
recognition task is illustrated in Figure 2.

OPTICAL CORRELATOR SYSTEM

The optical correlator system consists of four modules: the scene coherent-light conversion module;
the optical correlator bench; the matched filter module; and a stand-alone on-board digital computer
for filter storage, management, and on-board filter generation. Figure 3 is a photograph of the optical
correlator system. Figure 4 shows the two personal computers that are used to operate the correlator
system. The first one is used for filter management and control. The other is dedicated to the
tracking function of the correlator.

Capabilities

Using the optical correlator system to navigate the semi-autonomous vehicle on an uncharted
planetary surface requires the following capabilities:
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a) Recognition of objects (object clusters and features)

b) Recognition of rotated and magnified objects
c) Recognition of objects upon change of perspective
d) In-situ generation of reference filters

Optical correlator system

The optical correlator performs the basic function of recognizing an object when the matched filter has
been generated with prior knowledge. The 4f configuration incorporated in this system, shown in
Figure 5, is based on the classical Vander Lugt correlator.® An actual photograph of the correlator
optical system is shown in Figure 6. It was designed as a laboratory prototype instrument for ease of
adjustment and as a test bed for further optimization. More compact optical correlators can be built
once the technology has been demonstrated in the laboratory environment.*

Scene input is presented in coherent light to the Fourier transform lens group, consisting of a positive
Fourier transform (FT) lens and a negative Fourier transform Barlow lens. M3 is a beam-turning mirror
which, like all the other mirrors, fits the optical correlator on a standard 24- by 48-inch optical table.

The Fourier transform of the scene is obtained on the surface of the liquid crystal light valve after the
polarized beam passes through the polarizing beam-splitter cube. A programmable video display is
used to project the matched filter on the liquid crystal light valve.

The liquid crystal light valve in the filter module reflects at those pixel locations where a video display
and the scene Fourier transform have a bright pixel at the same time. The reflected light is polarized,
so the beam splitter reflects it into the correlation arm. An imaging correlation lens images the surface
of the liquid crystal light valve on the CCD camera after two more beam-turning mirrors. A binarizing
polarizer is used to increase contrast between dark and light pixels.

Incoherent light from the scene is translated into coherent light in the input arm of the optical
correlator by using a video display—liquid crystal light valve combination with the HeNe laser beam as
the read beam. A video camera provides video input to the display, which is coupled to the liquid
crystal light valve using a fiber optics faceplate. A properly conditioned laser beam, after passing
through a spatial filter for clean-up, an aperture for beam limiting, and a collimating lens, uniformly
illuminates the spatial light modulator. The input scene in coherent and polarized light is transmitted
through the beam spilitter and fed into the optical correlator.

Rotation and magnification

A Vander Lugt optical correlator recognizes an object and finds its location in the same orientation
and same size as the object used for generating the matched filter. In this correlator system, a CRT
display is used for addressing the liquid crystal spatial light modulator. Thus, the rotated and
magnified object can be recognized by derotating and demagnifying the input scene on the CRT
raster using auxiliary electronics.

Perspective change

Perspective change for a slowly moving exploratory vehicle is not expected to be appreciable. It will
be treated as a linear combination of a small magnification change as the vehicle approaches the
object and a small rotational change as the vehicle moves past the object.

In-situ filter generation

The video camera may be used to capture the image of an object under new conditions, such as an
appreciable change in illumination or a change in perspective. The scene is stored on the frame

35



grabber. The object may be isolated and a new matched filter generated using the on-board '
computer. The object coordinates can be recalled from the on-board computer or relayed to the
mobile vehicle by a remote human operator.

Filter management and control

The osptical correlator system is flexible in recognizing objects because it uses binary phase-only
filters® as matched filters. Thus, only zero or one is stored for each pixel position, requiring only 525 x
525 memory locations. Only the central 33 percent of the filter frame is used, because the higher
frequencies have not been found to contain much information. This further reduces memory
requirements. Such small memory usage, combined with video rates of filter recall, results in a
correlator that possesses a large repertoire of matched filters that can be recalled at video rates.

APPLICATIONS TO PLANETARY EXPLORATIONS

Figure 7 shows a hypothetical Martian surface as seen by a camera on board the roving vehicle. The
rover is pursuing a route among rocks. It has been previously Instructed to make a left turn after the
dark rock on the left by a communication orbiter.

The autonomous vehicle uses the dark rock (outlined) to generate a binary phase-only matched filter,
as shown in Figure 8. The correlation peak is shown in Figure 9 for a 0° viewing angle. When the
autonomous vehicle turns at the rock, the correlation intensity decreases. At 10° rotation to the left of
normal, the peak is attenuated, as shown in Figure 10. Although the peak intensity appears the same
here due to the photographic process, the noise becomes more prominent, decreasing the
signal-to-noise ratio. Figure 11 shows the relative correlation peak intensity as a function of rotation
angle for the dark rock. With an increase in rotation angle beyond 10 °, a decrease in the correlation
intensity requires generation of a new matched filter of the dark rock.

CONCLUSION

The hybrid digital-optical cross correlator is highly suitable for image recognition and feature
classification in support of semiautonomous robotic explorations.
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Figure 1. Artist's conception of a roving vehicle exploring the Martian surface
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Figure 2. Correlator technology applied to object recognition
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Figure 3. Photograph of the optical correlator system
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Figure 4. Photograph of the PC computers used for filter management and
object tracking
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Figure 5. Schematics of the correlator optical system
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Figure 6. Photograph of the correlator optical system
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Figure 7. Hypothetical Martian surface as seen by on-board
camera on the roving vehicle

Figure 8. Binary phase-only filter of the dark rock on the left side of Figure 7
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Figure 9. Correlation peak due to recognition of dark rock - direct view
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INTRODUCTION

Programs in use today generally have all of the functional and information processing capabilities required
to do their specified job. However, older programs usually use obsolete technology, are not integrated
properly with other programs, and are difficult to maintain. Reengineering is becoming a prominent
discipline as organizations try to move their systems to more modern and maintainable technologies.
Johnson Space Center's (JSC) Software Technology Branch (STB) is researching and developing a system
to support reengineering older FORTRAN programs into more maintainable forms that can also be more
readily translated to a modern language such as FORTRAN 8x, Ada, or C. This activity has led to the
development of maintenance strategies for design recovery and reengineering. These strategies include a set
of standards, methodologies, and the concepts for a software environment to support design recovery and
reenginecring.

This document provides a brief description of the problem being addressed and the approach that is being
taken by the STB toward providing an economic solution to the problem. A statement of the maintenance
problems,the benefits and drawbacks of three alternative solutions, and a brief history of the STB's
experience in software reengineering are followed by the STB's new FORTRAN standards, methodology,
and the concepts for a software environment.

STATEMENT OF THE PROBLEM

Based on trends in the computer industry over the last few years, it is clear that computer hardware,
languages, and procedures are not static. The software industry recognizes that a large existing software
base must be dealt with as new software engineering concepts and software technologies emerge. The old
systems use outdated technology and are costly to maintain. AtJSC, as in industry at large, there is a large
investment in existing FORTRAN software. These FORTRAN systems do not consistently use modem
software practices that can increase maintainability. Yet these systems must be maintained for perhaps the
next 20 years. Management is secking ways to reduce maintenance costs.

In the 1960s-70s many FORTRAN programs were developed at JSC, each with its own sizeable software
development team, and its own input/output format. These programs could not communicate readily and
eventually were "wired" together in a very crude semblance of integration. Standards could not be enforced
because FORTRAN did not enforce them and some were not visible by just looking at the code. The
problem was aggravated by the lack of training of new developers plus a 50 percent tunover in the very
large development staff every two years. In addition, the user organizations had more people doing
development than the development group, and these other organizations were not always aware of the
standards and support tools available. This history has left JSC with the following problems:

- Many programs are large and difficult to understand, resulting in maintenance problems.

- The problems in maintenance led to users keeping their own versions of programs, resulting in
tremendous duplication.

Many of the FORTRAN programs have already been converted from their original dialect of FORTRAN to
the FORTRAN 77 standard. Additional conversions will periodically be required even if only to new
FORTRAN standards. It is necessary to consider the question, where will that code have to be in five or ten
years? Three possible answers come to mind:
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- FORTRAN 77 is the current standard, but the next FORTRAN standard, FORTRAN 8x, is close
to release. As vendors stop supporting FORTRAN 77, existing FORTRAN will have to move to
the new standard or to another language.

- Much of the code may move to the Ada language. This will be particularly true on Space Station
Freedom work.

- With C being the language of choice for Unix , some of the code might move to the C language.
ALTERNATIVE SOLUTIONS

Three alternative solutions to the problems identified above have been identified: complete redevelopment
of the program, code translation to a more modern language or version of a language, and reengineering.
Each of these is illustrated in figure 1 and discussed briefly in the following paragraphs.

Redevelopment of a system from scratch is very expensive. Redevelopment includes all of the same phases
of the life cycle as new development, from requirements through integration and testing. Extensive domain
analysis is required, and there is a risk of incomplete requirements. All too often it is reported that a large
program will be redeveloped from scratch to a more modern style only to find out that the new developers
did not understand all of the functions and necessary information requirements of the existing system.

Code translation, especially automatic code translation, costs much less. Some might then ask, why worry
about all of this now? We can use a translator when the time comes that we are forced to move the code for-

eenglneer

Reverse Engineer

Figure 1. Altemative Solutions

ward. Although this would be a nice solution, the truth is that code translators have proven unsuccessful
due to several major reasons:

- Poor existing control flow is translated into poor control flow.

- Poor existing data structures remain poor data structures.
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- Input/output translation usually produces hard to read "unnatural”code in the new language.

- Translation does not take advantage of the code and data packaging techniques available in the
newer languages. Attempts to automatically translate some FORTRAN programs to Ada have
failed. '

Reengineering is the combination of "reverse engineering” a working software system and then "forward
engineering” a new system based on the results of the reverse engineering. Forward engineering is the
standard process of generating software from "scratch.” It is composed of the life cycle phases such as
requirements, architectural design, detailed design, code development, testing, etc. In each phase, certain
products are required and the activities which produce them are defined. Each product is required to be
complete and consistent. To progress forward to a new phase normally requires a new representation of the
products which involve more detail such as new derived requirements, design decisions, trade off evaluation
between alternative approaches, etc. Finally, code is developed which is the most complete, consistent, and
detailed representation of the required product.

Reverse engineering is the reverse of forward engineering. It is the process of starting with existing code
and going backward through the software development life cycle. Life cycle products are, therefore, obtained
by abstracting from more detailed representations to more abstract ones. This process should proceed much
faster than forward engineering since all of the details required are available. Reverse engineering starts with
the most detailed representation, which has also proven to be complete and consistent since it can currently
do the job required. Developing products in reverse involves abstracting out only the essential information
and hiding the non-essential details at each reverse step.

How far to go backward in the reverse engineering process before it is stopped and forward engineering
begins is a critical question and involves trade offs. It is important to understand all of what the program
does, all of the information it handles, and the control flow since these are probably required to get the job
done. This implies taking the reverse process far enough to understand what the "as is" program is. Thisis
usually more significant than how the program does its job since the how is usually the part that will be
changed in any following forward engineering process.

What a program does is called its requirements. How it meets those requirements is its design. For a
reverse engineered program it is the design that will be updated more often than what the program will do.
Modern software engineering techniques and technologies such as user interfaces, database management,
memory utilization, data structuring, packages, objects, etc. will affect the design, not what the program
does. Therefore, once it is understood what the program does and what is obsolete, then the forward
engineering process can begin with confidence.

Reverse engineering is referred to as "design recovery" when the reverse engineering process stops at the
recovery of the design of the implementation, rather than proceeding on to a higher level of abstraction to
include the recovery of the requirements. The basic process of this level of design recovery involves
recovery of information about the code modules and the data structures in an existing program. This
information will support the programmer/analyst who is maintaining an unfamiliar large FORTRAN
program, upgrading it for maintainability, or converting it to another target language.

However, a better job of redesigning a program can be accomplished with requirements recovery than with
design recovery. To carry the reverse engineering process beyond design recovery to requirements recovery
is difficult and requires higher levels of domain knowledge to do the abstractions. The whys of the
requirements, design, and implementation can only be provided by someone very familiar with the program
and the domain. This level of expertise is often very difficult to find and have dedicated to the reengineering
process. For this reason, the methods and tools that the STB has developed initially assume reverse
engineering only to the design recovery stage. Future development will be based on feedback from the JSC
software engineering community. The current standards, methods, tools, and environment are all designed
to be sufficiently flexible and extendible to enable the strategies to be extended to cover the full spectrum of
reverse engineering.

The overriding philosophy of this planned reverse engineering process is to capture the total software
implementation in an electronic form. This includes source code, documentation, databases, etc. Figure 2
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illustrates the progression of data structures from COMGEN-compatible code (see section 4.0) to
reengineered code. This progression in electronic form ensures that the total consistent and complete
requirements representation is available. Software tools are provided to support the generation of the more
abstract products required for engineering in reverse as well as capturing rationale and decisions of the
engineer. By the continuing process of abstracting the information about the program into the different
representations, the engineer can remain more confident that information is not being lost or inadvertently
"falling through the cracks.”
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Figure 2. Data Structure Progression
SOFTWARE TECHNOLOGY BRANCH'S REENGINEERING HISTORY

In the early 1970's, the Mission Planning and Analysis Division's (MPAD) Software Development Branch
and TRW/Houston developed a tool, called COMGEN, that began as a COMMON block specification
statement generator. It grew to include many other functions as new techniques were developed. Later
COMGEN was broken up into a continually evolving set of tools with common data interface structures.
This tool set supports the maintenance of FORTRAN programs today on Unisys and multiple Unix
systems. People still refer to this tool set as COMGEN tools, and a program that complies with the
MPAD standard COMMON concept as a COMGEN-compatible program. [1,2,3]

In the 1970's, MPAD performed a lot of software reengineering to meet the goal of combining many of the
independently developed engineering programs, each with its own input/output formats. Many of the
modern concepts such as separation of input/output processing from the applications, databases, data
structures, packages, generics, objects, etc. were recognized and simulated to some degree. They were not
called by the modern names, of course, but the design engineers were lrying to do good engineering,
modularization, and data handling. Even though these techniques were known in the 1970’s, they are just
now really becoming popular because of newer technologies such as database management systems, user
interface tools sets, and modern languages that actually embed and enforce good software engineering
practices.

In the late 1980's, some of the personnel and the functions of the Software Development Branch were
reorganized into the newly created STB, the Software Technology Branch. The STB's reengineering history
has put JSC in a better position with respect to the maintainability of its older software than many other
organizations. The positive results of this experience include the following:
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- Most of the software is reasonably modular,
- The data has some structure.

- Most of the software at JSC is reasonably compatible with the STB's tools, including the in-line
documentation.

- The large complex programs that support many simulations have considerable software reuse and
information sharing.

MAINTENANCE STRATEGIES

The strategies presented in this document are intended to help with design recovery in support of
programmer/analysts who are required to maintain large FORTRAN programs that they did not develop. In
addition, these strategies are intended to support reengineering of existing FORTRAN code into modern
software engineering structures, which are then easier to maintain and which allow a fairly straight forward
translation into other target languages. The STB is proposing standards, methods, and an integrated
software environment based upon the significant set of tools built to develop and maintain FORTRAN code
for the Space Shuttle. [4,5,6,7,8] The environment will support these structures and practices even in areas
where the language definition and compilers do not enforce good software engineering practices.

New FORTRAN Standards

New standards, which allow modem software engineering constructs to be used in FORTRAN 77, have
been defined by the STB. [5] These standards are added to existing standards defined by the former MPAD
and still in use in the mission planning and analysis domain. The goal of the new standards is to improve
maintainability and permit relatively automated translations to newer languages. In table 1, the standards
and their benefits are summarized. These standards address documentation, longer variable names, modern
control flow structures, grouping subprograms together as virtual packages, data structuring, and
input/output encapsulation in separate subprograms. Where FORTRAN 77 does not provide the constructs,
virtual constructs are provided along with a tool environment to support their development and
maintenance. The existing core of FORTRAN programmers should have little problem with the standards
and new FORTRAN code should adhere to them from the start,

Table 1. Standards Summary

Standard Benefit
Documentation
Header statement before code blocks Understandability
Requirements in CD1 statements Understandability and traceability
Rationale in CD7 statements Design knowledge capture
Virtual package identification Maintenance
Longer, more meaningful variable names Understandability
Modem control flow structures Maintenance and understandability
Block DO
DO WHILE
Grouping subprograms into virtual packages Higher level of abstraction, understandability
Data structuring
Preferred use of calling parameters Maintenance
Controlled use of COMMON blocks Maintenance
INCLUDE
COMMON database concept
Preferably encapsulate input/output in Maintenance and support to future
separate subprograms _ conversions
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Design Recovery and Reengineering Methodology

The reengineering methodology defines the steps, the skills required, and guidelines on how far to reverse
engineer before deciding to rebuild. The key goal is to update to modem technology and software
engineering concepts without losing required functions and data. Methods are provided that have the
flexibility to meet multiple levels of conversion, each of which improves maintainability. Figure 3
illustrates five methods. [6] Method 1 converts an arbitrary FORTRAN program to COMGEN-compatible
FORTRAN, which provides in-line documentation, data structure, and unique data names within a
COMMON structure. Method 2 converts software already in this format to the new "standard” FORTRAN
with a more Ada-like structure that is ready for a mostly automated translation by Method 3 to a target
language that embeds software engineering principles. Alternatively, COMGEN-compatible programs can
be converted directly to a target language like Ada by Method 4. Although it is easier to convert a
FORTRAN program when the code already meets the standard COMMON concept, commonly known as
COMGEN-compatible, arbitrary FORTRAN can be directly converted to a target language by Method 5.

Arbitrary L "Stg:dv;rd" Language

FORTRAN (eg.Ada, C, |
| FORTRAN or FORTRAN 80}

Process can terminate at any of the state

Figure 3. Reenginecring Methods
Environment to Support Design Recovery and Reengineering

The STB's reengineering environment [7] will be built around three components: standards, methods, and
tools that support the standards and the methods. It will contain modified versions of the tools used to
support the current JSC FORTRAN programs plus commercial off-the-shelf (COTS) tools and additional
custom-built tools. The intent is to get an environment out into use in JSC's maintenance community to
provide support for upgrading FORTRAN programs in terms of maintainability in the near-term, then to
extend the functionality of the tool set and environment in response to feedback from the programmers/
analysts. Later versions of the environment may have extensions to handle subject programs written in C,
Ada, or even HAL/S, according to requests from the user community.

The environment will be designed with stable interfaces defined to provide for the maximum degree of
seamlessness that is desirable, It is doubtful that COTS tools can be integrated seamlessly into the
environment as no standard interfaces have yet been established for either user interface or data interface (as
opposed to data exchange). The tools will be integrated at the front end by a user interface and behind the

52




screen by two logical databases, one containing data passed to and from the tools and the other containing
the original and modified source code as shown in figure 4.
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Figure 4. Conceptual Architecture of the Design Recovery and Reengineering Environment

The environment will not be a completely automated environment since much work will still have to be
done by a programmer/analyst. A person must be in the loop to provide the required puzzle-solving skills
that are beyond the capabilities of state-of-the-practice tools. However, as an experience base is accrued in
design recovery and reengineering, knowledge-based capabilities can be added to the environment.

CONCLUSIONS

JSC has a large amount of exsting code in FORTRAN that embodies domain knowledge and required
functionality. This code must be maintained and éventually translated to more modern languages. Three
primary alternative solutions have been identified to address the maintenance problems of these old
FORTRAN programs: complete redevelopment of the programs, code translation to a more modern
language or version of a language, and reengineering. Complete redevelopment is effective but very costly.
Simple code translation is cheap, but usually ineffective since seldom do the old systems incorporate
modern software engineering concepts such as good data structuring, good control structuring, packages,
objects, etc., that should be present in the new system. Modern languages such as Ada have constructs for
representing these features, but translators cannot determine these features in the original code to map them
into the new system. Reengineering is being recognized as a viable option because the old systems, in
spite of obsolete technology, do contain all of the required functionality and can get the job done. However,
at the present time there are only a few expensive Computer Aided Software Engineering (CASE) tools and
no total system environment available in the COTS market to support reengineering FORTRAN programs.

The STB maintenance strategies provide standards, methods, and a tool environment for upgrading current
FORTRAN systems without losing the embedded engineering knowledge and at a lower cost than for
complete redevelopment of the program. A useful environment for reengineering FORTRAN software can
be built fairly quickly by building upon the existing FORTRAN development and maintenance tools,
COTS products, new software and hardware technologies, plus current research into reuse, design recovery,
and reengineering. This environment will support reengineering existing FORTRAN code into more
maintainable forms that can also be readily translated into a modern language including newer versions of
FORTRAN.
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arbitrary FORTRAN
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COTS
design recovery
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forward engineering
package

reengineering
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software maintenance
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ABSTRACT

The Transportable Applications Environment Plus (TAE™ Plus), developed at NASA's Goddard
Space Flight Center, is a portable What You See Is What You Get (WYSIWYG) user interface
development and management system. Its primary objective is to provide an integrated software
environment that allows interactive prototyping and development of graphical user interfaces, as
well as management of the user interface within the operational domain. TAE Plus is being
applied to many types of applications, and this paper discusses what TAE Plus provides, how the
implementation has utilized state-of-the-art technologies within graphic workstations, and how it
has been used both within and outside NASA.

BACKGROUND

E f eraphiical user interf

With the recent emergence of sophisticated graphic workstations and the subsequent demands for highly
interactive systems, designing and developing good user interfaces has become more complex and difficul.
Prior to the graphic workstations, the application developer was primarily concerned with developing user
interfaces for a single monochrome 80x24 alphanumeric character screen with keyboard user entry. With
high resolution bit-mapped workstations, the user interface designer has to be cognizant of multiple win-
dow displays, the use of color, graphical objects and icons, and various user selection techniques (e.g.,
mouse, trackball, tablets).

High resolution graphic workstations also provide system developers with the opportunity to rethink and
redesign the user interfaces (UI) of their next generation applications. For instance, in a command and con-
trol environment, many processes run simultaneously to monitor a particular operation, With modemn
graphic workstations, time critical information concerning multiple events can be displayed concurrently on
the same screen, organized into different windows in a variety of graphical and textual presentations. As
today's workstations inspire more elaborate user interfaces, the applications which utilize their graphics
capabilities increase in complexity. Prototyping different user interface designs, thus, becomes an increas-
ingly important method for developing and communicating concepts and requirements for an application.

Prototypes can be constructed with various levels of sophistication and fidelity. At their simplest they are
visual mockups of the user interface. A prototype can also be a dynamic sequence of events, with simu-
lated control between steps. They can even be a working model of a system, which can evolve into an
operational system or be used for research purposes.

Within the government environment, prototypes also can play the important role of communicating specifi-

cations from government agency to the contractor, as well as to validate contractor interpretation and
design approaches by reviews from the targeted government user. Prototyping key concepts and salient
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features of proposed user interface standards, applied in typical operations scenarios, greatly enhances the
users' ability to respond and have their concemns understood. Thus, including prototyping as a step in the
application development cycle can ensure user acceptance of the final operational application.

To support our development methodology we wanted to establish an integrated environment that allows
prototyped user interfaces to evolve into operational applications. This environment would satisfy the fol-
lowing objectives:

»  separate the user interface from the application,

»  provide tools to allow interactive design/change/save of user interface elements,
- take advantage of the latest hardware technology,

«  support rapid prototyping,

«  manage the user interface,

« allow integrated management of multiple, asynchronously-active processes,

«  develop tools for increasing application development productivity,

«  provide the application with runtime services, and

«  allow portability to different computing environments.

Build: ising technol

Many of these objectives were addressed in the early 1980's when GSFC recognized that most large-scale
space applications, regardless of function, required software to support human-computer interactions and
application management. This lead to the design and implementation of the Transportable Applications
Executive (now, referred to as TAE Classic), which abstracts acommon core of system service routines
and user dialog techniques used by all applications [Ref. 1]. Over the years, TAE Classic has matured into
a powerful tool for quickly and easily building and managing consistent, portable user inter-faces, but only
for the standard alphanumeric terminal. When the requirement to support graphical user interfaces
emerged, TAE Classic was examined as a potential building block. It was determined that it had a suffi-
ciently flexible architecture and data structure to accommodate the extensions that would be needed to sup-
port user interface development within the graphic workstation environment.

WHAT DOES TAEPLUS PROVIDE?

To meet the defined goals, services and tols were developed for creating and managing window-oriented
user interfaces. It became apparent, due to the flexibility and complexity of graphical user interfaces, that
the design of the user interface should be considered a separate activity from the application program
design. The interface designer can then incorporate human factors and graphic art techniques into the user
interface design. The application programmer needs only to be concerned about what results are returned
by the user interaction and not the look of the user interface.

In support of the user interface designer, an interactive WorkBench application was implemented for
manipulating interaction objects ranging from simple buttons to complex multi-object panels. As illus-
trated in Figure 1, after designing the screen display, the WorkBench saves the specification of the user
interface in resource files, which can then be accessed by application programmers through a set of runtime
services, Window Programming Tools (WPTs). Guided by the information in the resource files, the rou-
tines handle all user interactions. The WPTs utilize the standard MIT X Window System™ to communi-
cate with the graphic workstations. [Ref. 2] As a further aid to the UI developer, the WorkBench provides
an option to generate the source code which will display and manage the designed user interface. This
gives the programmer a working template into which application-specific code can be added.
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Figure 1. TAE Structure

INTERACTION OBRJECTS AS BUILDING BLOCKS

The basic building blocks for developing an application's graphical user interface are a set of interaction
objects. All visually distinct elements of a display that are created and managed using TAE Plus are con-
sidered to be interaction objects and they fall into three categories: user-eniry objects, information objects,
and data-driven objects. User-entry objects are mechanisms by which an application can acquire informa-
tion and directives from the end user. They include radio buttons, check boxes, text entry fields, scrolling
text lists, pulldown menus and push buttons. Information objects are used by an application to instruct or
notify the user, such as contextual on-line help information displayed in a scrollable static text object or
brief status error messages displayed in a bother box. Data-driven objects are vector-drawn graphic objects
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which are linked to an application data variable; elements of their view change as the data values
change. Examples are dials, thermometers, and strip charts. When creating user dialogues, these objects
are grouped and arranged within panels (i.e., windows) in the WorkBench.

The use of interaction objects offers the application designer/programmer a number of benefits with the
expected payoff of an increase in programmer productivity. The interaction objects provide a consistent
look and feel for the application's user interface, which translates into reduced end-user training time,
more atiractive screens, and an application which is easier to use. Another key benefit is that since the
interaction objects have been thoroughly tested and debugged, the programmer is able to spend more
time testing the application and less time verifying that the user interface behaves correctly. This is
particularly important considering the complexity of some of the objects, and the programming effort it
would take to code them from scratch. Refer to Figure 2 for a sample of the TAE Plus interaction
objects.

TAE PLUS WORKBENCH

The WorkBench provides an intuitive environment for defining, testing, and communicating the look
and feel of an application system. Functionally, the WorkBench allows an application designer to
dynamically lay out an application screen, defining its static and dynamic areas. The tool provides the
designer with a choice of pre-designed interaction objects and allows for tailoring, combining and rear-
ranging of the objects. To begin the session, the designer needs to create the base panel (i.e., window)
into which interaction objects will be specified. The designer specifies presentation information, such as
the title, font, color, and optional on-line help for the panel being created. The designer defines both the
presentation information and the context information of all interaction items to reside in the panel by
using the item specification window (refer to Figure 3). For icon support, the WorkBench has an icon
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editor, within which an icon can be drawn, edited and saved. As the Ul designer moves, resizes, and alters
any of the item's attributes, the changes are dynamically reflected on the display screen.

The designer also has the option of retrieving palettes of previously created items. The ability to reuse
interaction objects saves programming time, facilitates experimenting with different combinations of items
in the prototyping process, and contributes to standardization of the application's look and feel. If an appli-
cation system manager wanted to ensure consistency and uniformity across an entire application's Ul, all
developers could be instructed to use only items from the application's palette of common items.

When creating a data-driven object, the designer goes through a similar process by setting the associated
attributes (e.g., color thresholds, maximum, minimum, update delta) in the specification panels. To create
the associated graphics drawing, the WorkBench provides a drawing tool within which the static back-
ground and dynamic foreground of a data-driven object can be drawn, edited, and saved. Figure 4 shows
the drawing tool being used to create a stretcher data-driven object.

Most often an application’s UI will be made up of a number of related panels, sequenced in a meaningful
fashion. Through the WorkBench, the designer defines the interface connections. These links determine
what happens when the user selects a button or a menu entry. The designer attaches events to interaction
items and thereby designates what panel appears and/or what program executes when an event is triggered.
Events are triggered by user-controlled I/O peripherals (e.g., point and click devices or keyboard input).

TAE Plus also offers an optional help feature which provides a consistent mechanism for supplying appli-
cation-specific information about a panel and any interaction items within the panel. In a typical session,
the designer elects to edit a help file after all the panel items have been designed. Clicking on the edit help
option in the Panel Specification Panel brings up a text editor window in which the appropriate information
can be entered. The designer can then define any button item or icon item to be the help item for the panel
(in this scenario it would be the help icon in the panel “Monitor"). During the application operation, when
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the end-user clicks on the question mark item, the cursor changes to a question mark symbol (?). The end-
user then clicks on the panel itself or any item in the panel to bring up a help panel containing the asso-
ciated help text.

Having designed the layout of panels and their attendant items and having threaded the panel and items
according to their interaction scenario, the designer is able to preview (i.e., rehearse) the interface's opera-
tion from the WorkBench. With this potential to test drive an interface, to make changes, and to test again,
iterative design becomes part of the prototyping process. With the rehearsal feature, the designer can eval-
uate and refine both the functionality and the aesthetics of a proposed interface. After the rehearsal, control
is returned to wherever the designer left off in the WorkBench and the designer can either continue with the
design process or save the defined Ul in a resource file.

Developing software with sophisticated user interfaces is a complex process, mandating the support of var-
ied talents, including human factors experts and application program specialists. Once the UI designer
{who may have limited experience with actual code development) has finished the U, he/she can turn the
saved Ul resource file over to an experienced programmer. As a further aid to the application programmer,
the WorkBench has a "generate" feature, which produces a fully annotated and operational body of code
which will display and manage the entire WorkBench-designed UL. Currently, source code generation of
C, Ada, FORTRAN and TCL are supported, with bindings for C++ expected in a future release of TAE
Plus. The programmer can now add additional code to this template and make a fully functional applica-
tion. Providing these code stubs helps in establishing uniform programming method and style across large
applications or within a family of interrelated software applications.

WINDOW PROGRAMMING TOOLS (WPTs)

The Window Programming Tools (WPTs) are a package of application program callable subroutines used
to control an application’s user interface. Using these routines, applications can define, display, receive
information from, update and/or delete TAE Plus panels and interaction objects. WPTs support a modeless
user interface, meaning a user can interact with one of a number of interaction objects within any one of a
number of displayed panels. In contrast to sequential mode-oriented programming, modeless programming
accepts, at any instance, a number of user inputs, or events. Because these multiple events must be handled
by the application program, event-driven programming can be more complex than traditional programming.
The WorkBench's auto-generation of the WPT event loop reduces the risk of programmer error within the

UI portion of an applica-
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Figure 5. The Window Programming Tools (WPTs) feel. The current version
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of TAE Plus (V4.1) operates with the X11R3 and X11R4 version using the X Toolkit and HP widget set
delivered with the X software. Due to the growing acceptance of the Open Software Foundation's Motif ™
user interface style as a defacto industry standard, the next release of TAE Plus (V5.0) will be based on the
Motif software.

The WPTs also provide a buffer between the application program and the X Window System services. For
instance, to display a WorkBench-designed panel, an application makes a single call to Wpt_NewPanel
(using the panel name specified in the WorkBench). This single call translates into a function that can
make as many as 50 calls to X Window System routines. For the majority of applications, the WPT ser-
vices and objects supported by the WorkBench provide the necessary user interface tools and save the pro-
grammer from having to learn the complexities of programming directly with X. This can be a significant
advantage, especially when considering the leamning curve differential between 26 WPT routines versus
over 400 X Toolkit intrinsics and over 200 Xlib services. Refer to Figure 5 for a sample list of the WPTs.

IMPLEMENTATION

The TAE Plus architecture is based on a separation of the user interaction management from the applica-
tion-specific software. The current implementation is a result of having gone through several prototyped
and beta versions of a WorkBench and user interface support services during the 1986-89 period, as well as
building on the TAE Classic structure.

The "Classic" portion of the TAE Plus code (= 60,000 LOC) is implemented in the C programming
language. In selecting a language for the WorkBench and the WPT runtime services, we felt a "true”
object-oriented language would provide us with the optimum environment for implementing the TAE Plus
graphical user interface capabilities. (See Chapter 9 of Cox [Ref. 4] for a discussion on the suitability of
object-oriented languages for graphical user interfaces.) We selected C++ [Ref. 5] as our implementation
language for several reasons [Ref. 6]. For one, C++ is becoming increasingly popular within the object-
oriented programming community. Another strong argument for using C++ was the availability of existing,
public domain, X-based object class libraries. Utilizing an existing object library is not only a cost saver,
but also serves as a learning tool, both for object-oriented programming and for C++. Delivered with the X
Window System is the InterViews C++ class library and a drawing utility, idraw, both of which were
developed at Stanford University. [Ref. 7] The idraw utility is a sophisticated direct manipulation C++
application, which we integrated into the WorkBench to support creating, editing and saving the graphical
data-driven interaction objects.

PORTABILITY ISSUES

Throughout the design and development of TAE Plus, one of our primary goals has been to be “portable”™
over a wide range of hardware platforms. It is a requirement that TAE Plus operate on various UNIX sys-
tems and VAX/VMS. There are three primary software areas identified to be the most nonportable -- file
manipulation, process control and interprocess communication. The software modules to support these
areas are localized and tailored to the individual operating system of each host environment. With the
proper use of tailored include files, TAE Plus ports between workstations with few problems.

When porting among different hardware platforms, the host system's method of storing binary information
is always of key concern. Since TAE Plus’s resource files are binary, we provide a utility to produce a
straight ASCII equivalent of the file. This file can then be transferred to any platform that accepts the
ASCII character set and then converted back into a binary file, which can be read by TAE Plus applications
(including the WorkBench) operating on the target platform.

As mentioned earlier in this paper, the C language was selected for implementing TAE Classic and it has

proven to be an efficient and standard language across different hardware platforms. The C++ code has
proven to be less portable than anticipated. There are several differences, even syntactical, among the
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various C++ compilers. Therefore it was decided to initially limit our support to just two compilers. They
are the GNU C++ and the OASYS Designer C++ compiler. With the recent release of the AT&T V2.0 C++
compiler, C++ is becoming more standardized and the compiler issue is expected to dissipate as vendor's
offer C++ as one of their standard language compilers.

The single most important factor contributing to the portability of TAE Plus is the X Window System.
Generally, if a graphic workstation supports the X1ib and X Toolkit and operates either UNIX or VMS,
TAE Plus can be ported to it with reasonable ease.

AVAILABILITY AND USER SUPPORT

After two years of prototyping and developing beta versions of the TAE Plus, an industrial strength ver-
sion of TAE Plus (Version 4.1) was released in February 1990. It is available for public distribution, at a
minimal license fee, from the Center of Software Management and Information Center (COSMIC), a
NASA distribution center. While TAE Plus base development and testing is done on a Sun workstation
under UNIX within the R&D laboratory at GSFC, TAE Plus is also ported and validated with formal
acceptance testing on the following UNIX workstations: Apollo, Vaxstation II, Decstation 3100,
HP9000, and Macintosh II (A/UX). TAE Plus is also available and validated on the Vaxstation IT under
VMS and DECWindows™ . Other user sites have successfully installed TAE Plus onto the Masscomp,
Silicon Graphics Iris and other Unix-based graphic workstations. In January 1991, a beta release of TAE
Plus 5.0, which uses the latest version of OSF Motif™ (V1.1), will be available to licensed TAE users on
the Sun workstations. In subsequent months, ports to other workstations will become available. There are
plans to port TAE Plus to new architectures, including the new IBM 6000 workstation and the 386i class of
workstations.

Since the first release of TAE Classic in 1981, we have provided user support through a fully staffed TAE
Support Office (TSO). This service has been one of the primary reasons for the success of TAE. Through
the TSO, users receive answers to technical questions, report problems, and make suggestions for improve-
ments. In turn, the TSO keeps users up-to-date on new releases, publishes a newsletter, and sponsors user
workshops and conferences. This exchange of information enables the Project Office to keep the TAE
software and documentation up-to-date and, perhaps most importantly, take advantage of user feedback to
help direct future development. ' R ’

APPLICATIONS USING TAEPLUS

Since 1982 over 750 sites have installed TAE Classic and/or TAE Plus. The applications built or being
built with TAE perform a variety of different functions. TAE Classic usage was primarily used for build-
ing and managing large scientific data analysis and data base systems (¢.g., NASA's Land Analysis System
(LAS), Atmospheric and Oceanographic Information Processing System (AOIPS), and JPL's Multimis-
sion Image Processing Laboratory (MIPL) system.) Within the NASA community, TAE Plus is also used
for scientific analysis applications, but the heaviest concentration of user applications has shifted to support
of realtime control and processing applications. This includes supporting satellite data capture and pro-
cessing, monitor and control of spacecraft and science instruments, prototyping user interface of the Space
Station Freedom crew workstations and supporting diagnostic display windows for realtime control sys-
tems in ground operations. For these types of applications, TAE Plus is principally used to design and
manage the user interface, which is made up of a combination of user entry and data-driven interaction
objects. TAE Plus becomes a part of the development life cycle as projects use TAE Plus to prototype the
initial user interface design and have this designed user interface evolve into the operational UL

Outside the NASA community, TAE Plus is being used by an assortment of other government agencies
(22%), universities (15%), and private industries (35%). Within the government sector, users range from
the National Center for Atmospheric Research, National Oceanographic and Atmospheric Adminstration,
U.S. Geological and EROS Data Center, who are developing scientific analysis, image mapping and data
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Robot control panel developed at University of Colorado

distribution systems, to numerous Department of Defense laboratories, who are building command-and-
control-related systems. Universities represented among the TAE community include CalTech, Comnell,
Georgia Tech, MIT, Stanford, University of Maryland and University of Colorado. Applications being
developed by University of Colorado include the Operations and Science Instrument Support System
(OASIS), which monitors and controls spacecraft and science instruments and a robotics testbed for
research intor the problems of construction and assembly in space. [Ref. 8] Figure 6 shows a view of the
robot arm, built with TAE Plus. As the current location of the robot changes, the data-driven objects
change respectively. Private industry has been a large consumer of the TAE technology and a sample of
the companies that have received TAE Plus V4.1 include Apple Computer Inc., Ford Aerospace, Martin
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Marietta, Computer Sciences Corp., TRW, Lockheed, IBM, Northemn Telecom, Mitre Corp., General
Dynamics and GTE Government Systems. These companies are using TAE Plus for an assortment of
applications, ranging from a front-end for a corporate database to advanced network control center. North-
ern Telecom, Inc. used TAE Plus to develop a technical assistance service application which enables users
to easily access a variety of applications residing on a network of heterogeneous host computers. [Ref. 9]
Because of the high cost associated with programming and software-development, more and more software
development groups are looking for easy-to-use productivity tools, and TAE Plus is becoming recognized
as a viable tool for developing an application's user interface.

NEXT STEPS

The current TAE Plus provides a useful tool within the user interface development environment -- from the
initial design phases of a highly interactive prototype to the fully operational application package. How-
ever, there are many enhancements and new capabilities that will be added to TAE Plus in future releases.

In the near term, the emphasis will be on enhancement features and upgrades, with the support for the Open
Software Foundation's (OSF) Motif™ style and optimizing the TAE Plus software to improve real-time
performance being of highest priority. All the requested enhancements are user-driven, based on actual
experience using TAE Plus, or requirement-driven based on an application’s design. For example, on the
enhancements list are extensions to the interaction objects, (e.g., graph data-driven object, form fill-in),
support for importing foreign graphics, and refinements in the code generation feature.

Future advancements include expanding the scope of the Transportable Applications Environment (TAE)
to include new tools or technologies. For instance, the introduction of hypermedia technology and the inte-
gration of expert system technology to aid in making user interface design decisions are targeted for inves-
tigation and prototyping.

CONCLUSION

With the emergence of sophisticated graphic workstations and the subsequent demands for hi ghly interac-
tive systems, the user interface becomes more complex and includes multiple window displays, the use of
color, graphical objects and icons, and various selection techniques. Prototyping of different user interface
designs, thus, becomes an increasingly important method for stabilizing concepts and requirements for an
application. At GSFC, the TAE Plus development team had the requirement to provide a tool for proto-
typing a visual representation of a user interface, as well as to establish an integrated development environ-
ment that allows prototyped user interfaces to evolve into operational applications. TAE Plus is fulfilling
this role by providing a usable, generalized, portable and maintainable package of development tools.

TAE Plus is an evolving system, and its development will continue to be guided by user-defined require-
ments. To date, each phase of TAE Plus's evolution has taken into account advances in virtual operating
systems, human factors research, command language design, standardization efforts and software portabil-
ity. With TAE Plus's flexibility and functionality, it can contribute both more advances and more standard-
ization in user interface development system technology.
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ABSTRACT

Long-range space missions will require high operational efficiency as well as autonomy to enhance the
effectivity of performance. Fuzzy logic technology has been shown to be powerful and robust in
interpreting imprecise measurements and generating appropriate control decisions for many space
operations. Several applications are underway at the Software Technology Laboratory, Johnson Space
Center, investigating the fuzzy logic approach to solving control and decision making problems. Fuzzy
logic algorithms for relative motion and attitude control have been developed and demonstrated for
proximity operations. Based on this experience, motion control algorithms that include obstacle avoidance
were developed for a Mars Rover prototype for maneuvering during the sample collection process. A
concept of an intelligent sensor system that can identify objects and track them continuously and learn
from its environment is under development to support traffic management and proximity operations
around the Space Station Freedom. For safe and reliable operation of Lunar/Mars based crew quarters, high
speed controllers with ability to combine imprecise measurements from several sensors will be required. A
fuzzy logic approach that utilizes high speed fuzzy hardware chips for such a task is under investigation.

INTRODUCTION

Since its inception by Lotfi Zadeh [1] in the 1960's, fuzzy logic has been applied to many fields [2]
including space operations. Applications of fuzzy logic have been developed for the star-tracker data
processing system of the Space Shuttle [3], the attitude control [4] and a combined translational and
rotational control of a spacecraft [5]. Currently, there is some concentrated effort in the Software
Technology Branch of the Information Technology Division at the NASA Johnson Space Center (JSC),
directed towards the development of fuzzy logic software capabilities for building expert systems.
Particularly, the emphasis has been on developing intelligent control systems for space vehicles and
robotics. Also the problem of sensor data monitoring and control of data processing, which includes
detection of potential failures in the system and in some cases reconfiguration, has been investigated.
Results of the performance tests made on simulated operational scenarios have been very promising. The
issues of when, why, and how hardware implementation can be beneficial are also being studied carefully.

There are certain key technology utilization questions to be answered relative to the use of fuzzy logic
control over conventional control.

1) Is it possible to create control systems which do not require a high degree of redesign when
system configurations change or operating environments differ? In other words, can adaptivity be achieved
through the use of a fuzzy controller in place of a conventional controller ?

2) Can a fuzzy controller be used as a high level controller to function in cooperation with
classical controllers in a way a human would ? Specifically, can it be designed to monitor the system,
evaluate its performance, and either suggest or force changes to make the system work properly or at least
function more efficiently ?
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3) How easy or difficult is it to design and implement a fuzzy rule base that will control a complex
system as opposed to developing the classical control system to do the same problem ?

4) Another question of interest particularly to NASA is where can hardware implementations be
utilized advantageously and how easy or difficult is it to transfer fuzzy rules to hardware? In many cases
hardware will be able to take much of the computational burden off the central computing system.

Fuzzy logic based controllers will be valuable in systems that are highly non-linear and having complex
environments that are practically impossible to model. Fuzzy controllers work for linear systems also but
probably have less justification in this case, unless the problem is best thought of in a rule-based
framework. The Japanese researchers and engineers [6,7,8] have demonstrated the usefulness of fuzzy
controllers in the last few years with some impressive applications from a engineering viewpoint, such as
the Sendai train controller [9], the air conditioning control system, the camera autofocusing system, the
television auto contrast and brightness control, the applications to automobile transmission and braking
control, and applications to control of jitter in camera imaging which requires the distinguishing between
real motion in the image which is desired and motion of the camera which needs to be filtered out.

The role of fuzzy logic in autonomous space operations is discussed first. A short summary of each of the
applications of fuzzy logic so far accomplished in the Software Technology Laboratory (STL) at the JSC is
provided next. A summary and references conclude this paper.

ROLE OF FUZZY LOGIC IN AUTONOMOUS SPACE OPERATIONS

The fuzzy logic approach is simple to understand and easy to implement as a software module. Fuzzy
rules provide a framework to implement the human thinking process i.e. the rules reflect the human
thought process, such as " If the object is Far Left in the FOV then rotate the camera to the left side ". The
entire rule base for the controller can be derived as if a human was performing the controlling task. Thus,
the knowledge for controlling a process gained through experience can easily be transferred in a software
module to achieve the desired autonomy.

Fuzzy logic will be useful in proper interpretation of measurements from sensors that are always corrupted
by noise and bias. Accuracy of the sensors represent a challenge that is not always surmountable, Fuzzy
logic framework can easily handle imprecise measurements, thus helping the integration process. Also
sensor systems may perform incorrectly or at least unexpectedly anomalous for a short time. It is necessary
to determine this type of behavior and correctly resolve the situation. Processing of uncertain information
using common sense rules and natural language statements is possible in this fuzzy logic
framework. .

Implementation of fuzzy membership functions, rules and related processing is made easy by tools like the
TIL Shell [10] which has a graphics oriented user interface and fuzzy-C compilers [11] that can generate
code for the fuzzy chip or C code to integrate with other software modules. There are several commercial
products available in the industry that allow easy implementation of knowledge base, rule-base and user
interfaces. For autonomous operations, it is easier and useful to implement control decisions through
knowledge base and rules so that the heuristics and related experiential knowledge can be used for a
particular situation,

It is also possible to develop and implement a fuzzy controller in the fuzzy processors, thus, having a
fuzzy hardware controller. There are several commercial fuzzy processors that can process over 30,000 fuzzy
rules per second and thus provide high processing power. These fuzzy processors consume low power with a
capability to process general purpose instructions and can be mounted in the back plane of a sensor, say, a
camera. These processors also provide interfaces to hardware to transfer information and commands to the
main Central Processing Unit (CPU). Advanced sensor systems envisioned for space station operations will
have such processors embedded as an integral part of the system. Thus, a distributed processing
function onboard the spacecraft is possible via fuzzy chips.

A camera tracking system described later can be a dedicated sensor with built-in intelligence and speed to

perform functions which are normally performed in the main CPU onboard the Space Station Freedom
(SSF). With a dedicated fuzzy chip and its processing power, there will be virtually no computational load

68



on the SSF main computers. As a result, the main CPU will be available for other computing requirements
such as complex guidance and navigation schemes. Furthermore, the interfaces between the fuzzy chip and
the main CPU will be at a command level requiring reasonably low speed data transfer. There will be no
need for a high rate data transfer which can increase the cost and decrease the reliability.

A significant application of fuzzy logic is in an advisory role in health monitoring and internal
reconfiguration of spacecraft subsystems. These processes require a capability to handle uncertain
measurements, estimate possibilities of failures and quickly rearrange flow so that the autonomous
operations are not stopped. Techniques have been developed to update the rule base using reinforcement
learning [12] in a given environment and adjust the response or behavior of a controller. These are very
important for achieving operational efficiency in space operations.

RELATIVE MOTION AND ATTITUDE CONTROLLER

Fuzzy sets have been used in developing a trajectory controller for a spacecraft to maintain proximity
operations profiles [13,14]. An automated vehicle controller that interprets the sensor measurements in a
manner similar to a human expert has been modeled using fuzzy sets. The control rules were derived from
the thinking process used by pilots and were implemented using typical pi- and s-functions (fig. 1) that can
be adjusted for varying degree of fuzziness.

Just Right Very Close
Far Away .\ fTC

— S~—
E Ho

For a given value of parameter, m, f_ is compared with f ,and
the larger value dictates whether action 1s taken.

Fig. 1 Control Strategy for Range Parameter

The controller has been implemented into a multi-vehicle dynamical simulator known as the Orbital
Operations Simulator (OOS) [15], complete with all environment and sensor models. A small part of this
control simulation was demonstrated via tele-video links [16], to the International Fuzzy Systems
Association (IFSA) Workshop that was held in lizuka, Fukuoka, Japan in August 88. In this simulation,
the automated fuzzy controller was used to control the closing rates and relative positions of the shuttle
with respect to the solar max satellite. The scenario required it to perform operations including approach to
target, fly around and stationkeeping.

Many different scenarios have been run with this automated fuzzy controller to evaluate the performance

with respect to flight profiles and delta-v requirements. Comparisons of delta-v requirements for a man-in-
the-loop versus the automated controller have shown that the automated controller always uses less delta-v.
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For a test case involving stationkeeping at 150 feet for 30 minutes, the automated controller required 0.1
ft/sec delta-v whereas 0.54 ft/sec was used in the man-in-the-loop simulation. For v-bar approach from 500
feet to 40 feet within a 25 minute time interval, the automated controller used 2.12 ft/sec vs. 2.99 ft/sec for
the man-in-the-loop simulation,

To complement this translational control, it was decided to implement the rotational control via fuzzy
membership functions and the rules based on the conventional phase plane. It was obvious that such an
implementation would provide a direct performance comparison with the conventional control system,
thus leading to further insight into understanding the relative merits of fuzzy control systems.
Furthermore, an integrated six Degree Of Freedom (DOF) controller can be developed by combining these
two control systems,

The rotational control system is based on the phase plane construct used in the attitude control system. The
angle and rate errors, PHI and PHI_DOT, are input and torque is the output for this rotational controller.
The input variables have seven membership functions defined over the universe of discourse while the
output variable torque has five membership functions (fig. 2). The membership functions are piece-wise
linearly defined and have graphs that form mostly triangular or trapezoidal shapes. There are 25 rules defined
for reducing the PHI and PHI_DOT errors to within their zero (ZO) range.

MIN MAX
NB NM NS Z0 PS PM PB
1180 -5 4 2 -1 0 1 2 4 5 180
PHI AND PHIDOT
MIN MAX
NM NS Z0 PS PM
-5 4 3 2 -1 0 1 2 3 4 5
ACCELERATION

Fig. 2 Membership functions for input and output variables for attitude controller

Single axis rotational equations were implemented for the pitch axis of the shuttle. The pitch moment of
inertia and the positive and negative pitch torques provided by jets were used in this simple simulation to
test the fuzzy controller rules. The shuttle jets provide a larger acceleration for positive pitch as compared to
the negative pitch. The simulation was set up to provide a constant torque during a cycle time of 80
milliseconds. The pitch attitude and the rate are propagated at this cycle time. When the fuzzy controller
asks for a torque greater than 0.5, the constant torque is provided in that direction, otherwise no torque is
provided. This simulates the jet on and off activity at the appropriate time. Testing for the pitch axis has
shown very satisfactory results. With several starting states, meaning initial angle and rate, the system has
converged on the commanded value, and manifested relatively smooth limit cycles around the deadband. The
control system response in all cases has been as expected, including overshoot behavior in cases where
initial rate error is very large. Tests were performed with some rules turned off or deactivated to observe the
performance with a limited ruleset. The objective was to reduce the number of rules to a minimum.
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Performance of the fuzzy controller with 25 rules (see Table 1.) was more than adequate for a single axis,
and gave us confidence to expand it to three axes case. There is an automatic attitude control system called
the Digital Auto Pilot (DAP) for the space shuttle. This onorbit DAP is implemented in OOS for shuttle
on-orbit operations. There is a module called Phase Plane which is replaced by this rotational fuzzy
controller with all other interfaces maintained intact. The integration process was completed with only
minor modifications to the interfaces. The simulation testing included three axes attitude hold and single
axis maneuvers. In a three axes attitude hold case, the fuzzy logic based controller used only 30 % of the
fuel used by the DAP, while for an attitude maneuvers case, the fuzzy controller used around 60 % of the
fuel used by the DAP. In both cases, the fuzzy controller has shown comparable performance for
maintaining attitude and body rates. Further testing and analysis is planned to include other maneuver
modes and different parameters sets.

Table 1. Rule base for attitude controller

phi
phi_dot | NB NM NS ZO PS PM PB

NB PM PM PS
NM PM PM PS
NS PS PS PS
Z0 PS PS ZO ZO ZO NS NS

PS NS NS NS
PM NS NM NM
PB NS NM NM

The integration approach adopted for combining translational and rotational control systems is simple,
straight forward and involves extensive testing. The translational fuzzy control system will be used by the
autosequencer to generate proper hand controller commands so that the desired range and range rate are
maintained during proximity operations. Typically, a shuttle pilot provides these inputs and controls the
relative trajectory. Thus the autosequencer will simulate the crew input via the translational fuzzy control
system. The rotational fuzzy control system as described earlier will generate commands for jet-select to fire
jets for attitude control. Existing interfaces with the Phase Plane module will be maintained intact for the
overall integrity of the system. When both fuzzy control systems are used together, it will provide a total 6
DOF controller for proximity operations.

A preliminary test plan has been put together to test the 6 DOF controller. It includes test cases for
stationkeeping with a fixed attitude, stationkeeping with attitude changes, line of sight approach on the V-
bar, line of sight approach on the R-bar, fly around at a constant distance with constant relative attitude, and
final approach for docking. Details of these test cases such as initial conditions, commanded attitude
maneuvers, etc. are being defined to finalize the test plan.

INTELLIGENT SENSOR SYSTEM

Advanced sensor systems with intelligence and a distributed nature will be required for activities like
proximity operations and traffic control around the SSF. There will be several sensors of different types
providing various measurements simultaneously as inputs for processing to such a system. The conceptual
development of such a system where several cameras, laser range finders and radar can be used as independent
components is in progress within the Software Technology Laboratory of the Information Technology
Division at the Johnson Space Center. The first phase of this development is the camera tracking system
based on the fuzzy logic approach that utilizes the object's pixel position as inputs and controls the gimble
drives to keep this object in the Field Of View (FOV) of the camera.
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Tracking of an object means aligning the pointing axis of a camera along the object's line of sight. The
monitoring camera is typically mounted on the pan and tilt gimble drives which are capable of rotating the
pointing axis within a certain range. The task of the tracking controller is to command these gimble drives
so that the pointing axis of the camera is along the line of sight vector which is estimated from the
measurements.

For the fuzzy logic based tracking controller, the inputs are range and line of sight vector, and the outputs
are the commanded pan and tilt rates (fig. 3). The line of sight vector is input in terms of pixel position in
the camera FOV. When an image is received, it is processed to determine the location of the object in the
camera frame which has the vertical, horizontal and pointing vectors as three axes. Usually an image,
particularly for complex objects, spans over many pixels. Using a suitable technique, the centroid of the
image is computed as the current location in the viewing plane which is like a Cartesian coordinate plane
having vertical and horizontal axes. The size of the viewing plane is 170 x 170 pixels, and the origin is at
the upper left comer as shown in fig. 3. The range of the object is received from the laser range finder as a
measurement. These three parameter values are input to the controller. There are five membership functions
for horizontal and vertical positions as well as range input [17].

CAMERA FIELD-OF-VIEW
170 pixels Camera generates measurements in
- » terms of PIXELS, where the FOV
0 62 170 is divided in 170 x 170 pixel map
0 .
1
A Fuzzy Logic based Tracking
| Controller will command Pan and
Tilt rates using range and pixel
| — - positions
o | 7® @
pixels In the camera FOV system, tilt
upward is negative and pan right is
positive
. v 170 _ .
range N
Fuzzy Logic commanded pan rate >
pixel-X position based Tracking
Controller ;
pixel-Y position commanded tilt rate -
-
J

Fig. 3 CONCEPT OF A CAMERA TRACKING SYSTEM

The desired image location is the center of the viewing plane, which is at (85,85). If the current location is

close to the center, then rotation of the pointing axis is not required. If the location is to the left of center
~ then a left rotation is necessary. Similarly, if the image is down from the horizontal line then a downward
rotation is required. These rotations are determined using the position and range measurements and the rule
base shown in Table 2. First the range measurement is fuzzified and the value of the scale factor is
determined based on the scale_factor rules. Necessary defuzzification processing is performed to compute the
crisp value of the scale factor. Then, the scale factor and the position measurements are provided to the next
set of rules to determine the rate at which the gimble drives should be rotated. There are 30 rules that
determine both pan and tilt rates. Again, the necessary defuzzification processing is performed to compute
the crisp values of the pan and tilt rates which can be sent to the gimble drives as command values.
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Table 2. Rule base for the tracking task

Distance Membership Functions
VFAR FAR NEAR VNEAR PROX

Scale_Factor
LOW LOW |MED HIGH | HIGH
Horizontal Position Membership Functions
FL LL CENTER LR FR
LOW FN SN ZR SP FP
Scale_Factor
MED SN SN ZR SP SP
HIGH SN ZR ZR ZR SP
Pan_Rate Membership Functions
Vertical Position Membership Functions
FD LD CENTER LU FU
LOW FP SP ZR SN FN
Scale_Factor MED | SP SP ZR SN SN
HIGH SP ZR ZR ZR SN
Tilt_Rate Membership Functions '

Note - Negative Tilt_rate means the pointing axis going upward in FOV

The camera is moved based on these commands within the limits of its gimble rates and angles. New
measurements in the camera FOV are obtained for the next cycle and the processing is repeated. The cycle
time is based on the processing time required for the following functions : 1) determining pixel positions,
2) obtaining a range measurement, 3) rotating the gimble drives ata desired rate, and 4) the requirements to
track the object within a certain accuracy. Typical cycle time ranges between 0.1 to 1.0 second.

There are several advantages of our approach that utilizes fuzzy logic in a camera tracking system. This
system will be a low power sensor as compared to an active sensor e.g. Radar in the Ku band range, or
LADAR using laser frequency. Typically, the active sensor radiates a power pulse towards a target and
receives back a reflected pulse. Based on the power transmitted, power received and time between these
pulses, parameters like range and range rates are calculated. Since the camera tracking system will not be
radiating power, it will be a low power sensor in comparison with an active sensor. Since there is already a
shortage of power, an important consumable, onboard the SSF, availability of low power sensors is very
important for continuous operations. The SSF can afford to keep this type of a sensor working around the
clock without having much impact on the power management or other computational load on the main
computers.

Capabilities of the tracking controller can be expanded to perform other functions such as approach toward
the object, grapple, object identification, traffic management, and caution and waming to the crew. Fast
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moving objects can be identified easily via prediction of position and thus collision avoidance can also be
achieved. Since the system can work as a stand-alone system at the command level and will interrupt the
operations flow only if necessary, it can become a node in the distributed sensor system.

Current plans include testing of the concept in software simulations in the STL and in the hardware
laboratories in Engineering Directorate at JSC. The software testing will refine the Rule Base and the
Membership Functions, while the hardware testing will identify all interface problems, real-time
performance evaluation, and the controller behavior in light of actual measurements which will be noisy and
imprecise. Both type of testing is required in order to make the system operational and useful. Development
of pattern recognition and object identification algorithms is underway in the STL [18].

MARS ROVER TRAJECTORY CONTROL AND PLANNING

While collecting soil samples and surveying the Mars surface, the Mars rover will be moving from one
point to another among obstacles which cannot be identified prior to the mission. In order to complete the
collection task, the rover must interpret imprecise sensor measurements of obstacle size and distance to
determine which obstacles present a hazard and must be avoided and plan a trajectory to avoid these
unforeseen obstacles. In addition, worst case round trip communications time between Earth and Mars will
require 20 minutes. Earth-based tele-robotic control of the Mars rover will be extremely difficult and time
consuming and could seriously endanger the success of the mission. Fuzzy trajectory planning and control
provides robust real-time control capable of adapting the trajectory profile to avoid unforeseen hazards. The
fuzzy logic approach eliminates communications travel time, allows the rover to avoid obstacles which
may be unavoidable due to tele-robotic reaction time, and provides adaptable control which will extend the
rover performance envelope.

A fuzzy logic approach to trajectory control has been developed which allows the rover to avoid these
hazards during the sample collection process. The fuzzy trajectory controller receives the goal or target point
from the planner and uses X and Y position errors as well as Orientation (Yaw) error in the control system
frame and commands the rover in terms of steering angle and velocity. The fuzzy rule-base containing 112
rules for the controller has been designed to drive the rover towards the X-axis of control error frame. As the
rover approaches this axis, the rover is commanded to the correct orientation error and then slowly drive
towards the target point.

The X and Y position error variables were modeled as a shouldered [11] membershlp set of 5 piece-wise
linear functions with a universe of discourse ranging from -100 to 100 meters. The orientation or yaw error
variable was modeled as an unshouldered membership set of 7 functions with a universe of discourse
ranging from -180 to 180 degrees. The steering variable was modeled as an unshouldered membership set of
5 functions with a universe of discourse ranging from -30 to 30 degrees. Finally, the velocity variable was
modeled as an unshouldered membership set of 7 functions with a universe of discourse ranging from -5 to
5 meters/second.

A fuzzy trajectory controller for a Mars rover has been tested on several cases. Preliminary results have
shown that the trajectory controller can reach the target position and attitude within 0.0005 meters on the x-
error axis, 0.25 meters on the y-error axis, and 0.45 degrees yaw error. It is believed that these accuracies
can be reduced by altering the membership function sets for the inputs and outputs. Further testing will
facilitate the tailoring of the membership functions to the fuzzy rule set. The fuzzy approach prov1des a
control system Wthh can be easily modified and tested.

CONCEPT FOR LUNAR/MARS CREW QUARTERS CONTROL

Continuous monitoring of the Environment and Life Support System (ELSS) for Lunar/Mars crew quarters
will be required for two reasons; 1) the safety of the crew, and 2) an efficient usage and management of
available resources. The system dynamics model ( typically known as the ‘plant' in conventional control
theory ) that represents the behavior of the system becomes increasingly complex and non-linear as the
volume of the crew quarters increases significantly, Multiple sensor measurements distributed over the
entire volume are required 1o derive accurate state information for the system so that a nominal operational
state can be maintained. In such a case, applying conventional control theory will be very difficult, if not
impossible. A concept of a fuzzy logic based monitoring and diagnosis technique is under development to
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combine several measurements from different types of sensors and maintain a desired state of this non-linear
system. The concept can easily be expanded to detect potential component failures and generate immediate
advisory messages for corrective actions. Suitability of currently available fuzzy hardware for real-time
monitoring and diagnosis is also being investigated.

SUMMARY

Applications of fuzzy logic in autonomous orbital operations are described in this paper with past
accomplishments at JSC. Current ongoing as well as future activities planned are also described. The main
objective of all these activities is to increase autonomy in orbital operations and thus achieve a higher
level of operational efficiency desired for future space operations. The approach is to develop modular
control that can be upscaled for greater autonomy in an integrated environment. The initial step is to
develop a software controller and then to integrate it with hardware at the appropriate level. As the activities
progress, detail testing is performed to check out implementation and integration of components. Our
preliminary results promise a very successful utilization of fuzzy logic in autonomous orbital operations.
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ABSTRACT

Genetic algorithms are highly parallel, mathematical, adaptive search procedures (i.e., problem-solving methods)
based loosely on the processes of natural genetics and Darwinian survival of the fittest. This paper introduces
basic genetic algorithm concepts, discusses genetic algorithm applications, and presents results from a project to
develop a software tool that will enable the widespread use of genetic algorithm technology.

INTRODUCTION
Background

Genetic algorithms (GAs) were pioneered by John Holland in his research on adaptation in natural and artificial
systems (1). This research outlined a logical theory of adaptive systems. In essence, biological adaptive
systems strive to optimize single individuals or entire species for specific environments to increase the chance of
survival. Holland simulated the methods used when biological systems adapt to their environment in computer
software models—the genetic algorithms—to solve optimization and machine learning problems. The following
paragraphs briefly discuss two types of adaptation strategies which are observed in many biological systems and
inspired the basic framework of genetic algorithms.

Adaptation. One form of adaptation pertains to the way an individual changes within its environment to
promote survival. Examples include the development of antibodies specific to certain diseases, or the
enlargement of muscles needed for daily activities. The way we learn, and the neural changes that accompany
learning, is another example of how an individual adapts within its environment. The effects of this form of
adaptation are not imprinted on the genome (the genetic makeup of a species); that is, they are not passed on
from generation to generation. On the other hand, individual adaptation does promote the survival of the
individual within an environment-survival of the fittest-and enhances that individual's net reproductive
advantage through a natural selection where fitter members of a population are more likely to reproduce.

All species have used adaptive search for millions of years, through an evolutionary search process, to improve
the way a species lives and survives within its environment. Therefore, adaptation also refers to evolution and
modification of an entire species to fit its environment. This is the process of making a species
environmentally fir. An appropriate example can be seen in the way many plant species have evolved their
flower to resemble a female bee or wasp that attracts the male counterpart and promotes pollination. This
evolutionary or species adaptation is imprinted on the genome and is passed on to subsequent generations.

Thus natural, biological systems continuously use adaptive search to improve genomes-—that is, to improve the
species-and to promote the survival of fitter individuals and genomes through natural selection.

Genetic Algorithms. Genetic algorithms are highly parallel, mathematical, adaptive search procedures (i.e.,
problem-solving methods) based loosely on the processes of natural genetics and Darwinian survival of the
fitest. These algorithms apply genetically-inspired operators to populations of potential solutions in an
iterative fashion, creating new populations while searching for an optimal (or near-optimal) solution to the
problem at hand. Population is a key word here: the fact that many points in the space are searched in parallel
sets genetic algorithms apart from other search operators. Another important characteristic of genetic algorithms
is the fact that they are very effective when searching (e.g., optimizing) function spaces that are not smooth or,
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continuous—functions which are very difficult (or impossible) to search using calculus based methods. Genetic
algorithms are also blind: that is, they know nothing of the problem being solved other than payoff or penalty
(i.e., objective function) information.

The basic iterative model of the genetic algorithms is shown in figure 1. A new population is created from an
existing population by means of evaluation, selection, and reproduction. This process repeats itself until the
population converges on an optimal solution or some other stopping condition is reached.

The initial population consists a set of
individuals (i.e., potential solutions)
generated randomly or heuristically. In the
classical genetic algorithm, each member is Current
represented by a fixed-length binary string of Population
bits (a chromosome) that encodes parameters
of the problem. This encoded string can be
decoded to give the integer values for these
parameters.

New
| Population

Evaluation Reproduction

Once the initial population has been created,
the evaluation phase begins. The genetic
algorithms require that members of the
population can be differentiated according to
goodness or fitness. The members that are Figure 1. The Iterative Genetic Algorithm Model.
more fit are given a higher probability of

participating during the selection and reproduction phases. Fitness is measured by decoding a chromosome and
using the decoded parameters as input to the objective function. The value returned by the objective function (or
some transformation of it) is used as the fitness value.

Selection

During the selection phase, the population members are given a target sampling rate which is based on fitness
and determines how many times a member will mate during this generation-that is, how many offspring from
this individual will be created in the next population. The target sampling rate (usually not a whole number)
must be transformed into an integer number of matings for each individual. There are many ways of
determining the target sampling rate and the actual number of matings. Suffice it to say that individuals that are
more fit are given a reproductive advantage over less fit members.

During the reproduction phase, two members of the mating pool (i.e., members of the population with non-zero
mating counts) are chosen from random and genetic operators are applied to their genetic material to produce two
new members for the next population. This process is repeated until the next population is filled. The
recombination phase usually involves two operators: crossover and mutation. A simple crossover operation is
illustrated in figure 2. During crossover, the two parents exchange substring information (genetic material) at a
random position in the chromosomes to produce two new strings.

Crossover occurs according to a
crossover probability, usually between
0.5 and 1.0. The crossover operation
searches for better building blocks
within the genetic material which
combine to create optimal or near-
optimal problem parameters and,
therefore, problem solutions, when the
string is decoded.

\Crossover Point
Parent Strings Child Strings

Figure 2. The Crossover Operation.

The mutation operation, shown in figure 3, is a secondary genetic algorithm. It is used to maintain deversity in
the population—that is, to keep the population from prematurely converging on one solution-and
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to create genetic material that may not be present in
the current population. The mechanics of the
mutation operation are simple: for each position in
a string created during crossover, change the value
at that position according to a mutation
probability. The mutation probability is usually
very low-less than 0.05.

Figure 3. The Mutation Operation.
Genetic Algorithm Applications

Since genetic algorithms provide a set of efficient, domain-independent search methods, they have been used for
a wide range of applications. Table 1 lists some of the GA applications ranging from science and engineering to
business and social sciences applications. The following sections briefly describe several of these applications.

Engineering. Goldberg (3) applied genetic algorithms and classifier systems to optimization and machine
learning problems in natural gas pipeline control. He focussed on a 10-compressor, 10-pipe, steady-state, serial
pipeline problem. The object was to minimize the power consumed subject to maximum and minimum
pressure and pressure ratio constraints. Goldberg and Samtani (4) used a simple genetic algorithm to optimize a
10-member plane truss. The objective was to minimize the weight of the structure subject to maximum and
minimum stress constraints on each member. In both cases, optimal or near-optimal results were obtained.

Medical Image Processing. Fitzpatrick, et al. (5), used genetic w.gorithms to perform image registration for an
arterial examination system known as digital subtraction angiography. Using this system, a physician
examines arteries using two x-rays: one taken of the artery unaltered and one taken after injection of a dye into
the artery. The two x-ray images are subtracted one pixel at a time; the result is a picture of the interior wall of
the artery. Movement of the artery between the time each x-ray is taken results in a distorted image.
Fitzpatrick, et al., used genetic algorithms to find a set of equations that transform or register the two images.

Robot Path Planning. A Mobile Transporter system is being designed for on-orbit use with Space Station
Freedom which will be capable of traversing the station's truss structure. The Mobile Transporter's function is
to facilitate space station maintenance tasks and transportation of material around the station. The Software
Technology Branch has investigated the use of genetic algorithms for Mobile Transporter path planning (6).
The objectives of these activities are to produce an optimum trajectory for the Mobile Transporter that avoids
collisions with objects attached to the truss and to minimize the length of the path between the Mobile
Transporter and the target position.

Machine Learning. Genetic algorithms have been used in an area of machine learning called classifier systems.
Classifier systems learn if-then production rules that guide the performance of a production system. Holland has
used classifier systems in studies of economic models, specifically mathematical stock market models. The
genetic algorithm creates new rules for trading and selling stocks.

TABLE 1. Genetic Algorithm Applications in Search and Optimization [taken from (2)]

Yecar Investigators Description
BIOLOGY
1967  Rosenberg Simulation of the evolution of single-celled organism populations
1970  Weinberg Outline of cell population simulation including metalevel GA
1984  Perry Investigation of niche theory and speciation with GAs
1986  Grosso Simulation of diploid GA with explicit subpopulations and migration

1987  Sannier and Goodman GA adapts structures responding to spatial and temporal food availability
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TABLE 1. (Continued.)

Yecar Investigators Description
COMPUTER SCIENCE

1967 Bagley Parameter search in hexapawn-like game evaluation function via GA

1979 Raghavanand Birchard ~ GA-based clustering algorithm

1982  Gerardy Probabilities automation identification attempt via GA

1984  Gordon Adaptive document description using GA

1985  Rendell GA search for game evaluation function

1987 Raghavan and Agarwal  Adaptive document clustering using GAs
ENGINEERING & OPERATIONS RESEARCH

1981  Goldberg Mass-spring-dashpot system identification with simple GA

1982  Etter, Hicks, and Cho Recursive adaptive filter design using a simple GA

1983  Goldberg Steady-state and transient optimization of gas pipeline using GA

1985  Davis Bin-packing and graph-coloring problems via GA

1985  Davis Outline of job shop scheduling procedure via GA

1985  Davis and Smith VLSI circuit layout via GA

1985 Fourman VLSI layout compaction with GA

1985  Goldberg and Kuo On-off, steady-state optimization of oil pump-pipeline system with GA

1986  Glover Keyboard configuration design using a GA

1986  Goldberg and Samtani Structural optimization (plane truss) via

1986  Goldberg and Smith Blind knapsack problem with simple GA

1986 Minga Aircraft landing strut weight optimization with GA

1987  Davis and Coombs Communications network link size optimization using GA

1987  Davis and Rittter Classroom scheduling via simulated annealing with metalevel GA
IMAGE PROCESSING & PATTERN RECOGNITION

1970  Cavicchio Selection of detectors for binary pattern recognition

1984  Fitzpatrick, et al. Image registration via GA to minimize image differences

1985  Englander Selection of detectors for known image classification

1985  Gillies Search for image feature detectors via GA -

1987  Stadnyk Explicit pattern class recognition using partial matching
PHYSICAL SCIENCES

1985  Shaefer Nonlinear equation solving with GA for fitting potential surfaces
SOCIAL SCIENCES

1979  Reynolds GA-like adaptation in model of prehistoric hunter-gatherer behavior

1981  Smith and De Jong Calibration of population migration model using GA search

1985 Axelrod Simulation of the evolution of behavioral norms with GA

1985  Axelrod Iterated prisoners dilemma problem solution using GA

THE SPLICER PROJECT

This section introduces the Splicer Project. It presents background material and discusses the objectives of the
project, the approach taken, results to date, current status and possibilities for future work.

Background

The Splicer Project is a project within the Software Technology Branch at NASA's Johnson Space Center. The
purpose of the project is to develop a tool that will enable the widespread use of genetic algorithm technology.
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The charter of the Software Technology Branch is to develop and/or acquire generic software tools for emerging
technologies. Genetic algorithms are just one of the many technologies being investigated within the Software
Technology Branch: other areas and tools are expert systems (CLIPS), neural networks (NETS), fuzzy logic,
scheduling (COMPASS), software reuse, and intelligent computer-aided training.

The MITRE Corporation supports the Software Technology Branch on multiple projects and is responsible for
evaluating the viability and robustness of genetic algorithms and for supporting the Software Technology
Branch with respect to the development and acquisition of software tools related to this technology.

Objectives

The Software Technology Branch is interested in applying genetic algorithms within various domains: e.g.,
robot path planning, job shop scheduling. The ongmal goal of the Sphcer Project was to create a flexible,
generic tool. As such, the tool would: - e

» Implement the basic genetic algorithms dcﬁned in the llterature

»  Define the interfaces for and allow users to develop interchangeable fitness modules

¢ Provide a graphic, event-driven user interface

Subsequent goals include the following:
« Distribution of the tool in the public domain
»  Support for multiple computing platforms
= Extension of the tool for additional genetic algorithm functionality
»  Use of the tool for genetic algorithm research
»  Augmentation of the tool and special user interfaces for specific application domains

Approach
7 qun The design chosen for the Spliéer tool is shown in figure 4. This design consists of four components:
a genetic algorithm kernel and three types of interchangeable libraries or modules: representation libraries,

fitness modules, and user interface libraries.

A genetic algorithm kernel was developed that is

independent of representation (i.e., problem Genetic

encoding), fitness function, or user interface type. Algorithm Representation
The GA kernel comprises all functions necessary Kernel o Library
for the manipulation of populations. These

functions include the creation of populations and A /
population members, the iterative population /

model, fitness scaling, parent selection and
sampling, and the generation of population
statistics. In addition, miscellaneous functions are
included in the kernel (e.g., random number
generators).

User Fitness
Interface Module

Figure 4. Splicer Project Design

Different types of problem-encoding schemes and
functions are defined and stored in interchangeable representation libraries. This allows the GA kemel to be used
for any representation scheme. At present, the Splicer tool provides representation libraries for binary strings
and for permutations. These libraries contain functions for the definition, creation, and decoding of genetic
strings, as well as multiple crossover and mutation operators. Furthermore, the Splicer tool defines the
appropriate interfaces to allow users to create new representation libraries (e.g., for use with vectors or

grammars).

Fitness functions are defined and stored in interchangeable fitness modules. Fitness modules are the only piece
of the Splicer system a user will normally be required to create or alter to solve a particular problem. Within a
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fitness module, a user can create a fitness function, set the initial values for various Splicer control parameters
(e.g., population size), create a function which graphically draws the best solutions as they are found, and
provide descriptive information about the problem being solved. The tool comes with several example fitness
modules.

The Splicer tool provides three user interface libraries: a Macintosh user interface, an X Window System user
interface, and a simple, menu-driven, character-based user interface. The first two user interfaces are event-driven
and provide graphic output using windows.

Implementation. The C programming language was chosen for portability and modularization. The original
prototype was developed on an Apple Macintosh™ using Symantec's Think C™. This included the
development of the Macintosh user interface. The GA kemel, representation libraries, and fitness functions were
then ported to a Sun 3/80™ and SPARC™. An X Windows System user interface was then developed using X
and the Hewlett-Packard Widget Set.

Results

This section will present the results to date of the Splicer Project. This will be done using brief descriptions
and pictures of components from the Macintosh interface (components of the X Window System interface are
very similar).

Control Parameters. The Control Parameters dialog box, shown in figure 5, allows the user to set the
values of multiple parameters that control the operation of the Splicer tool (e.g., population size, crossover
operator, mutation probability). This is accomplished in two ways: numeric parameters have buttons
associated with them that pop up dialog boxes to allow the user to enter a new value; genetic operators (e.g.,
the fitness scaling operator) have pop up menus associated with them that allow the user to select from a list of
operators.

The Parameter Characteristics button on the Control Parameters dialog box is used to pop up another
dialog box that allows the characteristics of the individual problem definition parameters to be changed (for
permutations there are no characteristics to change, therefore this button is disabled). The Parameter
Characteristics dialog box for binary strings is shown in figure 6. This dialog box allows the user to
specify the number of problem parameters and their size in number of bits. It also allows the parameter values
to be normalized during decoding to create floating point numbers.

[E===8E Parameter Characteristics |

Number of Parameters: (5 ) Number of Parameters: 5 )
Population Size:
Scaling Operster: Y X Normalize Parameter Uelues

Shering Oparator:

selocilon Operator [ parameters RAre RIl The Same Size

sampling Opsretor: Ranking Method ,_ ] Parameter Sizes: :
Crossover Operalor: [stngln Paint ]
Mutation Dpsrator: [Paint )

Crossover Probabliity:
Mulation Probabltity:
dom Number Seed: (-1}

Figure 5. Control Parameters Dialog Box.

Figure 6. The Parameter Characteristics Dialog
Box for Binary Strings.
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Program Control. The operation of the Splicer program is controlled using options on the Control menu,
shown in figure 7, as well as other menus (some of these are shown below). The Control Parameters
dialog box is displayed using the Set Control Parameters... option. To create a random population, the
Create Population option is selected. The Run option starts the execution of the genetic algorithms on the
existing population. To begin again with a clean slate, the Reinitialize... option is used.

Qperators. The Splicer program provides multiple genetic operators for fitness scaling, (in the future: fitness
sharing), parent selection, parent sampling, crossover, and mutation. These operators can be changed at any
time, even while the genetic algorithms are executing, and are selected using either the Operators menu
(shown in figure 8) or the menu buttons on the Control Parameters dialog box.

& Flle Edit Operators [Vindows & FHle Edit Control Windows

vSet Control Parameters... Fitness Scaling >

Create Population Fitness Sharing 14

Run Selection 2

Sampling 4

Relnitislize... Crossover >

Mutation »

Figure 7. The Control Menu. Figure 8. The Operators Menu.

Fitness Scaling. Splicer provides a linear fitness scaling option, as shown in figure 9. Fitness scaling
is useful near the end of a genetic algorithm run when all members of the population have high fitness. Scaling
spreads the fitness values and gives fitter members a higher reproductive advantage. Scaling can be turned off.

Fitness Sharing. While there is a place holder on the operators menu for fitness sharing, this option
has not been implemented yet. ,

Parent Selection. Parent selection can be performed using either proportional selection (i.e., using
relative fitness values) or using linear rank selection (where population members are simply ranked according to
fitness), as shown in figure 10.

& File Edit Control [HCIFICTEE Windows

Fitness Scaling »
Fitness Sharing »

& Flle Edit Control Windows

Fitness Sharing

>
selection > selection » -/?ronolo::l
Sampling > Sampling » Re
Crossover »
Crossover > Mutation ,
»

Mutation

Figure 9. The Fitness Scaling Menu. Figure 10. The Selection Menu.

Parent Sampling. Parents can be sampled € Flle EdIt Control [ILEY Windows

using one of the methods shown in figure 11. selection )
R Determistic
7 i trpected Untue
Crossover. The availability of crossover Ranking Method
P vRouletite Wheel
opf:rators depends upon the representatlon_ library stochastic w/ Replacement
being used. The crossover operators provided by Stochastic w’o Replacement
i i 11 shown in figure 12. Stochastic Remsinder w/ Replacement

the bmary siring brary are : & Stochastic Remainder w/o Replacement
The crossover operators provided by the stochastic Tournament
permutation library are shown in figure 13. Stochastic Universal

Tournament
e eveswoms—]

Mutation. Similarly, the availability of
mutation operators depends upon the representation Figure 11. The Sampling Menu.
library being used. The mutation operators
provided by the binary string library are shown in
figure 14. The mutation operators provided by the permutation library are shown in figure 15.
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& Flle Edit Control Imm Windows & Fils Edit Control Windows
Fltness Scaling » Fitnass Scaling »
Fithess Sharing  § Fitness Sharing )
Selection » Seloction >
Semplin 2 Samplin )
vsingle Point vPorilaily Matched
Mutation » Multi Painf Mulation cycle

None Order

None

Set Probability...

Sat Probabllity...

Figure 12. The Crossover Menu Using the Binary Figure 13. The Crossover Menu Using the

String Library.
g ary Permutation Library.
® file Eall Control Windows @ File Edit Contral Windows
Fitness Scaling [ Fitness Scaling [4
Fillness Sharing P fitness Sharing )
Selection 4 Selection »
Sampling > sempling >
Cr » Cr »
+Point ~PerMutation
Nons None
Set Probabliity... Sot Probability...
Figure 14. The Mutation Menu Using the Binary Figure 15. The Mutation Menu Using the
String Library, Permutation Library.

Qutpyt. Various windows present information to the user as the genetic algorithms execute. These windows
are described briefly in the following sections.

The Statistics Window. The Statistics Window, shown in figure 16, displays the current
generation number along with numeric objective function measures of the best solution ever found and the best,
average, and worst members of the current population.

The Fitness Window. The Fitness Window, shown in figure 17, displays the fitness distribution of
the current population. Fitness values are normalized, using the best ever fitness value, to create fitness values
between 0.0 and 1.0. This interval is divided into 0.1 size bins and the percentage of the population in each bin
is presented as a histogram.

EO=== stotistics S S Fitness Semmem—
Generation D 100
Best Ever o
Best ] ®n
fluerage o h
Worst 0 | :
0 Fitness !
Figure 16. The Statistics Window. Figure 17. The Fitness Window.
Ihe Objective Window. The Objective Window, shown in figure 18, displays the numeric

information from the Statistics Window but in historic form as a strip chart.

The User Window. The User Window, shown in figure 19, is controlled by the developer of the
fitness module. The Splicer program provides simple drawing commands that the developer can use to draw in
this window. The user is notified whenever a "best ever” solution has been found. One way this window can be
used is to graphically display information about this solution. For example, in the window shown, the best
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_.O
g

Generation Number

Figure 18. The Objective Window. Figure 19. The User Window.
solution (so far) for a 25 city traveling salesperson (B T E—
problem is drawn. The numeric value of this Evaluat

solution would simultaneously appear in the

Statistics Window. Calculate Fitness

Scale Fitness
Share Fitness
Reproduce
Select Parents
Sample Parents
Crossover
Mutation

The Trace Window. The Trace

Window, shown in figure 20, presents the
algorithm used by the genetic algorithms and
highlights the current activity the genetic
algorithms are performing by filling the appropriate
box.

ao0a0o aoo

Figure 20. The Trace Window.

Status. An early version of the Macintosh-based Splicer tool was released for beta testing in July, 1990,
During the beta testing period, the tool was ported to a Sun 3/80 and an X Window System user interface was
developed. Significant new functionality, derived from the literature and suggestions from beta test feedback,
and bug fixes were then incorporated into both versions. Documentation (user and reference manuals) is
currently being developed. Version 1.0 of the Splicer genetic algorithm tool (both Macintosh and X Windows)
will be released within the near future.

Future Work. Future work for this project includes the following:
»  Additonal functionality (e.g., steady state GAs, fitness sharing, other crossover or mutation operators)
*  Genetic algorithm research
«  Application of GAs and the Splicer tool within specific domains (e.g., job shop scheduling)
«  Augmentation of the Splicer tool to create an application-specific tool within a particular domain
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ABSTRACT

Vertical Bloch Line (VBL) Memory is a recently conceived, integrated, solid-state, block-access, VLSI
memory which offers the potential of 1 Gbit/cm® areal storage density, data rates of hundreds of megabits
per second, and submillisecond average access times simultaneously at relatively low mass, volume, and
power values when compared to alternative technologies. VBLs are micromagnetic structures within
magnetic domain walls which can be manipulated using magnetic fields from integrated conductors. The
presence or absence of VBL pairs are used to store binary information. At present, efforts are being
directed at developing a single-chip memory using 25 Mbit/cm® technology in magnetic garnet material which
integrates, at a single operating point, the writing, storage, reading, and amplification functions needed in a
memory. This paper describes the current design architecture, functional elements, and supercomputer
simulation results which are used to assist the design process.

INTRODUCTION

Vertical Bloch Line (VBL) Memory" %2 is a solid-state, radiation-hard, nonvolatile, block access,
magnetic VLSI memory. Research and development efforts for this novel memory are being pursued in the
United States, Europe, and Japan. Table 1 shows the potential storage density that is achievable with VBL
memory. The densities are a function of stripe width and line feature width, which are defined respectively
by the magnetic gamet material and the lithographic process.

In a VBL memory, information is stored using VBL pairs in magnetic stripe domains in gamets. The
presence or absence of a Vertical Bloch Line pair in a bit-cell location defines a binary "1"and "0,"
respectively. Input to the chip is performed by converting currents into magnetic bubbles and then into VBL
pairs. QOutput sensing is performed by converting VBL pairs into magnetic bubbles and sensing magnetic
bubbles magnetoresistively.

PRESENT DEVICE DESIGN

Fabrication

The present design uses the magnet gamnet, (BiYGdHoCa),(FeGeSi);0,,, as the storage medium. The
thickness, stripe width, collapse field, saturation magnetization, and anisotropy field of the film is
approximately 2.4 u m, 2.4 u m, 230 Oe, 450 Oe, and 1800 Oe, respectively. The film is grown epitaxially on
a non-magnetic gadolinium-gallium-gamet (GGG) substrate. These films are transparent but also have a
large Faraday rotation, so that magnetic stripes, magnetic bubbles, and, under certain conditions, VBLs can

be observed magneto-optically with polarized light using the Faraday effect in a polarized light microscope.

The magnetic gamnet has perpendicular magnetic anisotropy so that the magnetization lies perpendicular
to the film plane, with the bulk of the film magnetized in one direction, and the stripes magnetized in the
opposite direction. A magnetic domain wall is the boundary between the stripe’s magnetization and the
magnetization of the rest of the film. A twist of magnetization in the domain wall in the plane of the film is
a VBL, and two such twists form & VBL pair. If the chirality, or sense of rotation, of the VBLs in the wall is
the same, the VBL pair is stable, with a size calculated to be much less than 1 ¢ m. The VBL pair is bound
together energetically by VBL demagnetizing field energy and magnetic exchange energy.



The present device is divided into four main functional areas. First, the VBL storage area is designed to
confine and stabilize stripe domains. Second, read/write gates are needed to convert VBLs to bubbles and
vice versa. Third, a major line is needed for propagating bubbles which are used for input and output.
Fourth, the output detector is needed for generating the output signal voltage. A sample architecture for a
VBL chip is shown schematically in Figure 1.

The present device is built with ten mask layers as shown in Figure 2. Three metal mask layers are used
for providing the contact pads and conductors which control the strip generator, read/write gates, bubble
generator, and major line. SiO, and photoresist are used for insulating metal layers, and a window mask is
used to open vias and contacts when needed between metal layers. Two ion implantation mask steps, using
150 keV Ne+ ions at a dosage of 4 x 10" ions/cm?, are used so that, after etching, grooves which are 0.2 p
m and 0.4 & m thick are created. These grooves create stable locations in the gamnet film for VBL stripe
domains. An additional ion implantation mask layer is used in the major line to inhibit VBL formation in
the input/output bubbles. A permalloy (Ni,Fe,,) mask deposition is used to develop a magnetoresistive
sensor which senses magnetic bubbles at the output and produces output voltages. A cobalt-alloy (i.e., CoPt)
mask deposition is used for creating bit cells for VBL pairs along the walls of stripe domains. In test chips,
a 5 nm thick Cr mirror layer is used to assist in stripe, bubble, and VBL observations using the magneto-
optic Faraday effect during testing.

Supercomputer simulations® * which compute the effect of magnetic fields on magnetic domains, such as
with stripe grooving, the major line, and the major line expander, are used heavily to assist in device design.
VBL chip layouts are performed on an HP workstation and IBM PC/AT computers. Layouts are converted
into fabrication masks using CIF and GDS II formats.

Stripe and Bit Stabilization

Data in the form of VBL pairs are stored in the domain walls of array of strip domains as depicted in
Figure 3. The stripes are physically located in grooved regions in the garnet, as shown schematically in
Figure 1 and in the design layout in Figure 4. The grooving allows selecting the bias field so that stripes are
stable when the other chips functions, including the major line, are operating. The demagnetizing field
produced by the bias field at the edge of grooved regions also serves to hold the stripe end and produce a
stabilizing, effective edge-affinity magnetic field. Results from a supercomputer simulation of the formation
of stable stripes in grooved garnet are shown in Figure 5. The computations were performed at 1 nsec time
steps, and the computed stripe domain shape is shown at 40 nsec intervals.

Bit stabilization is used to stabilize VBL pairs along the stripe, as shown in Figures 1, 3, and 4. A
periodic potential is placed along the stripe by an array of CoPt bars. For the CoPt, the saturation
magnetization, coercivity, geometry, and spacing from the gamet are chosen to provide a sufficient field of
approximately 5 Oe at the VBL stripe. This field value is currently considered to be enough to provide fields
which create potential wells for the VBL pairs without disrupting the VBL pairs and moving stripes away
from their groove-stabilized positions. The computed bit stabilization field profile at the end of an array with
a 2 u m bit period is shown in Figure 6. The distance between the CoPt and the garnet film is a parameter
in the plot. The periodicity in the field profile is clearly evident.

Propagation of the VBL pairs, around the bit cells and to the read/write gates, can be achieved in two
ways. First, a vertical pulse field can be applied which presses, or rocks, the stripe against the groove wall
which gyrotropically causes VBL pairs to propagate down the stripe. Second, an in-plane field can be
applied which directly causes VBL pairs to advance along the stripes’ walls.

Read/Write Gates
Read/write Gates are used to convert VBL pairs in stripes into bubbles during the read process, and to

convert bubbles into VBL pairs during the write process. It is necessary to read and write both "1’s"and
*0’s"correctly. Nondestructive readback is achieved by using a current in conductors to bring the end of a
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stripe out of its groove into the read/write gate and into the presence of another conductor. If no VBL pair
is present at the end of the stripe, the sense of the magnetization direction in the stripe wall causes the stripe
to be difficult to chop with the field from a conductor because of the effect of exchange energy. The stripe is
then returned to its stable position in the grooving. However, if a VBL pair is present, one VBL would be
brought into the read/write gate while the other VBL would remain in the grooving. Hence, the chirality of
the strip walls would be in the same direction which would readily allow the stripe to be chopped. The
chopped portion of the stripe becomes a bubble, which is them propagated to the output for sensing, while
the stripe returns to the grooved region. The chopping process recreates a VBL pair in the stripe which
leaves the initial information intact.

Writing is achieved by bringing a bubble from the nucleator and major line to the desired read/write
gate. If a bubble is present,m when the stripe is subjected to a field to bring it into the read/write gate, the
stripe does not get drawn into the read/write gate because of magnetostatic repulsion between the bubble
and the end of the stripe. Therefore, no writing to the stripe occurs. But if a bubble is not present, the
stripe is brought rapidly into the read/write gate which inserts a VBL pair into the stripe, and the stripe is
then allowed to relax into the grooving.

Major Line and Output Detector

The major line consists of a bubble nucleator for converting input signal currents into bubbles, a track
for propagating bubbles from the nucleator to the read/write gates and from the read/write gates toward the
output, an output detector for converting the demagnetizing field from bubbles into output voltages, and an
expander which is used to stretch a bubble to a desired length to provide a satisfactory signal-to-noise ratio -
at the output.

A hairpin conductor is used for the nucleator. When a current is applied, such a conductor produces a
magnetic field which is concentrated at the center of the hairpin. This field is used to generate bubbles
which are used to transmit binary information to the VBL stripes via the read/write gates.

The propagation track in the major line consists of two levels of conductors. Each conductor is a
sepentine arrangement of hairpin conductors which provide local magnetic field variations which form
"waves"of stable positions for the bubbles down the track. The conductors are physically phase shifted by
90° to effect propagation. The principle of operation of the major line is shown in Figure 7. The layout of
the major line track, along with the bubble nucleator and two read/write gates and grooves, is shown in
Figure 4.

The output detector consists of a rectangular strip of permalloy, which is magnetoresistive. When the
fringing magnetic field from a magnetic bubble affects the sensor, the sensor’s resistance changes. When a
reference current is issued to the sensor, the presence or absence of a bubble induces two different voltage
levels which define binary "1’s"and "0’s." If it were necessary to maximize common-mode rejection from
stray magnetic fields, two magnetoresistive sensors, including the actual sensor and a dummy sensor, can be
used which allow signals to be measured differentially. Signals from the magnetoresistive sensor are
increased if longer elements with greater electrical resistance are used. Bubbles can be stretched in length, -
to provide additional magnetic fields for the lengthened sensor, by widening the bubble track as the bubble
approaches the sensor. The combined output sensor and expanding major line are shown in Figure 8, in
which only one propagation metal layer in the major line is shown for clarity. Shown in Figure 9 is a
supercomputer simulation, shown at 40 nsec intervals after being computed at 1 nsec intervals, of a bubble
being stretched and then unstretched as it passes through the expander and detector.

EXPERIMENTALRESULTS

Sample experimental results of chip functions from past designs are now presented.*’ These data were
taken on test chips using a 4.76 u m thick (BiYSmLu),(FeGa),0,, gamet film with a saturation
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magnetization of 200 Oe, zero-field stripe width of 4.67 u m, characteristic length of 0.61 x m, domain wall
mobility of 350 cm/sec/Oe, anisotropy field of 1350 Oe, coercivity of 1.1 Oe, and collapse field of 100 Oe.

Figures 10 and 11, respectively, show stabilized stripes in grooves near read/write gates at the end of a
groove, and near the center of the stripe groove near the stripe nucleator. The stripes are observed, with
polarized light using the magneto-optic Faraday effect, as white strips against a darker background. The
dark bars running perpendicular to the stripes are the cobalt bit-stabilization bars as described in Figures 1,
3, and 4.

Figure 12 shows nucleated bubbles, as white spots, in the major line as they propagate down the track.
Bubbles and stretched bubbles in the expander portion of the major line near the output detector are shown
as white sports and strips, respectively, in Figure 13.

CONCLUSION

VLSI designs, simulation results, and experimental results have been presented which describe current
work on the storage and input/output functions for solid state, high density, nonvolatile, radiation hard, block
access Vertical Bloch Line (VBL) Memory. Such a memory offers the potential of achieving 1 Gbit/cm’.
Three metallizations are used along with three ion implantation steps, one permalloy magnetoresistive sensor
deposition, and one CoPt bit-stabilization deposition. Previous and current experimental results and
supercomputer simulations indicate that individual storage, read/write gate, and input/output functions are
feasible. Present work is aimed at integrating all necessary memory functions on a single chip to achieve
simultaneous operation, a unique operating point, and a fully-functional single chip memory.
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Figure 9: Supercomputer Time-Evolution Simulation of an
Expanding Bubble in the Major Line Expander and Qutput Detector.

Figure 13: Major Line and the Major Line Expander Under Operation.
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ABSTRACT

Water needs, water sources, and means for recycling water are examined in terms appropriate to the
water-quality requirements of a small crew and spacecraft intended for long-duration exploration missions.
Inorganic, organic, and biological hazards are estimated for wastewater sources. Sensitivities to these
hazards for human uses are estimated.

The water recycling processes considered are humidity condensation, carbon dioxide reduction,
waste oxidation, distillation, reverse osmosis, pervaporation, electrodialysis, ion exchange, carbon
sorption, and electrochemical oxidation. Limitations and applications of these processes are evaluated in
terms of water-quality objectives. Computer simulation of some of these chemical processes is examined.

Recommendations are made for development of new water recycling technology and improvement
of existing technology for near-term application to life support systems for humans in space. The
technological developments are equally applicable to water needs on earth, in regions where extensive
water-recycling is needed or where advanced water treatment is essential to meet EPA health standards.

INTRODUCTION

This report addresses minimum water quality requirements in terms of space mission needs.
Means to achieve, assure and exceed that water quality are discussed. The fundamental approach is to adapt
and extend established desalination and water-treatment technology to the special requirements of: (1) a high
degree of water recovery (90% and more), (2) a small habitat, and (3) energy-efficiency.

A spacecraft, in a substantially closed-loop mode, may be treated as a microcosm of the open
environment of Earth: the sources and uses of water are discrete, the pathways definable, and the reservoirs
limited. As a closed system, a mass balance must be achieved, both for the water and for its solutes. The
sources of used water for recycling will be identified first, then the water needs. The water-cycle options are
thus limited, and a set of requirements for water quality and treatment is implied.

Desalination and other means of achieving the water quality required are then examined, with
concern about technical and practical limitations of the methods and their appropriate applications in
spacecraft. The recommendations for treatment yield another set of implications for water quality and
implicate monitoring requirements to assure that the water remains satisfactory and to indicate repair or
replenishment actions.

Susceptibility to hazards is rated by category:

1) Inorganic (e.g. corrosion contaminants),

2) Organic (e.g. detergents), and

3) Biological (e.g. viruses and microbes).

It is always preferable to avoid hazardous water contaminants (beyond normal uses), but this is not
possible when contamination occurs: ,

1) from normal aging processes of the spacecraft: outgassing of plastics and normal corrosion, or

2) from accidental processes such as overheating of components, resulting in degradation of
plastics and enhanced corrosion of metals, or

3) as residual viruses or other pathogens, including possible mutation of previously tolerated
viruses during the flight, and the remote possibility of pathogens introduced from Mars.

One or more examples of performance of water purification systems can be created, based on
reasonable choices of the water cycle, with the flows defined and the streams analyzed first by spreadsheet
calculation of mass balances around the loop(s) for water and the major solutes and then by computer
simulation (1) of the water treatment processes. Computer simulation allows rapid testing of the system's
response under normal and abnormal operating conditions, and the simulation itself can be tested for
validity by a few laboratory experiments.

WATER SUBSYSTEM OPTIONS . A

Most of the sources and needs are the same as, or similar to, those projected for Space Station
Freedom. However, for the longer Mars mission the transport cost of an accumulated shortfall (needs
exceeding the recycled water) is greater.
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Recyclable water sources

Congdensate - Condensate from the humidity-control condenser originates from human breath and
perspiration plus evaporation from other water: showers, clothes-washing, etc. This source can hardly be
expected to be free of viruses or bacteria of concem to humans. Though the crew in the closed environment
clearly already have been exposed to air-borne infection, microbes could get out of control growing outside
the body's active protections. An amount of corrosion contaminants and products of plastic (or lubricant)
degradation is possible from the equipment in the ship.

Carbon dioxide reduction - A result of reduction of respired carbon dioxide by the Bosch or
Sabatier processes is 1.15 to 1.8 pounds/person-day of water (2). This water may be added to the potable
stream, since its source streams (CO; and Hj) are gas phases of purity at least comparable to cabin
condensate, and is heat-sterilized — although ion-exchange protection against corrosion products is
advisable.

Wash water - This waste water is from laundry-, shower-, hand wash-, and dish-water. It is clearly
lower in quality than the condensate water. Measurable quantities of microbial, organic, and inorganic
contaminants have been found and would be accumulated if not removed before recycling. Corrosion
products from normal skin contact with equipment and tools are in this water.

Laundry water is the largest hygiene water element. It can be treated separately from the
water used for washing people if different quality standards are applied for laundry use than for human
contact. For the purpose of tracking constituents and testing input water assignments, it will be separated
on a spreadsheet through the processing.

Urine - Studies for Space Station Freedom have demonstrated that potable water can be made from
urine, using distillation and sorption. However, if adequate water of potable quality is available from a
higher-quality source (lower solute and bacteria contents), there is no need to use recycled water from urine
for other than laundry or electrolysis.

Waste oxidation - Oxidation of solid wastes, including wrapping materials, paper, tissues, fecal
material, and hygiene aids, is a subject of another study parallel to this one. The useful result of the
process of waste oxidation and reduction of formed carbon dioxide to carbon, of a waste of average
composition CH70, is water. The amount is significant. From an estimated total of 2.2 pounds of waste
or trash/person-day, more than one pound per person-day of new water is predicted. This provides an
increasing reserve of greater than 2% of a person’s requirements per day, potentially compensating for
accidental or functional losses. This accumulation also offers the possibility that water needed by the
Mars landing crew need not be returned to the spacecraft, conserving lift-off power.

Sources Hazard Estimates

Condensate slight slight if filtered air significant
CO2 Reduction slight very small slight
Wash Water significant significant significant
Waste Oxidation corrosion possible slight slight
Urine substantial (NH3+salts)  substantial substantial

Water needs

Potable. - Potable water is needed for drinking, for food preparation (hydration and washing), for
hygienic and medical uses where internal contact is expected (eye wash, brushing of teeth, occasional
mouthwash and douches), and for possible other uses such as final rinsing of dishes.

Laundry - The largest single use of water is for washing clothes, over half of the "hygiene water"
requirement. In an evaluation of U.S. Navy shipboard laundry-water recycling, moderate accumulation of
organics and salts was tolerable through a recycling system containing flocculation, filtration, and activated
carbon elements (3). A total organic carbon level of about 140 ppM was a steady-state condition. One
would initially conclude that the water-quality standard for clothes-washing water may be substantially
lower than that for potable water so the implications of partial purification are worth examination. These
are: (1) Possible increase in use of carbon adsorbent. Since more organic material was allowed in the
laundry-recycle water, passage through carbon adsorbent would be expected to remove more material and
more rapidly exhaust the adsorbent, and (2) Possible increased use of bactericide. Increased organic content
may consume more iodine or chlorine, also yielding more halocarbon residue. The Navy study did not use
a bactericidal oxidant for their laundry water recycling scheme, but did use a bleach in the wash. A medical
need for sterility of laundry water is not obvious. The only obvious access to the body of such residues is
the use of washed handkerchiefs and dishtowels.
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Significant water is evaporated, and shows up as condensate water. Lard et al. (3) find this as
5.6% (24 of 425 gallons) of the total laundry wash water, or about 1/4 of the final rinse water. A plausible
target range for total dissolved solids (TDS) is 500-1000 ppM.

Hygiene wash - The second largest water use is washing persons and dishes. This water must be
substantially pathogen- and toxin-free. Excess iodine or other bactericide can be tolerated, since the amount
ingested by accident is surely small. Total dissolved solids (TDS) requirements are mild, assuming that
adequate washing action is achieved. There is an advantage in maintaining at least marginal potability,
since this water could serve as a backup in case of failure in the potable water supply. Here also water is
lost to evaporation.

Other - Other water requirements are not well defined. If urinal flush water is only used to clean
the collection device, filtered used shower water could be satisfactory, or even superior if residual detergent
and bleach are present. Water for electrolysis, to produce hydrogen for reduction of respired carbon dioxide,
has different quality requirements, since the presence of ions improves conductivity, reducing power losses,
but some contaminants (e.g. sulfides) may poison catalytic electrodes. The first Working Group for the
Space Station Freedom identified 0.2 to 0.4 pounds (mass, Ibm) of hydrogen per person-day as required for
the Bosch or Sabatier process for reduction of respired carbon dioxide (4). Some water is normally used for
cleaning work surfaces. Water of many different levels of purity requirements may be required for
experiments and process development space tasks.

Uses nsitiviti

Inorgani Organi Biological
Potable significant significant substantial
Laundry slight slight slight
Hygiene-wash slight slight slight

Implied water-quality requirements

The water quality required for these needs can be individually analyzed for each need. The lowest
quality requirements are for laundry water, where controls of pH, oxidation potential, conductivity, turbidity
and total dissolved carbon are sufficient for satisfactory performance.

For bodily-contact hygiene water, higher standards (lower concentrations) are appropriate for these
measured quantities. Standards for potable water are well established (JSC-SPEC-SD-W-0020, NASA
STD-30000 and EPA 1986). Optimal compositions of desalinated water based on palatability as well as
World Health Organization (WHO) standards have been proposed by Gabrielli (5,6).

An estimate of the principal air contaminants expected in a space station has been made by
Yoshimura et al. (7) and is used later in this report to estimate organics condensing with water in the
humidity control system. A more recent similar table was published by Leban and Wagner (8). For a
selection of those of greatest concentration, threshold limit values (TLV) values from Verschueren (9) can
be converted into allowed daily dosage (based on an 8-hour day, 5-day work week), and converted into the
equivalent exposure in drinking water. These values are considerably higher than EPA maximum allowable
concentrations (MAC) for priority pollutants for the general population. Some explanations are: (1)
occupational limits may be at levels of the beginning of impairment, (2) the exposures are substantial for
a limited time, (3) and for a small part of the population assumed in good health, (4) none of the major
constituents are in the critical first Safe Drinking Water Act set.

In practice, one can distinguish and apply three independent criteria for water quality:

1) Toxic: exceeding this limit can incur performance degradation and short or long term health
effects.

2) Risk: principally cancer. A risk "limit" depends on the risk level accepted. The selection of
an acceptable risk level is influenced by:

a) the size of the population subject to risk,
b) comparison with other risk levels accepted, and
c) the personal standards of those individuals subject to risk.

3) Organoleptic: unpleasant or excessive taste or odor. Organoleptic levels may be temporarily
exceeded without harm, but performance may suffer in extreme situations. Nausea may be exacerbated by
an unpleasant taste or odor. This factor could be significant for hygiene and laundry waters insofar as odors
are released to the air.

Probably the best poll of opinion of individuals subject to risk would be of former and present
astronauts, as an estimate of the risk standards of future astronauts, One might ask if a risk level for
exposure to cancer hazards in air and water might reasonably be 1% of the accepted cancer hazard from
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radiation, or some other value. For a large population, such as an eventual space colony, this level of risk
could be lowered.

RECLAMATION AND WATER QUALITY

Distillation

A vapor-compression distillation (VCD) device has been evaluated for Space Station Freedom use
(10). Some disadvantages of this distillation technique have been found, but its advantages are high water
recovery, potentially good isolation from solute and biological contaminants, and ease of mechanical
repairability.

Development at the Water Technology Center of the University of California, Berkeley, for the
State of California Department of Water Resources resulted in substantial improvement in the overall heat-
transfer coefficient between the condensing and evaporating films: this has considerably reduced the energy
requirement of VCD. Designing the system as a multistage unit greatly increased the water output for a
given heat input and aided in reaching a high concentration of brine in a continuous, rather than batch,
process (11, 12). A multistage configuration uses the heat from condensing the first distillate to evaporate
a second amount of wastewater: the temperature and pressure drops per stage are additive. Increasing the
heat transfer coefficient by thinning the condensate water films decreases the temperature drop per stage,
allowing more stages for a given temperature difference between the feed and the final condenser.

Reverse osmosis

Recovery - Reverse osmosis (RO) is a hyperfiltration process involving high pressures (100 to
1000 psi) to press water through membranes designed to reject ionic and other larger species. It has been
demonstrated to be appropriate for preparation of water for hygiene use and satisfactory as a source of
potable water. Extraction of high-quality water from wash water containing of the order of 1000 ppM of
total dissolved solids (13) can yield a 90% recovery, with a brine remaining of approximately 10 times that
concentration. The brine could then pass to another process, such as oxidation of organics and/or
distillation. To attempt a much higher recovery than 90% from such wash water presents the same
problem as applying RO to water recovery from urine: higher pressures are required to overcome the
osmotic pressure of a concentrated solution.

Permeability - Qualification of RO for extended use should include testing for extended periods
with simulated or real washwater, since the plastics commonly used as membrane materials do have
measurable permeabilities to organic solutes (14). The permeability of polymers to volatile organics can
be turned to an advantage. A membrane selected on the basis of low porosity but appropriate solubility
parameters, and thus impermeable to water, may allow permeation of organics in wastewater. In effect,
this replaces the "air stripping” used in municipal water treatment but not possible in a confined
atmosphere. Haxo et al. (15) give the following vapor transmission rates (VIR) of organic solvents and
water passing through a 0.85 mm thickness of high-density polyethylene. Comparable data are also given
for many other polymeric membrane materials.

Solvent VTR From partial pressure
(gm/m?/day) (mm Hg) (23°C):
Water 0.0472 10.53
Methanol 0.50 112
Acetone 2,19 212
Cyclohexane 151. 89
Xylene 212, 7
Chloroform 506. 178

Table 1. Vapor transmission rates thr(;ugh high-density polyéth;iéhe membranes. (15)

Electrodialysis o

As a process that is electrically controllable and that operates at ambient temperature and pressure,
electrodialysis (ED) is of interest for small desalination systems. It may be thought of as a self-
regenerating ion-exchange-resin system, effective for removing ions but not organic solutes.
Electrodialysis has been shown useful for further concentrating RO brines (16). At brine concentrations
over 1%, the osmotic pressure to be overcome by pumping pressure becomes substantial in RO, while in
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the same concentration range for electrodialysis the increasing solution conductivity substantially reduces
electrical power loss.

Ion exchange

A traditional use of ion exchange in water treatment has been for water softening, not needed in
most water recycling. However the water softening process works by means of a useful effect: in dilute
solutions polyvalent ions (calcium or magnesium in water softening) bind to a cation-exchange resin much
more strongly than do monovalent ions: thus the resin releases sodium in exchange for calcium. Most of
the potentially toxic heavy-metal ions of concern here are polyvalent (e.g. Cr+3), and so are even more
strongly bound than calcium. By careful choice from the many resins commercially available, including
chelating resins, a guard column or cartridge can be tailored to the needs of the mission. Prediction of
resin-water equilibria in the presence of several ionic species can be performed by the method of Klein (17);
for use on small computers the Klein program has been revised into BASIC (18).

Carbon adsorption

Removing organic constituents, even at trace levels, is accomplished with activated carbon.
Regeneration is a thermal process: desorbed gases must be vented or, preferably, oxidized. Oxidation could
be performed if the adsorbates could be desorbed into an air stream supplying a solid- or liquid-waste
oxidation processor. Removal capacities for many compounds are in the range of 100 mg per gram of
carbon (19), but some volatile compounds of importance (. g. methanol) are poorly adsorbed, and are
retained only at loadings of the order of 10 mg per gram of carbon, (20: Table 17.2). An estimate of the
amounts of organics to be removed from the water streams is necessary in order to choose the size of
activated-carbon cartridges and to determine the need for and frequency of regeneration.

Other

Reports from development of supercritical water oxidation equipment for waste disposal (21)
indicate that this may be a substantial source of water for recycling. Product sterility is certainly assured.
Inorganic content is predicted to be low, from the insolubility of ionic compounds in the supercritical
phase. A recent publication on this project indicates that further development is needed (22).

A convenience for future spacecraft missions incorporating food production using higher plants is
that the supercritical oxidation process with minor modification can yield a nutrient water for growing
plants, with nitrogen retained as ammonia (23) and inorganic nutrients redissolved on removal from the
supercritical condition.

At first glance, an electrochemical oxidation proposed (24) does not seem competitive with the
wet oxidation method, in that power is consumed in generating the oxidant electrochemically (25: p. 42).
However, as much or more power may be required to make the oxygen consumed by any other oxidation
process.

Bactericides :

Bacteria can thrive in most water, so safety can never be assumed. Bacterial growth should be
prevented even in the humidity condenser, which is poorly accessible to additions of disinfectants. One
approach might be to add a volatile oxidizing agent as bactericide at the entrance to the condenser.

Sterility of final-product potable water must be separately assured. Concern has been expressed
(26, 27) about the accumulation of iodide in water treated with enough iodine to maintain bactericidal
activity during storage. Since iodine is readily formed by electrochemical oxidation of iodide,
electrochemically recycling the reduced iodide to iodine would seem possible. In the low conductivity of
potable water this would not be a rapid reaction, but if stored water is slowly circulated past the oxidizing
electrode, disinfectant activity may be maintained with a small dosage of iodine.

Competitive oxidants can be prepared electrochemically as required: chlorine, hydrogen peroxide
and/or ozone. The destruction of viruses by ozone is more rapid than by chlorine (28), which may be
advantageous in the small water treatment module. Better taste and lack of halocarbon formation are
additional advantages. Gnann (29) has found optimum ozone production to require an electrochemical cell
with a concentrated phosphate buffer containing fluoride and cooling.

PERFORMANCE CHOICES

A first example is a simple configuration for water recycling. A second example indicates how
process options can be applied. Such examples provide an opportunity to examine the means for trapping
identified hazards and to search for failure modes.
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Example 1

Flow choices - One configuration satisfying the criteria is shown in Figure 1. Humid air from the
crew’s respiration and from evaporation of washwater arrives at the condenser. Product water from CO;
reduction is of high quality and can add to condensate water or to hygiene-wash, as needed. Initially it will
be assumed that a particulate filter is not required, but that a carbon filter is, probably lightly charged with
iodine. A cation-exchange resin is included to trap most inadvertent metals. A few ppM of calcium
bicarbonate are added to improve taste, lower corrosiveness, and buffer pH (5, 6).

Washing-quality hygiene water comes from wash water recycled through RO or distillation. A
carbon filter should be sufficient protection for this stream: very little bodily exposure to hazardous ions
exists. Electrochemical chlorination (chloride in the RO brine, originating from sweat, is oxidized to
chlorine) or ozonation might be more convenient than iodination, and appropriate if the source of this water
is more subject to bacterial contamination. A field-shower recycling study (30) implied that high-quality
water is not needed here, but the advantage of having an emergency source of potable water, combined with
the potential inconvenience of transmission of disease or toxins through inadvertent access to the body led
to the recommendation of RO or dlsullanon punflcauon here, with sunpler treatment being applied to the
more major water use that follows. - -

Polish: IX,
Carbon, 12

Potable
2520

Carbon filter, )

Reverse
Osmosis or
Distillation

3408

Y

Wet Oxidation Brine:1345

Electrolysis

Filter,
adsorption,
chlorinate

2313

Figure 1. Closed-loop water treatment example 1. Values in grams/person-day.

In this minimum example clothes-wash water is filtered, and organics may be partially removed
through adsorption. Wet-oxidation water is of good quality, so it is added in the final rinse to compensate
for evaporation losses. Electrochemical chlorination or ozonation is appropriate if this water is likely to be
contaminated by bacteria. Monitoring conductivity is appropriate: a fraction of this water on exceeding
1000 ppM should be passed for purification to the RO (or distillation) process. This also makes up for
evaporation losses in the hygiene-water cycle.
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Spreadsheet analysis - This Example 1 and other performance examples can be tested for mass
balance by spreadsheet analysis as in Table 2. The amounts of each source water (named in the first
column) are estimated in column 2, passed through treatments in the next column, to product water. The
percentage of total of estimated user needs is in the last column.

Grams/ Process Outputl Brine Out TDS (ppM) User
Source person-day RO factors: 0.90 0.10  (initial) (final)“ Needs
Clothes 2600 RO 2340 260 25 168 Potable
wash 9900 Filter 9900 116 730 2520
Hand+shower 5450 RO 4903 545 163 163
wash Semi-Potable
Dishes 5400 RO 4859 540 88 88 10896
wash
Total Hygiene 23350 22001 1345 111 402 Wash Only
12984
Urine 1568
Urine flush 494 add Urine 2062 21996 22066
Trash+Feces+ 1346
Urine Out+ 4753 Wetox 4245 85 1309 1320
RO Brines
Cabin air 2650 condense 2650 160 160
Humidities Electrolysis
CO2 Redctn 818 Bosch 1932  includes wetox.CO2 1932

Table 2. Wastewater sources, processing and water needs comparison. Values are grams per
person-day. Water sources and use estimates from Wydeven and Golub (31) and references cited therein. RO
and wet oxidation rejections are preliminary estimates. '

(*) Concentration reached with recycle of 70% filtered, 30% RO, clothes-wash water, after ca. 100 cycles.

Simulations - Overall tests of the water reclamation system and estimates of
constituent/contaminant flows and changes under various possible and extreme conditions may be made by
computer simulations of the processing elements. The elements may then be linked to simulate an entire
water cycle. Where products and starting compositions are known from tests, the simulation can be
reviewed for accuracy of representation.

The humidity-condensation process was simulated first. The objectives were to estimate the
contaminants expected in water condensed from air, the contaminants removed by this means, and the
requirements for and best locations of activated carbon (in the inlet air stream, in the outlet air stream, or in
the water stream).

The condensation process has as the input vapor: Air, temperature 220 C, relative humidity 50%
= 13 ppT water, and CO; at 400 ppM. A resulting water phase is the amount of condensate in
equilibrium with the air: the latent water from cabin air, 2650 g/person-day (32). An estimate of the
principal air contaminants expected in a space station (14) is given, for the principal constituents in
descending order, in the first two columns of Table 3, for a crew of two (32). The calculated concentrations
at a cabin flow of 25 m3/hr are in the third column. A simulation calculation of the amount dissolving in
the condensate water yields the contaminant concentrations of the next columns.

If the constituents are trapped by activated carbon from the air phase assuming a "ventilation” rate
of 10 exchanges per day, the concentrations of the 6th column are obtained. At the rate identified by Otsuji
and Yoshimura (5 exchanges per day), results in the 5th column are obtained. A more recent table is given
by Leban and Wagner (8). This lists metabolic generation rates and Space Station Freedom generation
rates, in comparison with Spacecraft Maximum Allowable Concentrations derived from occupational
exposure values.
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Cabin-Air amount, per

person of 2-person  Air concentration, Water, after condensing (mg/liter)

Constituent JEM (mg/day {ng/liter) 1/day 5 exch. 10 exch, MAC
Dichloromethane 1126. 3.75 218. 43.6 21.8
Butanol-1 977. 3.26 412, 82.5 41.2
Ethanol 654, 2.18 249. 499 249
m-Xylene 629. 2.10 265. 53.0 26.5 10.
Methy! ethyl ketone 620. 2.06 21s. 43.1 21.5
Acetone - 526. 1.75 139. 279 14.0
Propyl acetate 336. 1.12 140. 26.7 13.4
Methyl isobutyl ketone 258. 0.86 106. 21.2 10.6
Propanol-2 254. 0.85 100. 20.0 10.0
Ammonia 238. 0.79 86. 19.4** 9.9* 0.5
Carbon monoxide 219. 0.73 0.02 0.00 0.00
Butanal 194, 0.65 66. 13.1 6.6
Cyclohexane 194, 0.65 66. 133 6.7
Toluene 170. 0.57 66. 13.6 6.8 2
Cyclohexanol 164. 0.55 70. 14.0 7.0
Total organics 6382. 21.3 2114, 421.9 211.

*includes 9.1 as ammonium bicarbonate plus 0.61 as ammonium acetate. pH=8.1.
**includes 17.4 as ammonium bicarbonate plus 1.21 as ammonium acetate. pH=8.3.

Table 3. Simulated Contaminant Carry-over in Humidity-condensation Process. Data
from Yoshimura (7) used in PROCESS simulation program,

Example 2,

Supercritical wet oxidation is a step that remains under evaluation. While a competing
electrochemical oxidation process (33, 24) has also not yet been proved satisfactory for dependable use in
space, for a second example of an oxidation step it makes an interesting other approach. It is of some
additional interest in that hydrogen evolved from the non-oxidizing electrode can be used for the COg
reduction process, providing an economy of operations. Some ozone and/or chlorine may be evolved, of
possible use in sterilizing final product water.

We will suppose that the process cannot be relied upon completely to provide potable or even
semipotable water, but that sterility can be assured by the oxidizing electrode and that enough of the
organic content of the washwaters and urine is destroyed so that product water can be returned as input to a
reverse-osmosis unit. Some indestructible material will accumulate as brine recycling between the
electrolysis and RO units, so a true waste stream is generated.

Removal of ionic waste is satisfied by an electrodialysis concentrating compartment included in
the electrolysis cell. (The current density required for oxidation may exceed that allowed for electrodialysis,
so this figure may be oversimplified.) The concentration of the ED brine is chosen by adjustment of the
drain. This now multifunctional electrolysis cell is drawn in Figure 2.

Figure 3 is a diagram of this water-recycling configuration. Most of the elements are similar to
those of the first example, except for restructuring the electrolysis module to include oxidizing and brine-
concentrating functions. For this example the RO module has been increased in size to include all the
clothes-wash wastewater, as another significant option.

SUMMARY AND RECOMMENDATIONS

A basic water recycling system to provide and assure quality of potable water, hygiene-wash water,
and laundry water has been described. Assurance of performance relies on simplicity, redundancy, and in-
flight repairability. Water-quality assurance relies on choices of source waters, redundant monitoring, and,
through monitoring, a means for failure analysis.

The development route is clear, leading to qualification of all devices needed for assurance of water
quality in a system for recycling 90% or more of spacecraft human needs. 100% of water requirements can
be reached if water chemically bound in trash materials is recovered by a waste-oxidation process.
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Electrolysis + Electrodialysis
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waste
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Figure 2. Combined Electrolytic Cell of Example 2. Organic contaminants of RO reject
brine are supposed incompletely oxidized by the positive electrode: some gas (CO2 and 0O9) will be evolved
and centrifugally separated. Some hydrogen will be evolved at the negative electrode, for use by the Bosch
reduction process. Ionic constituents are further concentrated by passage through ion-exchange membrarnes,
as conventional electrodialysis.

Critical decisions - Decisions necessary for specification of water recycling and water quality
assurance equipment are in part externally determined by definitions of mission, crew requirements and
construction materials, and in part by definitions of water-treatment processes. Spacecraft and habitat
environmental temperature and pressure choices also influence the water cycle, and so are to be included in
whole-system simulations. Several values external to the water-processing system, but influencing its
performance, are required as input data to obtain realistic predictions of water quality as a function of
process choices. These include: Accurate specification of water volume and time-of-use requirements for
the mission, availability of waste heat, as from electronic components, medical specification of levels for
additives to potable water: fluoride, calcium, bactericide.

Material choices of plastic or metal spacecraft components significantly influence the needs for
contaminant-trapping. Final decisions on the size and type of contaminant traps require (1) that results of
current toxicological research be followed for new information on hazards and limits, and (2) that
components of the spacecraft that can directly or indirectly contact the water supply be characterized as soon
as selected, for normal degassing and corrosion products and also decomposition and corrosion products of
failure modes' (e.g. overheating) . It is not implied that materials should automatically be excluded for
degradation potential, since in most cases adequate control of degradation products can be provided.
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Condenser B H20 vapor: 60 T

Latent H20:
2160

Potable
2520
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Osmosis or

Electrolysis

IBrine:2679

Figure 3. Example 2: Closed-Loop Water Supply.

The most critical water-system decisions are seen as: oxidation method (supercritical wet
oxidation vs. other), water purification (RO vs distillation), and impurity trapping (ion exchange and
carbon adequacy). These choices are to be made on the basis of recommended testing.

The method applied here, analysis of wastewater sources and water needs, followed by choice and
adaptation of technology, aand optimization using chemical process simulations by computer, can be
applied to many industrial and home situations, where recycling can provide both safe disposal and reliable

supply.
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INTRODUCTION

For the past several years, the Science and Technology Laboratory at Stennis Space Center (SSC) has
been involved in the development and application of air and water purification systems. This technology is
based on the combined activities of plants and microorganisms as they function in a natural environment.
Early efforts dealt with the use of artificial or constructed wetlands for wastewater treatment. Numerous
communities as well as corporations have adopted this technology. In fact, all of the wastewater at SSC is
treated using these types of systems. More recently, researchers have begun to address the problems
associated with indoor air pollution. Various common houseplants are currently being evaluated for their
abilities to reduce concentrations of volatile organic compounds (VOCS) such as formaldehyde and benzene.

With development of the Space Exploration Initiative (SEI), there will be significant increases in mission
duration. Problems with resupply necessitate implementation of regenerative technology. Although the final
system may primarily be based on physicochemical processes, it is feasible to consider the application of
bioregenerative technology for the air/water purification.

Aspects of bioregenerative technology developed at SSC have been included in a prototype habitat known
as the BioHome (Figure 1). A 650 SF structure, the BioHome functions as a pilot system to facilitate analysis
of bioregenerative technology in a semi-closed environment. The ultimate goal is to employ this technology in
conjunction with physicochemical systems for air and water purification within closed systems.

The BioHome is divided into two regions. one is designated as a living area while the second contains the
wastewater treatment system, This system is a modified version of an artificial wetland, relying on vascular
plants and microorganisms to effect the treatment process. The system is housed within 6 - 8 inch segments of
polyvinylchloride (PVC) pipe ranging in length from 10 to 12.75 ft. and contains plants such as canna lilies
(Canna) and bulrush (Scirpus). In addition, there are various types of porous substrate included such as
activated carbon. Due to increased surface area, the substrate material promotes biofilm development, a
process integral to successful treatment of wastewater (1). In addition, biofilms also play a role in the
presence or absence of bacterial pathogens (2).

Prior to inclusion of bioregenerative air or water purification systems in a closed environment, it is
necessary to fully assess the associated risks. It is expected that wastewater will have a characteristic
microflora, some of which will be pathogenic. Similarly, biological contaminants may be airborne. The bulk
of the latter group will probably originate in the abundant plant material present. There is a potential
problem in closed systems with build-up of airborne microbes that may be attributed to the lack of ozone and
ultraviolet rays. These elements are present outdoors and comprise what is known as the "open air factor” (3).
Consequently, there is a tendency for microbial survival to be enhanced indoors due to the absence of this
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effect. Devices such as HEPA filters may be used to reduce some biological airborne contaminants, however
they will not alleviate the problem. Similarly, chemical contaminants may occur in ambient air. They stem
from a variety of sources including building material, plants, and humans.

Earlier preliminary studies have dealt with partial assessments of biological contaminants in the BioHome.
Data indicated that the wastewater treatment system exhibited tremendous potential for reduction of bacterial
pathogens such as Salmonella (97.53%) and Shigella (98.52%) (4). Similarly, the biological oxygen demand
(BOD) and fecal coliform counts were significantly reduced (Tables 1, 2). Studies analyzing ambient
microflora revealed relatively low levels of bacteria and fungi present. Bacterial genera included Bacillus
Escherichia, Flavobacterium, Klebsiella, Micrococcus, and Staphylococcus. Fungal isolates were identified as
members of the genera Aspergillus, Mucor, and Penicillium,

The purpose of this study was to continue the risk assessment of bioregenerative technology with emphasis
on biological hazards. In an effort to evaluate the risk for human infection, analyses were directed at
enumeration of fecal streptococci and enteric viruses within the BioHome wastewater treatment system.

MATERIALS AND METHODS

Fecal Streptococei Analysis: For a period of ten weeks, weekly water samples were taken from both
effluent (segment 1) and effluent (segment 6) sites of the treatment system. Using the membrane filtration
technique, appropriate volumes of sample were analyzed using Gelman GN-6 0.45 m sterile filters. Following
filtration, the filters were aseptically transferred to KF agar and incubated at 35°C for 48 hours (5). The
density of fecal streptococci/enterococci per 100 ml was cal~ulated using only those plates with colonies
numbering in the desired range (20 to 60). Verification of isolates was accomplished according to the
protocols outline in A.P.H.A’s Standard Methods (5).

Enteric Virus Analysis: Measured quantities of wastewater were pumped through 90 mm IMDS Virosorb
membranes for a total of 27 samples. The majority of samples were taken from the effluent sampling port.
Additional samples were obtained from segments 3 and 4 as well as the septic tank. 90 mm membranes were
eluted using 80 ml of 0.1 M glycine, pH 10.5. The eluent from this step was then passed through a 47 mm
Virosorb membrane and eluted with 5 ml of 0.1 glycine, pH 10.5. Next, 10% PSF and 0.1 (10X) gentamicin
was added, sample pH was adjusted to 7.0, then the sample was incubated at 35°C for one hour. Samples
were then centrifuged at 1900 X g for 20 minutes, filtered (0.20 micron), and distributed into 1.5 ml aliquots
for storage at -70°C. For purposes of inoculation, Linbro plates were prepared from stock MA-104 cells and
.allowed to settle for 24 hours. Next, the growth medium (L-15) was removed by aspiration and each
monolayer inoculated with 0.1 ml of undiluted sample. Following an incubation period of one hour at 35°C,
monolayers were covered with 1 ml of maintenance medium and incubation continued. Plates were observed
daily for evidence of cytopathic effect for a total of seven days (6).

RESULTS

Results of the fecal streptococci analysis indicated that the wastewater treatment system significantly
reduced numbers of this group (Table 3). Influent samples over the 10 week period averaged 53 CFUs
(colony forming units)/100 ml. None of the effluent samples exhibited any growth. Consequently, the system
is 100% effective in the reduction of fecal streptococci/enterococci.

To date, no viruses have been isolated from any portion of the wastewater system. 27 samples were
screened for the presence of enterics with no evidence of cytopathic effect.

DISCUSSION
It is encouraging to find that fecal streptococci are virtually removed from the wastewater. This

group, also known as the Group D streptococci, has been linked to high incidences of urinary tract infections
as well as abdominal lesions and are resistant to numerous antibiotics (7). Similarly, the absence of enteric
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viruses is a promising finding. There are several factors that may account for the low levels and/or absence of
these groups. First, the septicity of the tank preceding the artificial wetland may be such that conditions are
unfavorable for both groups. Factors such as high NH, content may limit survival, particularly with respect to
enteric viruses. It is also possible that the relative numbers of both groups are comparatively low in the raw
wastewater. The majority of sewage that is used for the BioHome studies is derived from that which is
generated on site at SSC. Consequently, the presence or absence of a particular group of microorganisms is a
reflection of resident microbial population associated with the raw wastewater.

The analysis of these data along with previous studies support the finding that artificial wetlands may
provide a suitable means of reducing the number of pathogens in wastewater (8, 9). Several studies have
documented the advantages of aquatic and wetland plants for the treatment of wastewater (10, 11). It has been
theorized that plants perform two functions in an artificial wetland system. The first is that they provide
increased surface area for microbial attachment, an important consideration since the treatment process relies
on microbial activity. The second function relates to the transport of oxygen to the root zone, or rhizosphere,
thereby producing an aerobic environment (12). The resultant aerobic zone supports a microbial consortium
that effects modification of nutrients, ions, and other compounds while the aerobic/anaerobic interface serves
to enhance the processes of nitrification and denitrification (13).

It is interesting to note that plants have additional mechanisms to dictate the types of microorganisms
found within the rhizosphere. Studies by Bowen and Rovira (14) revealed that several regions of the root
produce compounds that leak from the root or may be pumped out as a result of metabolic activity. Such
compounds were identified as inhibitory to certain microorganisms. Broadbent et al (15) theorized that such
antibiotic activity may be involved in significant coliform reductions associated with artificial wetlands.
Similarly, Palmateer et al (16) found that coliform reduction was enhanced substantially during the summer.
This reduction coincided with an anoxic period, suggesting the ability of plants to translocate oxygen to the
rhizosphere, thereby providing an explanation for improved coliform removal in vegetated systems.

These findings are also supported by Seidel (17) whose studies included Juncus effusus, Scirpus lacustris
and Phragmites communis. Seidel maintains that excretions from the plants either partially or completely kill
pathogenic bacteria while heterotrophs are left unharmed. Unfortunately, the author neglected to include
relevant reference material. Consequently, the validity of these finds must be carefully considered.

Pathogens are known to be removed by physical/chemical processes (filtration and adsorption) and by
biological inactivation and predation (18). However, biofilm development also plays an important role in their
presence or absence. In a study utilizing granular activated carbon (GAC) , it was determined that the
autochthonous microbial community influenced pathogen survival (2). When pathogens were introduced to
sterile GAC in the presence of heterotrophs, they attached at levels similar to those found in pure culture,
then decreased. However, when the two were added to GAC with a mature biofilm, the pathogens attached
at lower levels and decreased at a more rapid rate.

Future research will address the enumeration of bacterial pathogens as it relates to biofilm development
on activated carbon. similarly, efforts will continue in the characterization of fecal streptococci and enteric
viruses associated with the wastewater treatment system.
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DATE
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7/89
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BIOHOME MEAN MONTHLY BOD VALUES
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DATE
6/89
7/89
8/89
9/89
10/89
11/89
12/89
1/90
2/90
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10°
10°
10°%
10%
10°
104
10°
10%
10*
10%
10%
10°

EFFLUENT
1
1
800
6000
8000
1
6000
530
10
1
150
1

BIOHOME FECAL STREPTOCOCCI DENSITIES (CFUs/100 ml)

WEEK #
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[

INFLUENT

58
57
59
45
56
50
57
49
50
52
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ABSTRACT

The Land Analysis System (LAS) is an interactive software system, available in the public domain, for the
analysis, display, and management of multispectral and other digital image data. The system was developed to
support the earth sciences research and development activities at the NASA Goddard Space Flight Center
and the USGS EROS Data Center. Initially released in the fall of 1985, LAS provides over 240 applications
functions and utilities, a flexible user interface, complete on-line and hardcopy documentation, extensive image
data-file management, reformatting, and conversion utilities, and high-level device independent access to image
display hardware. This paper summarizes the capabilities of the latest release of the system (Version 5.0).
Emphasis is given to the system portability and the isolation of hardware and software dependencies in this
release.

INTRODUCTION

The Land Analysis System (LAS) was developed by the Space Data and Computing Division and the
Laboratory for Terrestrial Physics at the NASA Goddard Space Flight Center (GSFC) in cooperation with the
U.S. Geological Survey EROS Data Center (EDC). The Transportable Applications Environment (TAE)
[1,2] is used to provide a standard user interface and a unified environment for function development'. The
LAS was originally implemented under the Digital Equipment Corporation® VMS operating system and
installed on several VAX 11/780 computer systems at GSFC and EDC following the successful completion of
acceptance testing [3] in August 1985. Since that time, the number of LAS installations has increased to over
80 sites to support research, production and education oriented image processing. A description of the initial
release of LAS (version 3.2) can be found in an earlier paper [4].

The immediate objective in developing LAS was to satisfy the image processing requirements as identified
by the science user community. The long term objectives were to: 1) develop transportable software that can
be shared among government agencies and installed on a variety of computer systems; 2) incorporate a
comprehensive user-friendly interface and array of executive services supporting raster data input,
management, and display; and 3) provide a reliable, fully documented, and easily supported library of
applications software functions that can be combined to support routine operational tasks, while maintaining a
flexible environment in support of research for earth science data applications.

! LAS and TAE are available in the public domain through the Computer Software Management and Information Center
(COSMIC) at the University of Georgia, Athens, Georgia.

2 Any use of trade names and trademarks in this publication is for descriptive purposes only and does not constitute
endorsement by NASA or the U, S. Geological Survey.
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There is an ongoing effort to further enhance the functionality and utility of LAS, not only through the
development of new and enhanced applications functions and system utilities but also through the
implementation of LAS on microprocessor based workstations running under non-VMS operating systems.
The extension of LAS to the workstation domain provides a number of advantages: 1) allows greater flexibility
in the configuration of hardware and software to meet the needs of a particular application; 2) lessens the
potential impact of processing resource conflicts on users by placing a significant amount of dedicated
processing resource directly under the control of the user; and 3) allows more efficient utilization of the host’s
computer’s resources by distributing highly interactive data capture, display, and analysis tasks to the
workstation. Also, the availability of LAS is expanded to a larger number of potential users.

APPROACH

To maximize the portability of LAS it was necessary to minimize and isolate dependencies on specific
computer hardware, operating system, and peripheral devices. These portability requirements have had a
major influence on the continuing evolution of LAS by dictating the development of highly transportable and
functionally modular software as well as the utilization of hardware independent interfaces and integration
techniques. The utilization of TAE inherently enhances the portability of LAS, isolating the user from the
underlying operating system and assisting the applications programmer by providing such services as a
common data interface for terminal access and communication, parameter definition and ingest, message
handling, and session logging. In addition, TAE provides considerable flexibility in packaging software to
meet the needs of a particular application by providing convenient mechanisms for user menu definition and
allowing commonly used functions to be combined into single procedures or "procs.” The availability of these
services frees program developers from redundant design tasks and simplifies the development and integration
of new applications functions.

The three major enhancements to the system which were requested by NASA users [5] will be
incorporated in the Version 5.0 release. Details of these enhancements are presented in this paper. Two of
the three enhancements are already complete: 1) removal of the file group implementation (in which each
band is stored in a separate file) of the multispectral images; and 2) developing a portable implementation of
the system. The third enhancement, improved catalog manager performance in file archival and restore, will
be completed for the 5.0 release in December 1990.

SYSTEM OVERVIEW

The LAS provides a flexible and comprehensive environment for image processing by integrating the
following software system components:;

o the TAE user interface that is consistent, flexible, and can be used effectively by both novice
and experienced users from an ASCII terminal or by mouse-driven commands on a graphics
work-station;

o} a comprehensive set of over 240 applications functions for input, analysis, and storage of a
variety of digital image and geographic data in raster form;

o} a uniform syntax for file naming spanning different operating systems;
o the Display Management Subsystem (DMS) to provide high level device independent

manipulation of color image displays and 8-bit work-stations under X-Windows;

o interface routines to support data transfer between the LAS and optional, site-specific
external software packages (e.g., geographic data entry and statistical analysis systems); and

0 support routine libraries and documentation to facilitate the development of new applications
functions.
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The LAS is fully documented with hardcopy manuals and on-line help information under TAE. Image
history and session logs are automatically maintained at the discretion of the user. Processing history
information is maintained for all LAS images and includes image names, applications functions used, and
parameter values. The user can elect to add comments to, list or delete records in the image history. The
optional session log is kept for interactive sessions by TAE. It is a record of the pertinent user entries,
program messages, and results appearing at the user’s terminal. The user also has the option to print or
delete the current session log before logging off the system. The tabular data interface provides flexibility in
that appropriate interface functions may be modified to use different data base management, statistical
analysis, and vector data processing systems. In addition, system manager documentation and release notes
are provided for installing, running, and maintaining the system.

OVERALL DESIGN ENHANCEMENTS

The current release of LAS contains significant improvements to the previous release (Version 4. 1). The
design and implementation of the entire system has been substantially changed while maintaining as much as
possible the external appearance, functionality and operability of the original system. Many of the design
changes were made in the interest of enhanced hardware and operating system portability. Moreover, the
subroutine libraries were redesigned to provide simplified scenarios for applications programmers. The
myriad special file formats of Version 4.1 were eliminated in favor of more system uniform file formats. In
addition, an effort was made to use the ASCII file format wherever appropriate to allow users to directly
create, list, edit or transmit such files over network and other distributed system environments.

A set of LAS coding standards for the C and FORTRAN languages was developed for the development
of transportable software. The LAS library of system support routines for disk and tape access and data
manipulation, originally written in the VMS MacroAssembler language was rewritten in C. The majority of the
system is now implemented in the C programming language although there are still few components of the
system written in the standard FORTRAN-77 language. The Image Input/Output subroutines were entirely
rewritten to be based on the TAE "xi" image I/O package. A side-effect of this decision is an increased
dependence on the port of TAE to a new operating system before LAS can be implemented in that same
environment. All bands of an image are now contained in a single file (rather than a separate file for each
band as in earlier LAS versions). This configuration allows applications to either process all image bands at
once as if the data were stored in a band interleaved-by-line format or one band at a time, as deemed most
appropriate and efficient by the applications programmer. Processing all bands at once has significantly
improved wall-clock performance benchmarks for most LAS applications.

Image files (denoted by the suffix ".img") have logically associated history (suffix "his") and data descriptor
record (suffix ".ddr") files which are used during image manipulation to determine image size, data-type and
other specialized information related to the image. Image geo-referencing is now carried throughout the LAS
system by use of new entries in the ".ddr" files. Applications such as TM data magnetic tape ingest, geometric
transformation, image concatenation and others now access the new fields in the ".ddr" files created for that
purpose. For example, ingest of a TIPS format full scene from magnetic tape now places the latitude and
longitude coordinates for the four comers of the image into the disk image’s data descriptor record at the time
of data ingest. The "lab.lab" file, of the LAS Version 4.1 and earlier, used the VMS exclusive Indexed
Sequential Access Method (ISAM) format. This VMS dependency has been eliminated by the image
associated files ".img", ".ddr" and ".his".

The Baseline library (i.c., the LAS support subroutines and the applications functions) has been built and
tested under VAX/VMS on several different Digital Equipment Corporation computers, and under
UNIX-based operating systems on SUN3 and SUN4 work-stations and a Powernode 9050 computer. Specific
non-portable software modules are identified for potential users so that estimates of the level of effort
required to port to new machines can be made more readily. Areas in which adjustments are known to be
required for new system ports are in the area of the magnetic tape support library where operating system
interfaces are necessary to manipulate magnetic tape drives and in many C language include files which define
constant values such as the maximum and minimum range of values for data types such as float, long, etc.
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Such areas as may need modification for untested operating systems are limited to the support software
libraries rather than the application functions themselves with the exception of one or two specialized
application functions which must behave differently depending on the host operating system.

The Baseline library can be used under any of the above named operating systems, The Contributed
library is a collection of unsupported software from the LAS user sites that is available as part of the system
release. The baseline version of the release has been configured into four separate directory trees called
TAE, World, LAS and DMS, The LAS and DMS directories contain the unique applications and support
modules which make up each system. The World directory consists of Applications and support routines
which are required by both LAS and DMS users and programmers. This structure was created to avoid
maintaining duplicate software for LAS or DMS users who may be interested in installing only one of these
systems on their host computer. The TAE directory which is included in the release consists of the latest
version of TAE currently installed at the user site and may be upgraded independently of the LAS, DMS, and
World directories.

FUNCTIONAL ENHANCEMENTS

User Interface

User access to the LAS software is provided by the Transportable Applications Environment (TAE). The
TAE was developed as part of a separate project at GSFC as a generic user interface and Environment for
applications programs. The TAE provides: menu or command-driven function selection; an option for
interactive prompting of function parameters; on-line help capabilities; interactive asynchronous and batch
processing; and access to the host operating system without exiting from TAE. Additionally, users now have
the option of using the system via keyboard on traditional ASCII terminals (using TAE Classic) or by
mouse-driven commands on graphic workstations (using TAE Facelift).

Under TAE-Classic or Facelift, the LAS functions can be selected from menu screens or by command
entry. Function parameters can be specified interactively using the tutor screens or by command entry. The
functions can be selected from menus or by command entry and can be executed interactively, asynchronously
or in batch mode. In the menu mode a user can search through a hierarchical structured menu tree to locate
a specific function. The menu choices are either applications functions, commands, help, or other menus. In
the command mode, the user can activate a function by entering its name and the required parameters.

Under TAE-Facelift users can select application programs or open help windows for applications via
mouse-button clicks. The user may switch from menu mode to command mode at any time during a session
and TAE-Facelift users can enable or disable Facelift at any time from command mode. For a more complete
description of the TAE see [1,2].

When an application is selected in menu mode, TAE automatically displays the tutor screens to prompt
the user for the needed parameters. The user may also enter the tutor screens by typing "TUTOR" and the
function name while in command mode. The TAE-Classic user enters values by typing the parameter name
and its value e.g., "IMAGE =Harrisburg" and may obtain additional information on any parameter by typing
HELP and the parameter name e¢.g., "HELP IMAGE". Most parameters may be abbreviated to the set of
characters that makes them unique, e.g., if no other parameters had "T" as the first letter then "TMAGE" could
be abbreviated as "I". Once all required values are given, the user may either execute the function or save the
parameter values to a parameter file. The parameter file can be recalled, edited, and used to execute single
LAS functions in batch mode. Alteratively, a procedure file can be created using the host editor to execute a
series of functions in batch mode.

The TAE-Classic provides a number of additional capabilities that serve to minimize the amount of
repetitive typing needed to execute a LAS function: parameters are validated prior to program execution and
the user is re-prompted for invalid entries; spectral and spatial subsets can be given as part of the image
name; meaningful default values are provided for optional parameters; function sub-commands limit the
prompts in tutor mode to only those parameters that are relevant under the selected processing option.
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On-line help information is available to describe TAE menus, TAE commands, LAS applications programs,
and program parameters.

TAE-Facelift users are able to reduce typing commands to a minimum while retaining the conveniences
and functionality of the TAE-Classic mode of operation. By means of mouse-button selections,
graphics-workstation users can select parameter options and open several help and utility windows
simultaneously while tutoring on the selected application. Input file names and other such entries must still be
typed at the keyboard, of course, but the amount of keying is greatly reduced by the ability to select most
parameter values from option lists and save or restore parameter selections, run the application and perform
other TAE operations by mouse-button clicks alone.

Applications Functions

The LAS includes over 240 applications functions to process raster data in a number of data types,
including byte, integer*2, integer*4, and real*4. The documentation for each function includes: revision date,
purpose, parameters, algorithm, error messages, examples, prerequisites, processing limits (e.g., maximum
image size, number of categories, and data types allowed), and references. The hard-copy documentation is
generated from the on-line documentation and is accessible through the TAE help facilities. The original
functionality of the LAS Version 4.1 was preserved or enhanced in response to user requests during the
implementation of the Version 5.0 technical standards.

File Management

A simplified file management capability has replaced the catalog manager sub-system of the earlier LAS
design. This, along with other system enhancements, has reduced the load on system management, run-time
resources and wall-clock response time overall. The new system still provides the basic functions of the
original system without the overhead in system resources and need for special attention by the system
manager. The system now provides: 1) naming conventions that are independent of the host operating system;
2) an alias capability for the abbreviation of file names; and 3) utilities for the archival and retrieval of data
files to and from magnetic tape.

Display Management Subsystem

The LAS display application functions use the Display Management Subsystem (DMS) to provide a
device-independent interface to color image display devices. DMS minimizes application software
dependencies on a particular display device by providing a generic set of image manipulation functions for
device allocation, deallocation, and initialization; image transfer and setup; image viewing alteration; cursor
manipulation; and image enhancement. At the lowest level, DMS is dependent on the characteristics of the
particular display being used. The DMS libraries above this level can be considered to be transportable,
meaning they are not dependent on the capabilities of a particular display. This transportability also applies
to the display application functions that use DMS. Consequently, ‘when a new display is to be used, only the
lowest level, device dependent libraries must be modified. Like TAE, DMS can be used independently of
LAS. For a more detailed description of DMS see Perkins et al., [6].

LAS image data can be displayed and manipulated using special hardware features such as panning and
zooming. The modified image, image intensity mapping tables or graphics, and annotation information can be
saved in disk files for later use. The LAS display functions use the DMS utilities to: allocate and deallocate a
display; show display status information; load images to the display; save display images to disk; assign colors
to intensity values; apply, modify, save, and restore graylevel and pseudocolor mappings; flicker series of
images and look-up tables; perform operations on images including arithmetic, logic, rotations, zoom, and
convolutions; define, enable, or disable the cursor, and return intensity values and coordinates at cursor
position. The mensuration and graphics display functions allow the placement and editing of points, lines,
polygons, and annotation on the graphics planes of the display. These graphics can be associated with a
specific image (or image subset), such as training sites for supervised classification.
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DMS has undergone extensive modifications with the result that the new subroutine libraries are no-longer
compatible with earlier versions. An X-Window version of device dependent software has been developed
which allows limited display capabilities on 8-bit graphic work-stations. This capability may be used for
quick-look, pseudo-coloring, and control-point selection. The X-Windows device-dependent routines were
developed under the MIT X11R3 protocol and are therefore compatible with release 3 and 4 of the X11

software.

The GSFC version of LAS will contain the DMS Version 3.0 as it’s display system while the DMS Version
1.2 and earlier will be available from the contributed software library as a part of the release. Display
applications will be documented as LAS Display Modules (LDM) in the LAS Version 5.0. The "Umbrella"
version of the display applications will be released, however, such that all display modules will be run under a
controlling, menu-driven, application module. This scenario provides speed in operation but at the cost of
flexibility in inter-mixing DMS and LAS commands. The nonumbrella version of the applications will also be
made available to users through the contributed software library. The Display Management Subsystem under
TAE provides a high level, device-independent interface to display hardware. DMS uses the low-level
libraries for display manipulation as provided by the respective vendors including vendor implementation of
the X-Windows graphics protocol. Thus, DMS allows new display hardware to be used with LAS without
modification to the applications functions.

Support Routine Libraries

A set of support routine libraries were developed for use by applications programmers. The libraries
include: geometric coordinate translation, image input/output, data descriptor record (ddr) manipulation, pixel
value manipulation, statistics and magnetic tape I/0, and others. The geometric coordinate translation
routines are used to translate coordinate pairs between different map projections. The image I/O functions
provide efficient read, write, and update access to image data independent of data type. The data descriptor
record manipulation (ddr) functions are used to read, write, or update the LAS image labels. Pixel
manipulation functions perform unary (e.g., logarithm), binary (e.g., arithmetic or logical), and miscellaneous
(e.g., data type conversion) operations on image lines or line segments. The statistics I/O functions can be
used to update, search, and delete information within the hierarchy of the LAS statistics files. A utility library
provides miscellaneous capabilities such as for parsing input image names, printing messages to users and
others.

CONCLUSIONS

The LAS is used at EDC, GSFC, and over 80 other sites to support production, research, and education
oriented image processing and Version 5.0 satisfies the user requirements specified in [5S]. The current system
design allows the same body of LAS source code to be built (e.g., compiled and linked) under both VMS and
Unix-based operating systems. The new release has been tested under the VMS, SUN3, SUN4, Gould
Powernode 9050 and IBM AIX operating systems, Dependencies on proprietary software have been removed
while system interfaces to statistical and other outside software packages have been preserved. Other
enhancements include a simplified file management system, enhanced display capabilities, and operations
through mouse or keyboard.

The functional advantages of the current release (version 5.0) can be summarized as follows:

o The system is no longer bound to the VMS operating system. The same body of source code
can be installed under VMS or UNIX-based operating systems,

) The Catalog Manager has been removed from the system greatly reducing system overhead
and increasing overall response time and replaced by the File Management System which
provides a uniform file naming syntax independent of the host operating system.

o Multi-band images have been consolidated into a single file, eliminating the file group
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construct of previous versions of LAS.

o Hard copy applications users guides are generated from the online documentation. Online
and offline documentation is now identical.

o Single user interface, under TAE independent of the host operating system in which novice
users can select functions from menus and be prompted for parameters, while experienced
users can select functions and define parameters via terse commands on ASCII terminals or
by mouse driven commands on graphic work stations.

o The LAS, DMS, WORLD, and TAE support libraries facilitate the integration of new
applications functions.

0 The Display Management Subsystem under TAE provides high-level device independent
access to image displays and 8-bit workstations under X-Windows.

o Tabular data interface routines in the LAS Contributed Library facilitate data transfer
between LAS and site-specific external software systems
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ABSTRACT

The instrument complement of the EOS satellite system will generate data sets with potential interest to a
variety of users who are, for instance, now just beginning to develop geographic information systems tailored
to their special applications and/or jurisdictions. Other users may be looking for a unique product that
enhances competitive position. The generally distributed products from EOS will require additional value
added processing to derive the unique products desired by specific users. Entrepreneurs have an opportunity
to create these proprietary level 4 products from the EOS data sets. Specific instruments or collections of
instruments could provide information for crop futures trading, mineral exploration, television and printed
medium news products, regional and local government land management and planning, digital map directories,
products for third world users, ocean fishing fleet probability of harvest forecasts, and other areas not even
imagined at this time. This paper looks at the projected level 3 products that will be available at launch from
EOS instruments and speculates about commercial uses of the data after value added processing.

BACKGROUND

The Earth Observing System is planned to the primary NASA system that supports the national and
international Global Change Program. The first satellite platform will be launched in calendar year 1998.
This platform will carry a payload of between 8 to 12 sensor systems. The selection of the instruments has not
been made at this time. It may be by the time of the meeting at which this paper is being presented. The
payload will be determined based on contributions to global science observations and financial constraints.
The financial constraint depends on congressional action on the FY91 budget and total program authorization.
Since the FY91 budget is still in negotiation between the President and Congress the payload cannot be
selected at this time.

Over the past year an Investigators Working Group (IWG) has been meeting. The IWG has been active
in providing recommendations to NASA management on the EOS Science Plan, establishing a preliminary list
of data products to be available at launch, and recommending an instrument payload for the first EOS
platform. It is the list of initial data products that this paper wants to make the end user community aware.
At this time the number of at launch products approaches 3000 in number. This list will probably undergo
evolution to be reduced to a set of products numbering in the 100’s in order to be more manageable.

The data products of course depend on the instrument payload of the first EOS platform. The next
section provides a short description for the candidate instruments. These instruments are considered to be
Facility Instruments that support a large science team or Principle Investigator Instruments that support
science in specific research areas. If you do not want to read the instrument descriptions skip over the next
two sections.

The Proposed USA Facility Instruments for EQS-A

The following list contains those instruments that are currently considered the Facility instruments for EOS-A:

1) The Moderate Resolution Imaging Spectrometers-Nadir or Tilt (MODIS-N, MODIS-T)

The Nadir MODIS provides 24 hour day and night global coverage of the Earth by scanning through
the nadir with a +- 55 degree field-of-regard. This instrument provides a nominal 1000m GIFOV
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from a 705km altitude in 38 narrow spectral bands from 413nm to 14.3um. Selected spectral bands
will have improved ground sample distance to provide 8 bands with 500m GIFOV and 2 bands with
250m GIFOV. MODIS-N has removed the polarization sensing bands from its complement of
capabilities. This instrument delivers 1.7 x 10* bits per day to the Data and Information System.

The Tilt MODIS provides a visible spectral region spectrometer with a slightly narrower
field-of-regard, +/- 45 degrees, and has a 1.1km GIFOV. The minimum spectral interval provides
15nm bandwidths over 32 contiguous bands starting at 410nm wavelength. The field-of-regard is tilted
to positions fore and aft of the orbital track to avoid specular glint off of the oceans and to perform
bidirectional reflectance studies. The ocean science for this instrument requires that polarization
sensitivity be less than 2.5% over the field-of-regard for pointing angles less than 20 degrees fore or
aft. The primary mission for MODIS-T is to support world bioproductivity (ocean color) research,
thus bidirectional reflectance studies occur on a scheduled basis rather than all the time.

2) Atmospheric Infrared Sounder (AIRS)

AIRS is a scanning radiometer with a +/- 49 degree field-of-regard and provides continuous
soundings of the atmosphere in up to 4280 contiguous spectral intervals (wavenumber interval
between 0.5 cm-1 to 2.0 cm-1 in bandwidth) in the 3.7um-17um spectral region. AIRS will provide
important atmospheric correction data for the MODIS in addition to its sounding products. The
GIFOV equals 50km in most of the channels and selected channels with 15km GIFOV’S. This
instrument has the potential to provide pressure and temperature profiles of the atmosphere with a
vertical resolution of 1km. The current AIRS approach uses a grating spectrometer and requires a
cryogenic refrigerator for the large infrared focal plane.

3) High Resolution Imaging Spectrometer (HIRIS)

HIRIS compliments MODIS operation by providing higher spatial resolution with a narrower swath.
At nadir the GIFOV is 30m with a swath width of 30km. This instrument operates as a system to
sample selected data about the spacecraft subtrack. The FOV can be directed to targets within a
field-of-regard 60 degrees up track, 30 degrees down track, and +/-24 degrees acrosstrack. The
HIRIS is an imaging grating spectrometer with spectral ranges in the visible to near IR and the
SWIR. As with AIRS the infrared focal plane is cryogenically cooled with a refrigerator.

4) Advanced Microwave Sounding Unit (AMSU)
AMSU is a microwave radiometer providing measurements of atmospheric temperature and humidity.
This complements the infrared measurements of AIRS. It is a 20-channel instrument divided into
AMSU-A and AMSU-B subsystems. AMSU-A primarily provides atmospheric temperature from the
surface to 40km altitude in 15 channels, i.e., 23.8 GHz, 31.4 GHz, 12 channels between 50.3 to 57.3
GHz, and 89 GHz. Coverage is approximately 50 degrees on both sides of nadir, with a GIFOV of
50km. AMSU-B provides atmospheric water vapor in 5 channels at 89 GHz, 166 GHz, and 183 GHz.
Coverage is the same as AMSU-A, but the GIFOV is 15km.

Currently, AMSU-A is the only AMSU subsystem planned for EOS-A, although the accommodation
of AMSU-B is being studied.

Potential Principle Investigator Instruments for EQS-A

The following Principal Investigator instruments may be included in the EOS-A payload:
1) Cloud and the Earth’s Radiant Energy System (CERES)

The CERES are a pair of scanning radiometers similar to the Earth Radiation Budget instruments
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2)

flown on previous missions. They are broadband radiometers with three channels: total radiance
(.0.2um to 100um), shortwave (0.2um to 3.5um), and longwave (6um to 25um). One radiometer scans
crosstrack, and the second scans in a constant angle rotating plane. The GIFOV is 2.3 degrees by 3.4
degrees.

High Resolution Microwave Spectrometer Sounder (HIMSS)

HIMSS is a dual band scanning microwave radiometer. It scans in a constant angle rotating plane
with a GIFOV of 5km at 90 GHz and a 50km GIFOV at 6.6 GHz. HIMSS is used to derive
parameters for precipitation rate, cloud water, water vapor, sea surface roughness, ice, and snow.
HIMSS has a 2m parabolic antenna with a scanning feed subsystem.

The following PI instruments are new capabilities with characteristics that compliment the facility instruments:

3)

4)

6)

8)

Multi-angle Imaging Spectroradiometer (MISR)

MISR provides data on bidirectional reflectance properties using fixed field-of-view pushbroom
sensors operating in the visible to near infrared. There are four sensors looking forward and four
looking aft with a separate nadir viewing pushbroom sensors. The viewing angles are 28.5% 45.6°, 60°,
and 72.5°. Four narrow spectral bands are used in each of the sensors in the spectral region between
440nm and 860nm. The spatial resolution is 1.73km in normal mode and 216m in local mode. The
field-of-view is 27° for the sensors observing at an angle of 28.5°. This swath width is matched by the
other sensors with the FOV corrected for the angle off the nadir. All FOV’s are centered on the
orbital track.

GPS Geoscience Instrument (GGI)

The GGI uses 18 dual frequency Global Positioning System (GPS) receiver-processor units and 3
distributed GPS antennas to provide centimeter level global geodesy, atmospheric temperature
profiling, ionospheric gravity wave detection and tomographic mapping, and precise attitude
determination in support of other instruments.

Lightning Imaging Sensor (LIS)

The Lightning Imaging Sensor observes the distribution and variation of lightning over the Earth.
This sensor uses a solid-state staring army with a very narrow band filter in the visible spectrum and
special signal processing electronics to threshold and detect lightning events and the time of their
occurrence.

Earth Observing Scanning Polarimeter (EOSP)

The EOSP simultaneously measures radiance and degree of polarization in 12 spectral bands from
410nm to 2250nm. The GIFQV is 10km over a swath of +/- 55 degrees acrosstrack. This is the only
polarimeter proposed for EOS.

High Resolution Dynamic Limb Sounder (HIRDLS)
HIRDLS is a synergistic combination of two PI instruments to provide a single capability to observe
atmospheric constituents in the upper troposphere, mesosphere and stratosphere. This radiometer

scans in azimuth and elevation while observing the atmosphere above the limb of the earth. 3km
vertical steps are observed over a 70km range in altitude above the limb. 12 spectral bands are used

from 6.1um to 17.3um.

Measurements of Pollution I in the Troposhere (MOPIT or Tropospheric Radiometer for
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Atmospheric Chemistry and Environmental Research (TRACER)
These instruments measure the upwelling radiation from carbon monoxide and potentially methane

and ammonia in the troposhere. Both use gas correlation radiometers and differential detection
processing. One or the other of these sensors are candidates for EOS-A.

9) Stick Scatterometer (STIK SCAT)
This is an active microwave radar that uses 6 fixed fan beam antennas and operates in the 13.995 GHz
regime with dual polarization. This instrument uses a doppler processor and provides 1200km swaths
with 25/50 km resolution,

Potential Japanese Facility Instrument for EQS-A

The Intermediate Thermal Infrared Radiometer (ITIR) is a candidate to be supplied by the Japanese
Space Agency (NASDA). The ITIR is a 14 band pushbroom scan radiometer with 60km a crosstrack swath.
There are 3 visible bands at 15m GIFOV, 6 SWIR bands at 30m GIFOV, and 5 thermal infrared bands at 90m
GIFOV. The field-of-view is pointable both fore and aft and in the crosstrack.

PROPOSED DATA PRODUCTS

This paper will not try to give an detailed preview of EOS data products that are planned to be available
at launch and then in the time frame a year post launch. However, the nature of the data base is shown.

The proposed list of data products for the EOS program now numbers around 3300 for both the at launch
and post launch time frames. The at launch products will be comprised mostly of Level 1 radiometrically
corrected digital data and Level 2 radiometric data that has been gridded to one of several Earth located
map projections. Of more interest will be Level 3 products that begin to derive geophysical parameters.
Many Level 3 products will be available at launch. These Level 3 products will encompass ocean chlorophyll,
sea surface temperature, land surface temperature, fire locations, cloud cover, vegetation index, vegetation
type, biomass, atmospheric temperature and humidity profiles, net energy balance, total ozone, precipitation
rate, snow cover and water content, and many others. It is the Level 3 products which can provide an
information source that receives value added processing that leads to products for end users. EOS
participating scientists will be generating algorithms for a large range of Level 4 products, but an expanding
end user community may need the Level 4 product tailored to their specific situation or may need a unique
product developed from Level 2 and 3 data. It is in the area of value added processing that commercial
opportunities exist to develop and distribute proprietary products to different public and private users.

In order to provide a flavor the data product data base that is being created for EOS by Dr. Al Fleig of
NASA Goddard Space Flight Center, Tables 1 and 2 are shown as examples of what is currently collected into
the books. At some time in the future after decisions are made to reduce the overlap and redundancy
between various investigators, a more compact list of products will be available for consideration.

Table 1 illustrates the data as collected by common data product area. The first column just list the
sequential number of the product in the data base. The second column (CAT) identifies category of earth
science research; in this example the "AR" is for Atmospheric Radiation. The third column (Parameter) is
self explanatory. The fourth column (Type) indicates that the investigator is Interdisciplinary (II), Facility
(FT), or Principal (PI). The fifth column (Investigator) is the name of the scientist involved. The sixth column
(Instr.) is the related EOS instrument. The seventh column (Units) provides the relevant measurement
parameters. The eighth column (Accuracy) is self explanatory, but perhaps a little cryptic with respect to
percentages of what. The next three columns provide the anticipated temporal, horizontal, and vertical
resolutions for the data product (note: N/A is not applicable). The last column (Time Frame) shows that the
product will be available At Launch, Post Launch, or not known at this time.

125



SANOTO 40 FONHIOS dH.L NI S.1.ONA0dd v.Lvd SOd 4O ' 1dINVXd 1 971dV.L
31S - VIN wepnmy i wQ| ow 9 4Pl 6P Tyl H: T 12MeOSYNg [ UONIS $30U) v {00IZ
318 = VIN WePRR) W gg oui ¢ ap1-aPe mgD| -1 Tawsaioug ;| UONDs §500)) ¥V |6600
315 = VIN WP T W 5T oW g X e L LINIANE | UOROos §9a1) WV 36X ]
3JS 1 YIN U0 Wy g7 swas'Ap afl : %0l ap) pmag| 11 MRS RNY :: UONIIS SO0 v {1602
1S VIN VW00 1 WK gl AP Ol WPI0 - AP0 ap Toxas| 11+ 1 PRWHY © UoNood $901) AV |9602
™ 3JS = VIN Wpwr - i | ow %S %01 TWP|LIN-SIGOW 7w0H| [1- 0 Tiog - YapiA o)) WV | S602
7] VIN© VIN T*a010 - 8P | ow kp | sowomBUNp| LYN-SIGOW PanW BN H O TIadl PeD UV | vt |
v pooL) - VIN 907 12 Wi 06§ 1 ol wojpomBuwp| ALl ﬂ H-0 UONNQUEP 71§ 1 39409 PO (¥ {€60T
i 31§~ VIN I - 9p | ow wi| N-SIQOW weaipwy| 14 - O ERABLI] +: 0AGO prol) AV |T60C
gol] : ®qoin - wiy 00§ BAr ym-| B .Un.l:_ n:i HO i 2403 proy) v {162
MO IPIT 8L Nl ] voavg| 11° 0 WUONoRLY T BACO. priot) AV 0600
WEID-ICLYSY Tl ] wing| 10 TRUOTINL] 1+ BAGO pRoL) ¥V {6302 ]
™ Touny :: V/N QOO 9P ST X ST 1 Fav-our-Ap| BT - BS e TR R woneed| id - 0 UOToRL] ©* DAC PTOL) uv (8302
v SOunV - V/N TQOID - WP ST 1Y ST 1 9 %L B so(uomBUp!  STUH0 wonsing| id - 0 UGN : B3A0D PO AV |£80Z
v souny :: V/N a5ID - W 67 wP) ke %7 %S TRUOBWWIP] | SHHID uiensxrg| 14 Q oROeL] 1 DAG PROL) Y IR
Sprof Mol VIN Qo0 == Wy 0§ w07 T[UoTwuRp| wrg| 11 0 UOnowL 3400 POOL) VY [S80C
SpOo PN - VIN TeqoTD = Wi 05 T o7 SSI[UOTS GNP wwgl 11+ 0 UooRI] 1T 13400 PROL) AV [vaod
pooi> 4anq = VIN Qo1 - W 0% T O SSI[UOTDUnD wwg| 150 TonoAI] T A0S PO AV [E900
v PoD - VIN TGO = 9P [ ¥ | SwrAp [ %S - %0l % | N-SIQOW Yy 10 UOTNI] 12 PAGD PIOD) HV (T80 |
v proL) = VIN Tqo[9) Uiy § o (u'p)APIT %5 %01 % [ NSIGOW L IEE) OFDRL] i: 39400 PHOL) AV 180K |
v proD)  VIN W0 T W OL-g1 AP 9l %L1 BE e T PEM| 14 O UORONL] ©: 19400 PROL) UV JosoZ
v oo i TE55] - W Og Apol-g oW g | %0 %l e PPM| - 0 VOTENL] ©; BAGS PUOL) v |6ux
v VIN Teq010 - WK 007-01 P91 Tl %| S¥ID SunpWst 14 0 UOTIRI] ©. 9A0)) PTOL) v 3008 |
Touny © VIN e AF 91 BT~ BT eV ITEL ToToea] -t 39A0 PO UV |LL0Z]
PoD)  VIN Tefoq - Uy Ol 1 1010 SSO[uOSURUHp| WORPOY! 11 - | VORI 1 AGD PHOD) AV |SUx ]
pnop) T VIN WP W O o1 %S %S % TeIgs00i08 )| 11 1 Uonow] 1T 9A05 PHOL) ¥V |SioK |
PRo0) & VIN FPeID - 9P| ourkp %S - B0l 3 g -1 ToSeL] - 19405 PROL) UV VLK |
Pro0 & VIN oI T 9P 1 ¥ | ) %01 - WAl -1 oI - 19403 PROL) ¥V [(I0C
proD)  VIN TPq010) = W Gy ¥ G (CRLE SO0 500 SSO[UOTSESRAp Wl 101 Uonoely T 19AGO PO Y |20
v doig, Wy €0 [eqo[o :: wy gl dae-dpy Isfwyl  SMVT] Msprei]] 14 0 ST 1 53400 pROL) ¥y IR
TVIN Q010 - WY 001 L %BS - B % et SR T ;: BAGO POL) v |0L0X
daif TWY G0 T*Qo1D - WX 001 TaeXp | TSy sl 1= 1 TR 1 33400 poD) Y 6908
d 31S © VIN GEEE ow Zvai| N-SIGOW W[ 13 0 TS €UV & BAGI PO [HV 39K |
souny feootday © wy 5 (CRLETT %1 %S onoej ORIM| 10 T A00 POy AV |19
Ssnveiwyyg s ¢ % uvoureg| 110 I I2A03 PO uv (9907
SN T og Wi ¢ % wingl 11 0 12403 poD) I 2
Teuotday :: W of Wi % uorneg| 11O S BARS pool) A
v ProD = VIN TEGOID © W Gy ¥ S GRLT 00500 SSIUOTSIEURP| ISINV/SHIV SRR TI3AG0 POy WV |90
v PO~ VIN {54010 = WA Sp ¥ S [CRL 5700500 SEIUOISEWPI NSWV/SUIV s ] 195 0 T 13403 prop) AV |0
oWV = VIN T*9010) = W 00162 [CRLET) %7 %L oM 1 | 713400 proy v [1902
prol) - VIN V-SARRS0 W 01 L3 TR % ZsoReis| 11 1 T 19A03 POy AV |09
Joi[ WA 50 TR g0l Lo N T T BA03 PROL VY [650¢
o) VN T o601 19A00 &, ureyempl 1101 113403 pool) HY |3s0C
Teqe(D) - uy | ™ 01 = %01 13503 % 300w 11 1 TT13A00 PRoOL) AV {LS0T
POl - VIN Wrepei)y ks WNOW] 11 | T1A0 PO AV {9508
prop) : W/IN uw3Q) I ary} 11 I I2A0D PROD) Y {SCoT
souny = VN TEuoTIaY - WY 0§ K %07 % % 1| 11 TI3A05 PrOL) AV [vsaT
prol) T YIN WPW] . wy ¢ AR AM/] % syusgl 111 T 19800 pno() Y €S0
proy) :: [eqofD) 1 wx gng Aan Am-] TS wnrpyl 1 11 J3A03 pnOp) Y TS0z
PPOL © VIN T30y = Wy 1 3 % woiwg| 111 13403 prOD) ¥ [1502
2D, urowo( :: ‘josay | wowoq i -josay | woynjosry 194 = qy ’
suinp 10319424 jojuonisopy [oisodwmay Lmansoy sprup) aeuy 4ogodyssauy | adAg safiyond = sauniv g 1w poad

126



It is evident from Table 1 that significant overlap does exist between investigators and their proposed
products. It is probable that each instrument team will have one person responsible for a single product.
Products common between instruments will provide cross correlation and verification of each others product.
The Interdisciplinary Investigators may come to depend on the instrument learns for many of these overlap
products. Thus, there is the expectation that the number of products can be seduced as indicated earlier.

Table 2 is an illustration of products anticipated for the MODIS instrument. MODIS has a very broad
range of utility and will be a primary source of data for many products related to global change.

Having provided these examples of the data base, it is now time to speculate regarding potential
commercial uses.

SPECULATIONS ON THE COMMERCIAL USES OF EOS DATA

~Several years ago the book Megatrends projected that we would increasing depend on information
technology. Judging by the large number of articles on geographic information systems now appearing in the
journal Photogrammetric Engineering & Remote Sensing, both hardware and software have progressed to be
able to support multidimensional data overlays. It is in this environment that it seems likely that EOS Level
3&4 data will find potential commercial application. Government data policy will impact this potential to
some extent. With 8 years to launch, data access policy and pricing can be worked between the government
and the science and end user communities.

The business community that will supply the value added processing to tailor EOS data products to the
needs of their customers will supply much of the insight and imagination required to provide the commercial
products. ne next set of paragraphs suggest some areas that have already been in consideration. Cost to the
user and lack of timeliness have limited the success of these endeavors in the current time frame.

Commodity Futures Trading

Global information on crop type, estimates of acreage undercultivation, and crop vigor may be a data set
that can be derived from EOS data. Data on vegetation index, crop cover type, areal extent of cultivation,
precipitation, soil water content, and long term climate trends are expected to be products provided on a
global scale by EOS passive electro-optical sensors (MODIS, AIRS, & CERES), and passive microwave
sensors (AMSU & HIMSS). Some clever individuals may find a way to combine the essential elements in a
unique approach that is beneficial to futures trading in commodities or to farming interests that want to
optimally compete in the global market. The Goddard Space Flight Center work by Dr. Jim Tucker in
deriving global vegetation index by season from AVHRR archived data is a precursor technology in this area.

Mineral and QOil Exploration

For many years the GEOSAT group has lobbied for space technology that supports the oil and mineral
exploration industry. Several EOS sensors may be a step in this direction. HIRIS with its high spatial (30m)
footprint and high spectral resolution shortwave infrared capability and pointable field-of-view (24km swath
width) is well suited to potential mineral exploration capability. The Japanese ITIR will provide same orbit
stereo observations at 15m resolution, This capability could benefit observation of geologic formations of
interest to the oil industry. The MISR instrument provides a potential for stereo observations, but with a
larger footprint over a wider swath. Again, the potential exists to develop commercial products tailored to a
user in need of data in. poorly explored regions of the globe.

Products for the News Media
With multispectral capability and high resolution that is capable of observing interesting cultural features,

the ITIR instrument may find potential users of its data to provide the nightly news or the printed media with
color photography that might even show the deployment of opposing military confrontations, the extent of
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earthquake damage, the details of an ash cloud from a volcanic explosion, or the acreage destroyed by fires in
the tropical rain forest. Of course, mother nature has to cooperate with reasonable clear observing conditions,
but given the opportunity the potential is there to service the news organizations.

Land Management

Geographic information systems are beginning to be a practical tool for local, regional, and national
governments to use in land management. Documentation on utility and transportation infrastructure and
zoning are already being incorporated. Remote sensing products will be increasingly beneficial to the
monitoring of land use, of changes with time, and of natural resources. Several EOS instruments can benefit
customers concerned with these issues. The value of the data from a given instrument depends on the scale of
the observation, the field-of-view, and the temporal coverage. Third world customers could be a significant
user of these kinds of data sets if the benefit to price ratio is within the scope of their resources. Value added
services will have to work with these customers to develop the data needs of the land managers.

Qcean Fishing Fleet Harvest Forecasts

The MODIS instrument is specifically tailored to extend the present Coastal Zone Color Scanner
capability to a higher precision product. Knowledge of seasonal trends in bioproductivity and potentially
weekly knowledge of fishing area conditions conducive or destructive to commercial fish populations could be
products derived from EOS data. With a FAX machine in everybody’s floating office the data could be
provided to the user in situ. The trick will be to develop enough experience to know what information is
useful to be able to develop a commercial information product from the EOS data sets.

SUMMARY

Combinations of the data from selected instruments in the EOS payload has the potential to meet the
needs of public and private customers. The development of commercial data products from these data
requires value added services. The people that provide these value added services will have to understand the
needs of their customers, the nature of the EOS data sets, and the proper combination of EOS data to meet
the needs of their customers. Most of the initiative and imagination needed to create these products will
come from the private sector. Data policy and pricing are issues to be worked over the next half decade.
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SIMULATION OF BLOOD FLOW THROUGH AN
ARTIFICIAL HEART
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Stanford, California

Stuart E. Rogers, Dochan Kwak
NASA Ames Research Center
Moffett Field, California

Abstract

A pumerical simulation of the incompressible viscous flow through a prosthetic
tilting disk heart valve is presented in order to demonstrate the current capability
to model unsteady flows with moving boundaries. Both steady-state and unsteady
flow calculations are done by solving the incompressible Navier-Stokes equations in
three-dimensional generalized curvilinear coordinates. In order to handle the moving
boundary problems, the chimera grid embedding scheme which decomposes a complex
computational domain into several simple subdomains is used. An algebraic turbulence
model for internal flows is incorporated to reach the physiological values of Reynolds
number. Good agreement is obtained between the numerical results and experimental
measurements. It is found that the tilting disk valve causes large regions of separated
flow, and regions of high shear.

Introduction

Various types of prosthetic heart valves have been used widely as the replace-
ments of natural valves since the first successful valve replacement performed in 1960.
However, each of the valve design has some difficulties, which cause the artificial heart
valve to be less efficient than the natural one. The difficulties which are related to
the nonphysiological flow characteristics of the currently used prosthetic heart valves
are: 1) Large pressure losses across the valves prevent the heart working efficiently; 2)
Separated and secondary flow regions cause clotting; 3) High turbulent shear stress can
damage the red blood cells. Having detailed knowledge of the flow quantities can help
a design engineer improve the valve geometry, where a smooth flow is desired. Certain
experimental studies’~* have pointed out the effects of the stagnation and recircula-
tion regions and compared commonly used valve geometries. Since the experimental
measurements provide flow characteristics for only certain regions of the flowfield, the
numerical simulation of the flow through the artificial heart valve will be extremely
helpful in the design and development stage of the prostheses.

Most of the numerical studies modeled the flow through the heart valve devices
by excluding the moving boundary problems. Underwood and Mueller* obtained the
flow characteristics for Kay-Shiley disk type valve using the stream function-vorticity
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formulation. Their results showed agreement with experimental data up to Reynolds
number of 600. Idelsohn, Costa, and Ponso® modeled the flow through Kay-Shiley
caged disk, Starr-Edwars caged ball, and Bjork-Shiley tilting disk valves and com-
pared their performance. A maximum Reynolds number of 1500 was reached in their
numerical study. In the above studies, the caged disk and caged ball geometries are
axisymetric, and the tilting disk geometry is two-dimensional. In actual case, the tilt-
ing disk geometry is three-dimensional, the flow through heart valves is unsteady, and
Reynolds numbers are as high as 6500. Peskin and McQueen® modeled the prosthetic
heart valves in the numerical simulation of the flow in the heart. They used boundary
forces derived from the energy function in order to model valve opening and closing,
and they also modeled the elastic behavior of the walls. Their solution is obtained for
the low Reynolds numbers in two dimensions using square cartesian mesh. McCracken
and Peskin” applied a combination vortex-grid method for the blood flow through the
mitral valve in two dimensions. This method is applied to the problems in which
the solution does not have strong dependence on the Reynolds number. Peskin and
McQueen® demonstrates the capability of modeling elastic behavior of the heart muscle
by applying their extended three dimensional solution procedure to a toroidal tube. In
order to obtain a solution procedure aimed at design improvements in prosthetic heart
valves, the computation of steady-state and unsteady flow through the Bjork-Shiley
tilting disk valve in three-dimensional configuration with the use of a grid embedding
scheme is proposed in the current work. The equations are solved a in curvilinear
generalized coordinate system, and the valve opening and closing are simulated by
calculating the forces acting on the valve.

One of the biggest difficulties in the simulation of the flows in complicated
three-dimensional configurations is the discretization of the physical domain with a
single grid. The problem becomes more severe if one body in the domain of interest
moves relative to another one as is seen in the tilting disk configuration. The use of
a zonal approach® would be a practical solution of the moving boundary problem if
the grids could be constrained to common boundaries. The chimera grid embedding
technique!®!! provides a greater flexibility for the grid motion. Instead of using com-
mon boundaries between grids, common regions are used. In the present work, the
chimera approach is used to discretize the geometry of the disk valve. In addition, the
procedure obtained for the heart valve configuration can be easily utilized for other un-
steady incompressible viscous flows with moving boundaries, e.g., flow through Space
Shuttle External Tank/Orbiter propellant feed line disconnect flapper valves.

In the first section, the method of solving the incompressible Navier-Stokes equa-
tions is described, and the algebraic turbulence model is summarized. Next, the geom-
etry and the use of the chimera scheme are discussed. Following that is a presentation
of the computed results obtained from the current approach.

Governing Equations and Method of Solution

The algorithm used in both steady-state and unsteady flow calculations is based
on the method of artificial compressibility, which produces a hyperbolic system of
equations by introducing a time derivative pressure term into the continuity equation.
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The resulting incompressible Navier-Stokes equations can be written in 2 generalized
curvilinear coordinate system (¢,7,() as follows

0Q @& 6 0
5 +52(E-E,)+&U(F Fv)+8C(G G,)=0 (1)
where @, and convective flux vectors- E, F, G are
[P I BU
Q_l u E=l E=P+ﬂU+£g‘u
T J|v J | &p+oU + &
LW LE:p +wU + §w
r vV i BW
F=l|mptuV +nu G=1]¢pt+ulW+(lu
J | myp+ vV + v J CIIP + oW + (v
L")x? +wV +nw L (ep + wW + (w

Here J, 8, p, u, v, and w denote the Jacobian of transformation, the pseudocompress-
ibility coefficient, pressure, and velocity components, respectively. The contravariant
velocity components U, V, and W are defined as

U=&+&utér+iw
V=n+nutnv+nw
W=¢t+<=u+<yv+<zw

For an orthogonal grid assumption, the viscous flux vectors E,, F,, and G, are given
by

1[G +e+Eme
Eo= 3.5 | (G +& +Eve
[ (€2 + & + & )we (n +ny + 7 )un
Fo= g5 | (n5 +my +mi)on
1 [ +G+ e (n2 + m; + 0w,
Go=g7 |+ c§ +C3)v¢]
(62 + ¢y + ¢Dwe

where Re is the Reynolds number.

In the steady-state formulation, the time derivatives are differenced using the Eu-
ler backward formula. The equations are solved iteratively in pseudo-time until the the
solution converges to a steady state. In the time-accurate formulation, the time deriva-
tives in the momentum equations are differenced using a second-order, three-point,
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backward-difference formula. The equations are iterated to convergence in pseudo-
time for each physical time step until a divergence-free velocity field is obtained. The
numerical method uses a second-order central difference for viscous terms and a higher
order flux-difference splitting for the convective terms. The { derivative of the convec-
tive flux E can be written as

OE _ [Eisiz = Eioyyal
8 = X;

The numerical flux E;.,/; is defined as follow

Eip12 = % [E(Qi+1) + E(Qi) — dit1/3) (2)

where the ¢;,1/; is a dissipation term. The order of the scheme is determined by the
definition of the dissipation term ¢;,,/2. For ¢;41/2 = 0, the differencing is reduced to
a second-order central difference scheme. A first-order upwind flux is defined by

biv1/2 = (AEIH/z - AE:'THIZ) (3)

and a third-order upwind flux is given by

: 1 - -
$i12 = -3 (AE?-U: ~AE(,, +AEL, - AEs+a/z) (4)

where AE? is the flux difference across positive or negative traveling waves, and is
computed as

AE.':S.l/z = A*(Q)AQH_,/,

here A* is the plus (minus) Jacobian matrix. The A operator, and @ are given by

AQi+1/2 =Qi+1 - Q:

Q= %(QH—: + Qi)

An implicit delta law form approximation to Eq.(1) after linearization in time
and the use of approximate Jacobians of the flux differences results in a 4 x 4 block
heptadiagonal matrix equation. The matrix equation is solved iteratively by using a
nonfactored line relaxation scheme, which maintains stability and allows a large pseudo-
time step to be taken. At each sweep direction, a tridiagonal matrix is formed and off
line terms of the matrix equation are moved on the right-hand side of the equation.
Details of the numerical method are given in Refs. 12-14.

An algebraic mixing-length turbulence model, which is presented in Ref. 15, is
utilized in the present computations. The turbulent eddy viscosity is taken as

h= lnlvwl
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where [ is the mixing-length, and jw| is the absolute value of vorticity. In order to
account the effect of more than one wall in the region close to the tilting disk, the

mixing-length is given as
n
/1= (L /(D)
k=1

where n is the number of walls, ¢ = 0.4 is the Von Karman’s constant, ys is the distance
from the k** surface, and D, is the Van Driest damping factor for the k** surface.

Geometry and Grid System

In the Bjork-Shiley tilting disk heart valve, the tilting disk is placed in front
of the sinus region of the human aorta. The aortic root has three sinuses about 120
degree apart from one another. The tilting disk valve model used in this computation
is simplified by assuming that the sinus region of aorta has a circular cross-section. The
cage and struts which hold the free-floating disk inside the sewing ring are not included
in the geometry. It is also assumed that the walls do not have an elastic deformation.
The computational geometry used in unsteady flow computations is given in Figure
1. The channel length is taken to be five aorta diameters long. The disk motion is
illustrated by showing three different positions of the disk. The disk angles shown are
75, 50, and 30 degrees as measured from the centerline of the aorta. The tilting disk
is allowed to rotate about the horizontal axis that is 1/6 of a disk diameter below
the center of the disk. Because of this asymmetric disk orientation, the flow is three
dimensional.

The chimera grid embedding technique, which has been successfully used for
external flow problems, has been employed by using two overlapped grids as shown in
Figure 2-a. Grid 1 contains 17,199 points which are distributed 63 x 21 x 13 in the {, 5,
and ¢ directions. It occupies the whole region in the aorta from entrance to exit, and
remains stationary. Grid 2 has 4,725 points as distributed 25 x 21 x 9. It wraps around
the tilting disk, and moves with the disk. The lateral symmetry planes of the two grids
are shown in Figure 2-b in order to demonstrate how the grid embedding scheme is
applied to the present problem. Grid points which lie within the disk geometry and
outside the aorta grid are excluded from the solution process. These excluded points
are called hole points, and the immediate neighbors of the hole points are called fringe
points. The information is passed from one grid to another one via fringe and grid
boundary points by interpolating the dependent variables. Tri-linear interpolation is
used in the present computations. In order to distinguish the hole and fringe points.
from regular computational points, an IBLANK array is used in the flow solver. For
hole, grid boundary, and fringe points IBLANK is set to zero, otherwise it is set to one.
In order to exclude the hole and grid boundary points from the solution procedure at
each time step, the AQ solution is processed as follows '

Q™' =Q" + AQ+IBLANK

Since 3™ order flux-differencing is used for convective terms, the order of differ-
encing needs to be reduced to the second order differencing near the fringe points.
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Computed Results

Presented here are the results of steady-state flow and unsteady flow with
the disk motion in the configuration mentioned above. The problems are non-
dimensionalized by using the entrance diameter as a unit length, and the average inflow
velocity as the unit velocity. The geometries used in the steady-state and unsteady cal-
culations are similar to the geometries used in the experimental studies in Ref. 1,2
and Ref. 3 respectively. In order to reduce the computational effort and memory size,
the inflow and outflow boundaries are placed a short distance from the region of in-
terest in comparison with the boundaries in the experimental studies. In addition, the
exact shape of the sinus region of aorta used in the experiments is not available at
present. Because of these differences between experimental and computational config-
urations, there are small differences between experimental measurements and present
computations.

At a viscous no-slip surface, both the velocity and the pressure gradient normal
to the wall are specified to be zero. At the inflow boundary, the velocities are specified,
and the pressure is determined from the characteristic boundary condition. At the
outflow boundary, static pressure is specified, and velocities are calculated from the
three characteristic waves traveling out of the computational domain.

Steady-state calculations for the 30 degree disk orientation have been carried
out for Reynolds numbers in the range of 2000 to 6000, in which experimental data is
available. The Reynolds number is based on the diameter and the mean velocity at
the entrance of the channel. Figure 3 shows the convergence history for a Reynolds
number of 5972. Both averaged residual and maximum divergence of velocity have
dropped ten order of magnitude in 600 iterations. For an overlapped grid application,
the convergence is shown to be very fast. The values for grid 1 are drawn with solid
lines, and the values for grid 2 are drawn with dashed lines. The computing time per
grid point per iteration is about 2x10~* sec. Figure 4 shows the pressure drop across
the Bjork-Shiley tilting disk valve at different flow rates of physiological interest. P1
and P2 are the pressures at the points located 150 mm, and 20 mm upstream from
the disk at the centerline of the channel respectively. In order to compare numerical
results with the experimental measurements given in Ref. 2, the numerical results are
redimensionalized. The computed and measured axial velocity profiles at 42 mm down-
stream from the disk are shown in Figure 5. Figure 5-a demonstrates the horizontal
plane, where axial velocity profiles are given, through the center of the channel. Axial
velocity profiles given in Figures 5-b through 5-d illustrate how the stagnation region,
which is created by the tilting disk valve, is dominant in the region of 1.5 disk diam-
eter downstream. The numerical results are shown with dots and the experimental
results are shown with triangles. The numerical results compare favorably with the
experimental measurements given in Refs. 1-2.

Velocity vectors on the lateral symmetry plane are given in Figure 6 for a
Reynolds number of 5972. The flow, which is directed to the upper part of the aorta,
generates vortices in the sinus region of the aorta and a large separated region along
the lower wall of the aorta. Since separated and low flow regions have potential for
thrombus formation, clotting may occur on the upper sinus region and the lower wall of
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the aorta. The flow is highly accelerated near the tilting disk and the upper wall. Fig-
ure 7 shows vorticity magnitude contours on the surface of the channel, inflow surface,
and outflow surface of the disk, respectively. It is assumed that maximum vorticity
magnitudes indicate the regions of high shear. The sewing ring surface and the edges
of the disk are the regions having maximum vorticity magnitude. The upper wall of
the channel also has considerably high vorticity magnitudes.

Unsteady flow calculations have been carried out in order to demonstrate and
analyze the flow during disk opening and closing. For the present computation, one
cycle of valve opening and closing requires 70 physical time steps. During each time
step, subiterations are carried out until maximum divergence of velocity and maximum
residual drop below 1073, The computing time required for one cycle of the valve
opening and closing is aproximately 5 hr. During the valve opening, inflow velocity
is imposed at the entrance of the channel. The inflow velocity is chosen as a sinuous
function in time. The forces acting on the disk are calculated, and the disk rotation
angle is determined. For large disk rotation angle, some information may be lost
_between the grids when the grid embedding technique is used. In order to prevent the
information loss, the maximum allowed disk rotation angle at each physical time step
is taken to be less than three degrees. As soon as the disk reaches its fully opened
position, which is 30 degrees measured from the horizontal plane, the flow direction is
reversed by imposing the inflow velocity at the exit of the channel.

Figures 9-a through 9-f illustrate the velocity vectors on the lateral symmetry
plane at /T = 0.13, 0.285, 0.385, 0.53, 0.685, and 0.8 respectively. T is a period of
one cycle during the valve opening and closing. The velocities are very high in the
region between the disk and the channel wall as shown in Figure 9-a. During the disk
opening, two vortices are formed at the upper and lower edges of the disk. The flow
starts to separate behind the disk and reattaches to the wall as shown in Figure 9-b.
The stagnation region behind the disk moves downstream as the disk rotates. Highly
skewed velocity profiles are seen downstream from the disk as illustrated in Figure 9-c.
The growth of the vortices has also been observed in the sinus region of the aorta while
the flow opens the valve. Along the lower wall a separation region is formed. Figure
9-d shows the beginning of the valve closing. At this moment, the location of imposing
the inflow velocity is moved from entrance to exit. Major flow near the upper wall of
the channel forms a recirculation region downstream from the disk. With the help of
this recirculation, the lower wall of the channel becomes the major flow region during
the valve closing, and upper wall region becomes the low flow region.

The vorticity magnitude contours on the surface of the channel at ¢/T = 0.13,
0.285, and 0.385 are shown in Figures 8-a through 8-c in order to indicate'the regions
of high shear. At the beginning of valve opening, jet-like flow between the sewing ring
and the disk cause very high vorticity magnitudes as shown in Figure 8-a. During the
disk rotation, the high vorticity region on the upper wall of the channel moves from
the sinus region to downstream as seen in Figures 8-a through 8-c. The results of more
realistic flow calculations, such as the flow through the Pennsylvania State artificial
heart including tilting disk valve opening and closing, will be reported in the future.
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Concluding Remarks

The solution procedure for unsteady incompressible viscous flow computations
has been extended with the incorporation of the grid embedding approach. This has
been used to simulate both steady-state and unsteady flow through a tilting disk valve.
The physiological values of the Reynolds number have been achieved with the use of
a simple mixing-length turbulence model. The numerical results for 30 degree disk
orientation were compared against the experimental data, and good agreement was
obtained. The flow during the disk opening and closing were simulated within a rea-
sonable computing time. The present capability of simulating complicated internal
flow problems with moving boundaries is demonstrated. The procedure obtained here -
is quite general and applicable for various types of complicated geometries.
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ABSTRACT

The binding locations to human serum albumin (HSA) of several drug molecules have been determined at
low resolution using crystallographic methods. The principal binding sites are located within subdomains I1A
and ITIA. Preliminary studies suggest that an approach to increasing the in vive efficacy of drugs which are
rendered less effective or ineffective by virtue of their interaction with HSA, would be the use of competitive
displacement in drug therapies and/or the development of a general inhibitor to the site within subdomain
IIIA. These findings also suggest that the facilitated transfer of various ligands across organ/circulatory
interfaces such as the liver, kidney, and brain may be associated with binding to the IIIA subdomain.

Although serum albumin plays several important roles as the major protein of the circulatory system, it
has been suggested that the molecule’s high affinity for low molecular weight ligands may be its principal
function (1). Over the past several decades there have been voluminous works describing the binding affinities
and predicted locations of various endogenous and exogenous ligands to HSA. The reader is referred to the
informative reviews by Kragh-Hannsen (2), Fehske et. al. (3), and Peters (4) and references cited therein.
Previously, we described the structure of HSA as being comprised of three domains each of which were found
to be the product of two helical subdomains consistent with the current understanding of the molecule’s
primary structure (5,6). These six subdomains have since been referred to as 1A, IB, IIA, IIB, etc. We also
reported that the binding of a chemically diverse group of compounds occurs primarily within two of these
helical subdomains. These findings are in further agreement with several studies which indicate the presence
of two to three high affinity binding sites within the molecule (2). More extensive experiments have recently
been conducted by our group in an effort to identify the classical binding sites described by Sudlow and others
(4,7). Sudlow grouped drug binding to HSA into three distinct categories, which he denoted as Site I for
warfarin, Site II for the diazapines, and Site III for digitoxin. Although there is no complete agreement within
the literature regarding these sites, warfarin is believed to bind primarily in domain IT (3,4,8), the diazapines in
domain III (9), and digitoxin, in an independent but unknown location (3,4). other studies indicate, however,
that digitoxin competes with salicylates and warfarin for a common binding site (2,10). In this paper we
present our preliminary findings regarding the major binding locations on HSA for several pharmaceutical
compounds.

At the current resolution of 4.0 A the primary binding pockets within TIA and IIIA are cavities of
approximately 8 A X 12 A X 18 A which are exposed to the solvent channels through an opening of -9-10 A in
diameter. Large, well-ordered side chains protrude into these binding pockets where they appear to play a
major role in ligand binding through stacking interactions. The identity of these amino acid residues should
become evident once the model is fit to the electron density at higher resolution.

The general binding locations of several exogenous and endogenous ligands have been determined at

various low resolutions using standard crystallographic methods, table 1. An illustration of various binding
locations on HSA for several ligands is shown pictorially in figure 1. There exists, based on the current binding
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studies, at least four distinct major binding regions on HSA. Location 1, subdomain ITIA, which is the most
active and accommodating on HSA with few exceptions, e.g. warfarin, displays high affinities for most organic
compounds. Location 2, subdomain IIA, has similar binding properties to IIIA but in these preliminary
studies shows an absence of long-chain fatty acid binding. Based on the amino acids implicated, ITA may be
inferred to be the bilirubin high affinity site. Location 3, the IA-IB interface is an additional binding site for
aspirin (although weak), decanol, and possibly the short chain fatty acids. Location 4, subdomain IB,
possesses a high affinity surface, thus far unique to long chain fatty acids and tryptophan. The general binding
locations of the compounds of Sudlow’s group, warfarin (Site I) , diazapam (Site II), and digitoxin (Site III),
were determined crystallographically. The crystallographic studies are in general agreement with the expected
locations indicating major binding sites for warfarin within I1A, and for diazapam in IIIA. Digitoxin, also
shows a major binding site within subdomain ITIA and a secondary site at the interface between IA and IIA.
Sudlows Site IIT then, differs from Site II only in the nature of the secondary binding sites.

It is interesting to note that the amino acid sequences most highly conserved between bovine, human , and
rat albumins; Cys-34, Trp-212, sequence 143 through 155 and sequence 244 through 263 (11), all appear to be
in regions involved in ligand binding. For example, residues 143 through 155, an aromatic sequence,
corresponds with the region of Location 4, the second major long-chain fatty acid binding site. Certainly the
correlation of the conserved amino acids sequences with occurrence of binding sites within HSA supports the
idea that the principal role of this molecule in the circulatory system is to aid in the transport, distribution,
and metabolism of both essential and foreign small molecules. Given the unique structure of serum albumin
and the following interesting observations: (i) there is an asymmetric charge distribution within the primary
structure of HSA at pH 7, of -9, -8, and -2 for domains I, II, and III respectively, thus indicating a potential
amphoteric nature, (ii) HSA has been shown to interact with the cell membrane thereby aiding in the delivery
of certain molecules, e.g. thyroxine, to the cell (12), (iii) subdomain IIIA appears to be the primary binding
site for a variety of molecules, (iv) serum albumin is implicated in the facilitated transfer of ligands across
various organ/circulatory interfaces, such as the liver, intestine , kidney, and brain; it is tempting to speculate
whether the serum albumins possess membrane spanning properties. If this were the case, one might expect
that HSA would unfold at the hinge region between IIA and IIB allowing the more lipophylic tail (subdomains
IIB, TIIA, and ITIB) of HSA to span the membrane while the more polar head of the molecule (subdomains
IA, IB, IIA) would remain on the surface of the membrane, thus releasing the bound ligands in subdomain
ITIA into the cell. Perhaps then, ligand binding within subdomain TIIA is a prerequisite for the facilitated
transfer of many endogenous and exogenous compounds at organ/circulatory interfaces.

As we continue to characterize the nature of bound ligands to serum albumin and correlate this
information with a wealth of drug and ligand binding data in the literature; it will become possible to predict
important displacement interactions for a variety of endogenous and exogenous ligands. Accordingly, this
suggests that an approach to increasing the in vivo efficacy of drugs which are rendered less effective or
ineffective by virtue of their interaction with HSA would be the use of competitive displacement in drug
therapies and/or the development of a general inhibitor to the site within subdomain IITA.
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TABLE I LIGAND BINDING LOCATIONS TO HSA

Data Set Ligand D N Rf Obsv. Loc. Pred. Loc.

HTRP1A Tryptophan 5.0 3198 0.093 IIIA,IB, IIA*IB
HPALI1A Palmitate 5.9 2432 0.066 IIIA,IB

HMYR1A  Myristate 6.0 1923 0.095 IIIA

HMRGL1A Glucose 5.8 3106 0.10 1IIIA

HSAAl1A Aspirin 4.0 7362 0.11 TIIIA,IIA
HMRWN1A Warfarin 5.0 2555 0.167 IIA

HSAV1A Diazapam 6.8 2075 0.118 IIIA

HDGX1A  Digitoxin 5.0 3751 0.137 IIIA,IA~IIA
HCHLOlA Chlofibrate 6.0 2175 0.138 IIIA

HMRIB1A Ibuprofen 6.0 2402 0.215 IIIA

HAZT1A AZT 4.0 7548 0.124 ITIA

It should be noted that these data represent preliminary research into
ligand binding of HSA. The binding results can also be affected by the
composition of the solvent, the pH, and protein packing within the crys-
tal. Where D = minimum d-spacing for data collected, N = number of
unigue reflections measured, Rf = agreement between native and ligand

for Fobs.s
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INTRODUCTION

In clinical practice, metabolic disturbances in patients are monitored routinely by measurements of
electrolytes and minerals in blood and urine. This method was used during the Skylab missions to detect
potential metabolic problems in astronauts. Blood samples obtained before, during, and after the 28, 59 and
84 day flights revealed alterations in the concentration of calcium, phosphorus, sodium and potassium (1).
Although these findings did not seem to present a problem to the space travelers, further monitoring is
indicated because deviations from pre-flight probably represent part of man’s adaptation to microgravity, a
poorly understood process. A means for monitoring changes in electrolytes and minerals without venipuncture
and the collection of blood samples would be ideally suited to this purpose.

DESCRIPTION OF METHOD

Dr. Silver of IntraCellular Diagnostics, formerly Spectroscan, Inc., devised a system (patented) for
collecting epithelial cells from the oral mucosa for the determination of ion concentration. A number of
characteristics of these cells influenced the choice for clinical testing. They are non-cornified epithelial cells
located on the inferior aspect of the tongue and therefore, well protected from trauma. They have the
capability of reflecting relatively recent physiologic changes since they are renewed every 3 days and have
aerobic metabolism. Most importantly, they are easily accessible and can be removed by a wooden applicator
stick with minimum discomfort. Smears of cells removed in this manner show predominantly individual cells
rather than sheets of contiguous cells. This facilitates the visual isolation of single cells with the electron
microscope for their analysis. Only intact undamaged cells, approximately 800 cubic microns, are analyzed.

The technique for obtaining the cells and preparing smears is illustrated on Figure la. The mucosa under
the tongue is rinsed with distilled water three times. The cells are removed by fairly vigorous scraping of the
sublingual area in the groove between the tongue and jawbone, using the pointed end of a wooden curettage
stick. The cells are applied to a special slide, and fixed immediately with standard cytology fixative (2.5%
carbowax) in 95% ethanol). Smears made in this manner contain cells, dehydrated by the fixative, that can be
stored indefinitely at ambient temperatures.

The development of the electron microscope and instruments to control and focus electron beams to
irradiate very small areas in cells and subcellular particles gave rise to the technique of x-ray microanalysis
that has been applied to the measurement of ions in a number of tissues (2). X-ray emissions that are
produced when atoms in a specimen are bombarded by electrons are characteristic of each ion since the
charge and energies associated with orbiting electrons are unique for each element. The emission spectra of
the elements exposed to preselected energy bands, in the range 500-5000 KeV, are quantified. The intensity of
the fluorescence within each energy band is proportional to the intracellular concentration of the ion.
Detection of the fluorescence is accomplished with commercially available silicon-lithium detector tubes that
can adequately discriminate the energy bands of interest. Six of the nine elements detectable by x-ray
microanalysis of sublingual cell are measured in studies of normal physiology: calcium, phosphorus,
magnesium, sodium, potassium and chloride. The average concentration of a minimum of 3 cells is the basis
for the result in one specimen since the cells in one individual skow little variation.

One of the major problems in quantifying the element in a tissue is the background non-specific radiation
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spectrum produced by x-ray photons generated by incident electron interactions with chemical elements in the
analyzed field. To reduce this background, Dr. Silver developed slides or viewing substrates composed of
conductive high purity carbon. The fairly constant background emitted by this material is useful in the
quantification of the x-ray data that is expressed as a peak to background ratio. Method Summary is
illustrated on Figure Ib.

APPLICATION OF THE METHOD BY NASA

NASA’s principle effort in the development of a test to measure the ion concentration in sublingual cells
has been research by the biomedical program carried out by scientists with expertise in skeletal metabolism.
These efforts have been directed toward determining the biological meaning and deviations in intracellular
ions in non-human primates and in male volunteers for experiments in a model for weightlessness. A brief
summary of the experiments and results follows.

Non-human primates were fed synthetic diets containing no vitamin D, the same amount of phosphorus
(0.5%) and 2 levels of calcium (1.2 and 0.3%). The Rhesus monkey is known to be highly susceptible to
vitamin D deficiency, a problem that might complicate experiments designed to evaluate the response of the
skeleton to microgravity. The study in which intracellular ion analysis of sublingual cells was done, was
carried out to gather information on the effect of dietary calcium on the biochemical expression of vitamin D
deficiency (3). Vitamin D deficient animals showed marked increases in the intracellular concentrations of
calcium and phosphorus in sublingual cells that bore no relationship to the changes in serum levels. The
result of the intracellular ion assay was consistent with one of the known biologic effects of vitamin D to
facilitate the transport of calcium and phosphorus out of cells (4). This experiment provided the biological
verification of the test for disorders of calcium and phosphorus metabolism.

The experiments carried out in human adults were designed to establish normative data in healthy 30-55
year old men, the most common candidate for the astronaut corps, and to define the effects of a model of
weightlessness, -6 degree head down tilt bed rest, on intracellular ion concentrations. Sublingual cell ion
concentrations of calcium, phosphorus and potassium increased by the 3rd bed rest day and remained higher
than pre-bed rest levels for the duration of a 28-day study, exceeding the percent changes in the normal
variation in concentrations 10 to 50 fold (5). The changes in intracellular ions could be demonstrated before
increases in circulating calcium and phosphorus that generally occur on the 6th bed rest day. In one group of
subjects who performed a specific type of exercise daily as a countermeasure during a 30-day bed rest study,
there were no deviations in the concentration of intracellular ions from pre-bed rest levels (6). Importantly, in
these subjects, the common problem of increased urinary calcium excretion and alterations in the hormones of
the calcium endocrine system did not take place. We have also obtained cross-sectional data in healthy
ambulatory men that relates the levels of sublingual cell calcium, phosphorus, and potassium to the individual’s
relative level of daily physical activity.

The results from the above experiments provide every indication that the concentration of at least 3 of the
ions in sublingual cells accurately reflect an individual’s level of musculoskeletal activity. While the mechanism
of the observed changes in intracellular ions is not known, the basic explanation may reside in alterations in
the calcium endocrine system during musculoskeletal activity that influence the transcellular transport of the
calcium, phosphorus and potassium. Future research directed toward these basic questions is needed. For
the present, analysis of sublingual cell ion concentrations can be applied to monitoring the adequacy of an
individual’s exercise program and schedule with confidence. There is enough data to support the design and
development of a small instrument for measurements of intracellular ion concentrations in space. With such a
system, astronauts could monitor one objective measure of their physical well being in space and use the test
results as a guide for planning their daily activity.

Potential applications of sublingual cell analysis for clinical medicine are numerous, but currently limited
by the few clinical research studies in patients with well characterized problems. Current research involves
analyses in patients with magnesium deficiency and cardiovascular discases, two areas where estimations of the
ion concentrations of cells as an index of mineral and electrolyte metabolism may be more useful in the
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management of patients than blood tests.
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ABSTRACT

High purity oxygen is required for a number of scientific, medical, and industrial applications.
Traditionally, these needs have been met by cryogenic distillation or pressure swing adsorption systems
designed to separate oxygen from air. Oxygen separation from air via solid-state zirconia electrolyte
technology offers an alternative to these methods. The new technology has several advantages over the
traditional methods, including reliability, compactness, quiet operation, high purity output, and low power
consumption.

INTRODUCTION

The Process

Solid-state zirconia electrolyte technology is made possible by the fact that zirconia is one of a number of
materials that is electrically insulating but that can conduct ionic oxygen. Because of this attribute,
zirconia can be used as the electrolyte in an electrolytic or galvanic cell. In either case, the zirconia is
sandwiched between two gas permeable electronically conducting electrodes. The electrolytic cell, Figure 1,
is the basis for the oxygen separation cell.

1
Electron current

Cathode |
Solid-State —————— Power
Zirconia Electrolyte Supply

O2 (gas)

Figure 1. Electrolytic Cell (Oxygen Separation Cell)

The energy necessary to drive the separation process is supplied by the power supply. Oxygen in the air
diffuses through the cathode to the cathode-electrolyte interface. Under the influence of the applied voltage,
oxygen molecules are dissociated and reduced to oxygen ions, 02-. As an ionic species, oxygen enters the
crystal lattice of the electrolyte and moves toward the anode. At the anode, each ion gives up its two
electrons which then enter the anode and return to the power supply, completing the circuit. The oxygen
atoms recombine into O3 and diffuse out through the anode. Because the zirconia conducts only oxygen
ions, the gas on the output (anode) side of the cell is pure oxygen. Equation 1 describes the reaction.
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02 (gas 0.2 atm) + 4" (cathode) = 20% (electrolyte)
202" (electrolyte) = Op(gas 1.0 atm) + 4¢” (anode) 6))

To impart oxygen ion conductivity to the material, pure zirconia (ZrO2) must be doped with another oxide
such as calcia (CaO) or yttria (Y203). [1] Each dopant cation (Ca2* or Y3*) replaces a Zr*+ jon; the net
result is that the doped crystal is electrically neutral without having all oxygen ion sites filled. These
oxygen ion vacancies impart in the substance an appreciable oxygen ion conductivity, Because the ionic
conductivity is a strong function of temperature, the typical operating temperature of solid-state zirconia
electrolyte cells is 1000 C.

Thermodynamic Considerations

The laws of thermodynamics play a major role is determining the power consumption of any oxygen
separation system.

Oxygen separation in the solid-state zirconia electrolyte oxygen separator is driven by the current provided
by the power supply. Part of the overall power consumption is due to the thermodynamically reversible
process of separating oxygen from nitrogen and the other gases that make up air. The rest of the power
consumption is caused by irreversible processes including electrical resistance in the electrodes, ionic
resistance in the electrolyte, and parasitic effects that occur at the electrodes.

The reversible part of the power consumption is manifested by a voltage across the oxygen separation cell
called the Nemnst voltage. This voltage is a function of the difference in oxygen partial pressure on the two
sides of the cell; the greater the difference, the greater the voltage. For a 1000 C cell separating oxygen
from air at atmospheric pressure, the Nernst voltage is 44 mV.

Because the ionization reaction takes place inside the cell (at the cathode-electrolyte interface), the structure
of the electrodes can have a major effect on cell performance. Gaseous oxygen may diffuse through pores in
the electrodes, or it may diffuse through the electrode material itself. Because the presence of electrodes will
reduce the rate of oxygen transport to and from the zirconia electrolyte, regions of oxygen starvation and
oxygen enrichment are formed at the cathode and anode respectively. The presence of these starved and
enriched regions results in an increase in the Nernst voltage. This (irreversible) enhancement of the Nernst
voltage is sometimes called gas-phase polarization. A major portion of the development work performed at
JPL has been directed toward development of electrode materials that minimize gas phase polarization.

ADVANTAGES OF SOLID-STATE ZIRCONIA ELECTROLYTE OXYGEN SEPARATION

Separation of oxygen from air or other oxygen-containing gases by the solid-state zirconia electrolyte
technique has several advantages over traditional methods of separation like cryogenic distillation or
pressure-swing adsorption,

Separation of oxygen by solid-state zirconia electrolyte technology lends itself well to modular
construction, and thus is easily scaled. JPL has developed patented circular oxygen separation cells that can
be stacked, forming a multi-cell stack; multiple stacks can be manifolded together within a common furnace
to form a multi-stack module. The modularity inherent in the technology also simplifies maintenance
procedures.

Equation 1 indicates that transfer of four electrons is required to conduct each oxygen molecule (O7) through
the electrolyte. Thus it is a simple matter to control the rate of oxygen production by controlling the
current applied to the cells. This feature reduces the storage requirements of oxygen separation units and
allows operators to better match production to demand. On a small scale, solid electrolyte cells could be
used to meter precise amounts of oxygen to partial oxidation processes.

The basic solid electrolyte separation cell has no moving parts. This fact contributes to the high inherent
reliability of the technology. The lack of moving parts, combined with the continuous, rather than batch,
nature of the process result in a quiet, vibration-free system.
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Because the separation of oxygen from air by a solid-state zirconia electrolyte cell is an electrochemical
process, the oxygen output stream is 100 percent oxygen. Other separation schemes, such as cryogenic
distillation or pressure swing adsorption, cannot produce oxygen of this purity due the basic processes used.

APPLICATIONS OF SOLID-STATE ZIRCONIA ELECTROLYTE TECHNOLOGY

Medical

Solid-state zirconia electrolyte technology has been proposed for several medical applications. Because of
the modularity of the technology, application in home, hospital and portable settings are feasible. A block
diagram of a home medical unit is shown in Figure 2.

A blower gathers fresh air and forces it through a series of small recuperative heat exchangers. Then, after
passing through the startup heater, the air enters the zirconia oxygen separation module. The module
separates approximately 50 percent of the oxygen from the input air stream. The oxygen and oxygen
depleted air streams pass through heat exchangers before leaving the unit. The heat exchangers thus serve to
preheat the input air, reducing the load on the startup heater, and cool the output streams, reducing the
amount of waste heat leaving the unit.

Product Oxygen Output Oxygen

Zirconia
Oxygen
Separation
Module

Input Heat Exchangers e

Blower

Startup Heater

Oxygen-Depleted Air

Oxygen-Depleted Air Vent

Figure 2. Home Medical Oxygen Supply Unit
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Industrial

Solid-state zirconia electrolyte technology has also been considered in a number of industrial applications.
A similar system to that shown in Figure 2 is used in an industrial application. Of course, the size is
much larger depending on the quantity of oxygen required. The inherent modularity of the zirconia
electrolyte technology permits the construction of units ranging from a few liters/min of oxygen to tons per
day. Applications considered for this technology include hospital supply, fish farming, weld shop and
metal fabrication, coal gasification, and basic metal refining.

Aerospace

The inherent high reliability of the zirconia oxygen separation process makes the technology attractive for
several aerospace applications.

Feasibility studies are currently underway at JPL to determine the suitability of solid-state zirconia
electrolyte technology for application in spacecraft-bome sensor coolers. In this application, the zirconia
cell would be used as an oxygen pump in a closed-loop Joule-Thomson cooling cycle. The lack of
vibration-inducing moving parts makes this scheme especially attractive for sensitive optical systems.

Another application for the technology in space is In-Situ Resource Utilization (ISRU). ISRU refers to the
utilization of resources available in space, such as Lunar soil or Martian atmosphere, for propellants, life
support, and fabrication. Solid-state zirconia electrolyte technology has been identified as a key element in
systems to extract oxygen from Lunar soil air and the Martian atmosphere.

JPL ACCOMPLISHMENTS

Project History

JPL has been working in the field of solid-state zirconia electrolyte technology since 1978. In 1984, the
U. S. Department of Energy funded an effort intended to develop oxygen separators for use in coal-fired
power plants. JPL made several major accomplishments in the development of this technology during the
DOE effort [2, 3]. These accomplishments were focused on cell geometry design, component fabrication
techniques, and cell testing.

Cell Geometry

A major factor affecting solid-state zirconia electrolyte oxygen separation cell performance is cell geometry.
The presence of ionic resistivity dictates that the zirconia electrolyte should be made a thin as possible.
Zirconia tubes are in common use but the wall thickness is very large (~1mm). In this case, electrodes are
applied on both the inside and outside surfaces of the tube. Air is passed through the center of the tube, and
oxygen is conducted through the tube wall to the outside. In addition to the wall thickness, another major
drawback to this geometry is the fact that the supply air is depleted of oxygen as it travels the length of the
tube; there is little oxygen left in the air by the time it reaches the far end of the tube. This oxygen
starvation increases the oxygen partial pressure difference across the cell and results in an increased Nernst
voltage and higher power consumption.

JPL addressed the problem of oxygen starvation by developing a cell geometry based on a circular
electrolyte disk. As shown in Figure 3, the supply air enters one side of the cell around the circumference
of the disk and is directed toward its center by a number of radial ribs. Oxygen is removed as the air travels
toward the center of the disk. Because the cell area available to a given quantity of input air is reduced as
the center is neared, the increase in Nernst voltage is not as severe as is seen in tubular designs. Computer
models indicating the superior performance of this patented design have been confirmed by experimental
data. The ribs support the zirconia permitting very thin (~0.05 mm) membranes to be used. The ribs also
serve as busbars to carry current to the cell electrodes. [4]
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Oxygen-depleted
Air Out

Electrolyte
Oxygen Out

Figure 3. Radial Air Flow, Axial Current Flow Circular Disk Oxygen Separation Cell Geometry
(Ribs not shown)

Component Fabrication

JPL developed a patented process for fabrication of the zirconia electrolyte membrane. (5] In this process,
conductive ceramic electrodes are applied to the zirconia electrolyte before firing. The method is capable of
producing three layer (electrode-electrolyte-electrode) composite oxygen separation membranes with zirconia
thickness less than 0.05 mm thick. The firing cycle and temperature were substantially reduced in this
patented process. In addition, JPL has developed the ability to fabricate ceramic cell casings.

Testing

As part of the Department of Energy-sponsored effort, JPL built and tested more than sixty single cell
oxygen separation units. In addition, ten multicell stacks were tested; three of these were capable of
producing 1 standard liter of oxygen per minute each.

Current Work

In addition to promotion of earth-bound applications of the technology, current work at JPL is focussed on
studies to determine the suitability of solid-state zirconia electrolyte technology for use in aerospace
applications. Two applications under consideration are In-Situ Resource Utilization, in which oxygen
would be produced from Lunar soil or the Martian atmosphere, and cryogenic refrigeration, which involves
use of a zirconia-based oxygen pump.

TECHNICAL CHALLENGES

The major technological obstacles to commercialization of solid-state zirconia electrolyte technology stem
from the high operating temperature required by the process. To eliminate the need for expensive precious
metal electrodes and interconnects, JPL's oxygen separation cells use strontium-doped lanthanum manganite
(LSM), an electrically conductive ceramic, for both electrodes and cell interconnections. Not only is this
material electrically conductive, it is mechanically and chemically stable at 1000 C.

While the problem of expensive interconnects has been eliminated by the use of LSM, sealing of the cells

continues to be difficult. The majority of JPL-built separation cells to date have relied upon precision-
ground flat seals to contain the the product oxygen. While suitable for use in applications that lack a
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requirement for pressurized output, the flat seals are incapable of supporting a pressure differential of more
than than 4 kPa (0.6 PSI). Follow-on work at JPL will concentrate on development of higher pressure
seals.

JPL also intends to examine other oxygen ion-conducting materials such as delta-bismuth oxide. Data
reported in the literature indicate that this material has a higher ionic conductivity that doped zirconia, and
can operate at a lower temperature.

CONCLUSIONS

JPL has developed an oxygen separation system that is modular and reliable and without moving parts. The
power consumption is lower than for other oxygen separation systems. The ceramic fabrication technology
has been developed to the point where cells and stacks are easily fabricated. Still required in the
development is the successful use of seal technology to provide high pressure, 100 percent purity oxygen to
a variety of applications including medical, industrial, and acrospace.

How to License The Technology

Patents held on this technology are the property of the California Institute of Technology. Organizations
interested in licensing this technology should contact the California Institute of Technology, Office of
Patents and Licensing, (818) 356-4567.
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ABSTRACT

The development of a Controlled Ecological Life Support System (CELSS) will require NASA to develop
innovative monitoring and control technologies to operate the different components of the system. Primary
effort over the past three to four years has been directed toward the development of technologies to operate a
Biomass Production Module. Computer hardware and software required to operate and collect and
summarize environmental data for a large plant growth chamber facility has been developed and refined.
Sensors and controls required to collect information on such physical parameters as relative humidity,
temperature, irradiance, pressure, and gases in the atmosphere; and PH, dissolved oxygen, fluid flow rates,
and electrical conductivity in the nutrient solutions are being developed and tested. Technologies required to
produce high artificial irradiance for plant growth and those required to collect and transport natural light
into a plant growth chamber are also being evaluated. Significant effort has been directed towards the
development and testing of a membrane nutrient delivery system potentially useful in growing plants in the
microgravity of space. Robotic and plant imaging systems required to manipulate, seed, and harvest crops,
and to determine plant health prior to stress impacting plant productivity are also being researched. Tissue
culture technologies are being developed for use in management and propagation of crop plants. Though
previous efforts have focused on development of technologies required to operate a Biomass Production
Module for a CELSS, current efforts are expanding to include technologies required to operate modules such
as food preparation, biomass processing, and resource (waste) recovery which are integral parts of a CELSS.

INTRODUCTION

The Controlled Ecological Life Support System (CELSS) is developing the science database required to
build and operate an bioregenerative life support system in space. Such a system has been identified to be a
requirement to develop a permanent presence in space (Paine, 1986 /1/; Robbins, 1988 /2/). There is
insufficient data at this time to predict when such a system will be economically feasible for a specific mission
scenario or what components will be included in a functioning CELSS. However, if humans are going to be
anything other than visitors in the space environment, such a system must ultimately be developed. The
current CELSS program is a research and development effort which should grow steadily into a major
hardware development program after a sufficient science and technology database exists.

The CELSS Breadboard Project (Koller, 1986 /3/; Prince and Knott, 1989 /4/) being conducted at the
Kennedy Space Center has as its major goal the development and operation of an initial CELSS at a one
person scale to demonstrate feasibility for the development of such a system. This project was initiated in late
1986 with the first research data being collected on biomass production in 1988. The current schedule is for
the initial Breadboard CELSS configuration to be completed in 1993 and tested by the end of 1994. The
components or modules being developed for inclusion in the initial CELSS Breadboard are as depicted in
Figure 1. There are four major modules, Biomass Production, Biomass Processing, Food Preparation, and
Resource Recovery. For either one of these modules to be operated successfully will require a major
enhancement of monitoring and control technologies. This presentation will describe the CELSS Breadboard
Project, discuss current technologies being developed, and identify requirements for new technologies
necessary for monitoring and controlling the system.

THE BREADBOARD PROJECT

The current Breadboard Project is centered around a large atmospherically sealed plant growth facility,
the Biomass Production Chamber (BPC) (Figure 2), which was constructed to measure energy use and mass
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flow through a crop community over its entire life cycle. A series of experiments are being conducted in the
BPC to evaluate crop species in this closed environmentally controlled facility (Wheeler and Sager, 1990 /5/;
Wheeler et. al, 1990 /6/). During these trials, emphasis is being placed on the effect of different environmental
conditions on plant growth, CO, exchange, water use, and mineral uptake. Microbiological sampling and
analyzes are conducted during each plant growth study in order to determine the functional relationships
between the microorganisms and the plants, especially in the rhizosphere. Total biomass production is
measured for each crop as the plants are harvested from the chamber. Other modules of a CELSS which are
required to convert this biomass into food and to recycle all materials back to the plants are being developed
in laboratories adjacent to the BPC. The edible biomass is transferred to the processing laboratory (kitchen)
so that meals can be prepared and tested. Various processing procedures are being evaluated in order to
determine amount of time required to accomplish the task, to identify equipment requirements, and to
evaluate the meals for nutritional value and palatability. The inedible biomass is transferred to the resource
recovery lab so that various subcomponents that may convert this material into an edible substance can be
evaluated. These subcomponents include aquaculture, enzyme degradation of cellulose into sugars, and fungal
production processes. Material left over from either the food preparation or biomass processing activities
must be converted to CO, , water, and minerals for return to the Biomass Production Chamber. Resource
recovery subcomponents that are currently being tested to accomplish this include a leachate reactor and
aerobic microbiological reactors.

Tests of cach resource recovery subcomponent is designed to obtain mass flow data through each
component in the context of a total integrated system. Emphasis is being placed on the cycling of carbon,
hydrogen, oxygen and nitrogen along with selected major minerals. A related activity will evaluate total
pyrolysis of the edible biomass to determine the products generated and the energy used. The measurement
of water cycled through each subcomponent of the Breadboard is of major interest during all project activities.
The water loop on the BPC is currently being closed and hygiene water being used by the human along with
his liquid waste will be measured and recycled through the appropriate subcomponents.

The initial total Breadboard system is scheduled to be complete by 1993. Extended testing of this system
will occur during 1993 and 1994. A total reconstruction of a CELSS, the Integration Test Facility, at a three
to four person scale is scheduled for 1995.

ADVANCED TECHNOLOGY DEVELOPMENT

One of the major problems encountered to date in the construction and operation of the Breadboard
CELSS is the reliability of the physical systems required to maintain the biological organisms. The biology has
been very reliable and predictable but the monitoring and controlled technologies required to maintain a
proper environment for the organisms has been unreliable. Several objectives need to be met as we attempt
to improve the technologies required for the successful deployment and operation of a CELSS in space.
Monitoring and control technologies must be developed to minimize energy use and limit manpower
requirements. The elements must be miniature in size, light in mass, and durable. Their measuring
capabilities must be real time, on-line, and adequately sensitive for proper system controls. Their operational
reliability must be over an extremely long time duration and must require minimal maintenance. Finally,
elements of a CELSS which will be deployed in free space must have the capability of operating in a
microgravity environment.

Several advanced technologies required to operate the Biomass Production Module of a CELSS have been
identified. Fiber optic sensors for on-line monitoring and control for selected parameters in the BPC are
being developed and tested. Parameters to be measured by the sensors include atmospheric ethylene, trace
organic contaminants, pH, moisture levels, microbial organisms, and specific ions in nutrient delivery solutions.
These sensors use primary and secondary absorbance and liquid atomic emission technologies as their primary
measuring processes. Most of the sensors currently available for monitoring these and other parameters in the
Biomass Production Chamber are not sensitive enough or when on-line require excessive maintenance to keep
them operative. Development of computer software will be required in order to establish expert control of the
atmosphere in the BPC using the outputs from the array of sensors. We have developed some chamber
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control software along with new data display capability for the BPC during the past two years. Technologies
for the production, transportation, and distribution of irradiance for plant growth is another primary area of
interest to the CELSS program. Current research in this area has concentrated on a light pipe material and
fiber optics for transportation and distribution of the light energy. Of major importance in this technology
area is the increased efficiency of bulbs and the maximum delivery of photons to the plant surface.

At least one project is evaluating noninvasive remote sensing systems that may be useful in detecting water
stress and/or nutrient deficiency in plants. A technology that will detect plant stress prior to it reaching a
level to cause a decrease in productivity is vital to the successful development of a CELSS. Robots with vision
imaging capabilities will be required to locate sensors and conduct plant manipulations such as seeding and
harvesting. A seeding robot for wheat has been developed and tested. The development of robotic
capabilities that will significantly reduce the time required to operate the Plant Production Module is
important. Finally, if the CELSS is to operate in a microgravity environment then a major requirement is to
develop a system to deliver water and nutrients to the roots of plants under these conditions (Wright, et. al.
1988 /7/). We have developed and tested a membrane nutrient delivery system(Figure 3) as a potential
technology to accomplish this task (Dreschel and Sager, 1989 /8/). Other projected areas requiring technology
development in order to develop a successful Biomass Production Module for a CELSS include genetic plant
engineering, management of tissue culture systems, trace contaminant removal from air and water, and water
collection devices.

Many of the technologies discussed previously for the Biomass Production Module are also required for
the Food Preparation, Biomass Processing, and Resource Recovery Modules. Advance sensor technology and
expert computer control are needed to operate bioreactors that are vital to these modules. The requirements
for these sensors and computer software are identical to or only slightly modified from those discussed for the
Biomass Production Module. New equipment to thrash, mill, and grind edible biomass and to process the
same into food needs to be developed. This equipment must be small, easy to operate, and extremely efficient
so that little, if any, wastage occurs. The aquaculture system will require some advance technologies that have
not been previously discussed. Sensors and controls for the nitrogen wastes produced by the fish must be
developed. Development of a food for the fish using only inedible plant material is a major challenge.
Technologies to reduce the amount of water to support the fish and video systems to monitor the health of the
fish are a few other capabilities which require research. There is no doubt as these processing and resource
recovery modules become more a part of the Breadboard Project, additional advance technologies required to
operate these modules will be identified.

SUMMARY

The CELSS Breadboard Project is proceeding on schedule and a demonstration of feasibility at a one
person scale should be accomplished in the next 3-4 years. The Biomass Production Module is complete and
producing data on plant growth and development, water cycling, and carbon dioxide and oxygen exchange.
During the past 2-3 months, efforts have been initiated to develop the Food Preparation, Biomass Processing,
and Resource Recovery Modules that will complete the initial CELSS Breadboard. In order for a CELSS to
be deployable in space to meet the life support requirements of humans, significant advancement in selected
technologies is required. A few technologies are currently being researched such as fiber optic sensors,
noninvasive remote plant stress sensors, expert computer controls, and microgravity compatible nutrient
delivery systems. Improved sensor sensitivity and reliability, efficient irradiance production and delivery
systems, and expert computer controls must be developed in order to control the physical systems required to
maintain the biology. Technologies to monitor biological stress, to accomplish genetic engineering, and to
provide tissue culture maintenance must be completed prior to the development of an operational CELSS.
The development of advanced technologies are primarily aimed at reduction in energy use, limiting manpower
requirements, miniaturization of subcomponents, improved operation reliability, on-line monitoring capabilities,
and functionality in microgravity. In order for human beings to develop a truly permanent presence in space,
a CELSS must be developed and a significant advancement in technologies is required in order to make such
a life support system possible.
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ABSTRACT

In recent years, the aerospace propulsion and space power communities have expressed a growing need
for electronic devices that are capable of sustained high temperature operation. Applications for high
temperature electronic devices include development instrumentation within engines, engine control and
condition monitoring systems, and power conditioning and control systems for space platforms and satellites.
Other earth-based applications include deep-well drilling instrumentation, nuclear reactor instrumentation
and control, and automotive sensors.

To meet the needs of these applications, the High Temperature Electronics Program at the Lewis
Research Center is developing silicon carbide (SiC) as a high temperature semiconductor material. Research
is focussed on developing the crystal growth, characterization and device fabrication technologies necessary to
produce a family of silicon carbide electronic devices and integrated sensors. This paper will present the
progress made in developing silicon carbide and discuss the challenges that lie ahead.

INTRODUCTION

In recent years, the aerospace propulsion and space power communities have acknowledged the growing
need for electronic devices that are capable of sustained high temperature operation. Applications for high
temperature electronic devices include development instrumentation within engines such as multiplexers
analog-to-digital converters, and telemetry systems capable of withstanding hot section engine temperatures
in excess of 600° C. Similarly, engine mounted integrated sensors and electronics could reach temperatures
which exceed 500° C while uncooled operation of control and condition monitoring equipment in advanced
sustained supersonic aircraft would subject electronic devices to temperatures in excess of 300° C (1).
Hypersonic vehicles will ultimately pose even more severe demands on electronic devices and sensors.

In addition to acronautics, there are many other areas that would benefit from the existence of high
temperature electronic devices. Space applications include power electronic devices for Space Station
Freedom, space platforms, and satellites. Since power electronics require radiators to dissipate waste energy
(heat), electronic devices that are capable of operating at higher temperatures would allow a reduction in
radiator size. This results in a weight savings and thereby reduces the cost of placing the hardware into
orbit.

The need for electronic devices capable of sustained operation at high temperature is not restricted to
the aerospace community. Earth-based applications include deep-well drilling instrumentation, power
electronics for motor control, nuclear reactor instrumentation and control and automotive electronics and
sensors.

To meet the needs of the applications mentioned above, the High Temperature Electronics Program at
the Lewis Research Center is developing silicon carbide (SiC) as a high temperature semiconductor material.
This program supports two major elements of the Center’s mission: to perform basic and developmental
research aimed at improving (1) aerospace propulsion, and (2) power systems. Research is focussed on
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developing the crystal growth, crystal characterization and device fabrication technologies necessary to
produce a family of SiC devices.

SILICON CARBIDE: THE SEMICONDUCTOR

Silicon Carbide (SiC) is familiar to most as the abrasive grit material on sandpaper. It is, however, a
material that possesses many other useful properties. Crystalline SiC can be found in refractory, structural
and electrical applications as well as the common abrasive applications. Due to its extreme hardness (only
diamond and boron carbide are harder) SiC grit is used extensively in lapping, grinding, cutting, and
polishing operations. As a refractory material, SiC is used as a protective coating on components exposed to
high temperature and/or corrosive environments. In the aerospace industry, SiC fibers are of interest &s a
high strength, low density reinforcement material.

It is the semiconducting properties of electronic grade SiC crystals that make it particularly attractive for
high temperature applications. This is because SiC possesses a wide energy bandgap. The maximum
operating temperature for a semiconductor is determined by the forbidden bandgap energy. The useful
temperature limit is reached when the number of intrinsic carriers, thermally excited across the energy gap,
approaches the number of purposely added (extrinsic) carriers. This temperature (when expressed as the
absolute temperature) is roughly proportional to the energy bandgap. Depending on the particular polytype
(structural form) of SiC, the bandgap energy varies from 2.2¢eV to 3.3 ¢eV.

Based on the inherent solid state properties of silicon (bandgap energy of 1.1eV), the maximum
temperature at which a silicon device could theoretically operate is 300° C. Conventional silicon electronic
devices are rated to operate at temperatures up to 125°C, i.e.,the MIL-SPEC (military specifications) limit.
Since the desired operating temperature for some of the applications mentioned above approaches 600° C, it
is clear that a new semiconductor material will have to be developed. Another choice as a high temperature
semiconductor based upon its bandgap energy might be gallium arsenide which could theoretically operate at
460° C, but it has not proven operationally stable at this temperature. Using the same criteria as applied to
silicon, SiC could theoretically be employed as a semiconductor at temperatures as high as 1200°C. A more
reasonable, shorter term goal is to produce electronic devices capable of 600° C operation.

In comparing potential candidate materials for high temperature semiconductor devices, SiC stands out
not only because of its excellent high temperature electronic properties but also because it is a very stable
ceramic material up to temperature of 1800° C. The combination of the material’s high thermal conductivity
(heat transfer) and high breakdown field (tolerant of high electric fields) provides the potential for improved
power electronic systems and for increasing the number of devices per unit area. Those properties which
determine the high frequency characteristics of semiconductor devices also appear to be excellent for SiC and
superior to those of silicon or gallium arsenide.

Component reliability is a key issue in all aerospace applications because failure can lead to expensive or
tragic consequences. Electronic devices or sensors that are capable of operating at high temperatures have
the immediate payoff of improved reliability when operated at lower temperatures. For example, if
electronic devices capable of 300° C operation possess the same failure rate at 300° C as devices specified for
125° C operation, the failure rate will be reduced by 1000 when the "300°C" electronic devices are operated
in a 125° C environment. This three orders of magnitude improvement in reliability is due to the exponential
dependence of failure rates on temperature. Based on its properties, the reliability of electronic devices and
sensors fabricated from SiC should be much higher than that obtainable from any current semiconductor
material.

SILICON CARBIDE CRYSTALGROWTH
With all the advantages that SiC possesses, why has SiC technology not been incorporated into electronic

systems? The main problem has been the lack of SiC single crystals suitable for device fabrication purposes.
Until recently, there was no process whereby single crystals of SiC with sufficient size, purity, and perfection
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could be grown reproducibly. SiC does not melt at any reasonable temperature and pressure conditions so
this rules out the "growth-from-melt" technique commonly used to obtain other semiconductor single crystals
such as silicon and gallium arsenide.

Historically, vapor phase growth processes have proven to be the most successful method for producing
SiC crystals. Early research was done on SiC crystals that were a by-product of the industrial Acheson
process for making sandpaper grit and abrasives (2). In the Acheson process, SiC is formed at 2400° by the
reaction of silica and coke. At this temperature, gas pockets can form within the SiC reaction product. The
SiC sublimes and then condenses on the inside walls of gas pockets located at cooler parts of the reaction
product. Occasionally, isolated SiC crystals are produced within these pockets during the production process.
The larger and better crystals were hand selected for electrical research purposes.

In 1955, Lely developed a laboratory version of the industrial sublimation process and was able to
produce rather pure SiC crystals (3). Encouraged by the Lely process, NASA Lewis and other laboratories
pursued the development of SiC semiconductor devices during the 1960’sand early 1970’s. Though SiC
devices were demonstrated above 400° C, by the early seventies the Lely process and other processes had not
matured to the point where high-quality large-area crystals could be grown reproducibly. Since crystal
substrates are crucial to device fabrication, interest in SiC waned, and from 1973 to 1980, there was very little
effort in the U.S. on SiC. However, research did continue in Japan and in Europe during this period.

In 1980, because of the increased need for high temperature electronics in advanced turbine engines,
NASA Lewis again embarked on a high temperature electronics program. The emphasis again has been on
developing SiC. The problem regarding the crystal growth of SiC is rooted in the fact that SiC crystals can
take on many different structural forms called polytypes. The many polytypes of SiC (over 140) differ from
one another in the stacking sequence of the SiC double layers. Depending on the stacking, either cubic,
hexagonal or thombohedral structures are possible. The two most common SiC polytypes are 3C-SiC and
6H-SiC representing the cubic and hexagonal structures, respectively. In the early research, SiC crystals
grown by sublimation techniques were a mixture of different polytypes. Since each SiC polytype has its own
electronic properties (i.e.,bandgap energy, carrier mobility, etc.), sublimation grown SiC crystals usually
contain heterojunctions and possess unpredictable and non-uniform electronic properties.

To favor growth of a single polytype of SiC, epitaxial growth on a host crystalline substrate from gases
containing silicon and carbon was hypothesized. The host crystal imparts its crystalline regularity to the thin
growing layer. Since silicon is available in perfect, large, and low-cost crystals, many attempts at the
heteroepitaxial growth of SiC on Si were made. These efforts were largely unsuccessful because of the large
lattice mismatch that exists between Si and SiC (e.g.,the SiC lattice is 20% smaller that the Si lattice).

Large area heteroepitaxial growth of 3c-SiC on Si was finally achieved at the NASA Lewis Research
Center in 1982 by using a chemical vapor deposition (CVD) process (4). Crystal growth takes place at
atmospheric pressure in a fairly conventional horizontal CVD system. A complete system description is
given in reference 5. The CVD reaction system is illustrated schematically in Figure 1. To grow a single
crystal 3C-SiC, first an electronic grade silicon substrate is placed on an rf-heated graphite susceptor. The
essential step in the growth process is a rapid temperature ramp from near room temperature to a growth
temperature of 1360° C in the presence of a hydrocarbon gas. The NASA Lewis Research Center process
uses propane as the carbon containing gas. During the first two minutes of growth, a single crystal 3C-8iC
film about 20-nm-thick is produced on the Si substrate. After this initial SiC growth, silane gas is added to
provide a silicon source for the final step, the bulk growth of 3C-SiC to the desired thickness. During this
time, the 3C-SiC layer grows at a rate of 3 to 4 u m/hr.

3C-SiC is a transparent, yellow crystal which fractures into regular rectangular pieces. Although visually
the material appears to be of relatively good quality, in actuality a high density of defects exists in the crystal.
Certain defects can adversely affect the electrical properties of SiC devices. During the past eight years,
much progress has been made in understanding problems associated with 3C-SiC grown on Si but much
research remains to be done in this area.
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A recent development in SiC crystal growth is having an enormous impact on SiC research. A SiC
research team at North Carolina State University announced the successful implementation of a seeded-
growth sublimation method to produce the 6H-SiC polytype in boule (large cylinder) form (6). A private
company, Cree Research, Inc., has developed this process to the point where 1-inch diameter wafers of 6H-
SiC crystals can now be used as substrates for SiC epitaxial growth via the CVD processes already developed.
Growth of high quality 6H-SiC epitaxial films has now been achieved at NASA Lewis using 6H-SiC wafers as
substrates (7). Figure 2 is a photograph comparing a Cree Research Inc. SiC wafer with available Lely SiC
crystals. Prior growth experiments had been performed on irregular-shaped Lely or Acheson SiC crystals but
the small size and uncertain quality of these crystals make them unsuitable for commercial production.

Doping (intentional insertion of the extrinsic carriers) the epitaxial films with electrical impurities to
produce n-type and p-type SiC is vital to the realization of electronic devices. Addition of nitrogen gas to the
growth process gases results in nitrogen incorporation into the SiC lattice. Since nitrogen is a donor impurity
in SiC, n-type SiC is produced. To produce p-type SiC, aluminum has been used as an acceptor impurity.
Aluminum is incorporated by adding trimethylaluminum to the growth process gases.

CHARACTERIZATIONOF SiC FILMS

Initially, the transition from the Si substrate to the 3C-SiC epitaxial layer was thought to occur by means
of a thin buffer layer or transition layer of the order of 20-nm-thick (4). However, high resolution
transmission electron microscopy (TEM) has demonstrated that the SiC/Si interface is abrupt with no
transition region (8). the 3C-SiC films do contain a large density of defects that include interfacial twins,
stacking faults, and inversion domain disorder (9). The defect density in the films is greatest near the SiC/Si
interface and decreases with distance away from the interface.

A particular type of lattice defect, called inversion domain boundaries (IDB’s) was reported to be present
in all SiC films grown on Si (10). The IDB’s can be made visible by chemical etching, sputter etching, wet
oxidation or 3C-SiC growth in the presence of diborane (11). IDB’s form in the initial stages of growth on
the Si substrate when SiC islands of opposite phase nucleate and grow together. Across the IDB, the
chemical bonding is between like atoms (i.e., Si-Si or C-C), instead of the normal Si-C bond between
neighboring atoms.

Normally, in epitaxial growth on Si, the surface of the Si substrate is oriented precisely parallel to an
atomic plane, e.g.,the (001) plane. It had been found in the growth of gallium arsenide on Si, that IDB’s are
eliminated by orienting the substrate slightly off-axis from the (001) plane. This technique was applied to
SiC growth at NASA Lewis with the result that for Si substrates that were tilted 1° to 4° from the (001)
plane, all IDB’s were eliminated from the films grown. In addition, the resultant SiC films were smoother by
a factor of 2 to 3 than the films grown on-axis substrates (11). Further work is needed to determine the
effect on electrical properties and the performance of devices fabricated from these films. Also, the
optimum tilt angle and the direction of tilt have yet to be determined.

Electrical characterization to determine electrical properties of the SiC films is an important and
necessary evaluation step if high quality SiC films are to be achieved. To determine the carrier concentration
and carrier mobility, room temperature Hall measurements were made on n-type 3C-SiC films grown at
NASA Lewis using the van der Pauw configuration (12). Ohmic electrical contacts consisted of sputtered
tantalum followed by sputtered gold. In order to perform a detailed analysis of the charge carrier
concentration, three 3C-SiC films were selected for Hall measurements over the temperature range 50-300K.
Experimental results for the films studied showed that the films are highly compensated with a ratio of
acceptor (p-type) to donor (n-type) atoms of 0.90. At this time, the identity of the donor and acceptor
impurities is not clear. Crystal defects such as vacancies, interstitial atoms, antisite atoms, stacking faults, or
dislocation may be acting as donor and acceptor impurities.

It is believed that all present day 3C-SiC films grown at NASA Lewis and elsewhere are compensated.
The consequence of compensation is degradation of device quality. Compensated semiconductors have many
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jonized impurities (positive for donors and negative for acceptors) embedded in the crystal lattice and these
jons serve as scattering centers for moving charge carriers. This increases the impurity scattering and
reduces the total mobility of the charge carrier compared to uncompensated material with the same density
of free carriers. Identification and eventual elimination of the compensating impurities remains a research
goal.

As mentioned above, the 3C-SiC films epitaxially grown on Si substrates contain many lattice defects
indicating that Si is not the perfect host substrate, at least not when using the current growth processes. The
availability of 6H-SiC substrates for epitaxial growth of SiC films is now steering the growth research away
from 3C-SiC growth on Si and toward 6H-SiC growth on 6H-SiC.

The defect density in 6H-SiC . films grown on 6H-SiC substrates is reduced by a minimum of three orders
of magnitude compared to the 3C-SiC films. This is expected to have a very positive effect on SiC device
characteristics. As more 6H-SiC films are produced, characterization techniques that have been developed
for 3C-SiC films will be systematically employed. At this time, structural characterization (cross sectional
transmission electron microscopy), optical characterization (low-temperature photoluminescence), and
electrical characterization of both n and p type 6H-SiC films are underway.

Sic DEVICE FABRICATIONTECHNOLOGY

The availability of SiC substrates now allows NASA Lewis to place increasing emphasis on device
fabrication. In-house research is pursuing the fabrication of in-situ grown junction diodes and metal-
insulator-semiconductor field effect transistors (MISFETS).

Junction diodes were produced by first growing an 8-micrometer-thick n-type 6H-SiC film, and then
growing an additional 0.75-micrometer-thick p-type 6H-SiC film with trimethylaluminum added to the
process gases. Aluminum was incorporated into the growing SiC film to produce p-type material. An array
of diode mesa structures was then formed by photolithography followed by reactive ion etching using sulfur
hexafluoride and oxygen gases. Electrical contacts, aluminum to the p-type and gold/tantalum to the n-type,
were applied by sputter deposition.

A typical current-voltage (I-V) curve for one of the 6H-SiC grown-junction diodes at room temperature
and at 600° C is shown in Figure 3. the function of a diode is to allow current to pass in one direction (the
forward direction), but not in the opposite (reverse) direction. Hence, an ideal I-V curve would be nearly
vertical in the forward direction, and nearly horizontal in the reverse direction. As seen in the I-V curves,
the electrical characteristics of the SiC diode change very little when operated from room temperature to
600° C. This is a significant result because the diode (e.g.,p-n junction) is a basic building block for
electronic devices. In addition to rectification, junctions are also used extensively as isolation layers. For
example, an n-channel field-effect-transistor (FET) can be fabricated by first growing a p-type layer followed
by an n-type layer. Current flow will then be confined to the n-layer if the voltage polarities are chosen so as
to reverse bias the junction.

A depletion-mode metal-oxide-semiconductor field-effect-transistor (MOSFET) was fabricated using the
principles of channel isolation as described above. In an FET structure, the current flow is controlled by
applying a voltage to the gate electrode. For an n-channel FET, a negative voltage applied to the gate will
deplete the channel of electrons and thus “pinch-off"the current flow. In this manner, an FET resembles a
switch. The switch is turned on and off by the application of the gate voltage. Figure 4 shows the I-V
characteristics of the MOSFET at room temperature and at 500° C. Although the electrical characteristics of
the FET are not ideal, the achievement of transistor I-V characteristics at 500° C is an extremely important
starting point.
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CONCLUDING REMARKS

Ultimately, the goal of the NASA Lewis High Temperature Electronics Program is to develop SiC

integrated circuits and monolithic sensors with compensating and signal conditioning electronics integrated
into the sensor structure. Electronic devices and sensors that are capable of operating at elevated
temperatures eliminate or reduce the amount of cooling that is required. In many space applications, this
can be a significant weight savings. Other payoffs of high temperature integrated sensors include reduced
cabling and shielding requirements and development of distributed control architectures, i.e.,smart actuators.

The development of semiconductor materials does not occur over night. First germanium, then silicon

and then gallium arsenide, for example, have come to the marketplace after years in the Iaboratory and many
dollars spent for development cost. The history of SiC as a high-temperature semiconductor has been one of
high expectations followed by disappointment. Recent advances in crystal growth of SiC and the increased
knowledge of the bulk material properties of the grown SiC are cause for renewed enthusiasm. Although the
development of SiC falls into the category of high-risk research, the future looks very promising and the
potential payoffs are tremendous. SiC now appears ready to emerge as a useful semiconductor material.

10.

11.

12.
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ABSTRACT

Metal oxide films such as SiO, are known to provide an effective barrier to the transport of moisture
as well as gaseous species through polymeric films. Such thin film coatings have a tendency to crack upon
flexure of the polymeric substrate. Sputter co-deposition of Si0? with 4%-15% fluoropolymers has been
demonstrated to produce thin films with glass-like barrier properties that have significant increases in strain-
to-failure over pure glass films, thus improving their tolerance to flexure on polymeric substrates. Deposition
techniques capable of producing these films on polymeric substrates are suitable for durable food packaging
and oxidation/corrosion protection applications.

Introduction

Polymeric materials used on spacecraft in the low-earth-orbital environment have been shown to
degrade through oxidation because of reaction with the environmental atomic oxygen (ref. 1). Atomic
oxygen in the low-earth-orbital environment is formed by photodissociation of the diatomic oxygen by solar
photons whose wave length is less than 2430A. Atomic oxygen is a predominant species between the
altitudes of 180 and 650 km (ref. 2). Polymers have not yet been developed which are durable to atomic
oxygen interaction. As a result, current approaches to prevent atomic oxygen degradation have utilized
protective coatings over the oxidizable substrates. These coatings have consisted of metal oxides such as SiO,
and ALO,, as well as mixed metal oxide/fluoropolymer films (refs. 1,3 and 4). Because metal oxides are
typically in their highest oxidation state, they act as ideal atomic oxygen protective barriers to prevent
oxidation of the underlying polymeric materials. However, pure metal oxide films such as SiO, have a very
limited strain-to-failure, thus decreasing their utility on substrates which are subjected to flexure. The
addition of a small fluoropolymer content to the predominantly SiO, films greatly increases the strain-to-
failure of the films while still maintaining their protective properties. Numerous aerospace spinoff
applications exist such as: hermetic coatings, protective transparent coatings, and non-stick coatings. this
paper will present deposition techniques for the application of flexible thin film fluoropolymer filled SiO,
protective coatings, as well as discuss film properties and potential applications.

Deposition Technique

Molecularly mixed metal oxide/fluoropolymer films can be produced by simultaneous sputter etching
of sputter targets consisting of silicon dioxide and polytetrafluoroethylene (PTFE-Teflon) (Ref. 3). Figure 1
shows the ion beam sputter deposition configuration for co-deposition of SiO, or Al,O; with a fluoropolymer.
this apparatus consists of an electron bombardment ion source operating on 500-1000eV argon ions to
sputter-etch targets of metal oxide simultaneous with the polytetrafluoroethylene (PTFE-Teflon). As a result
of the simultaneous bombardment of both types of materials, a molecular mixture of metal oxide and
fluoropolymer scission fragment species deposits on surfaces exposed to the sputter ejecta from these targets.
Because the ion beam current density distribution is typically normally distributed, the ratio of deposition
species can be readily controlled by utilizing a pie-shaped polytetrafluoroethylene target segment on top of a
circular SiO, sputter target (ref. 5). Figure 2 shows a typical plot of the volume fraction of fluoropolymer in
the deposited SiO,/fluoropolymer-mixed film as a function of the polytetrafluoroethylene target angle. The
deposition can be performed by either ion beam or RF magnetron deposition with the substrate at room
temperature. The deposition rates produced by ion beam sputter-deposited films are typically lower than
those which may be produced by RF magnetron deposition processes.
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Thin Film Properties

Although silicon dioxide and aluminum oxide are known to be durable to atomic oxygen attack, pure
fluoropolymer deposited films are oxidizable by atomic oxygen attack. However, small quantities of
fluoropolymers can be molecularly mixed with metal oxide films and still provide atomic oxygen protection if
the thin film thickness is slightly increased over that of the pure metal oxide film. Figure 3 shows the
minimum thickness fluoropolymer-filled SiO, film necessary for permanent atomic oxygen protection as a
function of fluoropolymer content fraction in the SiO, film (ref. 3). Thinner protective coatings do not
provide durable protection thus allowing atomic oxygen reaction with the underlying polymer. For atomic
oxygen protective coatings in space, the film thicknesses typically between 650-1500A are used.

Fluoropolymer filled SiO, protective coatings appear colorless and quite transparent on polymeric
substrates. Figure 4 illustrates the differences in reflectance, absorptance, and transmittance of SiO, films
containing up to 4% fluoropolymer sputter deposited on 127um thick polyimide Kapton.

The value of adding the small addition of fluoropolymer to the metal oxide films is to increase the
strain to which the silicon dioxide can be subjected without brittle fractures developing. Figure 5 illustrates
the increase of strain-to-failure by small additions of fluoropolymer to the film as well as the minimum
radius curvature which film can survive when deposited on a 127um thick polyimide Kapton substrate without
brittle fracture. As can be seen from Figure 5, a fluoropolymer fill fraction of 15% will increase the strain-
to-failure by a factor of three. In addition, thin polymeric materials with a 15% fluoropolymer fill fraction
can be bent around a radius of curvature of approximately 1mm without brittle fracture. However as can be
seen from Figure 3, such films must be at least 600A to provide atomic oxygen oxidation protection. Oxygen
diffusion through thin films appears to be limited to not more than 300A based on isotope labeled diffusion
studies conducted in reference 6. However, it appears that 15% fluoropolymer-filled SiO, films whose
thicknesses exceed 600A are quite flexible and atomic oxygen durable. Sputter deposition of these co-
deposited films has been shown to produce an intrinsic stress which can tend to deform the substrate
polymers. Figure 7 is a plot of the intrinsic stress of co-deposited thin films on silicon substrates for various
composition films and film thicknesses (ref. 7).

Atomic oxygen durability of pure SiO, and 4% fluoropolymer-filled SiO, films were evaluated in
space and found to reduce oxidation by a factor of 3,7500over that of unprotected polyimide Kapton (ref. 7).

Potential Application

One of the primary space applications considered for such films is for the protection of flexible
polyimide Kapton solar array blankets that would be used in low earth orbit. the fluoropolymer content of
such films may enable inflatable structures to be protected from oxidation as well. Polymeric materials
which must be subjected to flexure or small radius of curvature would be ideally suitable for use with
fluoropolymer filled films because of their tolerance to high strain in comparison to that of pure metal oxide
films.

Because the fluoropolymer-filled SiO, films are clear, flexible, corrosion-resistant, chemically
inactive, and an effective moisture barrier, there may be numerous non-aerospace applications. One of the
most obvious applications is the packaging of food products where it is desirable to prevent diffusion of water
vapor through the thin film polymeric container. Generally acceptable long-term hermetic protection is
achieved by metallization of plastic film packages. However, such containers do not allow visual inspection
of the content of the containers. The flexible fluoropolymer-filled SiO, films would be both visibly
transparent and offer a hermetic protection in excess of that of uncoated polymeric packaging. The
fluoropolymer content of the film may be useful in cases where a slight reduction in coefficient of friction is
also important. There may be obvious non-stick applications where the durability of the SiO, component can
be utilized in concert with the non-stick fluoropolymer component for such applications as cookware.
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The chemical properties of the fluoropolymer ion beam sputter-deposited component of the films is
thought to be similar to that of polytetrafluoroethylene based on the deposition of pure fluoropolymer films
from polytetrafluoroethylene targets (ref. 8). The sputter-deposited fluoropolymer films are very similar to
that of the bulk polytetrafluoroethylene except the sputter-deposited fluoropolymer is slightly more cross-
lined, which produces a higher thermal decomposition temperature (ref. 8). Applications where abrasion-
resistance, oxidation protectiveness, and transparency are requirements include durable acrylic coatings for
surface protection of floor coverings, sky light transparency protective coatings, and protection of
polycarbonate face shields. These oxidation protective coatings, their deposition process, and associated
apparatus have been patented by NASA under U.S. Patent Numbers 4,664,980,4, 560,577and 4,604,181

respectively.
SUMMARY

Molecularly mixed fluoropolymer-silicon dioxide films cannot be fabricated by conventional bulk
melting or mixing processes. However, these mixed films can be deposited by ion sputter co-deposition, as
well as magnetron sputter deposition processes. Fluoropolymer contents up to 15% by volume enable a
factor of three (3) gain in strain-to-failure of the silicon dioxide films, thus allowing a much greater flexibility
in the films to be applied on thin polymeric substrates. The co-deposited films are clear, atomic oxygen
durable, and pose potential for hermetic coatings for applications ranging from food stuff packaging to face
shields. The fluoropolymer content in these coatings may be advantageous to non-stick applications as well.
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ABSTRACT

A comparative study was made of the surface recession (etching) of thin films of plasma-
polymerized tetrafluoroethylene (PPTFE), polytetrafluoroethylene (PTFE), and ion-beam sputter deposited
polytetrafluoroethylene (SPTFE) exposed to ground-state atomic oxygen [O(3P)] downstream from a
nonequilibrium radio-frequency O, plasma. At 22°C, the etch rates for PTFE, SPTFE, and PPTFE were in
the ratio of 8.7:1.8:1.0. A thin, conformal coating of PPTFE (etch rate of 0.3 nm/h at 22°C) was found to
protect an underlying cast film of a reactive polymer, cis-1,4-polybutadiene, against O(P) attack for the
time required to fully etch away the PPTFE coating. From ESCA analysis, PTFE exhibited only minor
surface oxidation (uptake of 0.5 atom % O) upon etching, its F/C ratio decreasing slightly from 2.00 to
1.97; PPTFE exhibited considerable surface oxidation (uptake of 5.9 atom % O) and a decrease in F/C ratio
from 1.30 to 1.23; and SPTFE exhibited a surface oxidation (uptake of 2.2 atom % O) intermediate
betweeen those of PTFE and PPTFE, with a decrease in F/C ratio from 1.73 to 1.67. A plasma-
polymerized fluorocarbon coating such as PPTFE might be useful for space applications to protect
polymers that are vulnerable to oxidation or degradation by oxygen atoms.

INTRODUCTION

Considerable interest exists in the surface recession (etching) of polymers exposed to ground-state
atomic oxygen [O(3P)] in low Earth orbital environment, and some effort has been devoted to seeking
protective coatings for space applications (1). Previously, we reported that polybutadienes and related
unsaturated hydrocarbon polymers are quite reactive towards O(3P) generated by a radio-frequency glow
discharge in Oy, the eich rates being dependent upon polymer structure (2). Since Teflon (polytetra-
fluoroethylene, PTFE) was reported to be resistant to O(3P)-induced etching in the space environment, it
was reasonable to expect that plasma-polymerized tetrafluoroethylene (PPTFE) -- a highly branched and
crosslinked polymer (3) with a fluorine/carbon ratio of 1.3-1.4 in contrast to 2.0 for the linear PTFE --
would also be resistant. Indeed, since crosslinked natural rubber had been reported to be much more
resistant to O, plasma etching than the corresponding uncrosslinked polyisoprene (4), there was the
possibility that PPTFE could be even more resistant than PTFE. Thus, if PPTFE films, which are easily
deposited on various substrates, could be shown to be especially resistant to O(3P) attack, they might be
useful as protective coatings for vulnerable polymers deployed in space. This paper describes the O(3P)-
induced etching of PPTFE, PTFE and an ion-beam sputter-deposited PTFE (SPTFE), using ESCA to
follow surface structural changes produced in these polymers. Thin films of PPTFE deposited onto cis-1,4-
polybutadiene (CB) are shown to protect the latter polymer against OCP) attack.

EXPERIMENTAL

PTFE film (25-pm thick) was obtained from Chemical Fabrics Corp., West Palm Beach, FL.. A
533-nm film of SPTFE (on a silicon subsirate) was kindly supplied by Bruce A. Banks, NASA Lewis
Research Center, Cleveland, OH. Tetrafluoroethylene monomer (TFE) inhibited with d-limonene (SCM
Specialty Chemicals, Gainesville, FL) was used without further purification to prepare PPTFE. PPTFE
films were deposited on the polished surfaces of small square sections (1.42 cm?2) of silicon cut from an Si
wafer, using the plasma polymerization reactor described previously (5). The following conditions were
used for PPTFE deposition:

Power: 10 W at 13,56 MHz

TFE flow rate: 0.5 cm3 (STP)/min
Pressure: 76 Pa (0.57 torr), discharge off
Deposition rate: 0.066 nm/s

The thickness of the PPTFE films (on Si), before and after etching, was measured with an ellipsometer.
The density, determined from thickness and weight-gain measurements on Si substrates of known area, was
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2.3+0.1 g/cm3. The etching of PPTFE, measured in nm, was expressed as mg/cm2, after multiplying the
thinning (in cm) by the density (in mg/cm3). The etching of SPTFE was similarly followed by
ellipsometry. Weight loss in the PTFE films (disks cut to area of 2.54 cm2) was measured on an automatic
electrobalance and likewise expressed as mg/cm2,

The OP) reactor (2) is shown in Figure 1. The O3 and O atom flow rates (the latter obtained by
titration with NO,) were 3.9 and 1.4 cm3 (STP)/min, respectively, and O atom partial pressure was 0.17 torr
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Figure 1. Apparatus for exposure of polymer films to O(P).

at the NO;, titration port. Temperature was measured with a thermocouple having a junction located beneath
the sample platform. ESCA analysis was performed, using Teflon tape as a standard, and the binding
energies of PPTFE and SPTFE were referenced for the single Fy peak of CF-/-CF,-/-CF; at 689.2 V.

To demonstrate the protectiveness imparted by PPTFE coatings, an Si substrate and a CB film
(cast onto a glass cover slip) were simultancously exposed to TFE for the same length of time in the
plasma polymerization reactor. The resulting PPTFE coatings -- assumed to have the same thickness on Si
and on CB -- were each subjected to O(3P) for various periods of time. Thickness measurements were made
on the former coating until the PPTFE was completely etched away, while weight-loss measurements were
made on the latter coating to record the onset and subsequent etching of CB.

RESULTS AND DISCUSSION

In our original paper (2) we presented kinetic plots for O(3P)-induced surface recession, or etching,
of PPTFE and PTFE films at temperatures ranging from 22°C to 177°C. In contrast to PTFE, which is
stable throughout this temperature range, PPTFE undergoes a thermally induced thinning in the absence of O
atoms, which becomes increasingly significant as the temperature exceeds ca. 50°C. For the purposes of this
presentation, we shall confine our attention to kinetic data obtained at 22°C; at this temperature, the etch rate
for PTFE (5.3 x 10-4 mg/cm2 h) was found to be 8.7 times that of PPTFE (6.1 x 10-> mg/cm2 h). That
PPTFE has a higher resistance than PTFE to O-atom attack at ambient temperature is accounted for on the
basis that the former polymer has a crosslinked structure (3} while the latter has a linear structure. SPTFE,
on the other hand, had an eich rate at 22°C (1.1 x 10-4mg/cm? h) that was 1.8 times that of PPTFE but
only 0.21 times that of PTFE. That SPTFE had an etch rate closer to that of PPTFE than to that of PTFE
is not surprising since ion-beam sputtering of PTFE involves breakdown of the latter's linear polymer
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structure and reconstitution elsewhere of a polymer network from the PTFE fragments. Based on ESCA
results given below, SPTFE has a structure that is less crosslinked than PPTFE and contains short sequences
of CF; groups. At any rate, the lower etch rate for SPTFE compared to PTFE reinforces the viewpoint that
crosslinking enhances resistance to O(3P)-induced etching of an otherwise linear polymer.

The protectiveness of a very thin PPTFE coating against O(3P)-induced etching at ambient

temperature is illustrated in Figure 2 by means of two PPTFE coatings having the same initial thickness
(16.8 nm) -- one deposited onto an Si substrate (for following decrease in thickness), the other onto a CB

24 13 T T Jr T .6

20+ 4.5

18 - 44~

; ]
! :
g i =4
3 £
. --2§

o 0)Y

9.4 5 0.0 -y
()} 20 40 80 80 100
TIME, hr

Figure 2. Protective effect imparted by a PPTFE coating against O(3P) attack at 22°C: (0Q)
thinning of a PPTFE coating on Si substrate; (Q) weight loss in a PPTFE coating on a CB film cast on a
glass cover slip. Both PPTFE coatings had the same initial thickness (16.8 nm).

film cast on a glass cover slip (for following weight loss). As may be seen, the onset of significant weight
loss in the PPTFE/CB sample occurs only after a time interval (ca. 50-60 h) required for the PPTFE coating
to be nearly completely etched away (the weight of the PPTFE coating being immeasurable in this sample).
This is demonstrated by the fact that the PPTFE/Si sample reaches a negligible thickness (0.2 nm) after this
same time interval. In fact, the "breakthrough” point is in good agreement with the predicted value of about
62 h, given an etch rate for PPTFE of 0.27 nm/h (= 6.1 x 10-5 mg/cm2 h) at 22°C. Moreover, the sharp
rise in the weight-loss curve of PPTFE/CB, subsequent to the disappearance of the PPTFE coating, yields an
etch rate for CB of 0.18 mg/cm? h, which agrees quite well with the previously reported etch rate of 0.13
mg/cm2 h for CB in the same O(3P) reactor (2). The near constant weight of the PPTFE/CB sample prior to
total disappearance of the PPTFE coating indicates that O atoms do not diffuse into PPTFE to any
significant extent. At the same time, it implies that the PPTFE coating is conformal and free of pinholes.

The Cy, and Oy, regions of the ESCA spectra of PPTFE films before and after etching at 22°C are
shown in Figures 3 and 4. The analytical data are summarized in Table 1, where the estimated accuracy of
cach deconvoluted peak area (given in parentheses) is £5% of its given value, while the estimated accuracy of
each F/C ratio is 2% of its given value. Since the F;, regions were unchanged and, moreover, resembled
the single intense peak at 689.2 eV (-CFy) in the ESCA spectra of PPTFE (6) or of Teflon, there is no need
to show them here. The Cj spectrum of unetched PPTFE is very similar to the spectra of polymers
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footnotes of Table 1. Binding energies in this and the following figures are given in eV units.

Figure 4. Oy, regions of ESCA spectra of PPTFE before (A) and after (B) O(P)-induced etching.
Spectra are not to scale; arca under B corresponds to 8.4 times area under A,

TABLE 1
Atom (and Peak Area) % Distribution in ESCA Spectra of PPTFE*

C,, peaks 0,, peaks F,, peak

I l |
Condition — CF, —CF,— — CF— —(IJ- —CH,— —CF—0— —C=0 —CF,— F/C

Unetched 9.9 11.9 93 113 0.8 0.6 0.2° 560 1.30
(230 276 215 262 1.7) (70.1 29.9)  (100.0)

Etched 9.5° 13.14 98  8.1°f 1.4f 6.0 0.7° 514 1.23
(226 312 235 19.3 3.4) (89.3 107)  (100.0)

"Extent of etching at 22°C: ~ 9.5 nm.
bMay include some —;C— o—.
“May include some —CF,—O—.

dMay include some —CF—0—.
®May include some E C=0.
'May include some —C—0—.
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obtained by various workers (6,7) from in-glow plasma polymerization of TFE in showing the same four
prominent peaks with roughly the same relative intensities. However, these Cy, spectra differ from that of
a PPTFE produced in nonglow regions (8), which approaches that of ordinary PTFE with its single -CF,-
peak. There is universal agreement on the PPTFE assignments (6,7,9) shown in Figure 3(A), and the weak
peak around 285 eV signifies a small amount of hydrocarbon contamination (7). To the extent that
oxidation of the PPTFE surface occurs on exposure to O(3P), the various C, peaks in Figure 3(B) contain,
besides the functional groups indicated in Figure 3(A), unknown amounts of C atoms attached to O atoms:
-CF,-O- (294.1) and “CF-O- (292.0 &V), as well as C atoms in >C=0 (288.1-288.9) and - C O- (286.7-
287.5 eV) (see footnotes in Table 1). In addition, the ESCA spectra in Figure 3 are assumed to contain an
undetermined amount of carbon atoms attached to double bonds (as in =C:, =CF-, or =CF; unsaturation (7)),
which could comprise some 20% of the total carbon content in the unetched PPTFE (10); however, their
exact locations under the various peaks cannot be specified. Hence, the data in Table 1 have only semi-
quantitative significance, but they do point to a small decrease in the F/C ratio for PPTFE from 1.30 to 1.23
as a result of oxidative etching. It should be noted that these F/C ratios were determined by dividing the area
under the Fy; peak by the total area under the five Cy peaks (shown in Fig. 3), and adjusting the number by
a sensitivity factor which acounts for the different cross sections for photoionization of F and C atoms.
Another method, which involves calculating the F/C ratio from the percentage of each group present in the
C, region and which is less reliable, typically yields F/C ratios higher by 0.2-0.4 than those calculated by
the former method. As may be inferred from the data in Table 1, it is difficult to offer a detailed picture of
the chemical changes occurring in the surface of the PPTFE film as it undergoes O(3P)-induced etching;
however, an essentially stationary state in surface composition is established as fresh surface is being
regenerated even as the surface is being etched away.

PTFE, in contrast to PPTFE, showed very little oxygen uptake on exposure to O(3P), despite a
more rapid rate of etching at 22°C: the ESCA spectrum for a film of PTFE eiched to the extent of 0.4 um
showed only 0.47 atom % O (with an F/C ratio of 1.97), while the spectrum of the unetched PTFE (F/C =
2.00) showed no oxygen at all. The Cy, and F,, spectra of PTFE before and after etching appeared
unchanged, each exhibiting single peaks at 292.2 and 689.2 eV, respectively; hence the spectra were omitted
here. Likewise, the O, spectrum of etched PTFE, which showed only a single peak at 532.3 eV CC=0),
was also omitted.

The C; and Oy, spectra of SPTFE before and after etching at 22°C are shown in Figures 5 and 6,
and the analytical data are summarized in Table 2. Here again, there was no need to show the corresponding
F1; spectra for SPTFE, since they each possessed but a single peak at 689.2 eV, in common with the Fy;
spectra of PTFE and PPTFE. It is obvious from Figure 5 that the C;, spectra of the uneiched and etched
SPTFE each have the appearance of a composite of the corresponding spectra of PTFE (with a single -CF;-
peak at 292.0 eV) and of PPTFE (with its four prominent peaks), the latter two polymers seeming to be
present in the approximate ratio of 4-5:1. This suggests that our SPTFE is considerably less crosslinked
than the highly crosslinked PPTFE.

Since the changes observed in the Cy4 spectra of PPTFE as a result of O(3P)-induced etching (Fig. 3)
are not dramatic, and since no changes were observed in the C;¢ spectra of PTFE (as mentioned earlier), it is
not surprising that the C;, spectral changes in SPTFE (Fig. 5) upon etching are rather slight. However,
there is an interesting difference between the Oy, spectra of SPTFE and PPTFE: whereas the ratio of areas
of the two peaks I and II in Figure 4 increases considerably from 2.34 t0 8.35, the corresponding ratio in
Figure 6 decreases slightly from 1.53 to 1.39. This difference is likely due to SPTFE having a structure that
is some 75-80% like that of PTFE and some 20-25% like that of PPTFE. Thus, for an oxygen uptake in
SPTFE of 2.2 atom % (i.e., 2.7-0.5 atom % in Table 2), about 0.9/2.2, or 40%, of the oxidation presum-
ably occurs at PTFE segments to produce the peak at 532.9 eV [Fig. 6(B)], given the prior observation that
etched PTFE showed a single O;, peak around 532.3 eV; the remaining 60% of the oxidation can be
considered to occur at PPTFE branch points and/or crosslinks to produce the peak at 535.0 eV, given the
dominance of the 535.1-eV peak in the Oy, spectrum of etched PPTFE [Fig. 4(B)]. Reflecting the mixed
PTFE/PPTFE structure of SPTFE, it is worth recalling that the O uptakes in PPTFE, SPTFE, and PTFE --
after sufficient etching time to reach "equilibrium” oxidized surfaces -- were 5.9, 2.2 and = 0.5 atom % O,
respectively. Again, our SPTFE, with an initial F/C ratio of 1.73, had an etch rate that was about 2/9 of
that of PTFE (with an F/C ratio of 2.0) and about twice that of PPTFE (with an initial F/C ratio of 1.30).
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Figure 5. C,regions of ESCA spectra of SPTFE before (A) and after (B) O(3P)-induced etching.
Assignments of peaks under A and B are the same as those indicated in Figures 3(A) and 3(B).

Figure 6. Oy, regions of ESCA spectra of SPTFE before (A) and after (B) O(3P)-induced etching.
Spectra are not to scale; area under B corresponds to 5.4 times area under A.

TABLE 2
Atom (and Peak Area) % Distribution in ESCA Spectra of SPTFE*®

C,, peaks 0,, peaks F,, peak

| I
Condition — CF; —CF,— —CF — —(':— —CH,— —CF —0—

>c=0 —CF— F/C

Unetched 3.2 25.4 4.1 2.8 1.0 0.3 0.2 630 1.73
(8.7 69.8 114 75 2.6) (60.4 39.6)  (100.0)

Etched 31> 26.4° 369 1.8%¢ 1.6 1.6 1.1 608 1.67
(8.6 72.1 98 5.0 4.5) (58.1 41.9)  (100.0)

®Extent of etching at 22°C: ~ 48 nm.
®May include some —CF,—O0—.

“May include some —CF—O—.
d May include some E C=0.
*May include some —C—0—.

fMay include some ; C—0—.
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ABSTRACT

This paper describes the properties of eight different graphite composite panels fabricated using four
different resin matrices and two types of graphite reinforcement. The resign matrices included: VPSP/BMI,
a blend of vinylpolystyrylpyridine and bismaleimide; BMI, a bismaleimide; Phenolic, and PSP, a
polystyrylpyridine. The graphite fiber used was AS-4 in the form of either tape or fabric. The properties of
these composites were compared with epoxy composites. It was determined that the blend of
vinylpolystyrylpyridine and bismaleimide (VPSP/BMI) with the graphite tape was the optimum design giving
the lowest heat release rate.

INTRODUCTION

Graphite-reinforce composites have potential applications in advanced aircraft because of their weight
saving and performance characteristics. In this study, graphite panels were fabricated using fabric or
unidirectional tape. The contribution of the resin matrix to the ultimate performance of these composites
was studied, with particular emphasis on thermal and flammability properties. Comparisons were made with
state-of-the-art aircraft composite made with epoxy resin. These advanced composites have applications as
fire-resistant and light weight panels for ceiling, floors, and sidewalks for aircraft, space station, mass transit
vehicles and other transportation vehicles.

DISCUSSION

Resin Chemistry

Four types of resin matrices were evaluated: a) VPSP/BMI (Hercules, Inc.) a
bismaleimide/vinylpolystyrylpyridine (VPSP) formulation; b) BMI (Technochemie GMBH), a bismaleimide;
c) Phenolic (Cyanamid Co.), and d) PSP (Societe Nationale et Poudres Explosifs), a polystyrylpyridine.
Graphite composites made from these resin matrices were compared with a composite made with an epoxy
resin as a matrix. The chemistry of these resins is shown in Figures 1 and 2 and is described below.

1. Epoxy Resin: The baseline epoxy resin was an amine-cured polyfunctional glycidyl amine-type
epoxy resin.
2. VPSP/BMI: This formulation is based on a formulation of bismaleimide (BMI) and a modified

VPSP designated as XU71775.01L (Dow Chemical Co.). This resin has the same oligomer
backbone (polystyrylpyridine) as VPSP, but possesses different reactive end groups. The chemistry
of the VPSP has been described previously (1, 2, 3). The VPSP/BMI formulation contains seven
parts by weight BMI and three parts by weight XU71775.01L. Other reactive materials are added to
this formulation to allow hot melt prepreging of the resin. This resin was characterized thermally by
differential scanning calorimetry (DSC), thermogravimetric analysis (TGA), and exothermicity. The
DSC of the resin was measured at 10° C/min in nitrogen. The endothermic peak at 60-140° C is
probably due to the evaporation of trace amounts of volatiles. The exothermic cure temperature is
at 160-240° C with a cure peak at 211° C. The resin can be cured at 179° C for a longer time.

After heating at 179° C for 3 hours, the resin showed no residual cure peak. The exothermic peak
at 300-360° C is probably related to the decomposition of the resin. The TGA of the cured pure
resin in nitrogen and air at 10° C/min was determined. The resin starts to decompose at about 320°
C. The char yield at 800° C is 52.5%. The TGA of epoxy resin is also shown.

192



3. BMI: This bismaleimide resin is produced by reacting m-maleimidobenzoic acid chloride with an
aromatic diaminocompound in the molar proportion of difunctional amine acid halide 1.4:2. The
resulting resin consists of a mixture of a bismaleimide and an aminoterminated monoimide.

4, Phenolic: The chemistry of this phenolic resin is not known.

5. PSP: The reaction scheme for this resin is shown in Figure 2. This resin has been described
previously in detail in (4).

Composites Description

The resins just mentioned were used to fabricate eight types of composite panel using two types of
reinforcements: a) plain-weave woven graphite fabric (A-193, Hercules, Inc.), and b) unidirectional tape
graphite fiber (AS-4, Hercules, Inc.). All panels were fabricated using a honeycomb core (HR-10, Hexcel,
Inc.). All composites had a film of polyetheretherketone (PEEK, Imperial Chemical Co.) adhered with a
silicone adhesive (Dow Corning X3-5815) on one side. The composition of the panels is given in Figure 1.
The thickness of the panels varied slightly depending on the number of plies in each panel. Panels
constructed with the graphite fabric had one ply on each side, and panels fabricated with the graphite tape
had three plies on each side placed at 0°, 90°, and (° orientation for maximum strength. The processing of
the baseline panel consisting of epoxy-glass fabric with a polyvinylfluoride (PVF) film has been described
previously in detail (5). Panels type A, B, E, and F were cocured with the honeycomb core without the use
of an additional adhesive. On panels type C, D, G, and H, a polyimide adhesive film (FM-34, Cyanamid
Co.) was used to bond the face sheets to the honeycomb. The fabrication procedure and the curing
schedule for these composites have been described previously (6). The density of the panels is shown in
Figure 2.

TEST RESULTS AND ANALYSIS

A broad range of flammability and thermal tests were conducted to characterize the composites. Three
basic flammability properties of the materials were measured: a) propensity to burn, or oxygen index (OI);
b) smoke emission, and c) heat release.

Oxygen Index .

The composite panels were tested by the Ol in accordance with ASTM D-2863-77(7). The intent of the
OI test method is to determine the relative flammability of plastics by measuring the minimum concentration
of oxygen in a slowly rising mixture of oxygen and nitrogen that will just support combustion; i.e., OI is
defined as the minimum concentration of oxygen and nitrogen that will just support combustion of a material
under the conditions of this method.

The test results shown in Figure 3 were as follows: Baseline epoxy-glass fabric/PVF 34.6; panels type
A -- VPSP/BMI/Fabric/PEEK 44.3; B -- VPSP/BML/Tape/PEEK/45.6; C -- BMI/Fabric/PEEK 35.7, D --
BMI/Tape/PEEK 45.0; E -- Phenolic/Fabric/PEEK 38.8; F -- Phenolic/Tape/PEEK/36.9; and G --
PSP/Fabric/PEEK 40.3. o s

Panel D-BMI/Tape/PEEK had the highest oxygen indes of all the panels tested, followed by Panel A-
VPSP/BMI/Fabric/PEEK. The baseline epoxy-glass fabric/PVF had the lowest oxygen index.

Smoke Emission
The smoke emission characteristics of the panels were determined by heating the composites in the NBS
Smoke Chamber and the Ohio State University (OSU) heat-release apparatus (8). In this method, the

specimen to be tested is injected into an environmental chamber through which a constant flow of air passes.
The specimen’s exposure is determined by a radiant heat source adjusted to produce the desired total heat
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flux of 3.5 W/cm™ on the specimen. The specimen is tested so that the exposed surface is vertical.
Combustion is initiated by a piloted ignition. The smoke is measured with a photoelectric tube mounted on
top of the apparatus. The smoke density is calculated by integrating the light transmission loss over the
length of the run.

Specify optical density,

maximums= s=Jf Logio %%) I,I:‘_ldt ¢))

Ds = specific optical density, t = time V2 = volume of air, 2.4 m®*/min A = area of sample, 232.3 cm2
L = length of light path, 0.93 m Plt = percent of light transmission Ti = inlet temperature To = outlet
temperature dT = time interval. The test results are given in Figures 4-6. The baseline epoxy-glass
fabric/PVF composite had the highest smoke evolution of all composites tested. Panel type H
(PSP/Tape/PEEK) had the lowest smoke evolution. The relative ranking of the composites in terms of
increased smoke density at 90 sec is as follows: panels type H, B, D, F, C, A, E, G, and Baseline.

Heat Release

The heat-releasc rates of the composite panels were determined using the OSU Release Calorimeter (8)
using a revised test method (9). In this procedure, the specimen to be tested is injected into the
environmental chamber through which a constant flow of air passes. The specimen’s exposure is determined
by using a calibrated calorimeter on a radiant heat source adjusted to produce the desired total heat flux of
3.5 W/cm? on the specimen. The temperature difference between the air entering the environmental
chamber and that leaving is monitored by a thermopile having three hot, and three cold, 32-gauge Chromel-
Alumel junctions. The hot junctions are spaced across the top of the exhaust stack. The cold junctions are
located in the pan below the lower air-distribution plate. Heat-release rates are calculated from the reading
of the thermopile output voltage at any instant of time as

HRR_(Vm'Vb) X Kh
0.02323 m2

HRR = heat-release rate, kW/m?

Vm = measured thermopile voltage, mV

Vb = "blank" thermopile voltage test obtained by a run conducted with an empty sample holder
assembly

Kh = calibration factor, kW/mV

The integral of the heat-release rate is the total-heat release. According to regulations for aircraft (10),
the total-heat release over the first 2 min of sample exposure shall not exceed 65 kW-min/m? and the peak-
heat-release rate shall not exceed 65 kW/m?. Figures 7 and 8 give the total heat release of the composite
panels when exposed at a heat flux of 3.5 W/cm®, The peak heat-release rate in kW/m? of the panels was:
baseline epoxy-glass fabric/PVF 82; panel types A -- VPSP/BMI/Fabric/PEEK 57; B --
VPSP/BMI/Tape/PEEK 51; C -- BMI/Fabric/PEEK 84; D -- BMI/Tape/PEEK 91; E --
Phenolic/Fabric/PEEK 80; F -- Phenolic/Tape/PEEK 83; G -- PSP/Fabric/PEEK 99; and H --
PSP/Tape/PEEK 67.

According to these test results, of the nine panels tested, only panel type B (VPSP/BMI/Tape/PEEK)
met the above criteria. The total-heat release of this composite was 62 kW-min/m? and the peak-heat

194



release rate was 51 kW/m? Panels types A and H, with heat release of 66 and 67 kW/m?, respectively, were
marginal failures. The flexural strength, flatwise tensile strength and peel strength of the composites are
shown in Figures 11 and 12.

CONCLUSION

To rank the composites, one should consider all of the materials parameters and assign weight to each

specific parameter or measurement. Recent studies (9) have indicated that a low rate of heat release or fuel
contribution is one of the most important considerations when using composites in critical applications such
as aircraft. Based on these observations, the following conclusions may be drawn from this study:

1.

The highest total-heat release and heat-release rates were measured with the baseline epoxy
composite panel. This panel also exhibited the highest smoke evolution and lowest oxygen index of
all the composites tested.

The type B panel (VPSP/BMI/Tape/PEEK) exhibited the lowest heat-release rate and total-heat
release. It was the only panel tested which meets the performance criteria of maximum heat-
release rate of 65 kW/m? and maximum total heat release in 2 min of 65 kW-min/m®. This
composite panel measured the highest oxygen index of all the panels.

The lowest smoke evolution was measured in panel type G (PSP/Fabric/PEEK) and panel type D
(BMI/Tape/PEEK).

All the graphite composites exhibited oxygen indices significantly higher than the baseline panel,
indicati