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FOREWORD 

These Proceedings contain the papers presented at the Twenty Secoond Annual Precision 
Time and Time Interval Applications and Planning Meeting. The meeting was hclcl at 
the Sheraton Premiere in Tysons Corner, Virginia this year. A good attendance a t  the 
meetings and the banquet was an indication of the continuing interest in the field. TIT'(: l-iacl 
a number of invited papers, some of which are included in this proceedings. A few papers 
are missing because they were not received in time for publication or were withdrawn from 
publication by sponsors. The question and answer periods following each talk are includccl 
as usual. 

This is the second year that we have had a Poster Session. Acceptance of this session was 
uniformly positive, both by attendees and by presenters. The advantage of this session is 
the one-on-one interact ion between the presenter and the attendee. 

The Hydrogen Maser MTorkshop, organized by Jacques Vanier, and the Environmeilt;tl 
Effects Session, organized by Helmut Hellwig, were outstanding successes due to the e-ifost,s 
of these two gentlemen and to the interest in these aspects of the field. 

There were 251 registered attendees, very high for an East Coast meeting. 

The objective of these meetings is to provide an opportunity for program planners to meet 
those who are engaged in research and development and to keep abreast of the statc- 
of-t he-art and latest technological developments. At the same time, they provide an  
opportunity for engineers to meet program planners. 

The success of these meetings depends on the efforts of the Program Chairman anti thc 
individual Session Chairmen and the organization of the entire meeting by the Cliairniali 
of the Executive Commit tee. Without their unstinting labor, such meetings could not bc 
held. 
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K OTE 
THE PAST, PRESENT AND FUTURE O F  ATOMIC 

TIME 

Norman F. Ra~nsey 
Harvard University 

Cambridge, MA 02138, USA 

Abstract 

The ear& history of atomic time and frequency standards is reviewed. lk most accurate and skabb 
present standards are described. Prospective future improvements are discussed, particularly those with laser 
cooling and with trapped ions and atoms. 

THE PAST 

The first successful magnetic resonance experiments were those of Rabi and his  associate^^?^ wit11 
molecular beams in 1938. The initial experiments measured the interactions of nuclear magnetic 
moments with external magnetic fields, but radiofrequency spectra were soon observed that depelrdcd 
on internal interactions within molecules2 or  atom^^?^. Some of the radiofrequency spectra lizlcs were 
almost independent of external conditions5 and could therefore be used as the highly stable periodic 
component of an atomic cl0ck~7~. Rabi, Zacharias and Ramsey at Columbia discussed the possibil~t\d 
of atomic clocks at Columbia as early as 1939 and Rabi discussed these ideas publicly in his 1945 
Richtmeyer lecture to the American Physical Society; the first published description of ato~~lric clocks 
was the New York Times article based on this lecture. 

In 1949 ~ a m s e ~ ' ? ~  invented the separated oscillatory field method which provided narrower resonances, 
eliminated first order Doppler shifts and was useable at much higher frequencies. In 1952 Hcusch, Lyons 
Slierwood and others1' did some initial work on a separated oscillatory field atomic cesium clock, btil 
the work was soon discontinued. In 1954 Zachariasll stimulated renewed interest in an atomic cesium 
clock and began12 the development of a commercial atomic cesium clock. The first atomic beam 
apparatus extensively used as an actual frequency standard was constructed in 1955 by Essen aaitI 
parry13. From 1956 on atomic frequency standards developed rapidly with major contributiorrs cornirig 
from a number of laboratories in many different c o u n t r i e ~ ~ ' ~ ~ .  Stabilities and accuracies of about 
have been achieved with atomic cesium clocks14 and the second, by international agreement, has been 
defined as the duration of 9,192,631,770 cesium periods. 

Concurrent with the advances in atomic beam clocks, a number other atomic and molecular clocks were 
developed7. Microwave absorption devices using molecular resonances, such such as the NH3 inversion 
transition, were developed by Townes and others7. Later Townes15 discovered the maser principle anti 
developed the ammonia maser which operated well but lacked the stability to be competitive. 

The combination of I(ast1er's optical pumping t e c l ~ n i q u e ~ ~  with Dicke's use of buffer gases17 provided 
strong oscillations free from first order Doppler effects, so optically pumped rubidium can be used as 



a frequency standard. Although other atomic clocks have greater accuracy and stability, rubidium 
clocks are frequently used since they are much lighter and less expensive. 

The atomic hydrogen maser was invented by Kleppner and ~ a m s e ~ l '  and a number of scientists7 
mntriibu~ed to its improvement. In the hydrogen maser, atoms in the higher hyperfine state of atomic 
~~ydrogeii are stored in a teflon coated bottle inside a tuned microwave cavity where by stimulated 
errlissien they emit coherent highly stable microwave radiation. The stability of a hydrogen maser can 
Se better than over several hours. 

Sowraes and S c h a w l ~ w ~ ~  first pointed out the possibility of applying the maser principles a t  infrared and 
ight fre~uencies and the first successful laser was made by kfaiman20. Since then laser developments 
4ave occurred a t  a rapid pace with dramatic improvements in frequency range, power and stability. 
Ilajor advances came from the suppression of first order Doppler shifts by such techniques as two 
?:~oton absosption spectroscopy7 and from the development of successive chains of laser frequencies 
so that  the laser frequencies could be calibrated in terms of cesium. 

;-a recent years a number of major new techniques for trapping and cooling ions have been developed 
illcltzding cooling by collisions with inert gases such as He, laser cooling and sympathetic cooling. 
 piewis wise techniques for trapping and cooling neutral atoms have developed at  a rapid pace including 
ilowing of atoms with a laser beam, laser trapping of atoms, laser cooling and optical molasses. Since 
nost of these developments hold great promise for the future but  are not yet incorporated into current 

c'ocks, they will be discussed later in the section on the future. 

THE PRESENT 

A? present different atomic clocks can be chosen to  fit the need. When high stability is not required, 
o;ifically pumped rubidium cells can be chosen for their'low cost, small size and light weight; such 
cells are stable to  lo-'' over a one month period and more stable for shorter periods. When greater 
accuracy and stability is required, cesium beam tubes are usually used; they are accurate t o  better 
than lo-" over extended time periods. For the highest stability requirements, as in long baseline 
radio astronomy and navigation in outer space, hydrogen masers are often required; they are stable 
to better than over several hours. When optical frequencies need to be measured lasers must 
be used even though they are not yet absolute standards. 

THE FUTURE 

Wiels Bolir once said, "It is always difficult to make predictions, especially predictions about the fu- 
1 nre". Lonag range predictions in a rapidly developing field like that of accurate tinzing are particularly 
s,sireliable because unanticipated new ideas usually occur and greatly change the future. Short term 
psedictions are usually much better because they depend mostly on developments that  have already 
pixtially occurred. I shall devote most of this section to  describing current plans and recent research 
developrnesats which have particularly promising implications for the future and which are the essential 
iqgredients to rational predictions of both the near and distant futures. 

Many iraraprovements are being developed or are in prospect for the atomic clocks currently used. For 
example, the simple and low cost optically pumped atomic oscillators are being improved by the use of 
digerent atoms, by suitable wall coatings which permit the omission of buffer gases7 and by combining 
optical pumping techniques with those of atom trapping and cooling. 



A number of improvements can be made on the next generation of accurate atomic beam frequency 
Instead of state selection by deflection with inhomogeneous magnetic fields, the atoms 

may be optically pumped to the desired state. The .ends of the separated oscillatory fields cavities can 
be designed to  minimize distributed cavity phase shift23 and an axial magnetic field may be chosen 
to minimize Rabi and Ramsey pulling23. Beam reversal can be used to  evaluate any remaintil-og plaa~e 
shift between the two oscillatory fields and the excitation can be with counter-propagating  wave^^'--^^'. 
Although cesium is the atom currently most frequently used in atomic beam frequency standards, otlnc~ 
atoms such as Mg are being investigated. Higher excited states may also be used to obtain atomic 
beam frequency standards at higher frequencies. The atoms in an atomic beam may be laser cooled to 
reduce the second order Doppler shift. Many of the laser cooling and trapping experimexts ailscussed 
below are combined laser and atomic beam experiments. Uncertainties in the second order Doppie:. 
shift can also be reduced by velocity selection of the beam, but at the cost of a serious redrrcticn iri 
beam intensity. 

Many atomic clocks, such as cesium beam tubes, have much better long term accuracy than shodt 
term stability in which case the shorter term stability of the clock can be greatly improved by suitablpr 
coupling it to a fly wheel oscillator with high short term stability. Crystal oscillators, for example, caAl 
be used for the fly wheel oscillator. Very high Q cavities are good for this purpose and superconductir~g 
eavities are particularly promising since they are highly stable. Circuits with either optical or electrical 
feedback from a high Q cavity markedly diminish the noise and increase the short term stability. 
Consideration is even given to  the possibility of using a hydrogen maser as a fly wheel oscillator. 

Possible improvements for the hydrogen maser25 include more stable tuned cavities, electronic cavity 
tuning, operation at low temperatures, operation in a passive mode and new confinement surfaces, 
such as superfluid *He or Fomblin oil. Superfiuid helium surfaces have the advantage tlhat they are 
reproducible since the superfluid helium covers all impurities and does not change its character with 
time. 

Infra-red and optical frequency standards can be improved by the use of narrower lines, by tkc 
adaptation to  optical frequencies of the separated oscillatory field methods, by improved frequei~cv 
chains to compare different frequency standards and by the various ion and atom trapping and cooling 
techniques discussed below. 

Dellmelt26j27 first used electromagnetic ion traps in radiofrequency resonance studies. Penninlg traps 
overcome the limitations of the Earnshaw theorem by confining the ions in one direction with ail 
inhomogeneous electric field and in the two other orthogonal directions with a uniform magnetic field. 
Alternatively, suitable inhomogeneous electric fields can provide focussing in all three directions i i a  

Paul or radiofrequency traps which alternately provide focussing and defocussing in each direction 
but with an average focussing in all directions. Ion traps have the advantage that the observeti 
transition frequencies are approximately independent of the trapping fields. Originally the trapped 
ions had high kinetic energy (approximately 1 eV) and excessively high second order Doppler shifts. 
However, Prestage, Dick and Maleki28 have used a hybrid rf/dc linear ion trap which permits storagc 
of large numbers of ions with reduced susceptibility to the second order Doppler effect caused by the r f 
confining fields. Alternatively, Cutler2g, ~ e h m e l t ~ '  and  other^^'?^' have obtained promising frequency 
standards by cooling trapped lglHg ions to 300K by collisions with low pressure helium gas. 

Laser cooling, as proposed by Wineland and  ellm melt^^'^^ and by Hansch and Schawlow3" can go to 
even much lower temperatures by shining intense laser light at the frequency of an allowed optical 
transition onto a trapped atom or ion slightly below the resonance frequency so the light pressumc 
by the first order Doppler shift is greatest on the ion when it is approaching the light ~ e l ~ r n e l t ~ '  



and  ine el and^^,^^ and others7 have used this technique to cool trapped ions to temperatures of a 
few micro Kelvin where the second order Doppler shifts are negligible. Laser cooling of ions has been 
eRective with both Penning and electric quadrupole rf traps. If the cooling laser beams act directly 
on the stored ions being used for time keeping, they must be turned off when the clock frequency is 
being measured, However, this can be avoided by the process of "sympathetic cooling" in which two 
different ions are trapped with one being the clock atom while the other is laser cooled; the two kinds 
of atoms interact sufficiently in the trap for the clock ions to be "sympathetically" cooled by the other 
ions36. Trapped ions have been cooled to the lowest vibrational state of the trap. Laser cooling of 
trapped ions is a very promising technique for stable clocks with the principal limitation being the 
Low ion density required to avoid space charge effects and the low density in turn reduces the signal 
to noise ratio. 

Tlae extreme limit for low density of ion traps are those with only a single ion34. In such such 
experiments the expected low signal to noise ratio can be improved by the technique of "shelving". In 
shelving, say with say 13'Ba+, the ion is excited from the 62S112 ground state to the 52D512 state with 
two intense laser beams and the transitions between the 52D512 state and the 52D312 state are induced 
at the clock frequency. When the ion is "shelved" in the 52 D312 state the laser induced transitions stop 
until the ion leaves that state. In this fashion each clock induced transition can affect lo6 observable 
fluorescent photons which greatly improves the signal to  noise ratio. 

In 1985, Phillips3' and his associates used laser cooling of a focussed atomic beam to slow electrically 
uncharged atoms and even reverse their velocity. Since the Doppler shift changes as the atom slows 
down, either the atomic optical frequency or the laser frequency must change for the slowing to 
continue. Phillips did so by having the atoms pass through a region where the magnetic field gradually 
changed as the atom moved along its path. Alternatively, HaI17, Wieman7 and others7 have changed 
or ""chirped" the laser frequency as the atom has slowed down. The success of atom cooling permits 
atoms to be stored in weak traps so there has been a virtual explosion of new ideas and developments 
in laser "capping of atoms during recent years. Laser forces on neutral atoms can arise either from the 
gradients of the laser electric field interacting with the induced electric dipole moment of the atom 
(gradient or dipole force traps) or by the transfer of momentum in the absorption and emission of 
radiation (spontaneous radiation or scattering force traps), with the gradient traps being intrinsically 
weabr. When slow atoms are introduced into a region with oppositely directed laser beams along 
three orthogonal directions at frequencies slightly below the resonance frequency, the atoms will be 
laser cooled in whatever direction they move. Although such "optical molasses" does not provide a 
stable trap C ~ U ~ ~ ,  pritchard4', Wieman4', Cohen-~annoudji~' and others42 have combined optical 
molasses with either gradient or radiation trapping to trap atoms at about 100 K. 

Phillips and his associates43 in 1988 made the startling experimental discovery that Na atoms could 
be cooled to lower velocities than had previously been considered to be the theoretical cooling limit. It 
was thought that there was a theoretical limit, often called the Doppler limit, below which the atoms 
could nrot be cooled by laser cooling. This theoretical limit quite reasonably occurs when kBT/2 = 
ilF/ib where r is the spolltaneous emission rate from the excited atomic state and kB is the Boltzmann 
cornstant. For Na, this theoretical temperature limit T = 240 pK. In contrast. Phillips and associates43 
found experimentally a cooling to 40 pK. Another theoretical limit to  cooling was thought to be the 
recoil limit which occurs when the recoil energy ( h k ) 2 / 2 ~  of the atom of mass M emits a photon 
of monientum hk. Cooling below the Doppler limit has been by Cohen-Tannoudji, 
Dalibard, Solomon, Chu and others as due to polarization gradient cooling in a multilevel system 
and the Sisyphus effect according to which a moving atom is mostly climbing a potential hill of a 
lightsshifted doublet ground state sublevel before being optically pumped to the other sublevel. With 



polarization gradient cooling Cs atoms have been cooled to 2.5 pK. Aspect, Cohen-Tannoudji and 
their a ~ s o c i a t e s ~ ~ 7 ~ ~  have also used a velocity selective process based on coherent trapping of atomic 
populations into a nonabsorbing coherent superposition of states to achieve transverse cooling of 4He 
atoms in the triplet metastable state to well below the usual 23 pK one dimensional Doppler cooling 
limit and the 4 pK recoil limit down to about 2K. 

The principal disadvantage of an atom trap is that the strong laser fields that provide the trapping 
also distort the energy levels and resonance frequencies of the atoms. Usually this makes it necessary 
to  turn the trapping lasers off while the resonance is being studied with a consequent reduction in 
storage time. One possibility for increasing the effective storage time is to  give the atoms a slndl 
vertical component of velocity so that they rise up and then fall under gravity, in some cases passing 
through two coherent oscillatory fieldss on the way up and down, as recently done successfully by 
C ~ U ~ ~  and his associates with microwaves and as planned by others a t  laser frequencies. In the first 
succesful fountain experiments the atoms were somewhat heated by giving them the small vertical 
velocity, but in the future the heating can probably be avoided by slightly shifting the frequency of 
the vertical cooling lasers so that the optical molasses will move v e r t i ~ a l l ~ ~ ~ ~ ~ ~ ~ ~ ~ .  C ~ U ~ ~  also plans to 
increase the beam intensity for his experiments with an atom funnel based on dissipative optics. As 
an alternative to the fountain, Wieman42 has suggested that the atoms can now be cooled to such low 
temperatures that they can be stored in a magnetic tra.p so weak that it does not significalltiy affect 
the spectrum. 

With the impressive recent developments just discussed it is apparent that there are many possibilities 
both for future improvements of the currently used time and frequency standards and for totally new 
standards based on trapped ions or atoms. The possibilities are so numerous that it is impossible to 
predict which ones will be best. But with such promising new techniques already available and witit 
the prospect for further new ideas, the next few years in the field of atomic time should be exciting 
and productive. 
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1. Introduction 

In th is  paper we present some key problems encountered in the  classical 

microwave frequency standards which a r e  st i l l  not solved today. The point of 

view expressed here benefits from the  experience gained both in the  industry 

and in the  research lab, on the  following classical microwave frequency 

standards: active and passive H, conventional and laser pumped Cs beam tube, 

small conventional and laser pumped Rubidium. 

The accent i s  put on the  Rubidium standard, the  other topics being covered in 

the  following papers. Table 1 presents a simple comparison among the  microwave 

standards. 

2. Conventional Rubidium Standards 

Models f o r  predicting signal, noise and linewidth a r e  available [ll. However 

only crude calculations exist  concerning the  output frequency [21. The basis 

of th is  calculation is  a linearization of the  equation of the  isotopic f i l ter  

induced optical displacement Av given in REF [31 and a linearization of the 
OP 

equation f o r  light absorption. 

The light-shift Av experienced by the  f i r s t  layer of atoms in the  absorption 
LS 

cell can be expressed with small changes f rom REF [21, as 



where 8 is the  f i l t e r  temperature 

I is the  light intensity impinging on the  f i l ter  
0 

Io[l-Ko(@-80)1 the  light intensity at the  output of the  f i l t e r  and 

entering the  Rubidium cell, 

K a light shi f t  parameter depending upon the spectral  shape of the  
1 

pumping line and 

B the  f i l t e r  temperature f o r  which the  light shi f t  goes t o  zero. 
0 

With the same meaning of the  parameters, considering a mixture of isotopes in 

the lamp and, f o r  the  integrated f i l ter  approach, a mixture of isotopes in the  

ceii, we have the  general equation giving the frequency vs light intensity and 

f i i k e  cell temperature: 

where: 

a/ is the  unperturbed frequency (independent from the  temperature and light 
0 

intensity) 

the index - re fe r s  t o  ~b~~ isotope 

the index + re fe r s  t o  ~b~~ isotope 

@ is the filter-cell temperature 

6 and a a r e  respectively the  linear and quadratic temperature dependence rn m 
given by the  buffer gas  mixture [ZI. 

Eq. ( 2 )  explicits the  f a c t  tha t  the  ~b~~ gives, f o r  normally used cell 

temperatures > 65"C, a negative light shift ;  the  ~b~~ gives a positive light 

sh i f t  which never goes t o  zero. 



The parabolic behaviour given in eq. (2 )  has a minimum f o r  a temperature 8 = 

emin given by 

where 

p. represents the  ra t io  (absolute value) of the  negative t o  the  positive light 
1 

shift ,  the  index i meaning tha t  the  ra t io  is  taken a t  the input of the 

f ilter-cell. 

Eq. ( 3 )  shows t h a t  8 depends upon the  to ta l  light intensity I emitted by 
min o 

the  lamp if 6 and 7 a r e  different from zero. 
m m 

The eq. (2 )  can be expressed in terms of a measurable output parameter, i.e. 

light intensity I transmitted by the cell. 



The meaning of index o is tha t  we a r e  referring t o  output parameters. 

Eq. (5) shows t h a t  the  frequency is a linear function of the  to ta l  transmitted 

light in agreement with experiments [ZI. 

From eq. ( 5 )  by differentiating with respect t o  the  transmitted light 

intensity I one obtains tha t  av/dl[ = 0 f o r  9 = 9LS-0 - given by: 

- 

where - K1 
Po - 



po has the  same meaning a s  p. but referred now t o  the  transmitted to ta l  light 
1 

intensity. 

For obtaining good standard performances 

'min = 8 
LS=O 

th is  relation can be realised by choosing the  isotopic ra t io  in the  lamp and 

in the  cell and in addition the  buffer gas  mixture. 

For one commercial Rubidium this  occurs at a filter-cell temperature of 75°C. 

El. 

The model shows tha t  the  main limitation of the  conventional Rubidium is  that 

temperature coefficient and light shi f t  compensation occurs only f o r  a well 

defined light intensity and well defined cell-f i l ter  temperature. 

All the  parameters occuring in the  previous equations a r e  important f o r  a 

Rubidium d r i f t  model. 

3. Laser Pumped Rubidium 

From experiments in our laboratory, and using a laser power corresponding t o  

the  "saturated" light shi f t  [41 the following da ta  a r e  obtained: 

a) The light shi f t  vs the  laser frequency is  ~ X ~ O - " / M H Z  o r  a Rubidium 
-11 -1/2 -10 -1/2 stability of 10 z requires a laser stability of 5x10 z . 

b) The light-shift vs the  laser power is: - 3x10-12/%. 

c )  The laser locked t o  the  Rubidium cell has a cell temperature induced 

frequency shif t  of 9 MHz/"C [41. 



dl From c )  and a) the  laser servo produce an additional cell temperature 

coeff ieient of - 4 . 5 ~ 1 0 - ~ ~ / " ~ .  

el In the relevant Fourier frequency range (100 Hz - 1 kHz), the  laser 

intensity noise i s  > 1 0 - ~ / m  while shot noise is < 

f) Aging of the  laser parameters in single mode operation, locked t o  the  Rb 

cell, i s  commonly experienced. 

In view of points a) t o  f )  i t  appears not a simple work t o  reach the  predicted 
-14 -1/2 

performance [51 cr (z) = 3x10 z . 
Y 

However when all  the  previous problem will be solved we will certainly see the  

realization of the  promise of the  laser pumping: a very small, low power and 

high performance Rubidium standard. 

4. Cs standards 

A s  a comment t o  the  Table 1 we like t o  remark tha t  the  Cs standard has the  

lowest intrinsic temperature coefficient, no significant d r i f t  and no 

significant d r i f t  mechanism compared t o  the  other standards. In addition, 

recent advances in a microprocessor controlled electronics [61 have st i l l  

produced remarkable improvements of the  environmental characteristics. One 

problem t o  be solved i s  the  aging of the signal due t o  the  degradation of the  
5 

electron multiplier. This problem exists  f o r  high gain (- 10 1 and low noise 

figure (- 1 dB) multipliers. For low gain and high noise f igure multipliers 

the problems seem solved 171. However in this case much higher atomic f lux is 

required f o r  obtaining the  same short  term stability, i.e. the  tube lifetime 

is shortened. 

The small optically pumped Cs is appealing. The demonstrated short  term 
-11 -1/2 

stability i s  < 10 z [81. The potential is: small size and light weight. 

The problems t o  be solved: the  laser frequency noise and laser aging. 



Relatively t o  the  H-Maser we believe tha t  the  problem of the  frequency d r i f t  

i s  st i l l  open. In th is  context, the cavity pulling has drawn a lot  of 

attention. Today, t o  our knowledge, 4 different methods of automatic cavity 

tuning a r e  used f o r  maser in the  field: The SE tuning [91, the  magnetic 

relaxation tuning [lo], the  cavity frequency switching [Ill and the  auxiliary 

mode stabilization [121. Many more have been proposed and tested [21. As a 

conclusion we consider tha t  the  long term maser frequency d r i f t  associated 

with the  cavity pulling is  a well known subject due t o  the  high level of 

precision obtainable in principle by these methods. On the contrary wall shift 

d r i f t  i s  s t i l l  very poorly known [131. 

From our experience i t  appears illusory t o  derive conclusions on wall sh i f t  

d r i f t  vs time a) f o r  masers which a r e  not in continuous operation, b) masers 

which show a signal amplitude decay which i s  normally correlated with the  line 

Q decay, c )  masers which suffer  from magnetic relaxation requiring neck coil 

current trimming, in order t o  get  the  full power operation at a low C field of 

< 1 mG. 

Maser amplitude, line Q and magnetic relaxation should be monitored in 

addition t o  the  cavity frequency f o r  correct interpretation of the  frequency 

d r i f t  data.  

As a conclusion wall shi f t  and the  associated wall relaxation is  still  the 

main problem t o  be solved. 
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TABLE 1. CLASSICAL p-WAVE STANDARDS: WHERE DO WE STAND? 

Cesium (small) 
magnetic optical 

Rubidium 
Lamp Laser 

ti 
active 

Shoa-term 
stability 

Temp. 
coeff. 

I 0-I2/K 
th. gain: 100 

<3-1 0-I4/K 
th. gain: lo2-104 

Mag nelic 
coeff. 

Long-term 
stability 

Life time >5 years ? 3 5 10 years ? 
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QUESTIONS AND ANSWERS 

Dave Wineland, National Institute of Standards and Technology: Concerning the light shift 
with the lasers on the rubidium standard; what about chopping the laser light to  get rid of the light 
shift? 

Mr, Theamann: Yes, of course that is a method that has already been proposed with normal lamps. 
;t could more easily done with lasers because it is very easy to chop lasers, at least in principle. I 
don't kitow of anybody that has tried that, but it is certainly worth trying. One problem is that we 
:,ave to keep the laser frequency locked at the same time as we chop the intensity. This could be a 
isroblern. Of course we don't want to  use involved choppers in commercial rubidium standards which 
are traditionally the cheapest available, but there is a choice: we could make a laboratory standard 
viitll elaborate techniques, but for a commercial device one should keep with very simple techniques. 
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%ere has been a lot of progress in cesium beam frequeq s t a d r d s  in the k t  few years some ofwhkh 
will be reported here. Optical pumping is being pursued ach'vely in a number of laboratories. OptimIb 
slowed and cooled beams have been demonstrated as well as traps for cold neutral atoms. T h  microwove 
cavity pemmance with regard to heal phase shgt & the beam hoks has been iwroved by use of careful& 
designed and built ring structures for the cavity ends. Work is being done on improvements in eekcfronics 
with some emphask on use of digitalcircuitry and microprocessors. The frequency pulling due to microwave 
AM = f 1 tramitions (Ramsey pulling) has been analyzed and shown to be important. Stalus ojcesium 
beam frequerzcy standards in some of the laboratories as wellas some of the commercial work will be discussed. 
Since much of the Eaboratory work going on involves optical pumping and detection, those i t m s  will get kJw 
most attention here. 

INTRODUCTION 

Cesium beam frequency standards occupy an important place in today's technology partially becarLsi. 
the unit of time is presently defined by the hyperfine transition in the ground state of 6s133 
also because, even though they are highly developed, there is still the potential for cor1siderali0c 
improvement in performance. 

Factors important to  performance include: 

1. second order doppler shift 

2. cavity phase shifts, end-to-end and local distributed 

3. microwave power shift 

4. C field homogeneity 

5. microwave excitation spectrum symmetry 

6. microwave leakage outside the cavity (running waves) 

7. pulling by neighboring transitions (Rabi pulling) 

8. pulling by A M  = f 1 transitions (Ramsey pulling) 



9. pulling by even order modulation distortion 

10. noise at even harmonics of modulation frequency on flywheel oscillator 

11. defects in the electronic frequency lock servo 

'These cannot be covered in detail in this paper 

Most of the beam tubes up to the present have used magnetic state separation and a hot wire ionizer 
detector. The recent availability of diode lasers in the near IR and stabilization techniques have made 
optical pumping for state separation and detection practical. 

Optical pumping has a number of advantages. Much better utilization of the beam can be achieved 
leading to higher signal to noise ratio for the same cesium flux from the oven. This is due to the 
velocity selectivity of the magnetic deflection systems. This same velocity selectivity makes correction 
of the second order Doppler shift (relativistic correction) more uncertain in the magnetic deflection 
tubes because the velocity distribution of the detected atoms is very dependent on the magnetic 
field stsen~gths and the tube and magnetic field geometries. The second order Doppler shift is about 
-1 x for the usual beam velocities involved (around 140 m/sec) and is the largest offset outside 
oi' that due to the C field and perhaps cavity phase shift in well designed tubes. Since the second 
order Doppler shift depends on velocity, the line shape will depend on the velocity distribution and will 
usually be asymmetric leading to a dependence on the microwave modulation waveform and amplitude 
as well as the microwave power hence good knowledge of the velocity distribution is essential. One 
other advantage of optical pumping is the absence of strong magnetic deflection fields close to the C 
field region. This can lead to more homogeneous C fields and consequently better accuracy. 

'The difference of magnetic moments of the sublevels of the ground state leads to asymmetric population 
distributions in the magnetic deflection case and consequently pulling from neighboring transitions 
(Rsbi pulling). If AM = rtl transitions are present and the populations are asymmetric then Ramsey 
pulling will occur. With optical pumping and detection, the distribution asymmetries can be made 
inuch snnaller with consequent reduction in both Rabi and Ramsey pulling. 

Finally, if optical cooling is used to obtain slow beams the second order Doppler shift can be made 
negligibly small since the shift is proportional to temperature and temperatures as low as a few 
microdegrees Kelvin have already been achieved. In addition, slow beams reduce the Ramsey linewidth 
and theas improve the precision of the line center determination by the electronics. The reduced 
linewidth also offers potential improvement in short term frequency stability which can be achieved 
only if the flywheel oscillator has low enough noise at even harmonics of the modulation frequency. 

Fig. I shows a fountain experiment with very cold sodium atoms. The atoms in a beam are slowed and 
then cooled in the "molasses" formed by three intersecting laser beams tuned in frequency below the 
resonance absorption of the sodium atoms. The cold atoms are then trapped in a magnetic quadrupole 
trap and finally given a push with a laser pulse to go through the RF cavity. Ramsey linewidth of 2 IIz 
lmas been achieved. A similar device would work with cesium. Fig. 2 shows a "funnel" formed from a 
",o dimensional magnetic quadrupole generated by the wire structure. This can provide a continuous 
beam of cold atoms and thus be very useful for frequency standard work. 

11s the area of microwave cavity design, local distributed and end-to-end phase shifts are important. In 
principle, end-to-end phase shift can be measured by beam reversal and many laboratory tubes have 
this capability. For the measurement to  be valid in the presence of local distributed phase shifts, the 
forward and reverse beams must follow identical trajectories and this requires very careful design and 



construction of the tube. Local distributed phase shifts are caused by the presence of running waves (a 
non-vanishing Poynting vector) due to power being fed to losses. Andrea DeMarchi suggested a ring 
cavity end shown in Fig. 3 that has vanishing Poynting vector by symmetry at the beam aperture. 
Here the phase shift should vary as the square of the departure from the symmetry plane and have no 
variation along it. This is in contrast to the linear variation with departure from the end short found 
in the usual structures . The symmetry of the ring is very important but it appears that frequency 
shifts versus position in the beam aperture due to  the local distributed phase shift can be kept down 
to less than 5 x for a 3 mm x 3 mm beam with reasonable care in the fabrication. Fairly valid 
ene-to-end phase shift measurement can then be obtained with this type of structure for tlie cavity 
ends. There are many other possible cavity designs based on this symmetry principle. 

Pulling by A M  = f  1 transitions, Ramsey pulling, has been analyzed recently in detail (to be published 
in Journal of Applied Physics). The major part of the effect is fundamentally different from Rabi 
pulling in which the tails of the adjacent A M  = 0 transitions, which can be treated independently, 
just cause a background slope at the center of the desired line and thus lead to a shift. Rabi pulling 
can be greatly reduced either by detecting the third harmonic of the modulation signal instead of the 
fundamental or by using other modulation schemes that allow the background slope to  be determined. 
The A M  = f  1 transitions adjacent to the desired 0,O transition cannot be treated indeperrdelrtly since 
they always have one level in common with the 0,O transition. They add a component to the transition 
probability versus frequency of the 0,O line that has the same periodicity as the normal Rarnsey line 
but has a phase shift. This causes the line center to be offset and cannot be corrected for by any of 
the means that just detect background slope since the component has no average slope and cannot be 
distinguished from the Ramsey line itself. If all the level populations are symmetric the effects ca~lcel 
just as in the Rabi pulling case mentioned above. Since A M  = f l  transitions are caused by lack of 
parallelism between the microwave magnetic field and the C field they can be reduced to insignificant 
levels for reasonable size beams by careful design and construction of the cavity and C field structures. 

Electronic defects such as modulation second harmonic distortion, synchronous detector and integrator 
offsets, modulation signal leakage around the beam tube, microwave spectrum asymmetry, etc. can 
be measured and corrected by proper design and construction. Low frequency square wave frequency 
modulation is highly desirable from the even order distortion standpoint. Digital teclal~iques are of 
great value in reducing many of the defects. 

Noise at even harmonics of the m~dula~tion frequency are heterodyned with the modulatioir signal and 
its harmonics by the beam tube to  give a noise signal in the beam tube output at the modula.tion 
frequency. This cannot be distinguished from the real tube output and so represents a fu~lda~nental 
limitation to the short term stability. The effect is essentially the same as the pulling due to even 
order modulation distortion. Present high performance optically pumped laboratory standards are 
now close to being limited in their performance by the noise performance of available high quality 
quartz flywheel oscillators so this represents an area that will have to be addressed. 

Frequency changes due to microwave power sensitivity can be reduced by power stabilization at the 
optimum power level. Some causes of power sensitivity are end-to-end cavity phase shift, Ra.bi and 
Ramsey pulling and, to a small extent, second order Doppler shift. 

LABORATORY STANDARDS 

Brief status reports are presented here for some of the laboratories around the world. 



PTB at Braunschweig, Germany has done fairly complete evaluations of their tubes, Csl and Cs2. 
These both have longitudinal C fields and use hexapole deflecting magnets. They are flop-out systems 
and as a result suffer somewhat in short term stability. Both have excellent C field structures. Both 
have beam reversal capability. The biggest uncertainty reported is that due to  end-to-end phase shift, 
the determination of which is not very good because of the local distributed phase shift in the cavity 
ends. The overall accuracy estimate is 2 x 10-l4 and the difference in their frequencies is 2.5 x 10-l4 
which Is presently unexplained. These standards have the lowest presently reported uncertainty and 
represent the state of the art for conventional cesium beam standards. 

PTB has an experimental tube CSX in which DeMarchi Ring ends were installed on a cavity. The 
substantially reduced local distributed phase shift error expected was fairly well confirmed and the 
microwave spectrum was excellent with no visible evidence of A M  = f l  transitions. 

NIST in Boulder, Colorado is working on an optically pumped standard, NIST-7. This used D2 (852 
rim) pumping and a cycling transition for detection in the initial experiments. Cavity length is 165 
cm and DeMarchi ring ends are used with a longitudinal C field. Measured line width was 65 Hz in 
good agreement with predictions. The tube microwave spectrum looked very good. It had some slight 
asymmetry which is not unexpected with D2 pumping. The accuracy has not yet been determined but 
the goal is 1 x 10-14. The tube is completely symmetric about the center of its length and thus should 
be ideal for beam reversal. It will have capability for a number of different pumping schemes. The 
laser used in the initial experiments has line narrowing produced by enhanced reflection at resonance 
from an off-axis optical cavity. This is similar to one they developed jointly with the National Research 
Laboratory of Metrology in Japan. 

The Paris Observatory is also working on an optically pumped beam tube but it is not yet to a working 
stage. It is symmetric about the center of its length and will have capability for beam reversal. The 
C field will be transverse generated by current carrying rods. The cavity is conventional with a length 
of 102 cm. Initial experiments will be done with D2 pumping. The staff there has done excellent work 
on the theory of pumping and detection particularly on the Hanle effect and also experimental work 
on stabilized lasers. 

The Zaboratoire de 17Horloge Atomique at Orsay is also working on optical pumping. They have built 
a tube, Cs 111, which has been tested on both D l  and D2 pumping. It has a longitudinal C field and a 
conventional cavity of length 21 cm with lollgitudinal microwave magnetic field at the ends. Because 
of the curvature of the microwave magnetic field due to the mode shape close to the entrance and 
exit holes in the cavity ends, there are very noticeable A M  = f 1 transitions in the tube microwave 
spectrum. These have the expected shape of a Ramsey pattern with 180 degrees phase shift between 
the excitations and linewidth corresponding to the length of the cavity ends. The linewidth of the 0,O 
transition is about 500 Hz and demonstrated short term stability was 2 x with both D2 
and Dl pumping. Considering the short length of the tube, this is an excellent result at this stage of 
development. The tube has provision for running the optical pumping and detection regions with a 
nagnetic field of several hundred mG to reduce the state trapping associated with the Hanle effect. 
The microwave spectra with the exception of the A M  = f 1 transitions were excellent. The spectrunl 
with D2 pumping showed slight asymmetry while the D l  spectrum looked very symmetric as expected. 
The group has also done excellent work on the theory of pumping and detection. 

The Communications Research Laboratory (CRL) in Japan has built a conventional cesium standard. 
It uses hexapole deflection magnets with a transverse C field and a conventional cavity with length 55 
cm. The linewidth is about 100 Hz. Accuracy is presently estimated to be 1.1 x 10-13. 



The National Research Laboratory of Metrology in Japan has built an optically pumped tube using 
D2 pumping. It has a conventional cavity 96 cm in length with a transverse C field. The accuracy is 
estimated to  be 7 x 10-l4 and short term stability about I x They have done very good 
work on lasers some of it in collaboration with the group from NIST as mentioned above. 

Even though the Soviets have primarily pursued hydrogen masers they have had a significant effort 
in cesium beam standards. They presently have three standards, MTS1, MTS2, and MTS3. MTS3 is 
currently undergoing evaluation. MTSl  and 3 use dipole optics and MTS2 uses hexapoles. The cavity 
lengths in MTS1, 2, and 3 are 65, 100, and 194 cm respectively. Accuracy of all three standards is 
estimated a t  1 x 10-l3 and short term stability is about 5 x They have done a lot of work 
on C fields and power shifts. They are also working on optical pumping but not much information is 
available. 

A lot of exciting work is going on in cooling and slowing of atoms, most of it being done a t  NIST iil 
Gaithersburg, Stanford University, and the group at Ecole Normale Superieure in France. Spectacular 
results have been achieved in cooling cesium atoms to  about 2.5 microdegrees Kelvin. Simple experi- 
ments with a sodium fountain a t  Stanford (see Fig. 1) demonstrated a linewidth of 2 Ha.  Li~aewrEdtPl 
with cesium in a similar apparatus should be around 1 IIz. A very simple cesium cell apparatus with 
two diode lasers a t  JILA in Boulder, Colorado has already demonstrated a linewidth of 8 Hz. Sliort 
term stability could be very good and second order doppler shift extremely small as mentioned in 
the introduction. With such low temperatures and high densities, spin exchange collisio~ls could be a 
problem but this remains to be seen. 

COMMERCIAL WORK 

Frequency and Time Systems (FTS) just announced (Dec. 1990) a new cesium standard, mode% 4065, 
that is microprocessor controlled and has servo control of the microwave power: and zeeman frequency. 
It is capable of being remotely controlled. An earlier standard is model 4040, with microprocessoe- 
demodulation and integration of the frequency servo signals and control over loop time constant and 
monitoring of system parameters. It is designed for hands off operation. Another unit is modcl 
4160, militarized and optionally radiation hardened. It too features microprocessor control over some 
functions. Typical specifications are: 7 x 10-l2 accuracy a t  25 degrees C and 5 x 10-'lr- ' /~ short 
term stability. An 8 year warranted tube is now available. 

Frequency Electronics Inc. (FEI) has designed a new tube with a good microwave spectrum (see Fig. 
4). The A M  = f 1 transitions are just visible. No other information is available at this time. 

Kernco is developing a GPS block IIR satellite cesium standard that is very small, radiation hardened, 
and has a 7.5 year warra.nted life (18 yea.r design) for the beam tube. Specifications include: 

weight 19.5 Ib 
input power <25 wa.tts 
size 4.75" x 5.25" x 16.5" 
Short term stability 3 x 1 0 - l l . r - ~ / ~  + 5 x 10-l4 

NTT has an optically pumped cesium tube under development. It has a cavity length of 21! crrl and 
uses D2 pumping. No details were given on cavity or C field design. The tube includes two ovens which 
can be operate simultaneously with a detection scheme that allows determination of cavity phase shift 



during operation. Short term stability is estimated to be 9 x 10-13~-1/2. NO estimate of accuracy was 
given. 

Hewlekt-Packard has a new cesium tube in development. It has been optimized by using an accurate 
ray tracing program and particular attention was paid to reducing AM = f 1 transitions. It has much 
better performance in this respect than the high performance tube presently supplied by Hewlett- 
Packard and equal or better performance in all other respects. The microwave spectrum is shown in 
Fig. 5. 

SUMMARY AND OUTLOOK 

Status at the present time for a number of laboratory and commercial standards as well as some of the 
work leading to the next generation has been presented. Good progress is being made and prospects 
for the future are bright. Several areas that need emphasis have been pointed out. The present status 
and future outlook in this writer's conservative view are given in Table 1. 
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STATE OF THE ART AND FUTURE DIRECTIONS FOR THE 
ATOMIC HYDROGEN MASER 

Robert F.C.Vessot 
Smithsonian Astrophysical Observatory, Cambridge Massachusetts 

ABSTRACT 

The present stztus of technology development for atomic hydrogen masers @- 
masers) is reviewed. The limitations to frequency stability and accuracy are discussed 
with emphasis on the problems associated with cavity resonator instability and the lack 
of reproducibility and stability of the storage volume wall coating frequency shift. New 
types of coatings developed in the Soviet Union and better, cavity resonator matedds, 
are expected to make possible frequency at the 10-l6 level at lo4 sec. Better controR of 
systematic effects should extend the long-term stability to levels better than for 
intervals beyond one day. Present use of H-masers as flywheel oscillators in timekeep- 
ing systems is discussed as is the outlook for the future cryogenic and room tempma- 
ture H-masers as flywheel oscillators to operate very high resolution frequency d i s ~ m -  
inators based on the newly evolving technology of trapped and cooled ions and atoms, 

1. INTRODUCTION 

It is now 30 years since the invention of the atomic hydrogen maser1 by D. Kleppner and N. 
F. Ramsey and its technology has matured in several different directions aimed toward a variety d 
uses and technical requirements. 

The principal applications of the H-maser derive from its excellent short term stability. Since 
the mid 1960s H-masers have been used in widely separated radio telescopes for very long baseline 
interferometry (VLBI) to control local oscillators and provide timing for data recording. Signals 
recorded from radio sources are later brought together for correlztior. to obtain extremely precise an- 
gular information of their brightness distributions. 

H-masers are now almost exclusively used for tracking spacecraft. Range infomation is ob- 
tzined by measuring the time delay of time-coded signals. Range-rate information is obtained by 
measuring the Doppler shifts of transponded signals. Angle information is derived using the VLBI 
technique, where simultaneous measurement of spacecraft signals are made at two or more widdy 
separated tracking stations. 

Since the H-maser can provide frequency stability at better thm 1 pan in 1014 over intervals of 
several days, during the past decade it has proven itself as a flywheel oscillator in timekeeping appli- 
cations. With the advent of the United States' Global Positioning System and the Soviet Union's 
GLONASS system, a highly precise !ocd time scale can be kept by operating H-maser oscillators as 
clocks and applying occasional time and frequency c6rrections from observations of GPS and 
GLONASS space clocks using the "comon-view" technique. 



The Soviet Union operates more thaq a hun&edi of H-masers as worEng time and frequency 
standards in d ~ n g  centers that serve their vast t ek to~es ;  these clocks are kept sy~chronized and 
syntoAz& by a v ~ e t y  of tech~ques. 

Since h i s  paper is intenc8ed to discuss the state of the at it is approp~ate to define rlme nature 
of the m, The plan of this pa r is first to lmk at the art of o b h i n g  the very best frequency stabiliv P" over intends up to a b u t  18 seconds, how to cope witIra the systematic effects that h p &  maser long 
czIm stability, followed by a brief descarion of the technologies now in use for operahg H-masers 
and, lastly, to offer a view of rlze f ~ t ~ r e  for H-Masen. 

9 ,,, , THE HYDROGEN MASER OSCILLATOR 

The H-Maser is an oscillator powered by qnantum @ansitions between two energy levels in 
h e  hype~fme smctwe of atoGc hydrogen. At room tempratwe the population of hybogen atom is 
nearly evenly &s~bu ted  mong four magnetic hyperfine levels designated by F=l, m ~ l ,  8, -1 and 
F=O, mF=O, These enerm levels depend on the rela~ve oslientations sf the magnetic dipoles asssci- 
ati-,d with the proton and the electron when the atoa is in a magne~c field. 

Li the upper energy level, designatd by F=l, the mgula momenta of the proton and deceon 
are aligned md added; their magnetic &poles are $so digneal. In this state the totd mgulx mornen- 
turn car orient itself with a magnetic field in thee Wferent &ec~ons and the F=l energy level splits 
h t o  *bee components. The F=O energy level results from rhe dignment of protons and e l ~ t r o n s  that 
ea~cel their total mgula momentum and the2 mgnagneric dipoles oggose each orher. The energy levels 
of a t o ~ c  hy&ogen are shown in the upger part of Figure 1. 

Figure 1 also shows a schematic diag&= of the H-Maser oscillator. Molecular hy&ogen at a 
pressure of about 0.1 Ton is dissociated by an r.f. plasma dischage and collimated into a ham. 
Atoms in two of the upper magnetic hypefine energy levels (F=l, mp= 1, md 0) are selected by 
?assing ~ o u g h  a highly hhomogeneous magnetic field generated by a multipole pemment magnet 
which causes  em to m v e  towad the weak field near the axis of ~ l e  magnet. These atoms are fo- 
cussed into a storage bulb located in a resonant cavity tuned at the atomic hypefine fregdaaency. The 
saorage volume confines the atoms to a region where the oscillating magnetic field is in the same 
phase, Generafly , a gEol1-mode resonator is used, as shown in Figure 1. 

As the atoms proceed from tihe multiple mgnet into the caGw bulb region, tke magne~c field 
they encounter field changes from about 9KGauss m&dly in the magnet to about one Gauss along the 
axis of the b e m .  In this ""drift region," the atoms remain in the F=1, mF=l, and 0 state and will be 
kept in these states as they proceed along the drift region if the magnetic field they encounter is re- 
duced to the level of the field in the resonator without sudden intexup~on or change of direction. 

The aU-impomt feame of the H-Maser is the surfaGe coating that enables its operation as an 
ssc9"alator with a nmow resonance linewidth, or high line Q. This is achieved by storing the atoms 
without appreciable loss of phase coherence from collisions with the wall surfaces or mong  each 
other. At rmm temperature the atoms travel at a b u t  2.5 Wsec ,  and in a typical two liter storage 



vessel, whose collimator provides 2 ose second storage time, a typical atom undergoes lo5 collisions 
before leaving the vessel 

The frequency of the F=l, q =O to F= 0, m ~ ;  =0 trmsi~on that powers the osc2lator depends 
on the static magnetic field as Af,= 2'751 (where B is in Gauss). To avoid frequency shifts from 
changes of magnef c field, H-Masers are operatd at low magnetic fields, usually of a b u t  1 mikli- 
gauss. To maint~n these low fields and to provide a spatidly uniform field, with vaP-iasion at the mi- 
crogauss level throughout the bulb, magne~c shields are placed about the resonator tto attenuate the 
outside mbient field, and a solenoid is placed within the innermost shield to provide a unifom m d  
controllable field. 

The line Q of the H-maser is defined as Q= xfJy2, where f, is the oscillation frequency and 
"62 is the total rate of loss of phase of the atom9 oscillahg Bipole moment ~ t h  sespect to the phase of 
the signal in the resonator. The pameter y2 inc!odes loss of phase coherence by escape from the bulb 
and from mombination to form molecules, also loss of phase coherence from wall col%isians, mag- 
netic inhomogeneties and inreratomic collisions. Maser oscillafion is sustahd when the energy re- 
leased by the incorning atoms resulting from sdmulated ernjission by the microwave fieBds in the res- 
onator exceeds the energy lost by the resonator. The energy lost includes the the signal delivered to 
the receiver. 

The state of the art of microwave receiving systems for H-masers is m impmmt topic t h ~ t  
will r q ~ i r e  a separrte &scussion outside the coctext of this paper. 

2. B FerNDAMENTAL LIMITS OF FREQUENCY STABILITY 

The fundamental stability limit for the H-Maser is the same as for other sscillators,2 
Followkg Ueppner and Rmsey in reference 1, it is given as 

(1: 

where ~ ~ ( 7 )  is the Allan standard deviation of the fundamental limits to frequency stability 
over time intervals, I. . QI is the quality factor of the oscillating system operating at a power level, P, 
k is Boltzmmn's consmt, and T is the absolute temperahare. 

From this expression we see that to obtzin the best stability we want high oscillation power 
and high values of line Q. However these are incompatible situations since high power implies high 
levels of atorxlic flux and, consequently, high levels of hteratornic collisions. 

The power levels normally generated in H-Maser oscillators are low, rarely more than -90 
dBm, and the signal-to-noise ratio of the equipment that receives the maser signal has a vev signifi- 
cant effect on the maser's short-term stability (2 < 100 sec.). The effect of the add4  noise on the 
Alan smdard deviations is3 



Here F md £3 s e   be receiving system noise figure and bandwidth, P as before, is the oscilla- 
Ley L ~ A  power md is the cavity resocator couplizg fzctor that determines the power delivered to the re- 
ceiver. 

nemd noise, kT, appears in equation 1 as the noise power within the linewidth of the oscil- 
lator and in equation 2 as the effective noise, FKT, within the bandwidth B of the receiver system. In 
bod1 cases there are advantages to operdting a maser at low temperatures. 

The maser escalator's power variation with bezm flux is determined by the design of the maser and 
can be chxactefized by a qumtity q, which depeads on the following rxiser paramete+ 

Here h is Planck's constant, p, is the Bohr magneton, o(T) is the hy&ogen atom's spin-ex- 
change colilisional cross section, v(T) is the average relative velocity of atoms, yd is the rate of loss of 
phase coherence from the loss of atoms, yd is the rate of loss of phase coherence from all causes, in- 
cluding loss of atom but excluding the effect of linteratomic collisions, and Vc/Vb is the ratio to cav- 
ity to storage bulb volume, q is the "filling factor", the ratio of the average axial comgonent of the r.f. 
magnetic field squared to the square of the r.f. magnetic field averaged throughout the cavity. The 
quantity Itoal refers to the rate at which the total number of atoms enter the bulb and I is the rate at 
which atoms in the desired F=l, m ~ =  0 state er,ter the bulb. 

Plots of the nomalized output power to beam flux are shown in Figure 2, from reference 4, 
for various values of q. Note that it is possible to stop oscillation by having too many atoms, that 
smaller values of q provide higher power for a given flux, and that for q > 0.172, the maser will not 
oscililate. 

3, SYSTEMATIC EFFECTS 

Figure 3 shows how the Allan standard deviation representing the frequency stability of the 
H-Maser foUows the behavior predicted by the combination of equations 1 and 2 up to a point where 
systematic effects intrude on the maser's behavior, in this case for intervals beyond lo4 seconds. The 
most seious systematic effect is the "pulling" of the oscillation frequency by the mistuning of the 
cavity resonator. The frequency of oscillation of the aggregate of atoms stored in the maser storage 
volume includes systematic frequency shifts induced by interatonnic collisions and the loss of phase 
coherence is proportional to these collisional  shift^.^ Another systematic frequency shift that is re- 
lared to the inter-atomic collision rate is the magnetic inhomogeneity (NU[) frequency shift that occurs 
whew the following conditions pertain. 1) m e n  there is an asy etry in the population of the F=O, 
r n ~  =: +I md -1 magnetic hypefine sub-levels of the atoms en he bulb and 2) when there exits a 
magnetic field inhomogeneity over the volume of the bulb and 3) when there exists an asy 
the dist~butiom of r.f. magnetic fields over the volume of the bulb. Since the inhomogeneity and 
symmeq  requirements, 2 and 3 above, are difficult to fulfill, the MI shift is present in nearly all H- 
Masers with magnetic state selectors that focus atoms in both the F=l , q = l  and m ~ =  0 states. 



The least well understood systematic frequency sxft in the atomic hydrogen maser is the ef- 
fect of collisions with the sarfzces of the storzge volume wall, known as the "wall shift"" Many 
questions still remain ux-iresolved resolved a b ~ :  the natwe of the collision processes. n e s e  include 
the collision interaction energy, its effect on the advance or retardation of the phase of osclillafing 
dipole moment of the atom and the amount of its phase decorrelation. Surface smmthness, which 
determines the collision rate, depends on how the coating is applied. The variability sf  the wall shift 
from maser to maser is the chief obstacle to achieving frequency accuracy. 

Little work on surfaces has been done in Western countries since FEP-120 Teflon was 
adopted in the mid-1960's. The ~ o s t  significant advance since then has been made in the Soviet 
Union by Demidov et al.,6 who report substantial improvement in the reduction of the wdl  shift by 
using a new fluoroplastic that they designate as F-10. The eight-to-ten times smaller wdshg t  of F-10 
that, in part, results from its highly superior s t a c e  smoothness, allows a correspon&ngly srndler 
variability in the wall shift. 

The question of long-term frequency stability of the wall shift, as yet, is not resolved, 
Considerable insight about the present status of this question will be gained by reading the report on 
h e  session on wall coatings that aggezrs in these proceedings. 

For a more thorough discussion on systematic frequency shifts please see the paper on the 
physics of such shifts by E. M. Mattison7 in these proceedings. 

3.1 CAVITY RESONATOR MISTUNING 

The shift in the output frequency Af, from cavity mistuning is given by 

where AfR is the resonator's frequency offset from the atomic oscillation frequency. BNe: note that Idhe 
penalty for reducing q by raising Q is to make the maser more subject to cavity pulling, ai"gpie;ally, 
Q is about 5 x lo4 and Q1 is about 2.5 x lo9, so that Afc = MR x 2 x For fractional f q e n c y  
stability at a level of 1 part in 1015 we require AfR to be kept within 0.07 Hz. For fiquency stability 
at this level, without active frequency control by a servo system, we require good cone01 of the res- 
onator's temperature, and a cavity material with a very low coefficient of thermal expansion, dong 
with excellent mechanical stability. In terns of cavity dimensions for a typical ql l-nn&e Iresonator* 
whose axial tuning rate is about 10 MWzIcm, tke axial dimension must be kept constaxat to less than 
7 x lo-' cm. This is about the diameter of a hydrogen atom! If we assume that we can control 
temperature at a level of 2 x O C  we require a linear temperature coefficient smaller than 5 x lo4 
O C .  Materials such as Zerodur,8 Cer-VitP and ULE'O are available that have cornpaable vdues of 
thermal coefficients11 but this is not the whole story. There is also the temperature coefficient of the 
dielectric constant of the storage bulb, which also causes a frequency shift. The resonator's 
frequency is affected by everything with which it can interact. This includes the storage bulb within 
the resonator, all the electronics coupled to the resonator, including the resonator tuning system, and 
the circuits that couple power to the receiving system. 



There is no all-puqose, oplirnum eechnique for coping with the resonator frequency drift. 
FVhen prdctability of the frequezcy drift is imporrant, H- masers design& wib the best available 
m2te~ds and techniques for passive stabiEty have been sarjlsfaetov. The ageing of Cer-Vit and the 

c mate~als is very prdctable, once the iitial s e ~ g - i n  of the resonator end eovers 
to their cylinder has taken place, a prmess that requkes some uhree to six month~.~2 2% control the 
effect of cavity pulling there are limits to how far we can increase the value of Q, because of the re- 
suking decrease in rlhe avdable o u ~ u t  power and the loss of shofl-tern s~bility. It is clear that some 
fom cone01, or of m n i t o ~ n g ,  of the resmance frequency of the cavity is desirable for long tern 
~equency stability of masers. Three t p s  of a c ~ v e  s e w  eechiques have been used 

I ., By line Q moMation md seuching for a mning con&tion, such that bf, is zer0.13~14 

2 ,  By cavity resonmce frequency modulafion and adjusting the resonator, such that the out- 
put s i p d  mplitude is o p t i r i ~ & . ~ ~  

3 ,  By in~oducing signals into the cavity at frequencies away from the oscillarion frequency 
md near the inflection points of the resonator's frequency response.16 The relative levels of 
the signds that are sent &xough the cavily are cornpard md keg fixed by adjusfing the center 
kequency of the cavity. 

Line Q mdulation requires a frequency reference with stability comparable to that of the 
maser k i n g  rund during the period of modularjlon. Ideally, another maser is employ4 for this pur- 
pose. There are usually sidebands at the modulation frequency in the o u ~ u t  signal. This method 
produces a signal whose fhequency depends on the atomic resonance including wall collision shifts. 
The H-H coklisional shifts are cancelled by an offset in the resonator frequency because they are pro- 
pAond  to the cousiond line broadening. 

Cavity resonance frequency modula~on makes possible a N-maser with good stand-alone 
qualities of frequency stability. As in system No. 1, the modulation signal will be present in the out- 
put signd unless some f o m  of compensation is employed. This method adjusts the resonator to the 
atomic resonmce frequency inc!n&ng the wall shift and the H-H collisional shift, which can vary 
with h a m  flux. 

The last technique mentioned above has been used successfully in masers having very small 
cavity resonaror-stoPage bulb cornbinations that have been designed using dieleclric loading merkods 
or the lumped capacitor loading.17 Since using this type of resonator often requires external elec- 
tronic gain t~ raise the resonamr7s quality factor and, under these conditions, the resonator frequency 
is further subject to the phase s~bility of the Q exhancing amplifier. 

Injec~ng the probing signals requires scnpulous avoidance of any additional noise or signal at 
tile maser" ssscalafing frequency to avoid pulling the frequency of the maser oscillation. This method 
m&ntains the resonator at some pre-assigned frequency. Beam flux variafions will cause changes in 
s,uput frequency degen&ng on how the resoaztor frequency is related to the a t o ~ c  oscillation fre- 
quency, 



3 2 MAGNETIC FREQUENCY SHIFTS 

Systemallic frequency shifts from changes in mbient mgnellic field resdt from two differens: 
physicd prwesses, 1) a change in the intemd m p e ~ c  field in h e  strage volume causing changes 
in Af, = 2751 and 2) a change in the MI frequency shift S(AfMI), resulting from time varia- 
tions in the spatial u n i f o ~ t y  of BhB, time v~aGons  in tlae hykogen density in the bulb, m d  time 
variation in h e  state dis~buGon of atom enteriing the bulb. 

The first processes results from h a ~ n g  fmite mgnetic s ~ e l h g  eapabgity. WeEl m e d e d  ar- 
rays of high quality shielding material can achieve shielding factors, S = GBmt/GBint as high as lo5* 
If we assdme a value for S of 5 x lo4, and operate with Bin, at a level of 5 x lo4 Gauss we have that 

Given that variation in Bext can be confind to 0.0 15 Gauss (or a k w  percent of the earth3 s 
ambient field) we can expect systematic fractional fiquency variations of about 6 x l0-'$ it is clear 
that more layers of magnetic shielding cm be added, or that a magnefic field compensation servo sys- 
tem can be used, if more severe conditions are encountered. 

The second physical process causing magneticdly jinduced frequency shifts is f a  less s ~ ~ g h t -  
forward than the process &scribed above. It Wends on the inqudity of the pqulatjiesn difference in 
the F=l, m ~ + l  and -1 states entering the bulb, the asy of the mgnetic fields in the stor- 
age volume, and the DC magnetic gra&ent in the storage volume. Under con&tions where these 
populations are not equal and with the almost inevitable lack of W sy e q  and field nnifomity 
today's equipment, the the oulput frequency of b e  maser will vary with beam flux, This causes 
problems with the flux tuning pmess descriM in equation (3), where h e  frequency shift owing to 
spin-exchange collisions is assumed to be stricPIy proportional to the atomic density. (Even in cases 
h e r e  there is no AfMI the cavity resonance is still offset in faeque~cy by the mount requbed to 
compensate for the spin' exchange collision frequency shift, which is proportional to the atomic den- 
sity.) The stability of the magnetic inhomogeneity shift, AfMI, will depend on the constancy of the 
state dishbu~on of atoms and on the inrerato&c co&sion rate. 

Removal of the MI shift can be done by provi&ng a h a m  of atoms exclusively in the desired 
F=1, q = O  state or by qudizing the population of atoms in the F=l q = + l  and -1 states, The state 
distribullion of atoms entering uhe storage volume can be equdized by changing the dkection of the 
axial magnetic field in an alternating manner in the drift region downsaeam from the state selecting 
magnet shown in Figure 1. m e n  this field is in the s m e  &ecfion as the field in the bulb, the beam 
proceeds in the nomd  states. W e n  the drift region field is inverted under proper condidons, the 
F=l states can be inverted The m~ = +1 population then appears in the m~ = -I state. By dtemat- 
ing the direction of the drift region field the average population of the r n ~  = +I and -1 can be equal- 
ized. This technique is used in the S o ~ e t  Chl-75 H-maser. 



A more effective, but more complicated method to provide a beam of atoms nearly exclusively 
in the F=l, r n ~  = 0 state is discussed in section 4.2 of this p29er. Using this system the entire popu- 
lation of atoms will generate signd power with one half the rzte of interatorrdc collisions and provide 
an hprovement in the line Q. 

3,3 FdVALL COLLISION FREQUENCY SEHFTS 

The most fundamental problem today with the H-maser is the lack of reproducibility and time 
stabaig of the wall coating frequency shift. The wall shift is the principal source of maser frequency 
inaccmacy. Since the wallshift is proportional to the wall collision rate multiplied by the phase shift 
per coliliision, ideal coatings should be as smooth as possible and of a material capable of producing 
the smdlest possible phase shift per collision. The original masers built in 1960-1962 used coatings 
of &methyl-dichloro-silane (dri-film). In about 1962 Teflon was found to be far superior to dri-film 
md Teflon has been used since that time. 

oly-tetra-fluoro-ethylene), a long-chain fluorocarbon with a high melting 
These coatings are difficult to apply and are rarely used today. W e n  a 

coahg is slowly cooled after melting it crystallizes and has a wallshift with a small temperature 
cmfficient. On the other hand, when it the coating is rapidly cooled after melting, it has a larg 
shift md a larger dependence with temperature. It has zero wallshift at about 82 degrees C.18 
has raely k e n  used since 1965. 

EIP fluorinated-ethylene-propylene, a branched fluorocarbon with lower melting point than 
is far easier to apply that PTFE, and to date, has been the most widely used coating in masers 

made in the US and Europe. 

A far superior coating called "Fluoroplastic F-10" has been developed in the Soviet Union 
specificdly for H-masers.l9 It melts at a lower , flows evenly over the surface 
and has 8 to 10 times lower wallshift than and FEP Teflon. This new material should 
subsmddly improve the zcc3uacy capability of H-masers. 

4, A SUMMARY OF TECHNOLOGIES USED IN TODAY'S 
HYDROGEN MASERS 

4,l HYDROGEN MASER RESONATORS 

The most often used resonator operates in the TEoll mode. Without appreciable dielectric 
loading by the bulb, the resonator's typical dimensions are of a cylinder 28 cm dia. x 28 cm long. 
This dlows use of storage bulbs of 2 to 3 liter capacity. Smaller resonators have been made using 
d ie l ec~c  loading. These resonators suffer large variations of resonance frequency with temperature 
owing to the ~ e m a l  coefficients of dielectric constant of the loading material and require more stren- 
uous antotmkg or themal control than unloaded resonators. 



Resonators with smaller dimensions, using lumped capacitance loading to reduce &mensisms, 
are used in passive K-m~sers md regenerated-Q H-masers. This resonator is i2 ase in the Soviet 
Chl-76 H-maser, in some masers built by the Sigma-Tau Standards Corporation (where the idea 
originated) and in the small regenerated-Q spaceborne masers developed at the Hughes Co%~poradon. 

Stabilization of the resonator can be done either by passive means, using matesds of high 
mechanical stability and with very low coefficients of thermal expansion, or by active means, dis- 
cussed in 3.1. Rough tuning of the resonators is usually done with a mechanical device that in some 
way slightly alters the internal configuration of the resonators r.f fields. Fine tuning (over a range of 
a few tens of Kilohertz) is usually done with a varactor coupled to the resonator either &eedy, as -part 
of a coupling loop or probe, or via a transmission line. 

4.2 ATOMIC HYDROGEN STATE SELECTION 

The H-maser uses traditional molecular beams techniques with multipole magnets to concen- 
trate atoms in the desired quantum states into a beam aimed into the collimator of the storage voIume. 
Four-pole magnets and six-pole magnets are commonly used. Small diameter four-pole magnets axe 
more efficient in their use of hydrogen than six-pole magnets. Six-pole magnets have fwussing 
properties analogous to optical lenses and can be used to focus a specific range of velwides fiom the 
modified Maxwell distribution of velocities of atoms emerging from the source to form a red "imge" 
of the source aperture. While the narrowness of the velocity distribution can be less efficient of hy- 
drogen use, these magnets are useful for operating a state selector that provides a beam of atoms 
wholly in the desired F=l, m~ = 0 state. 

A method to provide a beam of atoms nearly exclusively in the F=l, m~ = 0 state is shown in 
Figure 4.20 Here, the first magnet, in the usual way, focusses a beam into a second magnet of twice 
the length that, in turn, refocusses the beam as an image of the source aperture at "stop 2"' in the 
figure. An Adiabatic Fast Passage (AFP) radiofrequency transition is made in the space between the 
magnets to invert the population. Only atoms in the the F=l, m~ = 0 states continue though the 
magnet and on to the bulb. 

4.3 MAGNETIC SHIELDS AND FIELD CONTROL 

The multilayer magnetic shields in use today appear to be adequate for controlling bo& the 
level of magnetic fields and their gradients in the storage volume of H-masers. Systematic frequency 
shifts resulting from the magnetic conditions in "normal" environments, with variations of a few nil- 
liGauss, appear, for the present, to be well enough controlled in most masers. However, as progess 
continues in the control of other systematic effects other than of magnetic origin, better shielding will 
be required. A typical example of the shielding factor is S = AHext/AHint = lo5 for k0.5 Gauss ex- 
ternal variations in btI,Xt. A wider range of cancellation of external magnetic field variations can be 
achieved with active servo methods by sensing the external field and applying a compensating field. 



The conmP of intemd magnetic $aa&en& by multi-sec~on coils so far has proved adequate. 
Simple degaussing techciq~es using cLqents at powerlice ?:i:qce~cies to rexove rezment fields in 
the magehc shields have dso been adequate. 

Uses of superconducting materials for magnetic shields operated at now temperatures and for 
conduc~ve coadngs of cavity resonators are k h g  considered. The combina~on of these fhmcrions is 
a very tempting prospect pdcularly if roorn temperatarre, or even low temperature, superconductors 
become available. Superconducting shields are eminenfly useful and approp~ate for H-masers 
opemdng at very low temmtuhes. 

4,4 HYDROGEN SUPPLY, PURIFICATION AND CONTROL 

Two types of hybogen supply systems are presendy in use, high pressure gas bttle 
systems and low pressure sources operating by heating some fonn of metallic h y ~ d e  such as Li Al 
H4 to release hy&ogen. These systems require control of the flow and pu~ficarion of PI;? before it 
prmeds to the dissociator. Both reguladon of flow and purification are achieved by passing the 
though heat& mtal  tubes, plugs, or diaphagms depending on the pressure of the supply. 

Gas btdes can be easily vented and refilled to comply with ~ r l i n e  transport regulations and 
u e  a simple, reliable, low-tech devices requiring only a pressure gauge to give a measure of the gas 
aviijilable. 

Mealic hy&des are light in weight, small in volume, do not rquire a pressure vessel and we 
thus ideal for spacecrdt operation. A metal hydride system is used in the Soviet Ch1-75 H-maser 
system dong with a selEheated thin walled nickel tube for flow conml and purification of H2. 

4,s DISSOCIATOWS TO PRODUCE ATOMIC HYDROGEN 

In H-masers the dissociation of molecular hykogen is done by r.f. plasma excitation. The 
ideal choice of surfaces for the disso~iator is one hat will not adsorb hydrsgen on its surface so as to 
aEow recombbarion with incorning colliding atoms. Surfaces of glasses that are free of metal oxides 
md of pwe fused silica appear to be the best. 

Excita~on of the plasma is done by exposure to ref. fields, either by elec&odes that prodcce 
prdo~nmtlgr  electric fields, or by a coil that produces induced &splacement-cunent fields. The lat- 
ter me thd  causes less erosion of the glass since it is essentially an electrodeless discharge, but re- 
quires a mems for s ~ n g  the discharge such as a spark coil or a iscule mount of radioacrive ""a" 
p ~ c l e  e ~ t t e r  as a "keep dive9' to provide ionization to initiate lasma &schqe. m e  plasma in 
the gliasswxe presents a v ~ a b l e  impedance to the excitation cbcuit that depends on the hy&ogen 
pressure* This variability can culties in matching the ref. power to the plasma. Single 
~msistor oscillator circuits are used, where the glass or quaez cell cont~ning the plasma 
is included in the resonant circuit. In these circuits the resonant frequency adjusts itself to changes in 



the reactmce of the cell when the plasm is srarhed and as the hyhogen presswe is v ~ d  These de- 
vices are sbple  and cheap, bgt often teqermental and difficult to stabiliz. 

External r.f. power sources a wide band mtch to rl?e plasma cdl are less p w e r  efficient, 
but more prdictable. Anorlmer advantage is that external power sources can be operatd at known and 
fixed frequencies well away from frequencies whose R nics, if leaked into the maser receiver> 
could cause problems. The capability of moGto~ng of incident and regectd p w e r  to the plasma is 
another useful feame. 

4.6 VACUUM SYSTEMS AND HYDROGEN SCAVENGING 

The use of the ion p u q  was probably the m s t  sig~ificant depmwe in the evolution sf the 
H-maser from the e x p e h e n d  labratory envkoment to the etplace. Ion pumps are stZi widely 
used and some have been specifically designed for pumping hydrogen. For p u q i n g  hy&ogen the 
situation is &fferent from the nomal ion pump process where a hail of sputter& cahode ma8:edaI 
particles bury adsorM gas ~nolecules on surfaces in the p u ~ p .  Since hydrogen is rea&ly s s s a t d  
by the titanium cathodes, in pIlnciple there is no need for ionic bombxdment and speatte~ng. 
However this process is substantially assistd by the scmbbing of the cathodes by the impacting of 
RydrQgen ions. Other species of ions, being heavier, cause the usual pumping by spurte~ng and 
burial of gases. 

Early ion pumps used in H-masers had cathodes in the f o m  of plates that were attach& at 
their comers and were subject to ben&ng inwad and short ckcuiting to the andes  as the engorgd 
hydsogen w q d  the plates. This problem was easily cured by d&ng extra supporn to the cathodes, 
The principal mode of failure if ion pumps in H-masers is related to local stress causd by hyhogea 
in titanium The stress causes spalfing and flaking with momentary ming  and eventual 
shofl circuiting. Methods for improving the lifetime of operation include annealing sf the plates at 
high temperatures under high vacum md  be selec~on of high purity ti+nium. 

The use of sorption technology to scavenge hyhogen in H-masers began in 1973 in an effoa 
to reduce the weight of a maser for a space expe~ment to measure the gravi.ta~on?al redshift,22 
Because sorption c dges will. pmnp hydrogen almost exclusively at at- temperaewes the ad&fion 
of a small ion pump was found to be necessary to pump other gases. This ion pump, which is usu- 
ally operated at a lower than nomal voltage to Illilmize hydrogen ion bombardment of its cathode, 
sesves to dissociate hydrocarbon gases allowing the freed hydrogen to be pumped by soqtion, With 
sufficient voltage it will operzte at a? acceptable speed to cope with argon, nitrogen, oxygen etc- 

Sorption systems, with an ion pump backup are used in the Soviet Chl-75 and Chl-% 6- 
masers,23 in the regenerated Q space masers developed at Hughes, and in the Smithsoniaa 
Astrophysical Observatory's VLG-12 masers operating with the AFP single state selector, Because 
of the sensitivity of s o ~ t i o n  systems to contmination, use of all-metal seals is rec 
of elastomer seals. 



Sorption cartridges that have reached their pumping capacity can repeatedly be reactivated by 
22plying power to their internal kezters and pumping away the evolved hydrogen. The activztion 
semperatmes we high, near 700' @, md provision must be made to prevent damage to other nearby 
systems daKing activation. Because this process does not require dissassembly of the maser, there is 
little lW&ood of contamination of the maser's storage volume wall coating during activation. 

Precautions are taken in maser vacuum systems to avoid materials with ferromagnetic proper- 
ties for smcmes within the innermost magnetic shield. Titanium, copper, aluminium and carefully 
select& silicon bronze are some of the materials used inside the magnetic shields. Outside of the 
mameticdy sensitive regions, vacuum manifolds are usually made of stainless steel, often with cop- 
per @on-Flat seals. Indium seals have been successfully used in conjuncf on with components made 
of softer metals such as copper and aluminium. 

5, A LOOK TOWARD THE FUTURE OF ATOMIC HYDROGEN 
MASERS 

Atoanic hydrogen masers are principally used as flywheel oscillators with outstandingly good 
short tern frequency stability that reaches levels deep in the 10-l6 domain over time intervals between 
1 and lo5 seconds. Today, on average, the accuracy of frequency reproduction of masers is about 
5x and it is clear that H-masers do not compete with cesium beam devices as a primary stan- 
dads. 

The advent of trapped atoms and ions cooled by laser interactions has led to possibilities for 
frquency discriminators capable of extremely high resolution. These devices will require oscillators 
having very high frequency stability and capable of producing signals with frequency spectral densi- 

nsurate with, or narrower than, the linewidths of the new discriminators. It is likely that 
H-masers will be used to supply these signals in future primary frequency standards. 

H-masers will continue to be used in applications where the best possible stability is required 
for intervals beteen 1 second and 10' seconds. The limitations imposed by systematic effects that be- 
come evident beyond 10'seconds are now better understood and, as better wall coatings surfaces 
such as of the Soviet 'Fluoroplastic F-10" material are used, the fundamental limitations to frequency 
srability and will be improved. Frequency stability at the level of one part in 1016 should be attainable 
in the near future with the best presently available coatings. Further improvement beyond this level 
should resdt with even better wall coatings. 

The most recent breakthrough in H-maser technology was made in 1986 by operating H- 
masers at temperatures near 0.5 X using storage volume surfaces of superfluid helium-4. 
Reseachers at the Massachusetts Institute of Technology,24 the University of British Colurnbia,25 
md at Harvard University26 all succeeded in achieving sustained oscillation. These research groups 
all used vegr different experimental configurations of cryogenic H-masers. 



Cryogenic appwatus for operating apparatus at temperatures near 0.5 K is no longer consid- 
ered exotic. The use of continuously operated 3 ~ e  recirculating refrigerators or of &:,larior, reD;p;a- 
tors for operating H-masers is dekitely within today's state of the art 

The limits to the stability of cryogenic H-masers still have to be measured. New theoretical 
quantum mechanical analyses of H-H collisions have been made that predict limitations due to previ- 
ously unknown processes related only to the storage time of atoms in the maser." Research is now 
in progress to measure the properties of low temperature hydrogen collisional interactions with hy- 
drogen and helium to test the new theory. 

Figure 5 shows the layout of the cryogenic H-maser mentioned in reference 25. Its f r q u e x y  
stability, projected from all known effects of its design is given in Figure 6. This plot includes limi- 
tations owing to receiver noise resonator instability, and the instability of the predicted new keqaaency 
shifts. A plot of the spectral density of the maser's spectral density of phase fluctuations is shown in 
Figure 7. This figure shows the white phase noise corresponding to the z-' behavior of the stabnity 
plot shown in Figure 6.6. 

6 .  SOME OBSERVATIONS ON PRESENT AND FUTURE 
N-MASERS 

In this paper the writer has tried to shed some light on the state of the art of a t o ~ c  hykogen 
masers. Since it is only recently that we, in the United States, have had the opportunity to appreciate 
maser developments made in the Soviet Union, this brief survey is bound to be incomplete. 

In comparison with the technological development of other types of frequency semdads in the 
West there has been only a few people involved in H-maser development. In the West it is only re- 
cently that development is headed toward designs suitable for small scale production. On the other 
hand the Soviets have placed far more reliance on H masers as working standards than we have in the 
West. They have already produced many hundreds of H-masers, and are now offering both active 
and passive H-masers for sale. 

The market for H-masers in the West has, so far, been limited. However applications for 
masers are growing in number as signals of high frequency stability rather than of high accuracy be- 
come more in demand in view of the significant improvements in time transfer offered by two -way 
time transfer with communication satellites, the Global Positioning System and the Soviet k3niofi3s 
GLONASS system. 

The development of H-masers still has a long way to go to reach its full potential as a highly 
stable oscillator. Improvements in the long term stability of room temperature H-masers are forseen 
by use of new wall coatings and better control of systematic effects. Cryogenic H-masers a h  s~blil- 
ity at the 10-l7 to 10-l8 level and outstandingly high spectral purity will likely serve as oscillators for 
operating standards based on future high resolution frequency discriminators using trapped and 
cooled ions and atoms. The unique qualit of the H-maser as an active oscillator, with alinpwdleld P frequency stability for intervals up to 10 seconds and excellent long-term predictability of its fre- 



queney v ~ a ~ o n ,  has led to its scccessful use as a "flywheel clock)' 21 the U.S. Naval Observatory 
~ n d  at other b k g  centers. 

The outstan&ng long-tern (yew-to-yes) frquency s~bi l i ty  of the ezseable of Soviet H- 
masers repi3aed by N. B. Kosheyaevsky and S. B, PusMn28 md the preacrability of the behavior 
of H-masers &scussed by Uljmov, D e ~ d o v ,  Matfimn, Vessot, Allm and Wider29  have proven 
 he vdidty of new smtegies lfor timekeeping. &wise time m s f a  by o ~ r a t i n g  vvith co 
GPS md Glonass signals m&es possible the precise comp&son of H-mzser frequency over the 
long-;-tern md enables these devices to serve as excellent flyheel s m k d s .  

Fmher advanes in time trmsfer using acfive H-masers in orbiring spacecsdt to p e ~ t  rime 
emsfe8=r at the few picosecond level will be requird to keep up with the performance of future pri- 
m q  standxds based on frequency discri~nators operaring with trappd ion and cooled atom and 
Ions. 

It is cllea- that the technology of the atomic hydrogen msers, which is now only 30 years old, 
has still to reach its full m a ~ t y .  
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R F / M I C R O W E  EXPERIMENTS 

The particular ion for an rflmicrowave frequency standard should have a high frequency to increase 
stabiiity (other things being equal). However, a primary consideration seems to be availability of 
a convenient optical source for use in optical pumping and double resonance detection of the clock 
transition. In addition, some experiments require a narrow band optical source for laser cooling. Some 
representative examples of rf/microwave clocks are given below: 

A. '"HIg" Paul trap frequency standards 

In 1933, Major and Werth observed the 40.5 GNz ground-state hyperfine transition of 199Ngf with a 
linewidth of a few hertzf31. lgQHgf has some advantages over other ions as a frequency standard. Its 
hyperfine transition has a relatively high frequency. Because of its large mass, it has a low second-order 
Doppler shift a t  a given temperature. 

The detection of the resonance is based on optical pumping. The lowest electronic levels are shown 
in Fig. 1. An rf-excited lamp containing the 202Hg isotope will emit 194 nm radiation that will 
drive "%gS ions in the F = l  hyperfine level of the ground state to  the 5d106p 2Pl/2 state. The 
ions can then decay to either the F=0 or F = l  hyperfine levels. The lamp eventually pumps most of 
the ions to the F=0 ground state. If microwave radiation near the 40.5 GHz resonance is applied, 
some ions are driven to the r n ~  = 0 sublevel of the F = l  state. They then can be re-excited to the 
5dW6p state by light from the lamp. When they decay, the 194 nm photons are detected with a 

photomultiplier tube. Jardino et a1[4] made the first frequency standard based on this system. They 
measured cYTybr) = 3.6 x 10-'lr-'/~, for 10 < r < 3500, where r is the measurement time interval in 
seconds. This stability was comparable to  that of some commercial cesium atomic clocks. 

This basic system was developed further by Cutler et a1 f51 6t  71  8]. They introduced helium buffer gas 
to reduce the temperature of the ions to near room temperature. The lamp was turned off when the 
microwave radiation was applied, in order to avoid light shifts of the microwave resonance frequency. 
The number of ions was about 2 x lo6. The resonance linewidth was 0.85 Hz. Fractional frequency 
3.uctmations of 7.6 x for integration times of one day have been reported16]. 

Prestage et a1['1 have demonstrated a lg9Hg+ frequency standard based on a linear rf trap. Ramsey7s 
separated oscillatory field method was employed to drive the resonance. In this method, two short sf 
pulses are applied. This yields a linewidth in hertz of about 1/(2T), where T is the time between the 
two pulses in seconds. The frequency standard was operated with a linewidth of 0.16 Hz and a & of 
2.5 x 10"'. The short-term stability of the device was a,(r) = 1.6 x 10-13r-1/2 for 50 < T < 800. 

B, 'Be" Penning trap frequency standard 

Bollingea et a1 [lo? demonstrated the first frequency standard based on laser-cooled ions where 
the second-order Doppler shift can be significantly reduced. This standard was based on a 303 
MHz hyperfane transition in the ground electronic state of ' ~ e + .  The hyperfine sublevels of the 
ground state are shown in Fig. 2. The first derivative of the frequency of the transition between the 
(mi = -3/2, m, = 1/2) sublevel and the (mI = -1/2, mJ = 112) sublevel approaches zero at a value 
of the magnetic field near 0.8194 T. A frequency-doubled cw dye laser was used to generate 313 nm 
radiation to laser-cool and optically detect the ions. 



In the most recent version of the 'Bef frequency standard, sympathetic laser cooling was 
Magnesium ions were trapped at the same time and were continuously laser cooled. The Coulomb 
interaction between the ions kept the 'Be+ ions cold continuously. The number of 'Be+ ions was about 
5000 to  10,000. The 313 nm radiation source was tuned so that most of the ions would be pumped to 
the (m,  = 312, m, = 112) ground-state sublevel in a few seconds. The 313 nm radiation was then 
turned off. Ions in the (m,  = 3/2, m, = 1/2) sublevel were transferred to the (m, = 112, m, = 1/21 
sublevel and then to the (m,  = -112, m, = 112) sublevel by two successive rf pulses. The Ramsey 
method was then used to  drive some of the ions to  the (m,  = -3/2, m , = 1/2) sublevel. Then rE pulses 
were applied in the reverse order, to bring ions which had remained in the (mi. = -1/2, n2, = 1/21 
sublevel back to the (m,  = 312, m, = 112) sublevel. The 313 nm source was then turned back on and 
the fluorescence intensity was measured. The intensity was proportional to the (m, = 312, mJ = 1/2) 
population. If ions were left in the (m, = -3/2, m, = 112) sublevel, there was a decrease in  the 
intensity. The time between the two rf pulses was as long as 550 s, although 100 s was more typical. 
With T=550 s, the width of the resonance was 900 pKz. The stability was better than 3 x 10-"2---'/~. 
However, a frequency shift with changes in pressure was observed[12]. This limited the Poltg-term 
stability of the standard to about 3 x 10-14. The uncertainty of the second-order Doppler shift was 
only 5 x 10-15. 

6. Other work 

Other ions have been investigated for use in microwave frequency standards. Lasers have bee11 used 
for optical pumping and detection of hyperfine transitions in several other ions, including '%gi [I3], 

1 3 7 ~ a f  [I4], 1 3 5 ~ a t  [151, and 17'ybS [I6]. Frequency standards based on 1 3 7 ~ a S  [I7] and 17'yb" have 
been reported[18]. 

OPTICAL FREQUENCY STANDARDS 

An optical standard has the chief advantage that, if the transition linewidth and signal-to-noise ratio 
can be maintained, the stability of the standard improves linearly with the increase in frequency of the 
atomic transition used for the reference. This factor of improvement can be as much as lo4. Conversely, 
by going to higher frequency, we can sacrifice some signal-to-noise ratio by using smaller numbers of 
ions and still maintain good stability. This is important because in general, the second-order Dcgzpler 
shift is reduced as the number of ions is reduced. The penalty for using optical frequencies is that  
the required local oscillators (lasers) are more difficult to produce and the measurement of frequencies 
and the phase of the oscillation is difficult. Nevertheless, it seems that this approach will ultinlately 
yield fundamental improvements in performance and several labs are pursuing these experiments. 

High resolution experiments have been reported in Baf [I9? 201 211, Yb+ [I8, 22], and Srt P31 and HgS. 
As an example, we briefly discuss the experiment on Hg+ at NIST. 

A. Ngf single-ion optical spectroscopy 

Bgf has a level structure which seems to be suitable for an optical frequency standard. TIre 5d96s2 
2D512 state is metastable, with a lifetime of about 90 ms. The 194 nm transition from the ground 5di06s 
2S112 to the 5 d " ~ ~  2P112 state can be used for laser cooling and for electron shelving detection["]. Near 



zero field, some hyperfine components of the 281.5 nm transition in 19'Hg+ are nearly independent of 
magnetic field. One of these is the transition from F = 0 in the ground state to  (F = 2, r n ~  = 0) in 
the upper state. Recently, Bergquist et observed this transition with a linewidth of under 80 Hz. 
The resonance line Q is over 1013 and is the highest ever observed in an atomic or molecular transition. 
The laser frequency was servoed to the single-ion resonance for periods of several minutes[25]. 

FUTURE 

Bn general, the second-order Doppler shift increases as the number of ions is increased. This effect can 
be reduced by using a linear trap geometry[26] as has recently been demonstrated by Prestage, et a1[91. 

For more than one ion in a linear rf or Penning trap the second-order Doppler shift can be reduced 
to its minimum value by stacking a line of individual ions along the trap axis of ~ y m r n e t r ~ f ~ ~ ?  28' 291. 
This may provide a microwave or optical frequency standard with an extremely small second-order 
Doppler shift[28]. 

Throughout the history of high resolution trapped-ion spectroscopy, the most difficult systematic 
perturbation to eliminate has been the second-order Doppler shift. If this shift is reduced, other 
systematic effects may become more important. A surprising result (to us) was the large pressure 
shilmeasured on the 'BeS hyperfine transition[l2? 281. This may be caused by sticking of molecular 
background gas ions to the 'Be+ ions. These kinds of shifts should also be investigated in other ions. 

As the systematic shifts of the ion clock transitions are reduced, the demands on local oscillator spectral 
purity become more stringent. This is apparent in the experiments on Hgf and Be+ microwave/rf 
transitions and is the most important limitation in the Hg+ optical experiments. 

Although the light sources for optical pumping, detection, and laser cooling can be difficult to pro- 
duce, we anticipate that simple, cheap, solid state optical sources in the ultraviolet will eventually 
become available. This development will probably be driven by the optoelectronic industry rather 
than developers of clocks, but there is such a large effort to develop shorter wavelength solid state 
sources that there is reason to be optimistic. 

Certainly, the new laser-cooling schemes will result in significant advances for neutral atom clocks[30]. 
It appears that the main advantage of the new cooling schemes is not the further reduction in the 
second-order Doppler shift, but the dramatically increased control over the positions and velocities 
of the atoms. Neutral atom clocks can work with much larger numbers of atoms and can therefore 
have high signal-to-noise ratio and stability. These experiments have the added advantage that diode 
lasers for optical pumping and laser cooling are available now. Therefore the ion trappers will have 
cornpetitioll from these neutral atom experiments. Although there is no clear overall advanta.ge to 
either approach, we expect to see dramatically improved frequency standards for both neutral atom 
and trapped ion experiments. 
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Fig. 1. Electronic energy levels of H g f .  The ground electronic state of 
the 1 9 9 ~ g f  isotope is made up of two hyperfine levels, separated 
by 40.5 G H z .  Some microwave frequency standards are based on this 
transition. An optical frequency standard might be based on the 
281.5 nm transition. 



clock 
transition --7 

Fig. 2. '~e+ energy levels in a magnetic field. The frequency standard is 
based on the 303 MHz "clock transition" between the levels labeled 
11 111 and " 2 .  " 
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Abstract 

The role of the NASA Tracking and Data Relay Satellite System (TDRSS) is to increase the volume and 
frequency of communication between an orbiting spacecraft and the Earth, while at the same time providing 
command and tracking functions with extended coverage via a network of orbiting satellites and one or more 
ground stations. The same concept is currently being studied and is planned by the European Space Agency 
(ESA) under the name of Data Relay Satellite System (DRSS). 

TDRSS is an answer to the increasing complexity of new satellites and space missions that, especiakly 
in theJield of scientijic and application satellites, are placing increasing requirements in terms of mission 
support. 

New satellites, designed for scientijic missions, such as astronomical observatories, or earth applic~tions~ 
for remote sensing, geodesy and precise navigation, are relying on precise onboard clocks to accomplish their 
missions. 

All these spaceborne clocks require precise synchronization to some external ground reference, synchro- 
nization that must be provided as apart of the standard mission support. Since mission support is theprimay 
role for the TDRS systems, synchronization must be provided through the same links used for telemetsy, corn- 
mand and data acquisition. 

There have been many time transjer experiments, and the techniques are well known and establishd 
throughout the years. A number of experiments have evolved into operational services now available world- 
wide and, in the case of the GPS, even to satellites in low earth orbit. 

However, the requirement to provide timing support as a part of the standard support to the space mis- 
sions, has resulted in NASA providing timing services to user spacecraft direct& via the TDRSS. T h  same 
service is being considered for the new Advanced TDRSS (ATDRSS) and the ESA Data Relay Sdellites 
(DRS). 

We will start with a brief review of the well known time transfer techniques that have been studied and 
tested throughout the years. We will then discuss the applicability of time transfer techniques to a timing 
service as provided through a TDRSIDRS System, the problems related to the choice of the timing signa6 
within the constraints imposed by the existing systems, and the possible practical implementations, incEur8ing 
a description of the time synchronization support via TDRSS to the Gamma Ray Observatory (GRO). 



TIME TRANSFER: DISSEMINATION AND SYNGHRONIZA- 
TION 

In general> the knowledge of the relative time offsets between two or more clocks is desired. This 
requires the comparison of the readings of the clocks. If the clocks are remotely located this may be 
difficult, depending on the degree of synchronization required by the measurement. 

We will refer to the exchange of timing information between two or more clocks, an exchange leading 
to the deternsination of the clocks respective offsets in time, as the synchronization procedure. 

TVhen the time information is transmitted or broadcasted to two or more users it is called "tinze 
rissseminatisn", and it is generally performed by transmitting time coded information (time codes). 

ilissemination by itself does not imply the presence of a clock at  the user site: the user can simply 
get its time from the decoded message. Synchronization, being the measure of the offset between two 
clocks, always requires a clock at  the user site. 

Since, in many occasions, the two procedures are used together (sometimes just to  reduce the initial 
a~ribiguity of the synchronizatio~l procedure) they are both, in general, referred to as "tinze transfer" 

Radio or optical signals have been used to transfer time over long distances. In both cases, a timing 
signal or marker must be modulated on the electromagnetic wave acting as the carrier. 

Usually an event marker is used to synchronize clocks. This can be a pulse, or the zero crossing of a 
siue wave, or a particular status of a Pseudo Random Noise (PRN) Code. The time mark, sometimes 
iekrred to as a "tick", must be identifiable and precisely resolved in time. If a pulse is used as a 
tiinislg marker, usually its leading edge is taken as the on-time reference, and the sharpest rise time 
is desirable. Tf the zero crossing of a sine wave is used, the higher the frequency the better the timing 
resolution for a given Signal to Noise (S/N) ratio. But this requires a better "a priori" knowledge of 
the relative position of the two clocks being synchronized, since the number of zero crossing per unit 
o" time increases with the frequency; this presents another problem: ambiguity resolution. 

'Time dissemination usually relies on the transmission of full numeric coded information. The process of 
tiai~smitting such information generates an RF  spectrum that is far from optimum for synchronization. 
\/loreover, the unavoidable delays and jitters of the coding/decoding equipment adds uncertainty to 
ihe measurements and finally degrades the precision and accuracy of the time transfer. 

Ilowever, being able to read the time from the received message, without reasonable ambiguity, the 
user does not need its own clock to keep time: usually a time code reader and display unit is all that 
is requi~ed.  

USE OF SATELLITES FOR TIME SYNCHRONIZATION 
Satellites have been used for decades now for time synchronization. They are useful, since they can 
extend the limits of precise time synchronization far beyond the horizon. VLF and LF transmissions 
(notably OMEGA and LORAN) have been used in the past to  convey time information over the 
iiorizon, but  they have limited capabilities. LORAN can achieve the greatest precision only within 
tile limits of groundwave propagation, a few hundred kilometers. OMEGA has worldwide coverage, 
but relatively poor performances for timing, only a few tens of microseconds. 



The simplest technique using a satellite for time transfer (synchronization or dissemination) is the one- 
way technique (Fig. 1); the satellite is used as a radio relay, or transponder. The signal is tra~asmitted 
from A to the satellite and from the satellite relayed back to B, which is located well beyond the line 
of sight of A. 

The synchronization equation (see Fig. 1 for symbols) is: 

and, since TM is measured, then TD must be estimated, or computed, given the orbit of the salellitc 
and the location of A and B. Uncertainties in the satellite orbit and ground locations of A and B arc 
the main causes of error for the one-way technique. 

Many variations of this technique exist. In one, a clock onboard the satellite replaces the ground 
transmitting station. Synchronization can even be accomplished, when two stations are simultaneously 
in view of the satellite, without having a real clock on the satellite, provided that some kind of easily 
identifiable pulse is transmitted by the satellite (passive synchronization)[14]. 

Using this technique (Fig. 2), two ground clocks can be synchronized by comparing the times of a.rriva1 
of the same pulse emitted by the satellite[14]. This method is a natural extension of tlae passive TV 
synchronization method, widely used to synchronize clocks on a national scale in many countries. 

Let the satellite emit a pulse a t  an arbitrary time to. The propagation delay from the satellite to  "AA" 
is TD(A), and from the satellite to "B" is TD(B); these delays must be known by computing tlae rangc 
at to and applying corrections for tropospheric and ionospheric delays (Fig. 2). 

At the location of the clock "A", the pulse emitted by the satellite is received at TM(A); computing 
TD(A), "A" is able to evaluate to in its own time scale. 

The same occurs at the location of the clock "B"; another evaluation of to is carried on, but this time 
it is in the "B" time scale. Obviously the two will not be identical, because of the error E betwccri 
the two clocks: the difference between the two determinations of to will give a measure of E. 

It can be proven that uncertainties in the ephemeris of the satellite, which produce errors in the range 
estimates, are greatly reduced by the differencing resulting in smaller errors in the time 
synchronization. This fact has been successfully exploited in the "common-view" technique using 
GPS satellites[15]. 

If the satellite carries a stable oscillator onboard, it may produce a repetitive stream of pulses, wit11 no 
requirement placed on the degree of synchronization of these pulses with any time scale. As long as 
these pulses are stable in frequency, and a count is maintained onboard the satellite (and eveirtually 
transmitted via telemetry to the ground stations), then the previous synchronization scheme can be 
extended to clocks not in common-view of the satellite (Fig. 3). 

The onboard satellite oscillator acts as a flywheel only for the time required by the satellite to fly 
between one site and another. Its frequency must be stable only over this limited amount of t ime .  
This makes possible to  use this technique to  synchronize precise atomic oscillators with simple onboard 
crystal oscillators. 

This is the satellite extension of a technique proposed several years ago by Besson, of using aircraft 
to carry around flying clocks. In 1971, Joseph Hafele of Hewlett Packard and others were the first 
to fly cesium clocks around the world to prove the Special Theory of Relativity. Aircraft have been 



used d so  in other experiments (involving relativity) by C. Alley and co-workers at  the University of 
h4asyland. 

If the oscillator is stable, and the counting devices following the oscillator itself have provisions to  be 
synchronized to  an external time scale (for instance, UTC), then the satellite can broadcast precise 
time in  the form of pulses (markers) with related coded information (Fig. 41, in such a way that  is 
possible: 

e one-way time dissemination; 

e one-way absolute synchronization (referenced to  the onboard time scale, so that  a user needs 
only to receive the satellite transmission to  precisely set and synchronize his clock); 

e one-way relative synchronization (between two users, either in common view or not, using the 
stability of the satellite clock as a time flywheel). 

These techniques were widely used with the TRANSIT/NNSS satellite system and in the GPS/NAV- 
STAR, as a timing spin-off from the implementation of satellite navigation systems. 

However, all the preceding techniques: 

e One-way, satellite acting as a repeater; 

e Passive synchronization; 

e Satellite carrying an oscillator; 

r Satellite carrying a clock; 

rely on computed ranges and propagation delays to achieve time transfer: this is a basic limitation of 
these techniques. A method t o  accurately measure the propagation delay is very desirable, especially 
if this can be done with the same precision by which time events are measured. 

This is the idea behind the two-way synchronization techniques. Both stations, "A" and "B", are 
active, transmitting their own time signals and receiving the signals transmitted by the other (Fig. 
5). 

If the satellite is really stationary, when "A" receives the pulse transponded back by "B", then "A" 
has a measurement of twice the propagation delay between "A" and "B". Here we suppose that  the 
two paths (from "A" to "B" and "B" to "A") are truly reciprocal and this, in practice, may not be 
the case. 

Now that a direct measure of the propagation delay is available at "A", this can be transmitted back 
to "B" and "B" uses the delay to correct its timing measurements and retrieve the synchronization 
error E, instead of having to compute the delay from range measurements. 

In practice, things are more complicated, but the method is one of the most accurate and precise 
ever being used for time synchronization. Only laser-based synchronization methods, thanks to  their 
higher bandwidth, can achieve better resolution and accuracy. The disadvantage is related to  the fact 
that a complete transmitting/receiving equipment must be available a t  the two sites. 



This was a bit of a problem in the past, when satellite communication meant bulkier antennas and 
apparatus. However, with the present day technology, this is feasible with smaller VSAT antennas and 
Direct Broadcasting Satellites, and indeed experiences have already been taken place in the United 
States, a t  the NIST and at the U.S.N.O. 

Laser communication links present a wider bandwidth than is possible with RF links. However, they 
are not as much as efficient in terms of signal to noise ratio. Moreover, a light signal can be reiayeci 
back by a mirror or by a retroreflector. Precision pointing of a mirror in space is a difficult task. The 
retroreflector provides an easy and accurate reference direction of reflection, the only problem being 
that the light is reflected exactly back to  the transmitter site. The problem can be solved by placing 
a photon detector, a stable oscillator and an event counter onboard the satellite, in addition to the 
retroreflector array. 

Every user (Fig. 6) transmits an intense pulse of light at a known time; which can be precisely 
measured against the local time scale. The pulse transmitted by the user "A" arrives at the satellite, 
detected by the photodetector and time tagged in the local time scale of the onboard clock. At the: 
same time, the retroreflector array reflects part of the original pulse energy back to the ground, wtrcli 
it is detected and the round trip time measured accurately. 

Since the transmit time and the propagation delay are known, the time of arrival of the traltsmitteti 
pulse at the satellite can be computed in the station "A7' time scale. Also, the transmitted pulse 
arrival time is measured in the satellite time scale "S" and, by taking into account the propagation 
delay, we have a measurement of the synchronization error E(A - S )  between the time scale of "A9' 
and the satellite. 

Another user "B", shortly after "A", makes a measurement, performing the same procedure, and is able 
to recover E(B-S).  By taking the difference between the two measurements yields the synctironizatioc 
error between "A" and "B". The time scale of the satellite disappears in the differencing. 

The frequency stability of the onboard oscillator, in the short time between the arrival of the pulw 
from "A7' and the arrival of the pulse from "B", must be such as to not degrade the timing accuracj 
of the measurement. If the time elapsed between the arrival at the satellite of the two pulses is only a 
few hundred milliseconds, it can be shown that a good crystal oscillator can provide enough stability 
not to  degrade the synchronization at the subnanosecond level. 

This technique has been implemented in the LASSO (LAser Synchronization from Stationary Orbit) 
concept. A first attempt to carry a LASSO package into orbit was done with the SIRTO-2 satcllktc 
and failed, due to a launching accident. Later, a LASSO package was successfully orbited onboard the 
ESA Rileteosat-P2 satellite. 

The LASSO experiment was proposed by M. Lefebvre et al. of the Centre National d7Etudes Spatiales 
(CNES), Toulouse (France). Based on a preselltatioll at the 1972 COSPAR meeting in Madrid, the 
European Space Agency (ESA) accepted a proposal from the Bureau International de 1'Heure (ISIH) 
to pursue a related space mission. 

The aim of the LASSO technique is to  provide a repeatable, near-real-time method for long distance 
(intercontinental) clock synchronization, with nanosecond accuracy. 

The LASSO payload is composed of retroreflectors, photodetectors for sensing light at two wavejel~gtlls 
(from ruby and doubled Nd-YAG laser emitters) and an ultrastable oscillator to time-tag the arrival 
of laser pulses; these time-tags or "datations" are transmitted to the ground via telemetry. 



The LASSO technique is based on the use of laser ground stations firing monochromatic light pulses 
at predicted times, directed toward the synchronous satellite. An array of retroreflectors onboard 
the spacecraft sends back a fraction of the received signal to  the originating laser station, while an 
electronic device onboard the spacecraft detects and time-tags the arrival of the laser pulses. 

Each station measures the time of transmission and the two-way propagation delays of the laser pulses, 
and computes the one-way propagation time between the station and the spacecraft. Then, the offsets 
between the clocks that provide the time reference a t  each of the laser stations can be computed from 
the data collected a t  the spacecraft and a t  the ground stations. 

\Vith reference to  the timing diagram (Fig. 6) for two stations, we have (corrections are neglected): 

-E: = ( T ~ A  - T ~ B )  + (Tp - A - TpB) - (TsA - TsB) 

where: 

a E k the time offset between the two clocks a t  the stations A and B; 

e Td, are the transmission times of laser pulses from the station i [i =A, B]; 

e Tp, are the propagation delays between each station and the spacecraft [i = A, B]; 

e r$S; are the times of arrival onboard the satellite of the laser pulses transmitted from the station 
i [i =A, B]; 

Ia': Tr, arc the return times of laser pulses transmitted from the station i [i =A, B], 

then the propagation delays Tp; can be easily computed as: 

Tr; - Td; 
Tp; = [i = A, B] 2 

Substituting, we finally obtain the synchronization equation: 

Aan interesting variation to the LASSO scheme for optical time transfer was proposed in the past["]. 
The idea was to reverse the locatioils of the optical transmitter and receiver. In the LASSO experimellt 
the transmitting lasers were located on the ground, and the satellite carried orbiting retroreflectors. 
The proposal to  reverse the roles, putting the laser in orbit and inexpensive retroreflectors and detectors 
011 the ground, was aimed to  reduce the cost to  the user, in hope of providing time dissemination 
mailable a t  metrology centers around the world, and to  allow geodetic users of the system t o  cover 
wide areas with passive retroreflectors a t  minimum cost. The difficulty lies in pointing the orbiting 
laser with the required accuracy. As far as we know, the technique was never pursued, even if i t  is an 
interesting concept. 



INTERSATELLITE LINKS FOR TIME SUNGHRONIZKTION 

The Tracking and Data Relay Satellite System (TDRSS) is designed to provide Tracking and Data 
Relay Service t o  User Satellites, generally in Low Earth Orbit (LEO), using a constellation ol  geosyr.- 
chronous satellites (two operational, TDRS West and East, plus an in-orbit spare) and two ground 
stations, both located at White Sands, New Mexico. 

Fig. 7 (from Ref. 1) shows the geometry involved in the TDRS System. A signal is transmitted (from 
the user LEO satellite) t o  one of the two operational TDR satellites which transponds the signal 10 
the TDRSS NASA Ground Terminal (NGT) a t  White Sands (Fig. 12). The same path is followed In 

reverse by a signal transmitted from the ground to  the user LEO satellite via TDRSS. 

When ground stations were used to  provide tracking, command, telemetry and data acquisition supparl 
to  the space missions, an extensive world wide network was required to  provide continuity of coverage. 
In those days, the signals traveling from ground to the satellite (tracking and command) were referred 
to  as the "uplink". Conversely, signals traveling from the satellite to  ground (tracking, telemetry and 
data) were referred to  as down0link communications. 

This is not so obvious with TDRSS. First, the signal from NGT to  the satellite travels upward lo  
the TDR satellite, and then downward to the user satellite, which is in low Earth orbit below elie 
TDRS. Conversely, from the satellite to  ground, the signal travels upward to the TDR satellite, then 
downward t o  NGT. To avoid confusion, the convention adopted was to refer to  the communication l ink  
from NGT to  the user satellite via TDRS as the forward link, and to the link from the user satellite 
to  NGT via the TDRS as the return link. The TDRS is basically a transponder. 

The TDRS is transparent as regard to the communication of data between the user LEO satellite and 
NGT. However, while the NASA TDRSS was designed to provide Tracking and Data Relay Support 
to Earth Orbiting Missions, it was not designed to  support time and frequency tralasfcr to a User 
Satellite. 

The first satellite needing such a service is an astronomical observatory, the Gamma Ray Observatozy 
(GRO). GRO requires a time-tag of data  collected onboard to  within 100 microseconds of Universal 
Time Coordinated (UTC) time scale. Since the onboard oscillator is a crystal oscillator, i t  rleeds peli- 
odical calibrations, which must be performed from the ground, via the command and telemetry link 
To correct the oscillator, however, its phase, frequency offset and aging must be precisely measurec 
with respect t o  UTC, or against a ground clock referenced to  UTC by external means. 

In 1975-1976 the Timing Systems Section of the Network Engineering Division at GSFC was claarged 
with this problem. The Applied Physics Laboratory (APL) of the Johns Hopkins University wa.; 
tasked to  aid with a study of possible solutions. The study resulted in what is referred as tire DATA 
INTERFACE APPROACH: to  synchronize user spacecraft clocks via the Tracking and Data Relay 
Satellite System. The technique chosen was the two-way technique. 

NOTE: Notice that  the User Clock may be either onboard a User Satellite or on the ground: i.e., the 
technique can be used to  also synchronize a second ground station[3] or any Remote Clock, provide? 
that a TDRS-compatible transponder is available at the 

In the two way time synchronization two clocks, located a t  A and one at B (Fig. 5) 
exchange the time information through a satellite communicatioll link. The time inforrnatior~ can be 
in the form of pulses, bursts of pulses, continuous sine signals or Pseudo Random Noise codes (PRF 
codes). The basic equation giving the time difference between the two clocks is[']: 



E = - - [T3 - T21 + SE (corrections) 
2 

where: E is the time offset between the clocks in A and B [actually E = T ( B )  - T(A)] ;  
TI and T3 are the times of reception of the time signal transmitted at  the 
times To and Tz by A and B. 

The corrections SE take into account several factors affecting the synchronization process: the dif- 
ference in the forward and return paths (from A to B and from B to A) due to the satellite motion 
and to the Earth rotation, the atmospheric propagation delays (troposphere and ionosphere) and the 
equipment delays. 

Usually a pulse at the rate of 1 pulse per second is the electrical output of a standard clock; the 
resulting 1 second ambiguity can be easily resolved by looking at the time readout, since one second 
change in the display is easy to observe, and numerical information can be easily coded, transmitted 
and decoded as digital data in a one second frame. 

The 1 pps pulse output constitutes the time mark of the clock, used to resolve time intervals smaller 
t,ha,n 1 second: usually the leading edge of the pulse itself is taken as the on-time reference to increase 
tlie resolution of the measurement. 

The synchro~lizatioil procedure used in the TDRSS determines coarse and fine spacecraft clock error 
with respect to  UTC. Coarse error is determined from the spacecraft clock time code to  one second 
resolution; fine error is defined as the residual synchronization error within the 1 second ambiguity 
period. 

We will show, however, that, by relating the ambiguity to the repetition period of the timing 
pulses used as the time signal, some simplificatioll in the hardware and in the operations 
naay be obtained (see the HYBRID TECHNIQUE). 

'To perform the ranging measurements (a primary function of the TDRSS is to provide orbital support 
to the missions), a Pseudo-Random Noise (PRN) Code is generated at  the TDRSS Ground Station 
and modulated on the forward RF link together with the command data for the user spacecraft. 

There, the code is received, demodulated and the code epoch precisely measured to reconstruct a 
second code with the same characteristics of the received code, but with a different bit pattern. Exact 
Lime synchronization between the two codes is maintained. This second code is sent back to White 
Sands via TDRSS. 

I3eing precisely synchronized to the forward-link ranging code, the return-link code provides an easy 
way to measure the two-way propagation time, so that an estimate of the one-way range between 
White Sands and the User Satellite is obtained. Since the range from White Sands to the relaying 
TDR satellite is precisely known (or coiltinuously measured using the same technique), the range from 
the TDR satellite to  the User Satellite is also known. 

Even if ranging is not performed continuously, the forward and return PRN codes are present. The 
PRY codes are an ideal timing signal for time transfer, because of the optimum use of the avail- 
able basadwidth, the good rejection of external interferences (man-made or natural) and the extreme 
resolution of the timing measuremellts due to the high repetition rate of the chip period. 

The TDRSS PRN code is periodic, with a code period of about 85 ms, i.e., the code repeats itself 
every 85 ms. This is the time interval ambiguity associa.ted with the PRN code. Once per cycle, the 



code generator steps over one easily identifiable state, the so called "All 1's" state, since every tap on 
the feedback logic of the shift register generating the PRN code is at logic level 1. Notice that an "all 
0's" state cannot exist in a PRN code generator, otherwise the code itself will be trivial, being locked 
in a zero state condition. 

In the TDRSS time transfer techniques using PRN codes, the timing signal (or time reference ticks) 
exchanged between the two clocks to perform the synchronization is the "All 1's" state of the PRN 
code, and the reference time is measured accordingly on the rising edge of the ''A11 17s" pulse frorn 
the local generator, when the received and locally generated codes are correlated (when receiving), or 
on the rising edge of the "All 1's" pulse from the local generator when transmitting. 

Basically, the APL approach was to use a two-way time synchronization technique, after a11 initial 
coarse synchronization was performed to resolve the one second ambiguity. Time tagging of the ""Ali 
1's" pulses was required to  identify the selected pulse (with about 80 ms ambiguity due to the PRN 
code repetition rate) within the 1 second coarse synchronization interval. The identification was carried 
on using the telemetry data stream, since, in principle, epoch timing, telemetry data and frame rates 
and clocks ticks are asynchronous. 

Several techniques were consideredl5I, including one-way time transfer; however, the improved per- 
formances related to  the implementation of the two-way technique were evident, and it was decided 
to implement a synchronization scheme based on the two-way technique, which in its basic form is 
shown in Fig. 8. 

Going deeper into the details of the actual implementation, two situations were taken illto account, 
due to the fact that the return PRN code can be locked to the forward PRN code whether or not a 
TDRSS ranging function is being performed. 

The non-ranging situation requires only an additional time interval measurement onboard the User 
Spacecraft to measure the transmission time of the reference mark of the transmitted code. This 
additional measurement must be relayed back to Earth via the telemetry. The remaining of the 
computations are essentially identical. 

Return PRN Code locked to the Forward Code (Technique 1) 

The first technique considered assumes that the Return PRN Code (generated onboard the User 
Satellite) is locked to the Forward Link PRN Code. In Fig. 9 (from Ref. 5) this is shown schematically. 
To avoid confusion in reading the figure, consider that the second number used in the su%x sf the 
indicated quantities refers only to the number of consecutive measurements performed, and can be 
ignored, since, in principle, the two-way time transfer can be carried on in one measurement frame. 

Defining: Dl = Dll = tra.nsmission time of the timing 
reference from the master (ground) station; 

D2 = Dzl = time of reception/transmission of 
the timing reference at  the user; 

D i  = Di, = time interval elapsed from the time 
of transmission to  the reception of 
the timing signal a t  the master site. 

NOTE: D i  is the two-way propagation delay; the "absolute' time of reception of the timing marl< in 



the master time scale is actually D3 = D i  + Dl. 
If El is the time offset between the two clocks, we can write: 

and: 

where d .  and t f  are the forward and return propagation delays. 

If the geometry is completely reciprocal, t ,  and t f  would be equal and the eqs. (2) and (3) can be 
simply added to  obtain: 

which is the basic two-way time synchronization equation, shown also in Fig. 6.2. However, considering 
the satellite motion and the resulting Doppler effect, we know that this is not true, and in general t j  
will be different from t,. 

If this is the case, we can simply use the eq. (2) and write: 

El = t f  - (Dz - Dl)[for the technique 11 ( 5 )  

The first approximation to evaluate t f ,  yielding the classical two-way time syi~chronization equation 
(41, assumes full reciprocity, neglectillg any satellite motion. In this case, t j  is obtained directly from 
the two-way propagation delay Di. 

For the TDRSS synchronization, as in other cases, a more complicated model for the satellite motion 
is assumed, but this will not be described here. 

Return PRN Code not locked to the Forward Code (Technique 2) 

The second technique considered is more general, and assumes that the Return PRN Code (generated 
onboard the User Satellite) is not locked to the Forward Link PRN Code. In Fig. 10 (from Ref. 5) 
this is shown schematically. Again, to avoid confusion in reading the figure, the second number used 
in the suffix refers only to the number of consecutive measurements performed, and can be ignored in 
the following discussion. 



Defining: Dl = Dll = transmission time of the timing reference 
from the master (ground) station; 

D2 = D21 = time of reception of the timing reference 
a t  the user; 

D4 = Ddl = time of transmission of the timing reference 
from the user; 

D i  = Dil  = time of reception of the timing reference 
at the master site, elapsed from the 
transmission time 

NOTE: D i  is the two-way propagation delay; the "absolute" time of reception of the timilag mark In 
the master time scale is actually D3 = D i  + Dl 

If E2 is the time offset between the two clocks, we can write: 

and 

The suffix "2" of E2 denotes only the time offset as computed using technique 2. If total reciprocity 
of the forward and return propagation delays ca.nnot be a.ssumed, we can only write: 

Again, tf must be computed separately, under the assumptions given above. 

The TDRSS PRN code generator chip rate and code length result in a repetition period for tire ful: 
code of about 85 ms; as a consequence, this is also the repetition period of the "All 1's" state of the 
code. 

To identify the "A11 1's" state used as the timing marker for the synchronization, a range gating 
system using the telemetry frame was used. This resulted in some problems, related to the decoding 
delay of the telemetry frame which, in the TDRSS, is convolutionally encoded on the carrier. This 
unpredictable delay may create some ambiguity in the "All 1's" state identification, when the two 
occur very close together. 

The problem was solved by adding a second telemetry identifier and resulted in an increase in th:. 
complexity of the hardware used to implement the technique. 

An error budget was estimated[5] as follows: 



SOURCE ERROR ERROR 
assuming given errors assuming given errors 

are 1 a values are 3 a values 

Measurements 6 ns 
and calculations 

Differential 7 ns 
delay at  User Satellite 

Differential 7 ns 
delay at  Master site 

Differential 10 ns 
delay of Satellite 

Non-reciprocity in 5 ns 
propagation effects 

TOTAL R.M.S. 16 ns 42 ns 

NOTE ("): No averaging is assumed 

In 1982 a second proposal was put forward by the Gamma Ray Observatory Project Ofice, regarding 
the possibility to passively monitor the Gamma Ray Observatory onboard clock simply by using the 
telemetry return linki7]. 

The idea was to implement a one-way time transfer technique, based on the telemetry link, with the 
following budget: 

ERROR SOURCE R.M.S. ERROR 

GRO clock quantization error 
Spacecraft delay 
Orbit determination error 
TDRS transponder delay 
WSGT equipment delay 
Telemetry clock reconstruction error 
NGT quantization error 
NGT clock error 

\ f 

TOTAL R.M.S. ERROR 

This figure for the total R.M.S. error was considerably higher than that given by the data interface 
approach. Nevertheless, if maintained, the telemetry interface approach would have been able to 
satisfy the requirements of the GRO spacecraft with much less hardware and complexity than the 
more sophisticated APL proposal. 

However, the technique was not accepted, because of the risk involved in the decoding of the telemetry 
data stream: in some of the bit and frame synchronizers used at the time, random slippages of one 
bit occurred in the clock reconstruction. 

Some variations on the schemes proposed for the DATA INTERFACE APPROACH can be envisaged, 
e.g. by seducing the hardware complexity while maintaining the accuracy of the two-way technique. 



The use of a Hybrid Technique was suggested by the fact that, after the two clocks (NGT 
and user) are synchronized, no need exists to carry on the pulse identification process using 
range gates and telemetry frame information. 

How well two clocks need to be synchronized for this statement to  be true? 

It can be shown that two clocks (Master and User) need only to be synchronized to within 
T/4 seconds, where T is the "All 1's" repetition period (i.e., the repetition period of tlne 
PRN code). 

Since, for TDRSS, T % 80 ms, then the two clocks need only a initial coarse synchronization within 20 
ms. This is well within the capability of a One-Way Time Transfer technique, such as the a'eiernetry 
Interface Approach. Therefore, the synchronization of the User Clock (either on a Satellite or on the 
Ground) can be carried on in two steps: 

1. C O A R S E  SYNCHRONIZATION:  One can use the Telemetry Interface Approach or any 
other suitable, simple technique to synchronize the User Clock at the 20 ms level (T/4): the One-Way 
technique is advisable. 

The One-Way technique has a definite advantage over trying to perform the full Telemetry Interface 
approach, since all the propagation delays need not be measured more accurately than a few ms. Range 
computation from the orbital elements, prediction of atmospheric delays and other delays associated 
to the equipment may all be neglected. 

2. F I N E  SYNCHRONIZATION:  Once the coarse synchronization has been performed, using 
whatever technique is available and convenient, and the two clocks are synchronized withilt 20 ms, 
there is no need to identify the "All 1's" pulses. 

In this way we should be able to  exploit the full capability and accuracy of the Two-Way technique, 
without the trouble to use the identification procedure (using the telemetry frame marks) and even 
without the ranging gates, as long as we rely upon the short term stability (r 5 1s) of the clock t h a t  
generates the PRN code. 

This approach simplifies the hardware to be built and allows the fine synchronization pro- 
cedure (2) alone to be used, if the User Clock is maintained to  within T/4  seconds. 

From an operational point of view, the coarse synchronization must be carried on only initially, when 
the clock is first switched on. After that, this technique need only be used if a major malfuriction 
should occur and coarse synchronization is lost. 

However, for normal timekeeping, only the fine synchronization procedure is to be used. 

This adds a substantial simplification to the operational requirements and limits the amount of data 
to be handled. 

The following description is intended to present a possible implementation of the Hybrid syncltroniza- 
tion technique. Equipment delays are considered as known quantities, and, in any case, measurable 
and stable to  within the required accuracy. To simplify the equations these delays are, at present, 
ignored. The coarse synchronization technique will not be addressed, since it is straight forward in  its 
execution; only the two-way fine syncl~ronization will be described. 

The reference pulses exchanged between the Master clock (NGT) and the User are the "A11 l's" 
occurrences of the PRN code. The "All 1's" repetition period is T ,  and it call be shown that, to 



avoid any ambiguity in recoverillg the time offset E between the two clocks, these should be initially 
synchronized with an overall error not t o  exceed T/4. This is a condition that is readily achievable 
using ordinary synchronization techniques, and should not present a problem. 

During a preliminary investigation, several modes of operation were studied, depending on whether 
or not the "AU 1's" reference mark would or would not be readily available a t  NGT. In the following 
it is assumed that the "All 1's" state indicator is available at the master site (NGT): and, as such, 
various techniques using ranging signals or ground bilateration transponders will not be addressed. In 
t&e mode considered here, the "All 1's" signal is available both a t  the Master Clock and a t  the User 
CIock (Fig. 11). 

The first occurrence of the "All 1's" after the local second tick a t  the Master (NGT) occurs at a time 
7'-, and T is the "All 1's" repetition period. The signal is received at the User a t  the time T5 and it 
is transponded back to NGT, where i t  arrives a t  the time Tq (Fig. 11). 

Neglecting the effect due to  the satellite motion, the clock offset E is given by the two-way synchro- 
nization equation as: 

I f  7'3 is tlne first occurrence of the received "All 1's" after the second tick a t  NGT and T2 is the first 
occurrence of the transponded "All 1's" at the User, again after the local second tick, we call write: 

ivlsere n is an integral number of cycles of T. Substituting into eq.(9) we have: 

\i&ich avoids the use of the range gates to  enable the measurements and the identification of T3 and TI; 
a counter is simply started by the local second tick and stopped by the "All 1's" occurrence. However, 
spesidtl care must be eezrcised to  halldle the modulo-?' arithmetic implicit in eq. (11). 

The two clocks must be synchronized initially to within T/4  to  avoid any ambiguity. Synchrollizatioll 
to T/2 is required because of the division by 2 in eqs. (9) and ( l l ) ,  while initial synchronization 
to T/4 is further required to  give the correct sign to  the computed offset (otherwise E = -5ps and 
E = $/2 -5ps are completely equivalent, since a residual ambiguity of T / 2  still exists on the computed 
o3se t E) . 

4 s  in the Data Interface Approach (APL), the correction to  the basic synchronization equation for 
the satellite motion is obtained from successive differences in the round trip propagation delays, using 
the T3 and TI measurements. 

The equations will remain the same as those provided for the Data Interface Approach. I t  can be 
s l~own that the linear range variation model is a valid assumption only as a first order approximation; 
however, it is considered t o  be fairly effective in dealing with Doppler estimation['lI. 

The error budget remains essentially identical to  the figures quoted for the Data Interface Approach. 
The main elificulty is related t o  the calibration of the equipment delays; this remains the main factor 



limiting the overal accuracy of the Two-Way techniques in general. 

In tlze Hybrid Technique, the coarse and fine synchronization procedures are completely independenii: 
as a consequence, the practical implementation of the technique can be broken into steps: 

e satellites requiring only coarse time (and maybe these are the majority) can use the coarse 
synchronization procedure alone; 

e a satellite requiring more accurate time, will require full synchronization capability: liowever, i;i 
this case, and as long as the clock onboard is kept "on time", the fine synchronization procedure 
alone can be used. The coarse sy~lchronization is to  be used only to set the clock when it is first 
switched on, or in the event that some malfunction occurs and time is completely lost a t  the 
remote clock; 

e to synchronize a ground clock the fine synchronization technique alone can be used, sirice the 
clock can be kept on coarse time very easily with any other simple and inexpensive techniques 
already available (LORAN, H F  Standard Transmissions, even, in some countries, with radic 
broadcasted time codes). 

The capability to  support a multi-user environment is stressed by the Hybrid technique. Since no 
range gates are required (depending upon the relative position of each user), many users can take 
simultaneous measurements. Then, the time differences can be computed against a single measerrcment 
for the forward "All 1's" state and multiple measurements (one per user) for the return state indica.tors. 

Even in this case the coarse synchronization needs only to  be used in the event of a malfulmction: this 
feature will help t o  reduce the operational requirements and, as a consequence, the operational costs. 

ADVANCED TDRS PROGRAMS 

In the United States, plans are under study to implement an advanced version of the TDRSS; the 
Advanced TDRSS, or ATDRSS for short, will retain the same basic features of the current TDRSS, 
having incorporated the timing support in the basic specifications for the system (Ref. 12, para. 5.1. 
and Ref. 13, para. 3.5.2): 

". . . ATDRSS tracking service will provide measurements from which estima.tes 
of the USAT (User Satellite) orbit, oscillator frequency bias, and clock bias 
will be determined." 

At the AGT (ATDRSS Ground Terminal), time will be provided t o  the ranging and commullicatlons 
systems by a Common Time and Frequency System (CTFS), based on a redundant set of cesium 
frequency standards and time code generators (Ref. 13, sect. 6). 

The ATDRSS will support the following time tra.nsfer services via the available tracking links via the 
SMA (S-band, Multiple Access), SSA (S-band, Single Access), KuSA and KaSA (Icu- and Ka-bancl 
Single Access) telecommunications channels (Ref. 12, para. 3.5): 

e Two-way time transfer, supported via the two-way tracking service; 



e One-way time transfer, via the one-way return link tracking service. 

In the two-way mode, the time transfer measurement is performed with the following sequence (Ref. 
12, para. tP.2,l.d): 

1. The AGT measures the elapsed time between a reference CTFS time epoch and the next outgoing 
forward link range channel PN epoch. The AGT measures the elapsed time between the same 
reference CTFS epoch and the first return link PN epoch to arrive after the outgoing forward 
link P N  epoch. 

2. The USAT places a time tag in the return service data, referring to the departure time of the 
PN epochs. 

The following specifications apply to  the ATDRSS two-way time synchronization (Ref. 12, para. 
5.3.l.c and para. 5.3.1.d): 

e Time Transfer (TT) Measurements Resolution (this is called "granularity" in the specifications): 
< 200 ns 

r, TT Measurements r.m.s. Error (also referred as jitter in the specifications): < 25 ns 

P) Systematic Errors 

contribution from ATDRSS: < f 35 ns 
contribution from AGT: < f 30 ns 

[these are the same requirements as for the two-way ranging specifications] 

e ATDRSS Delay Compensation [Delay Calibration]: to be provided as part of the timing service 

a, Time Tagging Accuracy 

for ranging data: < f 1 ps of CTFS epochs 
for Doppler data: < f 25 ns of CTFS epochs 
for time transfer data: < f 5 ps of CTFS epochs 

I Timing Accuracy: the reference CTFS epoch times shall have a systematic error < f 5 ps 
relative to UTC, and shall be traceable to UTC time within f 100 ns 

For the one-way synchronization, the system specifications state (Ref. 12, para. 5.2.2.c) the following 
procedure: 

1. The USAT will place time tags in the return service data. 

2. The AGT shall format the user return service data into NASCOM (NASA Communications 
Network) data blocks. 

3. The AGT shall place time tags in NASCOM data blocks. 



In Europe and Japan, other compatible (at least for the S-band service) Tracking and Data Relay 
Satellites are under study: those are the ESA DRS (Data Relay Satellite) and the Japanese JDRS, 
planned for the mid-90s. 

In Europe, a significant development may delay the planned launch of the first ESA DRS-1: tllc 
Advanced Relay and Technology Mission (ARTEMIS) project is well under way, and has been given 
priority by ESA over the DRS program. The first launch of ARTEMIS (as DRS-0) is scheduled in  
1992. 

ARTEMIS is a communication technology demonstration satellite, for advanced data relay and land 
mobile applications. The payloads will be: 

e a laser optical data relay communication experiment (SILEX), for high data  rate communica.- 
tions; 

e an S-band, multiple access data relay payload, for medium data  rates, intended to be compatible 
with the Multiple Access (MA) S-band service provided by TDRSS and ATDRSS; 

e an L-band payload, intended for mobile services; 

e a number of spacecraft technology experiments, such as ion propulsion and Ni-H batteries; 

e an EHF propagation payload, t o  study propagation effects at high frequencies. 

After a nominal 3 years experimental phase, ARTEMIS is intended to  become part of the ESA DES 
System as DRS-0. Several technologies carried onboard ARTEMIS are interesting: as far as timing is 
concerned, certainly the SILEX payload may offer unique capabilities to  exercise new tecliniqiles for 
intersatellite time transfer. 
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Abstract 

The world's two global satellite navigation systems, GPS and GLONASS, will botlz become operatiot~nl d ~ r i t ~ g  the 
early 1990's. Eaclz will offer, independently of the other, precise location and time trariyfer continuously ar~ywher-e 
in t l ~ e  world and indeed in space itselJ Many potet~tial users, in particular the civil aviation cornmutzrry, are keer1ij1 
interested in a joint GPSIGLONASS operation since it would o#er substantial advantages in defining nmrl mnirlinltirplg 
t11e integrify of tlze navigation aid. TI?e question arises of compatibility of GPSIGLONASSfrom the point of view (y' 
satellite on-board clocks, tkeir systenr references, tl~eir natior~al standards and ultimately UTC. Resuirs are presetired 
on tlze clzaracterisation of GLONASS system arrd spacecraft clocks as compared to tkeir Navstar GPS coutlrerpcinrs 

GLONASS provides worldwide time dissemination and time transfer services in the same manner as Navstar GPS 
with both exhibiting substantial advantages over other existing timing services. Time transfer is both efficient and 
economic in the sense that direct clock comparisons can be achieved via GLONASS between widely separated sites 
without the use of portable clocks. Event time tagging can be achieved with the minimum of effort and users can 
reacquire GLONASS time at any instant due to the continuous nature of time aboard the satellites. 

The first release from the Soviet Union of detailed GLONASS information occurred at the International Civil 
Aviation Organisation (ICAO) special committee meeting on Future Air Navigation Systems (FANS) in Montreal in 
May 1988 [I]. In full operation GLONASS will have 24 satellites in orbit, 8 satellites separated by 45 degrees in 
phase in each of three planes 120 degrees apart. During the present pre-operational phase only two of the planned 
orbital planes have been occupied. Currently eight GLONASS satellites are in full operation, four each in planes 1 
and 3 (see Table 1); this gives single satellite coverage at most locations almost 24 hours a day. 

SATID 1 COSMOS 

Current Active GLONASS Satellites 30-1 1-90. 
Table 1 
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The only new satellites to appear during 1990 have been the three with international identifiers 1990- 45A,B and C. 

T Z m  m0M GPSIGLONASS 
Time transfer from GPSIGLONASS is achieved in a straightforward manner, Figure 1. Each satellite transmits 
signals referenced to its own on-board clock. The Control Segment monitors the satellite clocks and determines their 
offsets from the common GPSIGLONASS system time. The clock offsets are then uploaded to satellites as part of 
their transmatted data message. A user at a known location receives signals from a satellite and by decoding the data 
stream modulated on to the transmission, is able to obtain the position of the satellite, as well as the satellite's clock 
offset from the common system time. Hence the signal propagation time can be calculated at any instant. The time at 
which the signals are transmitted is also contained in the data message; by combining this with the propagation time 
and correcting first for atmospheric effects and other delays and then for the satellite's own clock offset, the user can 
effect transfer to GPSIGLONASS system time. Correction to an external time scale (such as UTC(USN0) or 
klTC(SSI)) is then possible since the relevant offset is one of the transmitted data parameters. Any other user who has 
the same satellite visible is also able to transfer to the same common time scale. 

SATELLITE CLOCK OFFSETS 
GLOPJASS clock offsets are transmitted as part of each satellite's ephemeris data once every half-hour. The clock 
information arrives in the form of two parameters (i) the SV clock phase offset from GLONASS system time, a0 and 
(ii) the SV clock fractional frequency offsets from the GLONASS system reference, a l .  The clock offset a2, the 
second rate of change of phase used in GPS, is not employed by GLONASS as the half-hour update makes this 
unnecessary. 

GLONASS does transmit one additional timing parameter - the phase offset between system time and its reference 
standard, AO. This last offset is normally only updated once a day. There is again a parallel here between the two 
satellite navigation systems as GPS also transmits a phase offset between GPS system time and its reference standard, 
UTC(USN0). The added complication in the case of GLONASS is that the reference standard has not been fixed 
with time. In the official Soviet documentation, this parameter is described as ". . ... correction to the system time 
scale relative to the time scale to which the ephemeris and satellite synchronisation parameters are calculated". At 
certain times, this latter reference standard has been UTC(SU) but at other times a second (and different standard) has 
been ennployed probably for experimental purposes. In the absence of any solid information, this second reference 
standard is described (by us) as Moscow Time. Perhaps a more appropriate name would be "auxiliary reference 
standard". Table 2 shows the range and resolution of the GLONASS clock correction parameters. 

* MSB = sign bit. 
GLONASS clock correction parameters 

Table 2 

GLONASS 

a0 

GPS/GEONASS T TRANSFER MEASUREMENTS 
ia series of measurements has been conducted of the difference between UTC(USN0) and both GPS and GLONASS 
system times. A prototype single channel GLONASSINavstar GPS receiver [2] allows time comparisons between 
system times and a 1 pps reference synchronised to UTC(USN0). The Navstar system time I UTC(USN0) 
cornpanson is used as a calibration of the measurement since the offset between GPS time and UTC(USN0) is 
already known - it is transmitted as part of the GPS data message. 
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NAVSTAR 2 
NAVSTAR 3 
NAVSTAR 6 
NAVSTAR 9 
NAVSTAR 11 
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DATE 

GLONASS 34 
GLONASS 36 
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GLONASS 45 
GLONASS 46 
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OFFSETIns DEVIATIONIns 

Navstar and Glonass system time offset from UTC(USN0). 
Table 3. 

Table 3 shows a set of measurements over a typical 24 hour period on 26 October 1990. Each individual 
measurement lasts 180 seconds; satellites are accessed many times in the course of the day during which timz they 
complete 2.125 orbits. The data has been corrected for tropospheric, relativistic and earth rotation effects but not for 
ionospheric effects. Only two of the available GPS block I1 satellites were used; the absence of "Selective 
Availability" on both at this time is noticeable. Both sets of data are consistent in the sense that all eight satellites 
individually produce results which differ from the average by much less than the standard deviation. Current 
research is aimed at reducing the uncertainty in these measurements to the order of 10 ns. 

GLONASS TIME SCALES & UTC(SU) 
Data which relates UTC(USN0) timing edges to both GPS and GLONASS system and reference times (such as 1s 
presented in Table 3 for 26 October 1990) are routinely averaged on a daily basis over the ensemble of available 
satellites. These daily values can then be related to GPSIGLONASS reference times through the transnutted offsets. 
The end result is a set of daily averaged values of the difference between the local estimate of UTC(USN0) and the 
GLONASS reference time which can be either UTC(SU) or Moscow time. Figure 2 shows a plot of UTC(USN0) 
against UTC(SU)/Moscow Time over a period of more than 2 years starting in mid-1988 and finishing towards the 
end of 1990. Superimposed on the Leeds University data are the 10-day values of UTC(USN0) - UTC(SU) as 
produced independently [3] by the BIPM in Paris. The plot shows clearly the two phases of operation - GLONASS 
was referred to Moscow time during the second half of 1988 and the first half of 1990; the reference trme was 
UTC(SU) during the whole of 1989 and the second half of 1990. The step in reference time at the end of 1989 was 
-1.5 microseconds, followed by an equal and opposite step on 20 June 1990. The slopes of the two sets of data 
during the first half of 1990 would lead one to conclude that the Moscow Time reference is offset from UTC(SU) rn 
phase by around 1.5 microseconds but very close to UTC(SU) in frequency. 

As mentioned previously, a step in the GLONASS reference time from Moscow Time back to UTC(SU) rook place 
on 20 June 1990. Coincidentally, GLONASS system time was also reset to a value very close to UTC(SU) itself. 
The means of observing these changes is illustrated in Figure 3. The continuous measurement of GLONASS system 
time with reference to UTC(USN0) showed up the step change in the former as it occurred. Soon afterwards the 
transmitted SV offsets from GLONASS system time also reflected the same change. By referring the SV phase offsets 
to the same reference time (12:OO GMT on 20 June), the change in the averaged SV offsets was computed to be 



i-38.147 p s  (standard deviation 16 ns). The difference between UTC(USN0) and GLONASS system time obtained 
at the Lezds University ground station averaged over the previous and following 24 hours amounted to +38.140 p s  
(standard deviation 64 ns). 

As a result of the confirmed change in system time together with the step in reference time, it was possible to 
conclude that the opportunity had been taken on 20 June by the control segment both to synchronise GLONASS 
reference time once again to UTC(SU) and to bring system time to within +I- 1 p s  of UTC(SU). It will be recalled 
that GPS system time is constrained to lie within +/- 1 p s  of UTC(USN0). 

Since January 1990 data has been provided by Leeds University to the BIPM in Paris [3] in the following format:- 

1) Danly measurements at the University of Leeds averaged over the available ensemble of GLONASS satellites of 
UTC(USN0) against GLONASS system time. 

2) Dally measurements at the University of Leeds averaged over the available ensemble of GPS satellites of 
UTC(USN0) against GPS system time. 

3 )  Dally values of the difference between GLONASS system time and the GLONASS reference time contained in 
the satellite data message. 

Daily values of the difference between GPS system time and UTC(USN0) are transmitted by GPS satellites and can 
be used to validate the data obtained in 2). This validation is an important feature of the measurement as most of the 
measurement equipment is common to both GPS and GLONASS. By means of the transmitted offsets, AO, it is 
possible to deduce a value for UTC(USN0) - UTC(SU) obtained by the satellite navigation systems GPS and 
GLONASS with an uncertainty of less than 100 ns. 

GLONASS CLOCK PERFORMANCE 
Data on the performance of certain GLONASS satellites has already been published. Over the years 1986-1989 a 
steady improvement in performance has been demonstrated with clocks on-board spacecraft launched during 1989 
showing the qualities of high-quality Cesium standards of roughly the same level of performance as the GPS block I 
Cesrums. 

It IS all the more interesting to look at the behaviour of the most recently launched (19 May 1990) satellites - 
GLONASS 44,45 and 46, (1990 - 45A,B and C). These spacecraft have been operational in space for about 4 
months. The clock phase and frequency offsets (a0 and a l )  for GLONASS 44 are shown in Figure 4 averaged out 
once per day over a period of nearly 140 days. There is a curious cyclic variation in the frequency data whose period 
IS around 8 days (the period of satellite ground track repeat). This behaviour is also observed in the frequency offset 
plots of both GLONASS 45 and 46 and is probably due to thermal effects or modelling effects of the spacecraft orbits 
and clock; no such cyclic changes have yet been observed in data obtained from earlier satellites. 

The phase data displays the quadratic behaviour arising from a fixed frequency offset and drift. When these two are 
removed, the resulting data points produce an Allan variance plot shown in Figure 5, typical of a high-quality space- 
borne Cesium clock with a flicker noise floor of 5 times e - 14. For the purposes of comparison, an Allan variance 
plot for owe of the better GPS Cesiums (PRN 13) is found in Figure 6. 

CONCLUSIONS 
On the basis of daily measurements made of a local reference and satellite system times, it is clear that one can 
produce consistent results averaged over an ensemble of available spacecraft. It is routinely possible to deduce values 
of UTC('USN0) - UTC(SU) on a daily basis to precisions of less than 100 ns. These levels of uncertainty can 
without doubt be reduced once the most common sources of error have been accounted for. 

At the time when measurements were first calibrated in the University of Leeds GLONASS system time was referred 
to Moscow time (auxiliary time reference) and remained in this state from the middle till the end of 1988. During 
the whole of 1989, system time was then referred to UTC(SU). A second period of reference to the "auxiliary 
standard" began at the start of 1990 and continued for six months. The direct linking between GLONASS system 
time and U'GC(SU) was resumed during June 1990 and has continued in this state until the present (end November 
1990). Data on both reference clocks indicate that the "auxiliary time reference" is related to UTC(SU) by a 
straaghtfomard phase offset; there seems to be very little difference in frequency between the two standards. Now 



that both Navstar GPS and GLONASS are both referred to their respective national time standards, UTC(USN0) and 
UTC(SU) respectively, the prospects for international time transfer and coordination of UTC by satellite are very 
encouraging. 

Allan variance frequency stability profiles of the most recently launched GLONASS spacecraft (1990- 45A,B and C) 
indicate the continued use of high-quality Cesium beam standards on board. Daily values of the fractional frequency 
offsets of these recent satellites demonstrate an unusual and unexplained cyclic change with period around 8 days. 
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QUESTIONS AND ANSWERS 

Carroll Alley, University of Maryland: I have had an extensive briefing in Moscow oir the 
GLONASS system. The satellites have a large array of corner reflectors and they are tracked with high 
precision by laser ground stations. They told me that whenever the orbit gets off by 20 centimeters, 
they make a correction. 

Professor Daly: I have a question - Do you believe the 20 centimeters? 

Professor Alley: Yes. 

Profesor Daly: People that are familiar with GPS orbits, and I am not an expert on the subject, 
would not claim the same certainty for GPS orbits. 

Professor Alley: I agree with that too. 

Professor Daly: I rest my ca.se. 



USSR NATIONAL TIME 'UNIT KEEPING OVER 
LONG INTERVAL 

USING AN ENSEMBLE OF HI-MASERS 
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. . . all is as one day with God, 
and time only is measured unto men. 

(the Book of Mormon, Alma, 40%) 

INTRODUCTION 

Because of lack of official information on the USSR State Time and Frequency Service (STFS) for a 
long time we shall illuminate it in the first part of this report. The second part of the report will deal 
with a problem mentioned in a head line. 

The STFS is responsible for time and frequency measurement unification both in the field of atomic, 
TA(SU) and UTC(SU) and universal time UTl(SU) over the whole territory of the USSR. The scieirtific 
head of STFS is the Main Metrological Center, it is situated in Mendeleevo near Moscow. 

The National Primary Time and Frequency Standard (NPTFS) of the USSR is the instrumentationai 
basis for independent realization of the national unit of time interval - second - in a full agreemeilt 
with its definition in the SI system and also for the national time scale generation. Then the unit of 
time interval and time scale information are disseminated to  secondary standards (SS), Fig. 1, each 
of them can keep autonomously the time unit and time scale. The most widespread li~llis for t h e  

comparisons between SS themselves and between SS and NPTFS are as follows: micrometeorite (MMJ 
link, portable clock, usually on the basis of HP Cs standard, and beginning from 1988 - on the basis 
of a small sized H-maser, Fig. 2, and beginning from the second part of 1989 signals of GLONASS 
system in a "common view" mode. For short range time comparison TV signals are usudly used. 

The independent realization of the time interval unit is performed by means of three laboratory Cs 
primary standards, Figures 3 through 5. One can find the detailed information on these instsulneirt 
in References 1 through 3. At the moment we note only that all the above mentioned instrument.; 
have classical, but to  some extend various design with magnetic state separation and their accuracy 
is evaluated a t  present to be about 5 2 x 10-13. We don't use the primary Cs like a clock but from 
time to  time put it into operation for frequency comparison with an ensemble of continuously runnilrg 
H-masers. 

At NPTFS we usually use about 15 commercial H-masers of CHI-70, CHI-80 types, Figs. 6 & 7. These 
were designed and manufactured by NPO "QUARTZ" from Nizhnij Novgorod. The actual values of 



II-masers output frequencies are intentionally different from each other by more than 1 x 10-13, but 
using proper corrections they are recalculated to the same value. The frequency stability of the new 
81-masers of CHI-80 type is significantly better than that  of the CHI-70. The common drawbacks 
of all our timekeeping instruments are lack of reliability, especially in a clock mode. This prevents 
applications of time scale algorithm which need continuous statistical weighting over long intervals. 
Hn Figs. 8 and 9 one can see ten days averaged relative frequency changes for some of H-masers. 

Every lnour the output signals (1 pps & 5MHz) from the above mentioned H-masers are compared 
ititli each other using time interval meter of 0.3 ns resolution. The 1 pps signals are directly compared, 
the phase deviation of 5 MHz signal is preliminary multiplied 100 times and then it produces another 
set of 1 pps signals. The latter is used for frequency evaluations over short intervals, up to  several 
ciays, while scale measurements are based on the former set of 1 pps signals. 

On the basis of such a comparisons the relative frequencies of time keeping instruments are determined, 
a ~ d  from 3 to 7 H-masers with the most uniform performance are used for time scale generation. All 
$1-masers have the same statistical weight. If a maser changed its frequency we exclude i t  from the 
group, and vice versa, if the frequency of H-maser is quite stable over the period from 2 to  4 weeks 
:-t may be returned t o  the group. In such a way we generate TA(SU) time scale. The present unit of 
Lime interval is not matched to  a current primary Cs value. I t  means that  since initial matching unit 
of time TA(SU) is a free time scale supporting by an ensemble of continuously operating H-masers. 

Tlte UTC(SU) time scale has the time unit the same as TA(SU), i t  is shifted by a constant value and 
u'!eap" second is inserted into i t  in accordance to  IERS circulars. 

%dl SS, Fig. I, have from 4 to  8 H-masers of CH1-70 type. Each of SS generates an autonomous time 
scale TA(SS) which is based on constant time unit. This time unit was established a t  the beginning 
oC SS operation and is kept constant on the basis of internal comparisons of the individual H-masers. 
_Apart from it,  each SS taking into account the results of TA(SU) - TA(SS) comparisons generates 
UTS(SS), which is matched as precise as possible to  UTC(SU). 

2p to iiow the main operational link for time comparison between standards in STFS is MM linki5]. 
We shall show its characteristics on the basis of TA(SU) - TA(Khark) time comparison results, Fig. 
ii. If one exclude systematic frequency changes between TA(SU) and TA(Khark) and try to  estimate 
RhfS deviation between actual readings and two months averaged values (usually 8 sessions), Figs. 12 
and 13, one rnay find la 5 40ns. Comparison of the data in a triangle Moscow - Kharkov - Uzhgorod 
shows the accuracy of this link to  be about 20 ns16]. 

At  the middle of 1989 we started experiments on time comparison via GLONASS in a "common view" 
 ode. At present we have two navigational single frequency receivers, Figs. 14a & 14b, from which 
we succeeded to extract the time information. Tbe time resolution of these instruments including 
additional time interval meter is 1 ns. Fig. 15 displays the results of the simultaneous measurements 
of the same satellites a t  two receivers. One may see a high phase stability and resolution of the 
whole instrument. The delay time difference does not exceed 6.8 f 1.3ns, and its rate does not exceed 
0 05 f O.lns/day. 

Fig. 16 one can see results of time comparison at the distance of about 50 km between UTC(SU) 
z,,i~$ another secondary standard equipped with 4 H-masers. All links: GLONASS, T V  and clock give 
the coinciding in the limit of uncertainty estimation of frequency, but differ in time scales to  some 
extenat. Frequency estimations are follows: GL - (1.16 f 0.16) x 10-14, T V  - (1.16 f 0.39) x 10-14, 
Clock - (0.69 + 0.55) x 10-14. RMS deviation of readings from the fitted line about 25 ns for GL and 
~ I P O U S  35 11s for TV. 



One may see quite the same picture for the first GLONASS experiment a t  the distance of inore thhial 
4000 km between Mendeleevo and Irkutsk, Fig.17 - the values of frequency difference determinred iy 
GLONASS and by the clock coincide, but there is a gap about 100 nS in scales. The relatively Parge 
readings scattering, la x 58ns, is due to  lack of experience a t  the first stage of this activity. In Fig. 
18 one can see modern results which show nice agreement with clock time scale comparison and Izetr cr 
precision, la E 22ns. 

In the second part of this report we would like to analyze the frequency stability of TA(SU j over .k ie 

interval of several years.Tllis analysis will be based on time comparisons of TA(SU) with TI11 and 3 1 - 1  

frequency comparisons with national primary Cs standards. 

The main time link between TA(SU) and TAI is common reception of Loran C 7970 W station canitli-ig 
from Sylt in Paris Observatory (OP) and Pulkovo Observatory near Leningrad. Pulkovo 0bservatc:y 
is connected with TA(SU) via MM link. In addition from time to  time we compare our scale using 
portable clock. 

Fig. 19 displays the time scale difference TAI - TA(SU) for the period of 1985-1989. The Loran G and 
clock data are taken from Circular T BIPM. Both dependences have a parabolic shape, they coincitle 
qualitatively and quantitatively. Such a parabolic shape says that we have a certain frequency drift 
rate. The regression analysis gives us the following estimation for this rate: (7.5 f 0.2) x lO- '* / l0Bi9  
days for Loran C 7970 W and (8.8 f 1.0) x 1 0 - ~ ~ / 1 0 0 0  days for ciock transportation. The result ol 
clock transportation is not so precise due to lack of comparisons and low precision of some part of 
comparisons, these are comparisons with labs, which time links with OP have not enough precisior~. 

Besides we have an extra link via reception Loran C 7990Y station in Icharkov and MM link be: tween 
our labs. For these calculations we use the USNO Circular series 4 and the BIPM Circular T. TILis 
result presented in Fig. 20. I t  looks quite similar t o  Fig. 19 and gives the following frequency rate 
estimation - (10.3 f 0.2) x 1 0 - ~ ~ / 1 0 0 0  days. 

Summarizing these results we may say that the unit of time interval in the TA(SU) system wliicl: is 
based on the ensemble of H-masers has a systematic rate < 10-16/day with regard to more stai,le 
units in the TAI system. 

Taking into account this rate we show in Fig. 21 the residual frequency deviation of TA(SU) srnoothciF 
by moving average over interval of two months. We can't consider these dependences cornplettiy 
correlated, so it means that the resolution of the experiment was not suffcient for precise decectiorr of 

TA(SU) frequency changes. Nevertheless it gives us an opportunity of estimating relative fieqraency 
instability a t  the interval of 2 months 3 x 10-14. 

One may be interested in the following: is such a frequency drift of the H-maser enseranbfe unique? 
We have the most reliable data on atomic time scale TA(Khark) which is based on the enscrnblc 
of the same B-masers for more than 5 years. The data of time comparisons displayed at Fig. i 4 
show the systematic relative frequency drift between TA(SU) and TA(I<hark) with tile rate about 
x (14.5 f 0.2) x 1 0 - ~ ~ / 1 0 0 0  days. Then if TA(SU) has the rate about N 8 x ~ O - ~ ~ / I O O O  days relative 
to  TAI, TA(Khark) is -6 x 10-~*/1000 days. So we may consider such a rate to be typical for a 
free ensemble of H-masers. 

If we remove this constant rate from above mentioned results and apply two-months moving average 
procedure the residual frequency changes are displayed a t  Fig. 22. Supposing that TACSUj ar~tl 
TA(I<hark) are equally stable we get an estimation of relative frequency stability of about < 2 x lo-''. 

If one compare changes of TA(SU) time unit against the national primary Cs standard, Fig. 23, E L  



becomes obvious that TA(SU) time unit has a relative drift of about (3.3 f 1.6) x 10-'~/1000 days. 
The vdue  of this drift is less than half that against TAI. 

As far as we discuss such a small frequency changes it is interesting how stable are other laboratories 
contributing to  TAI scale generation. Fig. 24 presents the modified TAI - TA(k) differences for NIST, 
NRC, PTB, SU and USNO laboratories. The modifications introduce to the scale a constant time 
shifting and a proper constant frequency adding in order to clarify the scale features. One may look 
at the obvious similarity in scales - all the scales change the time unit in the same direction - 
the second becomes shorter, Fig. 25. The relative rate of this changing depends on the laboratory 
and is as follows: (16.6 f 0.2) x 10-'~/1000 days, (14.5 f 0.4) x 10-'~/1000 days, (2.8 f 0.1) x 
10-14/~00 days, (8.9 f 0.2) x 10-'~/1000 days, (14.8 f 0.3) x 10-'~/1000 days. Such a correlation 
is not our "achie~ement~~,  the existence of correlations between individual clock and scales was shown 
in References 8 and 9. We can't explain this phenomenon, but we hope it should force the time and 
frequency community to  think once more what have happened, what is the actual value of stability of 
national time scales, and what is the best clock? 
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QUESTIONS AND ANSWERS 

Carroll Alley, University of Maryland: Dave, did you visit there yourself? 

Mr. Allan: Yes, I was there last September. 

Professor Alley: How do they transport the Hydrogen Masers? 

Mr. Allan: With difficult. They are not small. They have taken them on several trips - to TliI in 
Paris, to other sites that they have around the world. I don't know how difficult it is. The one maser 
that I saw there was probably transportable by two people. Our colleagues here could probably answer 
that if you asked them. They have two small maser models, I am not sure which one it is, but i hey 
were developing one while I was there that had a dynamic magnetic field servo witla an attenuatiora 
factor of about 200,000. It looked like it would make a beautiful portable clock. It was fairly smali. 

Unidentified Questioner: David, what do you know about their passive masers? 

Mr. Allan: We will show the data tomorrow night on their passive masers. I think it is fairly new 
for them, most of the masers that they have made are active masers. The stability is comparable to 
some that we have built, better than some, but not as good as others. 

Harry Peters, Sigma Tau: I thought that it would be an appropriate question to ask whether tliese 
masers in the ensembles are being automatically spin-exchange tuned or otherwise tuned to achieve 
this stability. 

Mr. Allan: Yes, they are. 

Unidentified Questioner: In the chart that showed the various links, it showed the different sites 
where they have the hydrogen masers. How many masers do they have at each site? Do they all have 
the same number of clocks? 

Mr. Allan: The paper said that they have up to eight hydrogen masers at each of tlnose secondary 
sites. 

Mr. Thomann, Neuchatel Observatory: Do we know whether they have the same design of 
masers at Gorky and at  VNIIFTRI, and is the material for coating of the bulbs the same? 

Dr. Dernidov: All the coatings since 1975 have been made with F10. 
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Abstract 

A time synchronization experiment between some European .laboratories 
using the passive television method applied to the signals broadcasted by 

Eutelsat I-F5 telecommunication satellite was completed in 1990. 

The results obtained in the last period, when also range mea- 
surements from a Telespazio ground station were performed, are analyzed to 

evaluate the accuracy level of the time comparisons corrected for the effect of' 

the satellite movement with position data obtained either from the European 

Space Agency (ESA) or from orbit determination with range data entered into 

GEODYN program of NASA/GSFC. 

1 - Introduction 

A time synchronization experiment between the time scales of eight 

European laboratories using the passive television method 111 applied to the RAI 
Uno signals transmitted at 11.01 GHz by Eutelsat I-F5 (ECS-5 in the sequel) 

telecommunication satellite placed in a geostationary orbit at 10' East 

longitude, was completed in February 1990. 

The aim of this experiment, developed in the frame of Euromet 
Project P88/169, was to investigate in the capabilities of these techniques in 

order to establish a synchronization system covering several countries in 

Europe, yielding good precision in time and frequency calibration with 

i-elatively low cost equipment 12,3 1 . 
The laboratories involved in the last period of the experiment are 

reported below together with their receiving stations coordinates: 



Laboratory Latitude Longitude Height 

(m) 

AOS - Astronomical Latitude Observatory 52'16'37.01'N 17'04'23.7"E 129 

BOROWIEC, POLAND 

ASMW - Amt fur Standardisierung, MeRwesen 52'27 ' 14"N 13'37' 01"E 50 

und Warenprufung - BERLIN, GERMANY 

FUC - Telespazio S.p.A. 
FUCINO, ITALY 

TEN - istituto Elettrotecnico Nazionale 45O00' 53.6"N 07'38'20.1"E 297 
TORINO, ITALY 

STA - Swedish Telecommunication 59°09'54.21tN 18'08'13.5"E 109 

Administration - STOCKHOLM, SWEDEN 

TP - Ustav Radiotechniky a Elektroniky 50'07 ' 53"N 14'27 '09"E 300 

PRAHA, CZECHOSLOVAKIA 

TUG - Technische Universitat 
GRAZ, AUSTRIA 

VSL - Van Swinden Laboratoriurn 
DELFT, THE NETHERLANDS 

The receiving stations used, with the exception of the Telespazio - 
F~clno ground station, were made of commercial TV satellite receivers and 
antennas with diameters varying from 0.9 to 3 m. 

The daily measurement schedule followed in each laboratory 

consisted, up to January 1990, in two sets of 25 time interval measurements, 

twelve hours apart, between the local UTC and the trailing edge of the first 

field synchronizing pulse of the video signal. Since January 1990, when the 
range measurements from the Telespazio ground station were also performed, the 
measurement schedule was updated to have more synchronization results. 

In Fig. 1 are reported the comparison results between UTC(1EN) and 

the time scales of TUG, STA and TP obtained via ECS 5 for the period November 

1989 - February 1990 corrected for the satellite position data supplied by the 
European Space Agency (ESA). In the figure are also reported the differences 
every ten days computed from BIPM Circulars T, in the case of TP, or the daily 
differences computed via GPS common-view in the case of STA and VSL. 

As reported in previous works on this subject 12,31, it can be seen 

that a precision of some hundreds of nanoseconds can be achieved by correcting 

for the satellite position parameters supplied by the control station with an 

uncertainty of some kilometers. 

The peak-to-peak fluctuations of the synchronization results are 
also strictly dependent on the baselines between the laboratories involved that 

varled from some hundreds of kilometers up to 1700 kilometers in the IEN/STA 
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link. The differences between the synchronization results, obtained with ECS 5 
and the synchronization systems already established, are mainly due to an 

insufficient evaluation of the differential delay of each pair of receiving 
equipment. This is more evident in the case of UTC(1EN) - UTC(TP) where the 
uncertainty reaches 1.5 us, due also to the synchronization link used to relate 

TP to UTC (long distance terrestrial television link). 

Since November 1989, the daily measurement schedule was changed to 

verify if the diurnal effects due to the satellite movement, still present in 
the synchronization results, could be reduced computing the time differences at 

half-sideral day intervals, but no appreciable improvement was obtained w i t h  

this procedure. 

2 - R a n g e  m e a s u r e m e n t s  

From January 30 to February 20, 1990, range measurements were 
performed every hour at the Telespazio-Fucino groundstation where the RAT Uno 
signals are transmitted to ECS 5. A portable cesium clock was also installed at 
Fucino as a local reference to perform every hour synchronization measurements 

with the other time scales. 

The equipment set-up is shown in Fig. 2; each measurement sequence 

started with the time difference between the local 1 PPS reference UTC(FUC) and 
the first selected TV synchronizing pulse received from the satellite and was 

followed by a range measurement beginning after a 300 ms delay for 
instrumentation reasons. This measurement was stopped by a TV pulse from ECS 5 
after nearly 250 ms (Fig. 3). The measurement resolution was 0.5 ns. The range 

values measured at Fucino have been reported in Fig. 4 together with the range 
computed for Fucino from ECS-5 orbital parameters supplied by ESA-Redu control 
station. The differences between the two sets of range data are reported in Fig. 
5 where a maximum difference of about 1 km can be observed. This is mainly due 

to the uncertainty of the ESA parameters and, to a lesser extent, in having 

disregarded the satellite transponder delay. The typical standard deviation of a 

set of 25 range measurements, using the synchronizing pulses, was 1 meter. 
In Fig. 6 are reported the synchronization results between UTC(1EN) 

and UTC(FUC) for February 1990 and, with crosses, the average of a pair of 

adjacent synchronization data at a half-sideral day interval. A considerable 
reduction of the daily fluctuations is obtained but a long-term excursion of - +1 

us is still present. Looking at ECS longitude data for the same period (Fig. 71, 
with the same averaging process applied, it can be noticed that the excursion 

seen before matches very well the longitude-drift of the satellite. These 

synchronization results have been therefore corrected only for the effect of the 

mean longitude variation obtained from ESA position data and for the 
differential delay of the two stations (Fig. 8). In the same graph is reported 

with a dashed line the mean rate of the cesium clock at Fucino during the 



experiment versus UTC(1EN) that was of +96 ns/d; the mean rate evaluated by 

means of ECS-5 has been found equal to +92 ns/d. The residual daily fluctuation 
of the order of 200 nanoseconds peak-to-peak, is of the same order of that 

obtained averaging synchronization data at 12 hour interval. 
The bias of about 0.6 us between the two curves is due to the fact 

tha-t it was not possible to evaluate separately the receiving and transmitting 

delay of the Fucino groundstation and that the delay of the Test Loop 
Translator, used for the measurement of the total delay, is not known. 

The total delay of the Fucino transmitting and receiving station, 

measured during the experiment, was found equal to 3.918 us with an uncertainty 
of + 7 ns. - 

The delay of the IEN station, measured by means of a satellite 

simuiator, as described in 131, was found equal to 0.851 us with an uncertainty 

of - + 15 ns. The long-term stability of this delay has also been investigated for 
six months after having stabilized the temperature inside the satellite 

simuiator within + 1 K. - 
The measurement results, reported in Fig. 9 together with the 

outdoors temperature, show a correlation between the temperature and the delay 

variation. 

3 - O r b i t  determination of ECS 5 

The precise orbit determination of ECS 5 geostationary satellite has 

been performed at Telespazio using the range measurements collected in the 

period January 30 - February 20 1990 and discussed in the previous section. 
The travel times of TV synchronization signal, from Fucino ground station to ECS 
5 satellite and back, have been preprocessed, converted into one way range 

measurements and formatted into a suitable format for GEODYN program to compute 
sateiii te orbit. 

GEODYN is a NASA/GSFC program routinely used at Telespazio to 

analyze laser ranging data to LAGEOS and other geodetic satellites for precise 

orbitdetermination and geodetic parameter estimates. This program represents 

the state-of-the-art in modelling forces acting on satellites and has the 

capabiiity to process various types of observations. 
The model implemented into GEODYN to analyze the data is summarized 

in table 1. In our model we took into account the gravity of the Earth, with its 

spherycal harmonics for some low degree and order terms, together with the 

gravitational forces due to the Sun and the Moon. Furtherly, we took into 
account perturbation due to the solar radiation pressure. 

Due to the limited tracking geometry, we were not able to estimate 

the full state vector of the satellite. In fact ranging measurements from one 
station only do not allow the estimate of the eccentricity and the inclination 

of the satellite 141, for this reason we fixed these elements at the a priori 

values provided by ESA. 



Table 1 - GEODYN setup for the ECS 5 orbit determination 

ECS 5 CONSTANTS 

Satellite Mass 

Satellite Area 
Nominal Reflectance Coefficient 

KINEMATICAL MODEL 

Precession 
Nutation 

Lunar and Planetary Ephemeris 

Reference System 
Earth Semi Major Axis 
Flattening 

DYNAMICAL MODEL 

Gravity field 

IAU 1976 

IAU 1980 

JPLDE118 
1950.0 
6378144.11 m 
1/298.255 

Gravity from Sun and Moon applied 
METHOD OF ANALYSIS 

Single-arc with variable length 

COMMON PARAMETERS ESTIMATED IN THE SOLUTION 

No common parameters estimated in the solution 

ARC PARAMETERS ESTIMATED IN THE SOLUTION 

- Four Keplerian elements, Eccentricity and Inclination fixed at the 
a priori values 

- Solar radiation coefficient 

The entire data set has been divided into two subsets which were 

analyzed separately. The first subset lasts from the 29th of January to the 7th 

of February at 00:OO UTC, while the second one lasts from the 7th of February at 

12:30 UTC to the end of the data collection. The analysis of the entire data set 

was not possible because some manoeuvres have been made on the satellite. 

Furtherly in the morning of the 7th of February some improvements in the data 
acquisition system were applied. 

Some results from data analysis are summarized in table 2, where in 
the first column DATA1 refers to the first data subset and DATA2 to the second. 

Table 2 - Results of ECS 5 orbit determination 

N. of Accepted Mean of RMS of RMS of 

obs. obs. orbit resid. orbit resid. po1y.-reside 

(m (m) ( 1 m )  

DATA 1 4000 3995 0.0 1.6 1.4 

DATA 2 6275 6147 0.0 1.1 0.64 



'The second column gives the total number of observations relevant to the two 
data sets, while the third refers to the observations not edited after fitting 

.che range data with the estimated orbit of the satellite. The fourth and the 

flfth columns give respectively the average and the RMS of the orbit residuals. 

Let us note that the orbit fit seems quite good. The RMS, given in the sixth 

column, are referred to the residuals obtained by fitting with a polynomial the 
3rbit residuals. Therefore they give an indication of the "single shot" 

measurement noise. The reduction of the noise of the observations after the 
improvement of the data acquisition system is evident. Let us now discuss 

briefly about the errors associated with the estimated orbit. The RMS of orbit 
residuals at the 1 m level does not mean that the state vector of the spacecraft 

1s known at the same level of precision. 
The estimated formal errors in the satellite position and velocity 

are given in table 3. The improvement in the DATA 2 estimates is mainly due to 

the more robust statistics of the second data subset. 

Table 3 - Scaled formal errors 

RMS of RMS of 

position velocity 

(m) (m/s) 

DATA 1 388 

DATA 2 95 

Table 4 shows a comparison between Telespazio and ESA estimates. The 

differences are of the order of few kilometers which is what could be expected 
taking into account the errors associated to the ESA estimates which are of the 

same order of magnitude. 
Significant reduction of the satellite position errors could be 

achieved by improving the statistics and geometry of the observations (e.g. with 

nuitiple tracking stations, the use of very accurate pointing angle 

observations, longer tracking period etc.). 

Table 4 - ESA vs. Telespazio (TPZ) estimates comparison 

DATA 1 

ESA TPZ TPZ-ESA 



ESA TPZ TPZ-ESA 

The results so far obtained are very promising. They suggest that 
the method of passive TV ranging is a quite good method for geostationary 

satellite tracking with an intrinsic precision better than 1 m. This precision 
is impressive, if compared with that obtained with the actual ranging based on 
VHF or S Band tracking, in particular considering the simplicity and economy of 

the used system. 

4 - Use of Telespazio posi t ion data  t o  correct  t he  synchronization r e s u l t s  

The position data of ECS 5 obtained from the range measurement with 
the procedure explained above, have been used to correct the synchronization 

data obtained for the period January 30 - February 20, 1990 for some of the 
laboratories involved, namely TUG, STA, VSL. The results, which are reported in 
Fig. 10, have also been corrected for the differential receiving delays: an 

accurate evaluation was possible in the case of TUG, STA and VSL because the GPS 
measurements were used to estimate the difference between the time scales and 

consequently to compute the mean differential delay for a satellite position 

given by GEODYN program. The GPS comparisons between the aforementioned 
laboratories have also been reported in Fig. 10. 

In table 5 some figures are given to compare the performances of the 
ECS 5 synchronization system to the GPS common view: 

Table 5 - ECS 5 versus GPS time sca les  comparisons - February 1990 

mean rate (GPS) +35 ns/d +15 ns/d +13 ns/d 

mean rate (ECS 5) +48 ns/d +11 ns/d +23 ns/d 

std. dev. of residuals 83 ns 78 ns 100 ns 

n. of samples 95 3 6 32 



From the mean rates reported above, it can be seen that frequency 
-13 

comparisons with an accuracy of some parts in 10 for observation times of 20 
days have been achieved in this synchronization experiment. 

5 - Conclusions 

The results obtained in the synchronization experiment between some 

European Laboratories, based on the passive television method applied to the 

signals received from Eutelsat I-F5 (ECS 5) geostationary satellite and on range 

measurements from one station, always using TV signals, have shown that: 
- it is possible to determine the satellite position from the range measurements 

with an accuracy of 1 km or better; 
- using these position data to correct the synchronization results, time 

comparisons on long baselines with a precision of 100 ns (1 a ) can be 

performed ; 
-13 

- an accuracy of some parts in 10 in frequency comparisons can be achieved, 

over observation times of 20 days, using the same correction procedure. 
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- UJD-47831 
do ECS + Vlo WS 

- UJD-47831 
vlo ECS + Vl. BIPM 

Fig. 1 - Time scales comparisons by means of ECS 5 satel l i te .  



FREQ. STD. COMPUTER 

TO TELESPAZIO 

CONTROL AND SWITCHING SYSTEM 

Fig .  2 - Equipment set-up f o r  range measurements a t  Fucino Telespazio 
groundstation. 
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THE SATELLITE* 

RECEIVED * 
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a t e  

I PPS REFERENC 

UTC(FUC) 

w--1' START 

only the  selected frame synchronizing pulses are shown 

Fig. 3 - Range and syncronization measurements sequence. 



R a n g e  (FUC) 
37 690 1 , 

F i g .  4 - ECS 5 range measurements vs. computed 
range d a t a  (ESA) - February 1990. 

R a n g e  res idua l s  

3.0 o 

F i g .  5 - ECS 5 range r e s i d u a l s  - February 1990. 



Fig ,  6 - IEN-FUC synchronization r e su l t s  - February 1990 (+ averaged values). 

ECS Longitude (ESA) 

10.06 ! 
10.0s k 

Fig, 7 - ECS 5 longitude from ESA - February 1990 (+ averaged values). 

Fig. 8 - IEN-FUC corrected fo r  the e f fec t  of longitude variations 

(-- mean r a t e  of the Fucino clock). 



IEN receiving station delay 
(APR - SEP 1990) 

0.870 

Outdoors tempera ture  
(APR - SEP 1990) 

34 I I 

Fig. 9 - Long term delay measurements of the IEN receiving station. 



- UJD - 47821 
da CPS + d o  ECS 

- UJD - 47021 
do CPS + do ECS 

- UJD - 47821 
da OPS + do ECS 

Fig. 10 - ECS 5 synchronization results corrected for 
Telespazio position data. 



A HIGHLY STABLE CRYSTAL OSCILLATOR APPLIED TO GEODETIC 
VLBI EXPERIMENT 
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893-1 Hirai, Kashima, Ibaraki 314 Japan 

ABSTRACT 

Instead of a hydrogen maser, a carefully selected Crystal oscillator which is 
phase locked to a Ccsium (Cs) frequency standard for time range of more than 100 seconds 
is adopted to the timc and frequency standard of a geodetic VLBI experiment. The 
domestic VLBI experiment with 55km baseline using the Crystal oscillator at one end was 
made in Japan and the obtained error of the baseline vector components were 4cm, and that 
of the baseline length was 3cm. This system may be operated after only 2 hours warm up. 
These results coincides with thosc of conventional geodetic Laser ranging and VLBI using 
a hydrogen maser within the formal error. A VLBI experiment with over 100Okm 
baselines were carried out succcssfully from October 1988, and over 11000km baseline 
between Japan and Antarctica was carried out successfully in January 1990. 

1. INTRODUCTION 

Very long Baseline Interferometry (VLBI) is one of the most accurate modern posntioning 
techniques. Although it was initially developed by astronomers as a tool to improve ihc angular- 
resolution of radio telescopes, it was realized that it would also be an ideal geodetic instrument. En 
usual VLBI experiments made for geodetic purpose, each antenna receives signals from a ra&o 
source lor a hundred seconds or more in one observation. This observation is repeated changing 
between dozen or more radio sources during a nominal 24-hour session. A single experiment 
therefore consists of  a hundred or more observations. The frequency standard of VLBI must be 
stable over a long time range (more than 100sec) as well as a short range (less than 10Osec). Shore 
timc range stability is essential for maintaining the coherence and long time stability is necessary for 
regulating thc time of observations. The hydrogen maser oscillator satisfies these requirements and 
this is a reason for its use for VLBI. However, resent technology has improve the stability of 
Crystal oscillator (AT-cut resonator of the BVA style). The possibility of Crystal oscillator as a 
Srequency standard of VLBI will now be discussed. A hydrogen maser frequency standard with 

stability better than 1 0- l 4  has been playing an important role in the VLBI experiments. Maintaining 
the coherence of the receiving signal of each station is one of the most important factors in VLBI data 

acquisition. While the stability of the atmosphere which causes phase scintillation, is about 1 0- 
as measured by VLBI. The atmospheric scintillation degrades the coherence of VLBI data, which 1s 

independent of the phase fluctuation of hydrogen maser. Research work in the Crystal oscillators 



has made remarkable progress in recent years, and the stability of the selected Crystal oscillators 

m;ichcs ~ r y ( r <  IOOsec) = ?x 1 0-13, a value comparable to the stability of the atmosphere. Therefore 
the potential Sor obtaining a good fringe by using the Crystal oscillator instead of the hydrogen maser 
eulsts. I'he main purpose of the new frequency reference system development was to contract a 
highly ir-ansportable time and L'requency standard for VLBI, and in our case we adopted a Crystal 
oscnllaLor for VLBI frequency reference. The Crystal oscillator has advantages for space technology 
application (Space VLBI etc.), and transportable VLBI because it satisfies the requirements of small 
~ U C .  light weight, and aseismatic structure. 

A new frequency system which constructed a Crystal oscillator whose phase is locked to 
that oP a Cesiumfrequency standard (Crystal-Cesium system) has been developed for time ranges of 
over  100 seconds, as thc stability 01 Cesium frequency standard is better than that of a Crystal 
oscillaror for  long term ranges. First of all, zero and short baseline interferometer experiments were 
carrned out to assess the performance of the Crystal-Cesium system and to find the optimum data 
analysis method l'or using Crystal-Cesium system. Secondly, the 55km baseline (a reference 
bascline in Japan, which has been measured 5 times by VLBI and other methods) VLBI experiment 
was made in order to provide a comparison with conventional results and to determine optimum 
integration time for this system. As a result of these experiments, the baseline vector was obtained 
with an error of 4.3cm on each component, and 3.4cm on its length. 

2. Potential of the Crystal oscillator as the VLBI frequency standard 

Thc stability of L'requency standard in a short time period is an important factor in maintaining 
[he ci~hcrencc oS received signals in VLBI experiments. However VLBI observation from the 
ground always suffer from the atmospheric scintillation effect, resulting in a loss of coherence. 
Thcrcti~re the stability of the atmosphere determine the limit of requirement for that of frequency 

standard in a short time range. The stability of atmosphere was measured to about 1x 1 0-13 at 
LbMsea: by domestic VLBI (Fig.l), this result being almost same as those of Rogers and our 

measurements (Tablc 1). The stability of hydrogen maser is 1x10-14 at 100 sec and it is stable 
enough compared with the atmosphere, while recent technology progress has provided a stability of 

3x 10- for Crystal oscillators, which is almost the same as the atmosphere's stability. A Crystal 
oscillator is strongly proposed as a frequency standard for VLBI in a short time range. 

The requirements for the VLBI frequency standard are as follows; 
( I ) To keep the signal coherence during integration time. 
(2) Phase variance of the clock instability should be better than accuracy of the 

~neasurement. 
Thc cohcrence loss Lc due to the instability of frequency standard in 100sec integration time is 

cstlm:alcd by Eq.l. 



whcrc LC: loss of coherence 
oo: angular frequency of local oscillator 

(8080ME-I~ in X band) [radlsec] 
ap:  Allan variance of white phase noise at 1 sec 

(1x10 -13)2 : hydrogen maser at Kashima 
af: Allan variance o f  white frequency noise at 1 sec 

(7x1 0-14)?- : hydrogen maser at Kashima 

uy2:~onstant Allan variance of flicker frequency noise 

( 5 . 5 ~  10-15)2 : hydrogen maser at Kashima 

(3x10-13 )2 : selected Crystal 
T: Integration time (sec] 

The stability of the hydrogen maser at Kashima is shown in Fig.2. According to Eq.1, the 
calculated losses for hydrogen maser and Crystal oscillator at an integration time of 100sec are 

I .23x 10-4 and 0.041 respectively, and compared with the loss due to 1 bit sampling (Loss=0.36) at 
data accluisition they are small enough to be ignored. Long term stability of the frequency standard is 
necessary for regulating the results of each observation when analyzing them. Though the long term 
stability of the Crystal oscillator is not acceptable for VLBI, the high performance Cesium frequency 

standard has il superior stability in a long term (oy(o100) <=3x10-13). But if only Cesium is used 
in VLBI experiments, it is impossible to keep the coherence of the X band signal, as the stability of 

Cesium is worse than oy=10-12 in short term during signal integration. Hence a frequency 
standard, which has the stability of the Crystal in a short time range and that of Cesium in a long 
time range, is needed to satisfy the requirements of VLBI and can be realized by using a Crystal 
oscillator with its phase locked to the Cesium frequency standard in a long time range. 

Thc required stability of this equipment is the shaded area in Fig. 3. Stability 
measurements with Zero Baseline Interferometry and the short baseline VLBI experiment were 
made. 

3. The stability measurement with Zero Baseline Interferometry 

Stability was measured with Zero Baseline Interferometry (ZBI) (Fig.4). This method 
used the K-3 VLBI system which was developed at CRL. System noise of this method is very low 
and this measurement is realistic method for VLBI experiments, because the performance of the 
oscillator is measured in the same configuration. In VLBI, the geodetic reference point is the 
intersection point of axes ol'Azimuth(Az) and that of Elevation(El), and is a stationary point. In ZBI 
method, both receiving systems are mounted on a same antenna. In this case, the baseline length is 
zero, because the geodetic reference point is common for both systems. 

The common noise generated by Noise Diode is injected to both X band feeder systems. 
The reference signal is supplied to one system by a hydrogen maser and to the other by the test 



I'sequency spstem(UUrT : Devlcc Undel test). A crass correlation was made between the two 
systems in leal Lime hy rlxing the 19-3 VLBI correlation processor. Then the resulting stability was 
equivalent to both references. In this case, the DUT's are a Ccsiurn, a Crystal and the Crystal- 
Cesium system. This method is a modified DMTD (Double Mixer Time Difference) method. The 
results are shown in Fig.5, which shows the detected fringe phase in the X band. It is possible to 
find out thc long term characteristics in stability of the frequency standard. The result of using 
Crystal oscillator (Fig.5a) shows random walk over the long term caused by the external 
temperature change. When using Cesium frequency standard (Fig. 5b), the fringe phase is stable in 
the long term. And in case of using a Crystal-Cesium system frequency standard (Fig.Sc), the fringe 
phasc is as stable as when using only a Cesium frequency standard. Fig.6 shows the observed delay 
in X band. This detected fringe phase is the respective instrumental delay of two systems. It is 
possible to find out the capability for keeping coherence. When using Crystal oscillator (Fig.Ga), it 
is possible to get a good fringe, and the determined delay is stable. When a Cesium frequency 
standard is used (Fig.&), the determined delay changed as much as 100 nsec, and thus it is 
impossible to keep the coherence in the X band. This means the Cesium frequency standard is not 
suitablc for the frequency standard of VLBI in the X band. The results from the Crystal-Cesium 
system (Fig.6~) have the same characteristics as those from when only the Crystal oscillator was 
used. 

Fig.7 shows that the coherence depends on integration time, and it is calculated directly from 
the correlated data. It is possible to tell coherence from this Figure. 

Fig.8 shows the stability of the Crystal-Cesium system, which is measured by the detected 
fringe. 

These results show that the Crystal oscillator has a good short term stability but it is inferior 
to the Cesium frequency standard in the long term, while a Cesium standard has a excellent long 
term stability but il is unusable for X band VLBI experiments. The Crystal-Cesium system is very 
close to meeting requirements. 

4. Estimation of the optimum integration time for the Crystal-Cesium system 

The SNR of VLBI is calculated by Eq.2. 

where Sc : correlated flux of source k : Boltzman constant 
D : diameter of the antenna 7 : antenna efficiency 
Ts : system temperature B : band width 
T : integration time 

p=(2/~)*0,6*SQRT(3/4) 
: .................. Fringe stopping loss 

: ........................ Scintillation loss 
: ................................ 1 bit sampling loss 



The cohercncc loss i s  expressed by Eq.1. There is an optimum integration time which 
givcs thc Inaxirnurn SNR cohcrcncc, and an cstimate of this suitable integration time is shown in 

Fig.9. Fig."jl(a) shows the estimatcd SNR"coherence were a fixed Cesium stability (oy(l)=3xlO- 
12)) and variable Crystal stability are used. Fig. 9(b) shows the opposite situation (fixed Crystal 

st:ibilitjr and variable Cesium stability), where fixed Crystal stability is oy(l)=4xl0-13. The 
optimum integration time depends on the stability of the Crystal oscillator and that of the Cesium 
Srcquencp standard. When using high performance commercial Cesium, the SNR*coherence has a 
maximum value at about 120 sec integration time. As in this case the clock error is less than 0.05 
nsec, i t  can bc: said that the optimum integration time is 120sec for this system. It is possible to use 
thc data with SNR bettcr than 7 for VLBI data analysis. In other words, the Crystal-Cesium system, 
which can get SNR of better than 7 in 120 sec integration time can be used with the VLBI antenna 
pair. 

5. The 55km baseline experiment 

An experiment with the 55km baseline, which is regarded as a reference VLBI baseline in 
Japan, was made immediately alter JEG-5(fifth Geodetic VLBI experiment between Tsukuba GSI : 
Geographical Survey Institute, and Kashima CRL using hydrogen masers at both stations) and the 
schedule of JEG-5 was repeated, in order to avoid problems arising from the change of the 
propagation media error. A Crystal, a Cesium frequency standard and a PLL circuit were 
transported from Kashima to T~ukuba 2 hours before the start of the experiment. The 26m &-El 
type Radio telescope at CRL Kashima and the 5m &-El type Radio telescope at GSI Tsukuba were 
used. Both Radio telescopes are equipped with the IS-3 VLBI system. A hydrogen maser 
frequency standard is used as the reference signal at Kashima station and the Crystal-Cesium system 
is used at T~ukuba station, Other parts of the system were the same as the JEG-5 experiment. The 
experiment was done for 24 hours, and the cross correlation was made in Kashima. The results are 
shown in Table.2. In order to compare the accuracy dependence for the integration time, the results 
for the following three cases were analyzed. 

case I : Same integration time as JEG-5 
(80 to 300sec integration time which depends on the source flux) 

case I1 : Integration time fixed for 120sec. 
case I11 : Integration time fixed for 60sec. 

The most accurate result is obtained with a 120sec integration time (case 11). In case I, 
some correlated peak (fringe phase) on delay rate is detectable, and shows that the rate changed 
within the integration time. In case 111, it is impossible to get SNR better than 7 at the weak radio 
sources. The diffcrencc between thc result with the hydrogen maser(JEG-5) and that of the Crystal- 
Cesium system (case 11) is less that 4.3cm in baseline vector and 3.4cm in baseline length. 



6. Application of the Crystal-Cesium system to the I 0 0 0 h +  baseline VLBI 
experianenb 

The ovcr 1000km basclinc VLBI experiments were made from October 1988. The first 
cxperiment between Kashima and Wakkanai, the northernmost part of Japan. In this experiment, 
thc highly transportable VLBI station which consists of a 3m antenna, the antenna control unit, the 
K-4 VLBI system and the Crystal-Cesium system, was operated in Wakkanai. This system is the 
smallesl VLBI data acquisition system in the world. Generally the measured accuracy of VLBI 
worsens as antenna size decreased, but this system has overcome the problem through the wide 
bandwidth receiving. The receiving bandwidth (273MHz effective band width) is twice as wide as 
the normal X band bandwidth (I28MHz) in CDP experiment. The K-4 VLBI system is a data 
acquisition system which was developed at CRL for application in transportable VLBI station. The 
direction of the baseline vector was approximately North-South. Good fringes and the good results 
werc obtained li-om this system. The baseline vector was obtained with errors of 5.lcm in the X, 
3.8cm in the Y, 6.2cm in the Z components, and the an error of 1.5cm in its length on VLBI 
coordinate. The errors of 1.4cm in the North-South component, 1.Ocm in the East-West component 
(horizontal components) and 8.7cm in vertical component were obtained. The results show that 
sensitivity in horizontal components is good, making analysis of plate motion possible, and also 
shows the effectiveness of the Crystal-Cesium system for VLBI frequency standard even for VLBI 
experiments with baselines over 1000km. 

In January 1990, the Antarctica VLBI was carried out. The equipments were same as the 
Wakkanai VLBI experiment eliminate the antenna system. The Crystal-Cesium system was operated 
in Antarctica, and we can get the good geodetic results. The baseline vector was obtained with errors 
within 20cm. 

7.DISCUSSION & CONCLUSION 

Instead 01 a hydrogen maser, a carefully selected Crystal oscillator which is phase locked to 
a Cesium frequency standard for time ranges 100 seconds is adopted to the time and frequency 

standard o f  :I geodetic VLBI cxperiment. The stability of the atmosphere is about 10-13. The 
atmospheric scintillation degrades the coherence of the VLBI data, which is independent of the phase 
tluctuation of hydrogen maser. It is impossible to avoid to this effect even if a hydrogen maser is 
used. Research work in the Crystal oscillators has made remarkable progress in recent years, and 

the stability of selected Crystal oscillators reaches 3x10-~3,  a value comparable to the stability of the 
atmosphere. Therefore the potential for obtaining good fringes by using the Crystal oscillator 
instead of the hydrogen maser exists. But the Crystal oscillator is inferior to a Cesium frequency 
standard in long term stability. A frequency standard, which has the stability of the Crystal in a short 
time range and that of Cesium in a long time range, is needed to satisfy the requirements of VLBI 
and can be realized by using a Crystal oscillator with its phase locked to the Cesium frequency 
standard in a long time range. The main purpose of the new frequency reference system 
dcvelopmenl was to contract a highly transportable time and frequency standard for VLBI. The 



CI y t a l  oscillato~ has :idvantagex l'ol spacc technology application (Spacc VLBl etc.), 2nd 
h~nspo~i;ihlc VLBI t-rccause it  1s sat~slics the rcclur~erncllt ol small size, light weight, and aselsmatic 
sir ucture. 

This system can be used 101 VLBI frequency standard, and it has advantages for use with a 
transportable VLBI system, but its accuracy is worse than that of a hydrogen maser system. 
Although ambient temperature control was not considered, external temperature control is desirable 
Lo keep the stability of the Crystal in Flicker in using the Crystal oscillator, as it has a strong 
dependency on temperature. We expect to develop the Crystal oscillator which has a stability better 

than 1x10-13. The coherence loss caused by this stability is 0.0045, which is small enough for 
keeping coherence. 

The domestic VLBI experirncnt with 55km baseline using the Crystal oscillator at one end was 
made in Japan and the obtained error of the baseline vector components were 4cm, and that of the 
baseline length was 3cm. This system may be operated after only 2 hours warm up. These results 
coincide with those of conventional geodetic Laser ranging and VLBI using a hydrogen maser within 
the formal error. A VLBI experiment using this system with over 1000km baseline was carried out 
successfully in Oct. 1988 and over 1 lOOOkm baseline between Japan and Antarctica was carried out 
successfully in Jan. 1990. 
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Fig. 1 Atmospheric fluctuation in Allan standard deviation 
This is the result of the domestic VLBI between CRL-NRO (Nobeyama Radio 

Observatory) in Dec. 1984. X-axis shows the integration time and Y-axis shows the stability in 
Allan variance. 
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Fig. 2 Stability of the hydrogen maser in Kashima station 
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Fig. .3 Required stability 

Fig. 4 Block diagram of the stability measurement system 
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Fig. 9 (a) Estimated SNR" coherence (fixed Cesium stability) 
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Fig. 9 (b) Estimated SNRs: coherence (fixed Crystal stability) 
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Tahlc 1 Atmospheric fluctuation in Allan standard deviation 

Allan Standard Deviation 
-14 

10 1 O I 3  10 Comments 
-12 

0.8E-13, December 1979. 22.2 GHz, Rogers(l98 1) 

1.4E-13, July-Aug 1980, 4.2 GHz, Kawano(l982) 

2.OE-13, April 1983, 89  GHz, Rogers(1884) 

1.2E-13, JULY 1984, 8.4 GHz 

0.9E-13, December 1984, 8.4 GHz 

Table 2 Observed baseline components in 55km baseline experiment 

* i n  Em1 

JEG-5 : Using Hydrogen maser ,  i n t e g r a t i o n  t i m e ( 8 0  t o  3 0 0 s e c )  i s  dependen t  on s o u r c e  

CASE- I : l n t e g r a t i o n  Time i s  same a s  u s i n g  Hydrogen Maser (80  t o  3 0 0 s e c ) .  

CASE-II : l n t e g r a t i o n  Time i s  f i x e d  i n  120sec .  

CASE-Ill : l n t e g r a t i o n  Time i s  f i x e d  i n  60sec .  

JEC-5 

CASE- I 

CASE- I1 

CASE- III 

X 

-3957171. 259 

-3957171. 290 

-3957171. 302 

-3957171. 377 

0 x 

0. 020 

0. 089 

0. 075  

0. 112  

Y 

3310237. 094 

3310237. 040 

3310237. 085 

3310237. 141 

0 :, 

0. 017 

0. 082 

0. 061 

0. 099 

Z 

3737709. 499 

3737709. 506 

3737709. 514 

3737709. 596 

6 z 

0. 022 

0. 093 

0. 077 

0. 110 

B 

54548. 556 

54548. 502 

54548. 522 

54548. 522 

6 R 

0. 007 

0. 026 

0. 021  

0. 031 



QUESTIONS AND ANSWERS 

Professor S. Lesehiudta, University of Turin: First,  what was the type or model of crystal 
oscillator used, and second, what order of servo loop and,  if a simple loop, what  was tile time constairt? 

Mr. Hanlma: The oscillator was a BVA oscillator from Oscilloquartz. (Editors note: The following 
answer was not available a t  the meeting, but was obtained later by private communication.) The loop 
was a quadratic one (second order) with 1-1 E 100 seconds and r:, - 250 seconds. 
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Abstract 

The internationalcommunity of time metrology is facing a major challenge with the Selective Availability 
(SA) degradafion of GPS satellite signals. At present there are 6 Block I satellites and 8 Block 11 satellites 
operating. According to the policy of the U.S. Department of Dgence the Block Z satellife signals will not be 
degraded, but these satellites are old with a finite life. The Block ZI satellites, which have all been launched 
since 1988, were subject to Selective Availability from March 25, 1990. The effect of SA should be to limit 
precision to about 100 meters for navigation and 167 nsfor timing. 

A study has been conducted in order to understand the nature of the actual introduced &gradation, and 
to elaborate the means of removing the eficts of this degradation on time transfer. This study concerns the 
time extraction from GPS satellites at NISII; USNO and Paris Observatory, and the comparison of atomic 
clocks between these laboratories by common view approach. The results show that when using the data taken 
over several days the time extraction can be achieved with uncertainty of a few tens of nanoseconds, while strict 
common-view has removed entirely the effects of SA during the periods under study. 

INTRODUCTION 

Over the past ten years non-degraded GPS satellite signals,have become the principal tool for llational 
and international comparisons of atomic clocks. Using GPS, time transfer is now ten times niore 



accurate than it was using LORAN-6. The i~ttroduction of GPS has led to a major improvenlent of 
world wide time metrology in precision, accuracy and coverage. With GPS, time comparisons are 
performed with an accuracy of a few nanoseconds for short baselirtes (up to 1000 km)  and 10 to 20 
itanoseconds for i~ttercontinental distances. This makes it possible to cornpare l l ~ e  best standards 
in the world at their full level of performance: for integration times of only 10 days, the frequency 
differences between atomic clocks are measured at the level of one part in 1014. The most recent 
studies['' '1 show further improvements. 

Thus, GPS has brought a major colltribution to such activities as the establishment of International 
Atomic Time (TAT), the realisation of the NASA's JPL Deep Space Network (DSN) and the studies 
of millisecond pulsars. All this was done with an undegraded GPS, free of Selective Availability. 

Unfortunately, since the GPS concept was born in 1973, different ways to prevent civil users having 
access to the entire accuracy of the system have always been under con~ideration[~* 41. The type of 
degradation of GPS signals, called Selective Availability (SA), have now been approved. On the 25th 
of March 1990 SA was officially implemented on Block I1 satellites. The effect of SA should be of 
about 167 ns for timing. 

The G Block I satellites are not affected by SA but they are old and in 1993, when GPS will be 
declared fully operational, these satellites will probably be turned off and the whole constellation will 
be composed of Block I1 satellites, all a.ffected by SA. Does this represent a disaster for time metrology 
and the return to  LORAN-C epoch? Perhaps not. 

The SA affects direct access to GPS time most severely. This access is degraded by a factor of up to 
ten. Even with SA, however, the GPS time is distributed with uncertainty better than 1 microsecoild 
which is satisfactory for many non-metrological applications. In addition, as this study shows it, a 
smoothing over a period of several days removes most of the SA effects, and reduces the uncertaillty 
of access to GPS time to several tens of nar~oseconds. 

One major problem could be the impact of SA on high accuracy time comparisons. Here again an 
appropriate treatment of data can entirely remove the degradation of the GPS signal. The realisation 
of a strict common-view between two 1a.boratories (synchronization of observatiojls within 1 second) 
completely removes the phase jitter of satellite clock. The elimination of the impact of ephemerides 
degradation is much more arduous: this requires delayed access to precise ephemerides for correcting 
the degraded broadcast ephemerides. 

Yet, the official implementation of SA has reserved us two pleasant surprises: as this study shows, the 
broadcast ephemerides appear not to be degraded, and on the 10th of August 1990 SA was removed 
from Block I1 satellites. 

DEGRADATION OF GPS SIGNALS 

The degradation of GPS signals is linked with the history of the development of GPS. At first the 
project was no more than the reservation of P-code for authorized users wit11 ultimate uncertainty of 
real-time positioning of IG m. It was intended that CIA-code would be accessible to all users and 
would have a capacity of 100 m for real-time positioning. After the launch of first GPS satellites 
it became clear that the performance of CIA-code is much better than expected: instead of the 
announced 100 m uncertainty, users equipped with cheap CIA-code receivers were able to easily 
obtain 30 m. This has lead the DoD to review its policy concerning availability of GPS to the general 
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e the slopes of linear fit to a 13-minute track increased from the usual 15 ps/s to 100 ps/s. 
These slopes were different for simultaneous observations in different laboratories. For 
example, for PRN 13 observed on September 29, I990 at 19h18111 UTC, the slope was of 
-105 ps/s a t  OP and -26 ps/s a"c1ST. This would indicate a bias in ephemerides, 

m the comparison by common-view of UTG(0P) with UTC(PTB) (distant of about 700 kxn) 
had a standard deviation of 15 ns instead of the usual several nanoseconds, but comparisoil 
of UTC(0P) with UTC(N1ST) (distant of about 7500 km) had a standard deviation of 100 
ns instead of the usual 15 ns. This indicates an error in ephemerides which can partially 
be cancelled over short distances. 

B) Exercises on PRN 14. During several months before implementation of SA the first satellite of 
Block 11, PRN 14 was submitted for short times to degradation which seemed to consist only in 
phase jitter. 

C )  "March-August 1990" Implementation of SA. On March 25, 1990 all satellites of Block I1 were 
subjected to  Selective Availability (see Fig. 1). The discrepancy of UTC(USN0) - GPS time 
values has increased by a factor of ten. As during the exercise of September 29 - October 2,1989 
the slopes of 13-minute tracks have increased by approximately the same amount. However the 
slopes were quite similar for simultaneous observations from different laboratories. For example, 
for PRN 14 observed on March 30, 1990 at 6h30m UTC, the slope was -107 ps/s at OP and 
-113 ps/s at USNO. The slight difference between these two slopes is certainly due to  local 
conditions of observations such as multipath propagation, rather bad estimation of ionospheric 
delays. . . . Moreover, the common-view comparisons entirely removed the SA. This means that 
the SA consisted manly of a phase jitter of satellite clocks without ephemeride degradation. The 
SA introduced on March 25 was suspended between June 24 and 30, July 8 and 14. On August 
10, 1990 it was removed and has not yet, at the time of the meeting, been reimposed. 

DISSEMINATION OF TIME 

The GPS is primarily a tool of time dissemination. Many users employ the GPS to  acquire GPS 
time or UTC for use in real time or in post-processing. Real-time access to  GPS time can easily be 
realized with an uncertainty of 100 ns when SA is off. With some post-processing this value can be 
considerably reduced. 

What happens when SA is activated can be seen on Fig. 1. Real-time access to GPS time by a 
single space vehicle can be realized with an uncertainty of several hundreds of nanoseconds. This 
is satisfactory for some applications. A more accurate access to GPS time can be obtained with 
postprocessed smoothed data. The results depend of the length of the smoothed period. From the 
results given by Table I11 we can conclude that the effects of SA on time dissemination can be reduced 
to the level of 30 ns when smoothing (Vondrak smoothing[g] the data over 10 days (see also Fig. 2). 
Smoothing over 1 day gives about 100 ns and over 3 days about 50 ns. Moving average of one day 
and three days provides similar results. 



ACCURATE TIME COMPARISONS VIA COMMON VIEW 

In time metrology there is a need for accurate comparisons of remote atornic clocks. Ideally the 
method of comparison employed should not obscure the performance of the clocks. The simultaneous 
observations of GPS satellites, known as the common-view approach, has proved to be very close of 
this idealI1? 2 1  51. Moreover during the implementation of §A, precisely synchronised cornmo11-views 
entirely remove the effects of satellite clock phase jitter. The common-view approach also reduces the 
effect of ephemeride degradationf6]. 

During this study for Block I1 satellites we used strict common-views with synchronization to  1 second 
(assuming that both receivers use the same reference time for monitoring the tracks), and the tracks 
of the full standard length of 13 minute. We have used raw data with no correction for broadcast 
ephemerides or ionospheric model. The antennas coordinates were corrected [7,8]. The values of 
UTC(0P)-UTC(USN0) are smoothed (Vondrak smoothing[g]) over the periods of ten days. The 
results are given by Table IV, and are illustrated by Fig. 3. 

Clearly, strict common-views completely eliminate the effects of SA, which means that there is no 
ephemeride degradation. The distance between OP and USNO being about 6000 km, a large error in 
ephemerides would introduce a major discrepancy. The slight difference, a few nanoseconds, between 
the results of Block I and Block I1 comes from the use of different ensembles of satellites. This can be 
the effect of broadcast ephemerides, model of ionosphere, multipath propagation.. . 
The results of another common-view comparisoll of two distant laboratories (OP and NIST) during 
impleme~ltation of SA can be found in[']. 

CONCLUSIONS 

Tlis  study shows that the March-August 1990 implementation of SA consisted only of satellite clock 
phase jitter, and can be entirely removed by strict common-views. The satellite ephemerides were 
not degraded. This is fortunate for time metrology, and brings the hope that even degraded GPS 
signals will allow high accuracy time comparisons without painful and time-wasting correction of 
ephemerides. 

At present, however, there is no certainty that SA will continue to be implemented in this way. The 
exercise of September 29-October 2 1989 shows that the degradation of ephemerides is possible. For 
this reason the community of time metrology is well-advised to continue its efforts in studying possible 
techniques for the correction of degraded ephemerides. Various approaches are now being considered 
[GI. These include the use of precise ephemerides or the use of the differences between broadcast 
undegraded and broadcast degraded ephemerides if provided by OCS. At present the delay of three 
months with which precise ephemerides are accessible is a major obstacle to their use on an operational 
basis. Additionally, the use of precise ephemerides requires the record of broadcast ephemerides in 
some laboratories around the world (one per area). At present the broadcast ephemerides are recorded 
regularly at BIPM (Skvres, France) and NIST (Boulder, Colorado). 

The implementation of SA is a severe drawba.ck in terms of direct access to time, but for delayed 
dissemination of time the effects of SA can be considerably reduced. 
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NASA 
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PPS 
PTB 
S A 
SPS 
SV 
USNO 
UTC 

Anti-Spoofing 
Bureau International des Poids et Mesures 
Common-View 
Coarse/Acquisition Code 
United States Department of Defence 
Global Positioning System 
Jet Propulsion Laboratory 
GPS Operational Control Segment 
Paris Observatory 
National Aeronautic and Space Agency 
National Institute of Standards and Technology 
Precision Code 
Precise Positioning Service 
Physikalisch-Technische Reichsanstalt 
Selective Availability 
Standard Positioning Service 
Space Vehicle 
US Naval Observatory 
Coordinated Universal Time 



Table 111. 10-days smoothed values of UTC(k) - GPS t i m e ,  
unit: 1 nanosecond. 

UTC(0P) - GPS t i m e  

Date By Block I By Block I1 Block I SA on 
1990 28 SV 64 SV -Block I1 Block I1 

May 
May 
June 
June 
June 
July 
July 
July 
Aug . 
Aug . 
Aug . 

ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
OFF 
OFF 

UTC(USN0) - GPS T i m e  

Date By Block I By Block I1 Block I SA on 
1990 45  SV 12 SV -Block I1 Block I1 

May 
May 
June 
June 
June 
July 
July 
July 
Aug . 
Aug . 
Aug . 

ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
OFF 
OFF 



Date 
1990 

Mar. 9 
Mar. 19 
Mar. 29 
Apr. 8 
Apr. 18 
Apr. 28 
May 8 
May 18 
May 28 
June 7 
June 17 
June 27 
July 7 
July 17 
July 27 
Aug. 6 
Aug. 16 
Aug. 26 

UTC(OP) - UTC(USN0) by common-view. 
U n i t :  E nanosecond, 

by Block I by Block I1 Block I 
7 CV 3 CV -Block I1 

SA on 
Block 11 

OFF 
OFF 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
ON 
OFF 
OFF 



UTC( I ISN0)  - GPS time by Bloc I I  
25 March 1890 lmpldmenlution of S4 

m ,  - 7 

MJD - 4 W  

Figure 1. Implementation of SA on 26 March 1990 as seen 
from the US Naval Observatory. 

UTC(0P) - GPS time by Block l l  
Vondrak smoothing EPS = 10 

400 1 1 

8.044 8.046 8.048 8.05 8.052 8.054 
(Thousands) 

MJD - 40300 

2. Values of m ( O P ) - G B  time by Block T% saleUtes 
smoothed over a perlode of 10 dap. 



MJD - 48000 

48 50 
MJD - 48000 



QUESTIONS AND ANSWERS 

'Unidentified Questioner: Wltat smoothing algorithm did you use? 

Mr. Lewandowski alld David Allan: The data that you saw used Vondvak smoothing before 
the SA, but the actual smoothing on the one day, three day and ten day samples was just simple 
averaging. 

Dr. Gernot Winkler, U.S Naval Observatory: The noise is not white, and it is not Gaussian. 
Under these conditions, averages are not the optimum estimator of the center of the distribution. I have 
made some tests using simply the median of neighboring values, and if you have sufficient numbers of 
observations, and of course we will have more with more satellites, this becomes much more effective. 

Professor Carroll Alley, University of Maryland: Is there any evidence of periodicity in the 
noise? What is the shortest time between which you can do these comparisons? 

Mr. Lewandowski: The time between observations was 30 minutes. We were just lookiilg for 
common view time comparisons. 

Unidentified Questioner: In view of the political environment, is there any change in the SA 
policy? 

Mr. Lewandowski: No one knows! At least they are not saying! 
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Abstract 

The work reported in this paper takes place in a general theoretical overview concerning the generation 
of an ensemble time scale. Diferent algorithms can be designed to match the particular nee& of users and 
the available sets of clocks and time measurements. In all cases however, the statistical treatment of clock 
data requires at least: 

a the deBnifion of an average time scale, 

0 the specijicafion of a procedure to optimize the contribution of each clock, 

the implemenfation of ajlter on each clock frequency to provide a means ofprediction. 

Here, the comparative study of two time scale algorithms, devised to satis& diferent but related require- 
ments, is presented. They are ALGOS(BIPM), producing the international reference TM at the Bureau 
International des Poids et Mesures, and AT1 (NIST), generating the real-time time scale AT1 at the National 
Institute of Sfandards and Technology. In each case, the time scale k a weighted average of clock readings, 
but the weight determination and the frequency prediction are difirent because they are adapted to diferent 
purposes. 

The possibility of using a mathematical tool, such as the Kalrnanjlter, together with the dejnition of the 
time scale as a weighted average, is akio analysed. Results obtained by simulation are presented. 

INTRODUCTION 

To keep time is t o  accumulate, without discontinuity, time scale units as close as possible to  the SI 
second as defined in 1967 by "the duration of 9192631770 periods of the radiation correspondi~lg to 



the transition between the two hyperfine levels of the ground state of the czsium atornn[l]. 

'rime laboratories have atteheil disposal commercia,l c ~ s i n m  clocks. B u t  physical devices can fail, so 
these laboratories are inevitably led to keep not one, but several clocks which are together treated as 
an ensemble, Clock readings are then combined through an algorithm designed to raise the stability, 
accuracy and reliability of the time scale above the level of perforinance of any illdividual clock in the 
ensemble. 

I11 the design of a time scale algorithm there is no general solution. Rather the fundamental ingredi- 
ents should be artfully mixed to match the available time measurements and the needs of the user. 
Some of these ingredients are the definition of an average time scale, the specification of a weighting 
procedure, the determination of a means to predict clock frequencies and the implementation of a 
filter on measurement noise. 

In this paper the key point of the definition of the time scale is highlighted for different algorithms. 
In a first section, we propose the comparative study of two time scale algorithms: ALGOS(BIPM)[~], 
producing the international reference, TAI, at the Bureau International des Poids et Mesures, and 
AT~(NIST)[~] ,  generating the real-time time scale, AT1, at the National Institute of Standards and 
Technology. Though the weight determination and the frequency prediction are different, because 
they are adapted to different purposes, these two algorithms rely on the same definition of the time 
scale. 

In a second section we emphasize the possible use of the Kalman filter for a time scale. This mathe- 
matical tool is first briefly presented and then shown as being valuable help in the efficient processing 
of clock data. Here we show with three examples of algorithms based on Icalman filtering[4* 5 1  6] that 
this technique can be unpowerful for the elaboration of a time scale if an equation of definition is not 
set. Finally, our own view of how to take advantage of the Kalman filter is given together with results 
obtained from simulated clock data. 

Note: In what follows symbols are defined as: 

t: 
Hi : 

hi (t): 

date of the time scale update, 
clock identification, 
reading of clock Hi at  date t 
(this quantity is not directly accessible by experiment), 
weight assigned to clock Hi, 
clock H - i time offset from the time scale 
TA under computation 
(this quantity gives user access to the time scale), 
clocks number, 
measurement between clock Hj and clock Hi at date t ,  
time interval between two measurement cycles. 

1. COMPARATIVE STUDY OF ALGOS(B1PM) AND AT1 (NIST) 

The detailed analysis of the comparison of the two algorithms, ALGOS(B1PM) and ATl(NIST), has 
been published elsewhere[7].- Here we give only the main features of that study in order to focus on 
the definition of the time scale in these two cases. 



ALGOS(BI19M) produces the international reference, TAl (temps atornicjue international), at tlre 
Bureau International des Poids et  Mesures (Skvres, France). The requirement here is for extreme 
reliability and long-term stability. To this end, 7'AI relies on a large number of clocks of different 
types, located in different parts of the wosld and connected in a network allowing the precise exchange 
of time data. Although measurements are performed at intervals of T= 10 days, the definitive update of 
TAI is obtained from an iterative and post-processed procedure which treats, as a whole, two-month 
blocks of data and so ensures long-term 71. One important consequence is that TAI is a 
deferred-time time scale. 

The first step in the establishment of TAI is the computation of a free atomic time scale, EAL (dchelle 
atomique libre), obtained as a weighted average of clock readings. TAI is then derived from EAL 
with a frequency steering in order to  ensure accuracy. For each date t of the two-month interval of 
computation [to, to + 60 days], EAL is defined as: 

N 

C p i  [hi (t ) + hi (t)] 
EAL(t) = N 

In this equation, pi is the weight assigned to  clock Hi, and hi(t) is a time correction applied at date 
t to ensure time and frequency continuity of the scale when the weights of clocks or the total number 
of clocks is changed[']: 

here Bip(t) is the frequency of clock Hi, relative to  EAL, predicted for the period to, t.  

, From equation (1) and the above notations, we get the system of equations: 

The time measurements are chosen to be non-redundant so that the system (3) is deterministic with 
N equations and N unknowns and so is exactly solvable at  each date t. The results are the quantities 
x;(to + n ~ )  with n = 0, 1, 2, 3, 4, 5 and 6 for each clock Hi. Clock Hi frequency Bi(to + 60 days) 
for the two-month interval under computation is obtained as the least squares slope of the quantities 
xi(t0 + n ~ ) .  

The detailed and complete description of the weighting procedure is described elsewhere[7]. The 
general principle is that the weight assigned to  clock Hi is set to be inversely proportional to the 
frequency variance of the clock over six two-month samples. This ensures the long-term stability of 
EAL and allows deweighting for seasonal fluctuation. An upper limit of weight and a system for the 
detection of abnormal behaviour are also in use in ALGOS(B1PM). 



The frequency prediction is a one step linear prediction['], the supposition being that each clock most 
likely behaves in the present two-month interval as it did in the previous one. This is the optiinal 
estimate lor random wail< frequency nlodulation, which is the predorcli~~ant clock noise for two-month 
averaging time. 

The AT1 time scale, developed at  the National Institute of Standards and Technology (Boulder, Co, 
USA) is used for scientific studies. The basic requirement is to provide definitive access to the time 
scale in near real time, with no post-processing or reprocessing. It is an average time scale derived from 
measurements taken from about 10 commercial clocks located on the site. The ATl(N1ST) algorithm 
estimates time, adaptative weight and frequency[3] for each contributing clock at  each measurement 
cycle, at  present r = 2 hours. 

The equations for computing the time scale at  date t are based on predicted values ii and ij; for the 
time and frequency of each clock. The predicted time difference i i ( t )  of clock Hi relative to AT1, for 
the date t ,  involves the time offset x;(t - r )  obtained from the previous computation and the frequency 
ij;(t - r )  estimated at  date t - r and predicted for the next r period. This is written as: 

This equation is completely simi1a.r to  (2) in the description of ALGOS(B1PM) if t - to is set equal to 
r. 

The definition of the time scale itself is written as: 

where xij(t) is the non-redundant set of time measurements. 

A trivial transformation of (5) leads to: 

so that we get the system of equations: 



TIUS is a system of N equations with N unknowns, equivalent to system (3) for ALGOS(BIPR4). 

The analogy in the definition of EAL and ILI'I time scales is then complete. 

Weights p; appearing in (5), designed to ensure stability, have been determined in the previous compu- 
tation at date t -r  with an exponential filter over the time deviations between predicted and estimated 
time differences of the last N, The time constant N ,  is usually set at 20 to 30 days. These 
time deviations are also corrected for the bias introduced by the correlation between the clock itself 
and the average time scale[3]. A detector of abnormal behaviour and an upper limit of weighd7] exist 
also in ATl(N1ST). 

The predicted frequency &(t)  comes from an exponential weighted average of past and present mean 
frequencies. The time constant of this exponential filter being characteristic of the statistical behaviour 
of each contributing clock. 

Conclusions 

The ALGOS(B1PM) and ATl(N1ST) a.lgorithms rely on the same basic definition of the time scale, 
generated as a weighted average of clock rea.dings. They also present other common features: mea- 
surements of time differences are treated as havillg negligible uncertainties and clocks are supposed 
uncorrelated among them. 

The appropriate way to determine clock weights and to predict clock frequencies depends essentially on 
the available measurements (number of clocks, measurement sampling) and on the properties required 
for the resulting time scale (real-time updating or deferred-time post-processing). 

2. TIME SCALES BASED ON KALMAN FILTERING 

2-1 KALMAN FILTERING OUTLINE 

The I<alman filter, which is used in many signal processing applications, is a tool well-adapted for 
stochastic estimation and prediction. It is a recursive and linear filter, optimal in the sense of least 
squares e~t imat ion[~l  ''1. 

Its property of recursivity makes of this filter an interesting tool for help in the elaboration of a time 
scale: i t  allows a definitive treatment at each measurement cycle and provides a means of prediction 
for the next step. The system under estimation, in the case of a time scale, includes clock time offsets 
and clock frequencies. The evolution with time of these quantities can easily be represented by a linear 
model, linearity being a necessa.ry condition for application of the Kalman filter theory. In addition 
mea.surement noise and correlation a.mong clocks can naturally be inserted in the model whereas it is 
not the case for the two previous algorithms. 

Here is a brief description of how Kalman filtering operates. The intention is to  avoid equations which 
can be found elsewhere[''] but rather present basic ideas in the schematic way of Fig. 1 and 2. 

Consider a dynamical system which evolves linearly with time. At date t its state is represented by 
a vector X(t). We wish to estimate this vector using measurements, obtained with a T measurement 
cycle, for times preceding date t .  Suppose that the system. state was estimated at date t - 7 by the 
vector X(t  - r / t  - T), a qua,ntity which must be read as es t imate  of X at d a t e  t - T knowing 



all t h e  measurements  u p  to  d a t e  t - r. This estimate has an error given by a covariance matrix 
l'(l - ~ / i "  - 1-1 and represelzted on Fig. I. 

According to the model of evolution and to the noise of the model given by the covariance matrix 
Q ( t ) ,  the transition step of the E<alrnan filter (Fig. I )  allows us to estimate the predicted state of the 
system at date -1, knowiilg all the measuremertts up to date t  - r: the vector X ( t / t  --- r ) .  The error on 
the estimation of this vector is given by the matrix I'(t/t - r ) ,  which includes the matrix Q(t). This 
error is larger than the error a t  date t - T, mainly because the model is not perfect (see Fig. 1). 

We now represent a new measure by a vector Z(t) which is affected by an error given by the matrix 
R(t) and represented on Fig. 1. From the predicted state at date t and this new information, the 
Kalman filter computes a new estimate of the state of the system according to  an "update adjustment" 
described in Fig. 2. This new estimate is represented by the vector X(t/t)  affected by a covariance 
matrix r(t / t) ,  the trace of which has been minimized. 

The update adjustment of Fig. 2 builds the new estimate from the old one and from the innovation 
weighted by the Kalman gain. The innovation represents the new information contained in the last 
measurement: i t  is simply the difference between the real measure and a predicted measure, expected 
from the predicted state at t knowing t - T .  The Kalman gain K(t)  is given by a complex expression 
involving all the errors which affect the system, mainly r, Q and ~ 1 ~ ~ 1 .  Qualitatively, if the mea- 
surement Z(t) is very good, that is, affected by a very small error, the Kalman gain at date t will 
be large so that the new estimate of the system state will largely rely upon the new observation. On 
the contrary, if the measurement is very bad, the adjustment process of the Kalman filter will tend to 
ignore it. 

At last one more detail: the noises which are iilvolved in the Kalman recurrence must be white noises. 

2-2 EXAMPLES OF APPLICATION OF THE KALMAN FILTERING TO THE 
COMPUTATION OF A TIME SCALE 

The first attempt t o  apply the Kalman filter to the problem of time scales was performed by Tryon 
and Jones in 198214]. Their system is an ensemble of N clocks. The system state X( t )  has 2N 
components: the N clock time offsets h;(t) and the N clock frequencies y;(t) relative to  an ideal time 
scale. The model integrates each clock time and frequency affected by white frequency noise and 
random walk frequency modulation. The measurement vector Z(t) is composed of the (N-1) time 
differences, measured between each clock and the reference clock. The measurement noise is supposed 
to be negligible. The result of the Kalman recursivity is an estimate of how each clock departs from 
an ideal time scale, but it is found that the error of this estimate always increases with time. This 
non-convergence of the covariance matrix I' arises from the lack of observability of the system: N 
quantities h;(t) being estimated from only (N-1) measurements. I11 this case the Kalman filter is an 
efficient tool for filtering the data noise but, isolaked, it does not have the power to build an average 
time scale. 

Another example is the approach developed by where a Kalman filter is applied on the time 
measurements xij(t) themselves, to  smooth out the white phase noise. These filtered measurements 
are then used to predict the time offset of a given clock, relative to the ensemble time, in (N-1) different 
ways, each way passing through another clock of the ensemble. The definitive estimate of this time 
offset comes from a weighted average of these different predictions. The weighted average is defined 
by (3) or ( 5 )  and computed with a static and robust Kalman filter. 



The Kalman filter is also used for time scales as a complement to the ATI(N1ST) algorithm for 
freq~lency step detection. This work, proposed hy Mleiss and ~eissert[ ' ] ,  utilizes the rest~lts n: , ( t )  of 
AT1 in order to realize pseudo-measuren1en"cs of tile frequency of each clock relative to the ensemble 
time. The white noise of these pseudo-measurements is filtered and so gives access to the randoln 
walk component of each frequency and to the variance of this estimation. They are then tested for 
possible step. 

2.3 A NEW PROPOSAL FOR USING THE KALMAN FILTER IN TIME SCALE 
GENERATION 

Here we propose a new approach for using the Kalman filter in time scale generation and present 
results obtained with simulated clock da,ta. 

We start with the same hypothesis and defining equations as were used for ALGOS(B1PM) and 
ATl(N1ST). 

Suppose an ensemble of N clocks, the frequencies of which are uncorrelated. One clock is chosen as 
the reference. Each day N-1 time measurements are performed ( r  = 1 day). Suppose also that the 
white phase noise of the measurements is smoothed out before the main computation of the time scale 
so that i t  can be treated as negligible. The ensemble time scale is defined by (3) or (5) as: 

N 

Cpi [g i ( t  + T) - zij(t + r ) ]  
i=l ~ j ( t  + 7) = N 

with: i ;( t  + r) = xi(t) + &(t) . T ,  similar to (4), 

where &(t) is the predicted frequency for the interval [t,  t + r]. 

The weight pi and the predicted frequency $;(t), relative to the time scale, of each clock are chosen 
outside the main computatioll to ensure the best long-term stability. 

Now we wish to improve the short-term stability of the scale. For this purpose we use N-1 Kalman 
filterings, each of them operating on just two clocks, the reference clock H j  and another one chosen 
among the ensemble Hi. This decoupling supposes that the N-1 pairs of clocks are uncorrelated, which 
is theoretically not true, as the same reference clock is involved in each pair. However, one can choose 
the least noisy clock as reference and suppose the coupling to be small. Anyway the correlation of the 
N-1 pairs can be easily inserted in a Kalman filter operating on all the pairs together. 

For each Kalman filter, the state of the system is composed of a single quantity, the frequency yij(t) 
at  date t of clock Hi relative to the reference clock. The model of evolutioil of the system is written 
as : 

where a;j is white noise driving the random walk frequency modulation of the clock. The Q matrix is 
reduced here to the variance of the white noise a;j. 



Frequency measurements are deduced from time measurements with the equation: 

and are afl'ected with white frequency modulation Pij, with variance R. 

The application of the Kalman filter leads to an estimation of the random walk component of the fre- 
quency yij(t  + T) of clock Hi relative to  clock H j  while smoothing out the white frequency modulation. 

Now, the filtered estimate yij(t  + T) of the frequency yij(t  + T) can be introduced in the equation of 
definition of the time scale as: 

The first term of (12) is xj(t), the time offset of the reference clock Hj with respect to the average time 
scale. The second term is the weighted average of estimations of the frequency of clock Hj  relative to 
the time scale, obtained through clock Hi and the filtered frequency of clock Hi relative to  clock H j ;  
it is then the frequency of the reference clock H j  relative to  the average time scale at  date t  + T. 

Our proposal consists in filtering the white frequency modulation to  estimate the random walk compo- 
nent of the frequency of a clock relative to another clock a.nd then introducing this filtered frequency 
in the definition of the average time scale. This approach is thus opposite to that developed by Weiss 
and ~ e i s s e r t [ ~ ] .  

This new procedure has been investigated with simulated clock data: G clocks were simulated wit11 
different levels of white frequency modulation and random walk of frequency for a 300-day period. 
One clock has better short-term and long-term stability than the others: this is chosen as the reference 
clock. The frequency stability for the 5 pairs of clocks is given on Fig. 3. After filtering of the white 
frequency modulation, the short-term frequency stability for each pair of clocks is largely improved, 
as shown on Fig. 4. The efficiency of the filtering is presented on Fig. 5 for a given pair of clocks: the 
white frequency modulation is smoothed out, leading to the extraction of the random walk component 
of the frequency of one of the clocks relative to the other. 

For the computation of the time scale, the weight pi of clock Hi is chosen to be the reciprocal of its 
Allan variance computed over 30 days. The predicted frequency of clock Hi relative to the time scale, 
c;, is the average of the previous 30-day frequency data. This averaging time is chosen to improve the 
long-term stability of the average time scale. 



The frequency stability of the resulting time scale, computed either with raw data or after implemen- 
tation of the Icalman filtering procedure, is presented on Fig. 6: the average time scale obtained with 
filteled data has a Iotvei level of white frequency rrrodulatioil and so is riioie stable using averagiirg 
time in the range 1-30 days. After a 30 day averaging time, the random walk frequency noise is 
predominant and the two time scales have the same behavior. 

CONCLUSIONS 

The first step of the construction of a time scale is the definition of the ensemble time. For most time 
scale algorithms used in timing centers, the ensemble time is a weighted average of clock readings. The 
determination of the contribution of each clock and the mode of prediction of its frequency relative to 
the time scale are chosen in order to  match special user needs and ava,ilable time measurements. 

The Kalman filter is a tool well adapted to  time scale generation once the definition of the ensemble 
time has been given. It helps t o  smooth out the white phase noise of the time measurements. Its 
use for filtering the white frequency modulation of the clocks themselves is a new approach. In  this 
case the time scale is built with the random walk component of the frequencies of the clocks relative 
to  a single clock chosen as reference. The short-term stability of the resulting time scale is then 
significantly improved. 
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FIGURE 1 :  Recursive procedure for  the Kalman f i l t e r .  

observation innovation 

FIGURE 2 :  Schematic description o f  the adjustment process for  the  Kalman 
f i l t e r ,  leading t o  the updated estimation o f  the s ta te  o f  the system (The H 
matrix, not speci f ied i n  the t e x t ,  i s  the 'observation matrixr which l i n k s  
the vector o f  the system s ta te ,  X ,  t o  the vector o f  measurement, 2 .  I f  a l l  
the quanti t ies  under estimation are observable, H i s  the matrix I d e n t i t y ) .  



FIGURE 3: Allan deviation for five pairs of clocks. The clocks are 
simulated with different levels of white frequency modulation and random walk 
frequency modulation. 
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FIGURE 4: Allan deviation of the same pairs of clocks as in Fig. 3, after 
aplication of a Kalman filter for smoothing out the white frequency 
modulation. 
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FIGURE 5:  Example  o f  Kalman e s t i m a t i o n  o f  the random w a l k  componen t  o f  
t h e  f r e q u e n c y :  

- measured f r e q u e n c y  - e s t i m a t e d  f r e q u e n c y  

days 

FIGURE 6 :  S t a b i l i t y  o f  t h e  a v e r a g e  t i m e  s c a l e s  o b t a i n e d  w i t h  s i m u l a t e d  
c l o c k  d a t a :  

g3 raw  c l o c k  d a t a ,  
$ f i l t e r e d  c l o c k  d a t a .  



QUESTIONS AND ANSWERS 

Unideiltified Questioner: Was your data  tested for periodicity, such as for the apparent ten day 
period in the graph? Was any Chi square test performed? Was the noise tested for whiteness and 
Gaussian behavior? 

Ms. Tavella: Each type of noise was obtained from random white noise. 
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Abstract 

We are developing afieldable trapped ion frequency standard based on 1 9 9 ~ g +  ions confined in a hybrid 
rfldc linear ion trap. This trap permits storage of hrge numbers of ions with reduced susceptibility to the 
second-order Doppler efict caused by the rfconfiningfields. In preliminary measurements we have obtained 
a stability of 2-3 . for 10,000 second averaging times. These measurements were carried out with 
a 120 mHz wide atomic resonance line for the 40.5 GHz clock transition with a second order Doppler shift 
from the rf trapping field of 6 - 10-13. 

INTRODUCTION 

Atomic frequency standards with high stability for averaging times T longer than 1000 seconds are 
necessary for a variety of astrophysical measurements and long baseline spacecraft ranging experiments. 
The millisecond pulsar, PSR 1937+27, shows stability in its rotational period that exceeds that of all 
man-made clocks for averaging times longer than 6 months. Comparison of this pulsar period with 
an earth based clock of stability 1 10-l5 over averaging periods of one year is expected to show the 
effects of very low frequency gravitational waves[l,2]. Spacecraft ranging measurements across the solar 
system would be improved with earth based clocks whose stabilities exceeded 1 . 10-l5 for averaging 
times of lo4  to lo5  seconds. This clock performance would ajso improve gravity wave searches in 
spacecraft ranging data. Another use for long term stable clocks in NASA's Deep Space Network 
would be in maintaining syntonization with UTC. 

We are developing a fieldable frequency standard based on lg9Hg+ ions confined in a linear ion trap 
which should show good long term frequency stability. Typically the largest source of frequency offset 
stems from the motion of the ions caused by the trapping fields via t h e  second-order Doppler or 
relativistic time dilation effect. Though a large ion number is desirable for good signal to noise, the 
frequency offset which also grows with the number of ions forces us into a trade-off situation where - 

fewer ions are trapped in order to reduce the (relatively) large offset and frequency instabilities which 
may result. 

'This work represents the results of one phase of research carried out a t  the Jet Propulsion Laboratory, California 
Institute of Technology, under contract sponsored by the National Aeronautics and Space Administration. 



In a conventional hyperbolic or Paul trap ions are trapped around the point node of the rf electlic 
field at the center (Fig. 1). The strength of the electric field and the resulting micromotion of the 
trapped particles grows lirlearly with distance from this node polrrt. As ions ale atbdeci the size of ion 
cloud grows until the second order Doppler shift arising from the micromotion in the trapping field 
domi~lates the second order Doppler shift from the ion's thermal motion at room temperature. For 
typical operating conditions 13,131 a sphelical cloud containing 2 - 10' nielculy ions shows a 2nd oldel 
Doppler shift of 2 10-12, a value some tell times larger than that fol mercury ions undergoing room 
temperature thermal motion. 

In order to  increase the number of stored ions with no corresponding increase in second-order Doppler 
shift from ion micromotion we have designed and are currently testing a hybrid rf/dc linear ion trap. 
This trap confines ions along a line of nodes of the rf field (Fig.2). The trapping force transverse to 
the line of nodes is generated by the ponderomotive force as in conventional Paul traps while the axial 
trapping force is provided by dc electric fields [3-71. 

We can compare the second-order Doppler shift, A f / f generated by the trapping fields for a cloud 
of ions in a linear trap and a conventional Paul trap [3,4] assuming that both traps are operated so 
that the ions have the same secular frequency w. When the same number of ions N,  are held in both 
traps the average distance from an ion to the node li l~e of the trapping field is greatly reduced in the 
linear trap. Since the perpendicular distance from the line of nodes determines the magnitude of the 
sf trapping field the 2nd order Doppler shift of an ion's transition frequency due to motion in the 
trapping field is reduced from that of a conventional point node trap. If Rsph is the ion cloud radius 
in the Paul trap and L is the ion cloud length in the linear trap the Doppler shift in the two traps are 
related by[3] 

As more ions are added to the linear trap this shift will increase. I t  will equal that of the spherical 
ion cloud in a hyperbolic trap when 

Equations (2) and (3) are valid when the ion cloud radii, Rlin and Rsph, are much larger than the 
Debye length which is the cllaracteristic plasma density fall off length at the ion cloud edge and is 
about 0.4 mm for typical Hg+ ion plasmas used in frequency standard work [3,13]. 

In addition to  its larger ion storage capacity the dependence of the second-order Doppler shift on 
trapping parameters in a linear trap is very different from that in a conventional Paul trap. For many 
ions in a Paul trap this shift is given by[3,10] 

where w is the secular frequency for a spherical ion cloud containing N ions each with charge to mass 
ratio q/m. c is the speed of light and 6 ,  is the pernlittivity of free space. Ions in a linear trap show a 
2nd order Doppler shift from the motion generated by the rf confining field given by[3] 
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where I, is the length of the ion cloud. 

Tn contrast to the spherical case as described Eq,(3), this expression contains no dependence on 
trapping field strength, as characterized by u, and depends only on the linear ion density N I L .  If 
for example, the rf confining voltage increases and consequently the micromotion at a given point in 
space increases, the ion cloud radius will decrease so that the second-order Doppler shift from ion 
micromotion remains constant. Similar statements can be made about variations in any parameter 
that effects the radial confinement strength [4]. 

The sensitivity of the finite length linear trap to variations in radial trapping strength (characterized 
by w) is [4] 

and to variations in endcap voltage is 

where Rt is the trap radius. The Paul trap shows a corresponding sensitivity to trap field strength 
variations 

A comparison of Eqs. (5) and (7) shows the linear trap based frequency standard to be less sensitive 
to variations in trapping field strength than the Paul trap by a factor of 3Rt/L. For the trap described 
in the next section this factor is about 113. 

LINEAR TRAP DESCRIPTION 

Our linear trap is shown in Fig. 3. The operation of the trap as a frequency standard is similar to 
previous work [9,10]. The ions are created inside the trap by an electron pulse along the trap axis 
which ionizes a neutral vapor of lg9Hg. A helium buffer gas (2 x Pascal or 1.5 x torr) 
collisionally cools the ions to  near room temperature. Resonance radiation (194 nm) from a 2 0 2 ~ g  

discharge lamp optically pumps the ions into the F=O hyperfine level of the ground state. This UV 
light is focused onto the central 113 of the 75 mm long ion cloud. The thermal motion of the ions 
along the length of the trap will carry all the ions through the light field so that pumping is complete 
in about 1.5 seconds for typical lamp intensities. 

To minimize stray light entering the fluorescence collection system this state selection light is collected 
in a Pyrex horn as shown in Fig. 3. The placement of the LaB6 electron fila,ment is also chosen 
to prevent light from the white hot filament from entering the collection system. Its placement and 
relatively cool operating temperature together with good filtering of the state selection/interrogation 



UV light in the input optical system have allowed frequency standard operation without the use of 
a 194 nm optical bandpass filter in the collection arm. This triples data collection rates since such 
fiLters typically have about 30% tlansrliission fool 194 nlrz liglrt, 

Microwave radiation (40.5 GBz) propagates through the trap perpendicular to the trap axis thereby 
satisfying the Lamb-Dicke requircmerrt that the spatial extent of the ion's motion along the direction 
of propagation of the microwave radiation be less than a wavelength. This radiation enters the trap 
region through the Pyrex horn (see Fig. 3) and propagates in the opposite direction to the UV state 
selection/interrogation light. This allows fluorescence collection in both directions perpendicular to 
the plane of the page in Fig.3. For the resonance and stability data shown below fluorescellce was 
collected in only one of these two directions. 

FREQUENCY STANDARD OPERATION 

We have used Ramsey's technique of successive oscillatory fields to  probe the approximately 40.5 GHz 
clock transition in lg9Hg+ ions confined to  the linear trap described above. In these measurements 
the 40.5 GHz signal is derived from an active Hydrogen maser frequency source as shown in Fig. 
4. A representative resonance line used in the lg9Hg+ clock transition is shown in Fig. 5. State 
selection and interrogation is accomplished during the 1.5 seconds following the lamp turn on. It  is, 
of course, necessary to  switch the light level to near zero to prevent light shifts and broadening of the 
clock transition. A background light level of about 300,000 per 1.5 second collection period has been 
subtracted to generate the resonance shown. The successive oscillatory field pulses consist of two 0.4 
second microwave pulses separated by 3.5 second free precession period. The data shown is asn avera.ge 
of ten 4 Hz wide scans with a 15 mHz frequency step size. 

To determine the frequency stability of the overall system of ions, trap, microwave source, etc., we 
have locked the output frequency of the 40.5 GHz source to the frequency of the central peak of 
the resonance shown in Fig. 5 in a sequence of 2048 measurements. The time required for each 
measurement is about 6.9 seconds and the loop response time was 5 measurement cycles. By averaging 
the frequencies of 2N adjacent measurements (N=1,2,.. ,lo) we form the modified Allan variance. Two 
such stability measurements are shown in Fig.G. The frequency stability presented here has been 
extended to  longer averaging times than previously reported [8] primarily through the addition of a. 
triple layer of magnetic shields. Fig. 9 compares the present stability to other frequency standards 
including the active hydrogen masers used in JPL's Deep Space Network. 

LOCAL OSCILLATOR REQUIREMENTS 

One of the factors that can degrade the performance of passive atomic frequency standards is frequency 
fluctuations in the local oscillator (L.O.). The limitation due to  this effect continues to the longest 
times, having the same I/& dependence on measuring time r as the inherent performance of the 
standard itself. The cause of this effect is time va.riation of the sensitivity to L.O. fluctuations due 
to the interrogation process. This limitation was evaluated in a recent calculation for sequentially 
interrogated passive standards[lO]. Since our trapped ion standard is of this type, the analysis should 
be directly applicable. 

Additionally, effects inherent in operation of the feedback loop introduce a l/r limitation to standard 



performance which depends on the attack time t ,  of the feedback loop. 

Roughly speaking, the analysis shows that the local oscillator rn~zst have frequency stability a t  least as 
good as that of the standard itself, for a measurilg time equal to the interrogation cycle time 8,. How- 
ever, the effect may be reduced by use of a short dead time t d  and double-pulse interrogation. In that 
case, the instability induced by an L.O. with constant (flat) variance aLO(r) ,  is given approximately 

by [11,131 

This instability will add in quadrature to that inherent in the standard itself. Thus, our trapped 
mercury ion frequency source with a performance of a y ( r )  = 1.7 10-13/,/7, a cycle time of t, = 6.5 
seconds, and dead time of t d  = 3.5 seconds requires an L.O. with performance approximately given 
by ~ ~ ~ ( 6 . 5 )  < 6.513.5 1.7 1 0 - l 3 / m  x 1.24. 10-13. Longer cycle times and higher performance 
would place a more stringent burden on the L.O. 

A crystal quartz L.O. with stability of a y ( r )  x 1.10-l3 from 1 to 100 seconds is available commercially 
and could be combined with the trapped ion standard. Adding the instability given by Eq. 8 for this 
oscillator in quadrature with that for the tra.pped ion source itself predicts a combined stability of 
ay = 2.2.10-'~/&. With a loop attack time oft, = 35 seconds, this performance would be achievable 
for times T > ( t ,  111.7)~ = 425 seconds. 

While operation a t  the highest performance levels may place unattainable requirements on available 
crystal quartz local oscillators, application with a hydrogen maser, or other ultra-high stability source 
such as a high-Q cryogenic oscillator, could enable long term performance beyond 10-15. However, in 
such an application, the hydrogen maser's frequency would not be steered to that of an independently 
operating trapped ion source. The maser's output signal would instead be used itself to interrogate 
the Hg+ transition. Information thus gathered would be used to  compensate for long term variation 
in the maser frequency. 

SOURCES O F  FREQUENCY INSTABILITY 

We have measured the second order Doppler shift induced by the micromotion in the trapping 
fields in two ways-by measuring the ion cloud radius and by measuring the ion frequency as the ion 
number decays. Fig. 8 shows fluorescence from the ions as a masked PMT is swept across the focal 
plane of the imaging/collection system. Spatial variations in backgroulld light has been eliminated by 
subtracting light levels measured with ions in the trap from light levels with no ions present. Assuming 
a cylindrical ion cloud, a ray tracing analysis of the light falling on the PMT aperture shows that a 
1.5 mm radius ion cloud gives a good fit to  the experimental data (see Fig.8). With this ion cloud 
radius, trap operation at 50 kHz transverse secular frequency will yield a second order Doppler shift 
from the trapping field of 6 .  [8]. 

An independent measurement of this frequency shift is shown in Fig. 9. This figure shows the time 
variation of the output frequency of the 40.5 GHz source when servoed to the ls9Hg+ clock transition. 
At the time shown by the arrow the electron pulse which fires at each measurement cycle is stopped. 
From that point on the number of ions in the trap is diminishing as the frequency is continuously 
tracked. Near the end of the run there are very few ions in the trap, though, enough to give a weak 
lock and a determination of the ion resonance frequency in the limit of low ion number where trapping 
field shifts approach ordinary thermal second order Doppler shifts [8]. The approximately 25 mHz 



frequency shift in going from many ions to  few ions is in good agreement with the 6 - 10-13 value 
obtained from the ion cloud radius measurement described above. There was no active ion number 
stabilization used in any of tile measurements described here. 

The fractional sensitivity of the IggNgC clock transition to  magnetic field variations is nearly 1000 
times less than that of hydrogen at the same operating field. For the present measurements the field 
was set a t  5pT (50 mG). At this operating field the unshielded atomic sensitivity is 2.5 . per 
rnG. To reach 5 .  10-l6 frequency stability the current in the Helmholtz field bias coils must be stable 
to  5 - To prevent ambient field disturbances from influencing the ion frequency the trap region 
is surrounded by a triple layer magnetic shield of shielding factor 10,000. 

CONCLUSIONS 

We have demonstrated the increased signal-to-noise and very good stability inherent in a linear ion 
trap based frequency standard. Clock operation with line Q = 3.3. 10" has achieved performance of 
2-3-10-15/fifor T = 10,000 seconds. Line Q's as high as 1.3.10'~ have been measured [8], indicating 
consequent performance for this trap as high as 5 10- '~/f i  for T > 150 seconds. The requirement for 
local oscillator stability required to  achieve this performance is quite stringent. However, controlling 
a hydrogen maser or cryogenic oscillator for long term stability improvements seems straightforward. 
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FIGURE CAPTIONS 

Figure 1 A conventional hyperbolic RF ion tra.p. A node of the RF and DC fields is produced at the 
origin of the coordinate system shown. 

Figure 2 The rf electrodes for a linear ion trap. Ions are trapped along the line of nodes of the rf field 
with reduced susceptibility to second-order Doppler frequency shift. 

Figure 3 Linear Ion Trap Assembly View. The trap is housed in a 3.375" vacuum cube. State selection 
light from the 202Hg discharge lamp enters from the right, is focused onto the central 113 of the 
trap and is collected in the horn. Fluorescence from the trapped ions is collected in a direction 
normal to  the page. 

Figure 4 Schematic of measurement system where the lQ9Hg+ clock frequency is compared to  an H-maser 
frequency. 

Figure 5 lg9Hg+ clock transition as measured with successive oscillatory fields method. This line shape 
results from two 0.4 second microwave pulses separated by a 3.5 second free precession period. 
The central line is about 120 mHz wide. 

Figure 6 Two measurments of the IggHgS clock transition stability for the 120 mHz resonance line of 
Figure 5. Fractional frequency stability is 2 .  10-13/fi for 35 < T < 10,000 sec. 

Figure 7 Comparison of the currently demonstrated IggHg+ stability with other frequency standards used 
in JPL's Frequency Standards Laboratory. 

Figure 8 The ion cloud diameter as determined by sweeping a masked photomultiplier across the focal 
plane of the UV light imaging/collection system. The data displayed is collected light vs. detector 
position. 

Figure 9 A direct measure of 2nd order Doppler shift due to  ion motion in the rf trapping fields. As 
the ion number (and hence ion cloud radius) diminishes the clock frequency increases. A net 
frequency shift of 25 mHz (6 .  10-13) is shown. 
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Figure 1 A conventional hyperbolic RF ion trap. A node of the RF and DC fields is produced at tlie 
origin of the coordinate system shown. 

Figure 2 The  rf electrodes for a linear ion trap. Ions are trapped along the line of nodes of the rf field 
with reduced susceptibility to  second-order Doppler frequency shift. 
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Figure 3 Linear Ion Trap Assembly View. The trap is housed in a 3.375" vacuum cube. State selection 
light from the 2021tg discharge larnp enters from the right, is focused onto the central 113 of the 
trap and is collected in the horn. Fluorescence from the trapped ions is collected in a direction 
normal to the page. 

Figure 4 Schematic of measurement system whcre the lBIIg+ clock frequency is compared to a n  II-mascr 
frequency. 
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Figurc 5 lg911g+ dock transition as rneasured with successive oscillatory fields method. This line shape 
results from two 0.4 second microwave pulses separated by a 3.5 second free precession period. 
The  central line is about 120 mHz wide. 
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IJigure 6 Two rneasurments of tbe lJglIg+ clock transition stability for the 120 mHz resonance line of 
Figure 5. Fractional frequency stability is 2 .  10-l33/J; for 35 < T < 10,000 sec. 



AVERAGING TIME (sec) 

Figure 7 Comparison of the currently demonstrated lS9IIg+ stability with other frequency standards used 
in JPL's Frequency Standards Laboratory. 
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Figure 8 The ion cloud diameter as determined by sweeping a masked photomultiplier across the focal 
plane of the UV light imaging/collection system. The data displayed is collected light vs. detector 
position. 
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Figure 9 A direct measure of 2nd order Doppler shift due to ion motion in the rf trapping fields. As 
the ion number (and hence ion cloud radius) diminishes the clock frequency increases. A net 
frequency shift of 25 mHz (6 10-13) is shown. 



QUESTIONS AND ANSWERS 

Dr, Thomann, Nerechahel Observatory: Row good a candidate would that be for a primary 
standard? 

Dr. Prestage: As we run it  the second order doppler shift is probably the lirnitiag effect. Accuraccy 
of 1 x 10-l3 would be reasonable. 

Dr. Thomann: By sacrificing some signal to noise you could improve the second order doppler 
effect significantly? 

Dr. Prestage: Yes, we could. 



DESIGN AND INDUSTRIAL PRODUCTION OF 
FREQUENCY STANDARDS IN THE USSR 

N.A. Demidov and A.A. Uljanov 
"QUARTZ" Research and Production Association 

Abstract 

Some mpects of research development and production of quantum frequency standards, carried out in 
"QUARTZ" Research and Production Association (RPA), Gorky , USSR, have been investigated for the last 
25-30 years. During this period a number of rubidium and hydrogen frequency standards, based on the 
active maser, have been developed and put into production. %Jirst industrial model of a passive hydrogen 
maser has been designed in the last years. 

Besides frequency standards for a wide application range, RPA "QUARTZ" investigates metrological 
frequency standards -cesium standards with cavity length 1.9 m and hydrogen masers with aflexible storage 
bulb. 

HYDROGEN MASERS 

The first hydrogen maser industrial model CHI-44 was developed in 1968. It was a bulky facility with 
ion pumps and a glass ceramic cavity. This maser frequency stability was better than 5 x 10-l3 per 
day. Thanks to  these early instruments the company has got an experience to work with hydrogen 
masers, it has investigated their behavior, defined the requirements to  maser main units and made 
technological base for their commercial production. Totally 10 units of this type were produced. 

The second hydrogen maser model CHI-70 was designed in 1974. Its metrological and operating 
characteristics were significantly improved: it decreased dimensions and weight, frequency stability 
better than (2 to 3) x 10-l4 per 100 s to l h  measurement intervals. The maser view is shown in 
Fig. 1, and its schematic structure is given in Fig. 2. The design peculiarity is a special 3-section 
ion pump, that separately evacuates the storage bulb, state selector magnet and cavity. A separate 
stora,ge bulb and cavity vacuum system complicate the maser design, but due to this a better vacuum 
in the storage bulb is achieved. Our experience showed that the wall shift stability and residual gas 
level in the storage bulb could be correlated. The ma,ser vacuum system uses all-metal seals. 

Cavity mechanical resistivity to  shocks, vibrations, and stress relaxations significantly influence the 
hydrogen maser parameters. Our investigations allowed us to  solve a number of design and techno- 
logical problems that reduced these factors to 10-15. Particularly, in masers of this type, frequency 
dependence on external pressure was 1 x 10-l5 per 50 mm Hg. 

The cavity frequency drift is the most critical factor in long-term measurements. It was of order 
($1.5 to + 3) x 10-l3 per day for CHI-44 model and had a tendency to continuous decrease with 
time. It proved to  be related to thermodynamic equilibrium achievement in cavity material. The 



drift value in masers with glass ceramic and fused quartz cavities largely depends on oven operating 
temperature and previous cavity thermal processing. The special thermal processing technology for 
the CHI-70 maser cavities, made of SO-115M astroglass cera~zzic, allowed us lo minimize the frequency 
drift down to < 1 x l~- '* per day in the majority of the instruments. 

Storage bulbs are coated by Auoroplastics (teflon). They are more il~serssitive to atomic hydrogen 
and provide a less spectral line shift and a broadening. For this purpose, until 1975 in the USSR 
fluoroplastic suspension F-4(tetrafluoroethylene homopolymer) was used, providing a frequency shift 
of -0.034 Hz for bulbs with 15.7 cm in diameter at temperature f50 OC. As it was found, the wall shift 
and the spectral line Q factor greatly depend on smoothness of polymer surface structure. Further 
progress was noted, when fusible fluoroplastics were offered for bulb coating. The best results were 
received from fluoroplastic F-10, that provided the frequency shift -0.005 Hz and Q x  2.5 x 10~['1. 

CHI-80 frequency standard represents this maser modification; it has improved electronics and is 
produced by "QUARTZ" RPA up to now. The basic instrument characteristics are shown in Fig. 
3. The company has delivered 150 instruments on the whole, and all of them are actually operating, 
thanks to  our maintenance and repair service. 

These instruments are actively used by the National Time and Frequency Service, they proved to  be 
useful in Very Long Baseline Interferometry, etc. Time and frequency references, located in European 
and Asiatic parts of the USSR, are based on these  instrument^[^]. 

Today we have extensive statistical data, confirming maser high long-term frequency stability in auto- 
matic cavity tuning mode-systematic frequency drifts are less than 1 x 10-l3 per 1 year. According 
to Na.tional Scientific and Research Institute for Physical, Technical and Radiotechnical Measurements 
(VNIIFTRI), the measurement data, taken in January-May interval of 1990, the frequency drift of 
four CHI-80 instruments was less than I x 10-l6 per dayi31. 

The instruments of this type, operating in automatic cavity tuning mode wit11 digital system, have 
lifetimes of 3 years and more. In this mode the atomic beam intensity is modulated. When the 
automatic cavity tuning system is switched off, the beam intensity decreases and the instrument 
lifetime is not less 5 years. The main limiting factor of lifetime is the ion pump, and - very seldom- 
the discharge bulb of atomic hydrogen source made of quartz glass. The ion pump lifetime can be 
increased by titanium pump plates replacement. 

The CHI-75 frequency standard is the last model of this family, released in 1986. Its maser, given in  
fig.4, has 480x550~680 mm dimensions and weight 90 kg. 

The sorption pump design with titanium compact chip as a getter allowed the increase of reliability 
and lifetime of the beam-forming system with simultaneous weight, dimension and power consumption 
decreasing. The use of titanium chip excludes maser vacuum system contamination due to getter 
destruction at continuous operation fof long periods. In this case sufficiently large getter particles 
form a fine The sorption pump external view is shown in Fig. 5. The sorption pump coiital~is 
about 1 kg of getter, that provides the instrument lifetime for over 5 years. The pump is equipped 
with the tungsten heater. The chip surface is activated at 800 OC temperature and vacuum better 
than 10-l5 mm Hg. Gases not absorbed by the getter can be pumped out by a small ion pump with 
(1-2) 11s productivity. The similar pump provides vacuum in the microwave cavity. 

The small distance between the selective magnet and the storage bulb makes the task of creation 
an effective selective system more difficult. Quadrupole and hexapole magnet efficiencies were also 
investigated. As a result, we used quadrupole magnet with its length-to-channel diameter ratio 40. 



The magnet had an external diameter of 30 mm, a channel diameter of 1.6 mm, and a length of 15 mm. 
The magnetic induction on the pole tips is 1 T .  The atomic hydrogen source is made of a superpure 
quartz glass. Its sttructirre is giveu in Fig. 6. Vacutirn seals are provided by indium gaskets, l o~a te t l  
directly on the source glass flange and fixed by a nut, made of springy bronze. The multichannel 
collimator is made of a Pyrex glass. Cllantlel diameter is 0.01 mm,  the external diameter is 0.5 1~11x1, 

and the length is 0.8 rnm. The coillpound LalViSK, is used for keeping molecular hydrogen. The 
LaNisN, is characterized by high hydrogen partial pressure (2 to 5 atm) at $(20-50)O 6. 250 grams of 
the compound contains 18 liters of hydrogen a t  normal pressure. I t  is sufficient for maser continuous 
operation for more than 40 000 hours. 

The multizone two-stage oven has the temperature control factor lo4. The instrument temperature 
coefficient of frequency is less than 5 x ~o- '~/OC.  

Magnetic field stabilization in the storage bulb a,rea is provided by a five-layer 81 HMA permalloy 
shield of 0.35 t o  0.5 mm thickness. The shielding dynamic factor of the system with 5 magnetic shields 
is of order 3 x lo4. For the further increasing of a shielding factor a system of "active" magnetic field 
stabilization was where a ferroprobe is used as a sensitive element. With the help of this 
"active" stabilization system the shielding factor over lo5 is achieved. 

Crystal oscillator frequency tuning to  spectral line frequency is accomplished in the automatic fre- 
quency control unit, having an ordinary block-diagram. The large multiplication factor for the first 
multiplier stages and optimal operating modes for all assemblies allowed us to  minimize the common 
phase temperature coefficient of the automatic frequency control unit to  0.01 ns/OC. It permits the 
achievement of maser frequency stability 10-l5 without temperature control of the AFC unit. 

The instrument has a built-in frequency comparator, providing frequency and phase comparison, and 
also manual and automatic cavity tuning when a reference signal with characteristics similar to a, 
maser is used. Current time indication and assembly diagnostics are performed with the help of the 
control unit, containing a reversible frequency counter, a control assembly, and a digital-to-analog 
converter. 

The 5 and 100 MHz output signal frequency stability of CH1-75 is (2 to  3) x 10-l3 per s and lowers 
to  (1  to  2) x 10-l5 per lo3 to  104s measurement interval. With automatic cavity tuning system in 
operation, the frequency stability is equal to  (2 t o  3) x 10-l5 per day. Presently this instrument is in 
serial production. 

PASSIVE HYDROGEN MASER 

From early days of hydrogen standards and up to  now much attention has been paid t o  problems 
of improving hydrogen frequency standard characteristics, concerning their weight and dimensions, 
operation in severe conditions, as these standards can be used in modern global navigational systems 
and in transportable clocks for time scale synchronization with nanosecond accuracy. Due to new 
materials, technical decisions a,nd vacuum facilities hydrogen maser dimensions depend on microwave 
Hall-mode cavity size with height and diameter about 280 mm. 

The major decision for nlinimizing dimensions and weight of a hydrogen frequency standard call be 
found in decreasing microwave cavity size. However, it leads to  lowering its Q-factor, impossibility 
of self-excitation, and as a result the inaser can work only in amplification mode-that is, the quan- 
tum discriminator mode. The idea of spectral line indication by detecting a frequency-modulated 



signal passing through the n~icrowave cavity, promoted the creation of small-sized hydrogen frequency 
standards[6]. In addition to minimizing the instrument size, hydrogen maser passive mode of operation 
irnproves a long-term stability and a lifetime tlue Is atomic beam intensity reduction. 

The quantum hydrogen discriminator uses two types of small-sized cavities with quasi-Koll modes: 
cavities with partial dielectric fillingi71 and the so-called special axial-symmetric (SAS) cavity with 
metal plates around the storage bulb, intended for use in hydrogen 

Metal-dielectric cavities have a rigid construction, capable of resisting extremely high levels of slxock 
and vibration, but the lack of industrial production in USSR, high cost and processing difficulties 
limit the application of industrial instruments. This was the reason to choose a SAS-cavity for the 
industrial instrument, that is more simple in production and where less expensive materials can be 
used. 

The main problem at SAS-cavity development was to  design a rigid construction of metal plates, 
isolated from cavity walls, as was proposed in [8,9]. We tested different methods of metal evaporation, 
paste burning-in on a quartz storage bulb, fine metal strips gluing and so on. But these techniques did 
not give good results. The first two methods showed a low cavity Q-factor of 4 x lo3. The third one 
did not provide sufficient constructioll reliability, due to different thermal coefficient for quartz glass 
and metal. The problem was solved by the developing of the original cavity construction[10], where 
plates were attached to  the cavity face walls by metal non-isolated jumpers. The cavity structure 
is manufactured simultaneously with the cavity base and is characterized by sufficient rigidity, high 
Q-factor and good producibility. 

The offered SAS-cavity design is used in CHI-76 passive hydrogen maser (Fig.7). The cavity is made 
of Dl6 aluminum alloy with silvered walls and has a Q-factor of 12 x lo3 and internal diameter of the 
cylinder of 128 mm and of the plates of 62 mm. This provides amplification over 8 dB. The storage 
bulb, coated by fluoroplastic F-10, has a relatively small volume 0.45 1, in this case spectral line Q- 
factor can reach 1 x 10'. The cavity is surrounded by four magnetic shields. The three internal shields 
are made of permalloy 81HMA of 0.5 mm thickness. They are placed in vacuum, and additionally 
perform the function of heat reflecting screens. 

The fourth magnetic shield is made of 79HM permalloy of 1 mm thickness. It shields completely 
the discriminator and represents a load-carrying structure. The shielding dynamic factor is more 
than 8 x lo4. The atomic hydrogen source located in the fourth magnetic shield, has a ring-shaped 
magnet, providing continuously va.ria,ble ma.gnetic field configuration in interdrift space. This prevents 
a Zeeman sublevel population change. Besides,the magnet improves HF discharge operating mode. 
The quantum hydrogen discrinlinator oven has a stage with two independent control zones. The oven 
heater windings are located at  the external cavity side. Total power dissipated by the ovens is equal 
to 1 W at normal conditions and cavity temperature of 50°C. The quantum hydrogen discrimillator 
is made in the form of tube with 222 mm in diameter, 520 mm in length and 19.5 kg in weight. 

The constructioll of the above-mentioned cavity with relatively thin and long jumpers is not enough 
resistant to  shocks and vibrations. This disadvantage is eliminated in our "magnetron" construction 
of the ~ ~ ~ - c a v i t ~ [ ~ ~ ] .  Here metal plates are fixed to  the lateral surface of the cavity, ma~lufactured 
from a monolithic piece, that provides its high mecha.nica1 rigidity and reliability (Fig. 8). 

The short-term frequency stability of the passive hydrogen frequency standard depends on conversion 
transconductance (figure of merit) of the quantum hydrogen discriminator, and its long-term stability 
is determined by spectra.1 line stability and AFC system accuracy. The limiting factors for long-term 
spectral line stability are the same as for an active maser, and they permit the achievement of high 



metrological characteristics. 

The CHI 56 passive hydrogen s tandad block-diagram ( F i g .  9a) wai: designed on the base of tlie 
block-diagram for one modulation frequency, offered in article [12]. The advantage of this diagram is 
in use of "noise" local oscillator, that eliminates the influence of spurious signal, passing from 20,405 
MHz syntlzesizer to the IF amplifier channel[13]. In the passive hydrogel1 standard a separate crystal 
oscillator with 9OMNz frequency, multiplied up to 1440 MHz, is used as a local oscillator of this type. 

Usually the CHI-76 frequency stability is determined by the expression a = 1 x 1 0 - ' ~ / r ' / ~  at 1 < 
T < lo4 s. Frequency stability is equal to  1 x 10-l4 per day and is limited by transients in electronic 
assemblies. Further improvement of electronic assemblies gives us a hope to reach frequency stability 
for the specified quantum hydrogen discriminator of (3 to 5) x 10-l5 per day. The temperature 
coefficient of frequency is less than 2 x ~o- '~/OC. Frequency shift at magnetic field variation in the 
range of f 2 x T is less than (3 to 5) x 10-14. The CHI-76 frequency standard is characterized 
by a good long-term frequency stability. For measurement intervals of several months the frequency 
drift is (1 to 3) x 10-l6 per day (Fig. 10)[141. 

The CHI-76 frequency standard has a satisfactory mechanical rigidity and maintains high metrological 
characteristics under severe mechanical conditions. It was proved by its tests as transportable clocks. 
The standard dimensions are 280x480~555 mm (height, width, depth), a weight of 53 kg, power 
consumption of 70 W from +27 V power supply (Fig. 9b). 

HYDROGEN MASER WITH FLEXIBLE STORAGE BULB 

The absolute frequency of the hydrogen maser is generally determined by a wall-shift measurement 
accuracy. Nonreproducibility of coating characteristics in the traditional method of wall-shift measure- 
ment gives an accuracy of (1 to  2) x 10-12. The further improvement of the wall shift measurement 
accuracy can be achieved by the design of a hydrogen maser with a flexible storage bulb. Its use 
eliminates basic limitations in accuracy measurement, as the same bulb surface is present during the 
measurements a t  bulb volume change. The use of a flexible storage bulb allows us to control a wall 
shift during its operation. In its turn it permits the increase in long-term frequency stability of a 
hydrogen maser. Many authors attempted to develop a hydrogen maser with a flexible storage bulb, 
but because of great manufacturing problems they failed. 

As a result of our tests we came to  the conclusion, that the construction with the flexible storage 
bulb part outside the microwave cavity is preferable. The optimization of the storage bulb shape and 
size allowed us to achieve the characteristics of the hydrogen maser with a flexible bulb similar to 
CHI-70 standard specifications. The problem of the bulb volume reproduction with high accuracy 
was solved by reinforcing its flexible part with a quartz or alumosilicate glass cloth[15]. The hydrogen 
maser design with a flexible bulb, developed in 1985, is shown in Fig. 11. 

Starting from 1986 continuous measurements are taken. During this period the quantum hydrogen 
maser with a flexible bulb showed a high reliability. The bulb volume was changed more than one 
hundred times and no changes were noticed in the flexible part. The frequency measurement of the 
hydrogen maser with the flexible storage bulb and its volume change gave us the opportunity to 
determine a hydrogen atom nondisturbed transition frequency with high precision. 

The test results are summarized in Table 1. 
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Table 1. 
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The received frequency value fo = 1420405751.7709 + 0.0005 Hz is in good agreement with fo measure- 
ment results, received by bulb replacing method. We hope to improve a wall shift and f measurement 
accuracy to better than 1 x 10-l3 by the further flexible bulb modification, a better bulb volume 
control, a more pure and uniform bulb coating and the test accuracy of order 10-15. 

RUBIDIUM FREQUENCY STANDARDS 

The concept of rubidium standard design was a,dopted in the 1970's and includes two trends: 

rubidium frequency standards, 

r measuring rubidium frequency and time standards. 

The first trend represents the commercial rubidium standards CHI-43(1968), CHI-50(1971), CH1- 
72(1981), CHI-77(1987). The second trend includes the instruments, which are used by metro1ogica;l 
services of industrial plants. The instruments of this type are CH1-48(1971), CHI-69(1976), CHI- 
78(1987). At present time three models of rubidium frequency standards are produced: CH1-78, 
SCHV-74 and RSCH-77 (Fig. 12 ). The instruments have traditional block-diagrams, but the design 
and manufacturing technology of the rubidium quantum discriminator are original and asserted by 
certificates of authorship. It refers to optica.1 pump source design with a cylindrical gas-discharge 
tube, located in an evacuated bulb (Fig. 13 ). 

TlGs design decision provides low power consumption (700-800 mW), and allows placement of the 
quantum elements (absorption cells, filters, pump source) in one temperature-controlled volume. It 
provides low temperature coefficient of frequency for the instruments. 

The tests showed, that the basic aging process of the gas-discharge tube can be explained by surface 
conductance, caused by the influence of ISIF discharge plasma on glass surface when alkali metal 
vapor is used. In its turn it creates a systematic frequency drift due to a light beam shift and 
shortens the lifetime of the gas-discharge tube. To decrease the influencs of these factors, the rubidium 



standard utilizes the reduction mode. When the instrumerlt is turned on, the gas-discharge tube is 
warmed up in a short time up to the temperature (200-250)OC. The conductive f lm,  formed on the 
internal tube surface, is broken and gas-discharge is ignited in the normal way. The reduction mode 
allowed us to increase a gas-discharge tube lifetime and improve the nletrological parameters of the 
rubidium standard. The original manufacturing technology of quantum elements is characterized by 
the absorption element material (rubidium-87 and potassium alloy, filled with argon under 1 rnm 
Rg pressure), by buffer gas pressure calibration technique in an absorption cell according to signal 
frequency offset of atomic resonance (calibration accuracy (3 to 4) x 10-l1 and some other technical 
decisions. All of them provided sufficiently high metrological characteristics of the rubidium standard 
and its stability under hard environmental and mechanical conditions. 

The rubidium standard production is provided by complete special technological equipment, developed 
and manufactured by domestic plants. 

The main specifications of CHI-78 standard are given in Table 2. 

METROLOGICAL CESIUM FREQUENCY STANDARD 

In 1980 RPA "QUARTZ" developed the MC-3 cesium frequency standard for National time and 
frequency state service[l71. 

The cesium atomic beam tube (Fig. 15) consists of Ramsey microwave cavity with drift space length 
194 cm and interaction area length of 1 cm each, transverse field Hc, formed by four bars, a three-layer 
magnetic shield (internal rectangle), two mobile source-detector units (one at each side of the atomic 
beam tube), and two-pole selective magnets. All of them are enclosed in a vacuum system, evacuated 
by two 250 1 ion pumps (vacuum 5 x Pa). 

The beam is of ribbon type, formed by multichannel collimator with transversal dimensions 9x0.5 
mm. The beam optics uses selective magnets with a center slot and valves, placed across the beam 
center. The center beam frequency of Ramsey resonance ca.n reach (48-65) Hz depending on the light 
source and the detector position. The field strength is of the order Hcz  5.25 A/m. The maximum 
field nonuniformity is 0.5%, it is tested by eight Zeeman coils, located along the beam axis. The used 
signal makes up 80% of full current beam on the detector; figure of merit is Fx30. 

The nonexcluded systematic error is of the order 1 x 10-13. The basic investment to this value is made 
by a distributed phase shift in microwave cavity, magnetic field gradients at the atoms flying into and 
out of H-field, and the presence of dissipated microwave power. 

The latter can be found out in the limits 1 x 10-l3 as a function of H-field direction and microwave 
power level. The cesium frequency standard uses the digital system of output signal automatic fre- 
quency control according t o  the cesium transient frequency. Square-pulse nlodulation frequency with 
modulation interval 4 s is used, that is achieved by the synthesizer frequency change. At the moment 
of synthesizer frequency changing the digital voltmeter is disabled and doesn't perform readouts to 
exclude transient process influence on tuning frequency. 

In the control unit the error signal from atomic beam tube output is summed and averaged for 
the specified modulation period number. This signal is used for shaping the frequency correction 
signal of the hydrogen maser synthesizer. The time of error signal averaging and compensating and 
correspondingly the interval between corrections can be changed from 10 s to 1 hour. Figure 16 shows 
the results of MCs-3 standard frequency compa.rison with the group hydrogen keeper specifications 



received by VISIIFTRI. The frequency reproducibility is 5 x 10-Id for the measurement interval up to 
16 hours[16]. 

At present the time intensive research on cesium atomic beam tube m~dificat~ion, providing minimum 
noizexcluded systematic error, is being in process. The main tasks of this modification are the use 
of ring-shaped microwave cavity, the creation of H longitudinal field, elimination of microwave power 
scattering, and minimizing average speed of beam atoms. 



Fig.16, Table 2, 

2. Drift per 1 month 

3. Allan variance per: 

1 s 7 x 10-l2 7 x 10-l2 
10 s 

1 day 

4. Frequency reproducibility 5 x 10-l2 5 x 10-l2 
& relative accuracy 

5. Mean temperature coefficient 8 x lo-13 8 x 10-l3 
of frequency 

6. Measurement accuracy per: 

1 s 1.4 x lo-'' 1.4 x lo-'' 
10 s 1.4 x 10-l2 1.4 x 10-l2 
100 s 1.4 x 10-l2 1.4 x 10-l2 

7. Operating temperature 0...+50 0...+50 
range, O C  

8. Power consumption, VA 
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Fis.12. CHI-78 rubidium frequency standard 

Fig.13. The gas-discharge lamp of optical pumping source for 
rubidium frequency standards: 
1) gas-discharge lamp 2) getting reflector 
3 , 5 )  heater contact 4) vacuum envelope 6) heater 
7) starting electrode 8) Rubidium-87 
9) high frequency electrode. 
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Fig.14. MCs-3 - metrology cesium frequency standard: 
a) block-diagram; 
b) the Cs atomic beam tube schematic design. 

1) beam source and detector 2) state selecting 
magnets 3) magnetic shields 4)  microwave cavity 
5 )  LF-coils 6) graphite 7) vacuum envelope 



Fiy.15. Relative frequency difference between MCs-3 and 
ensemble hydrogen clocks of the National Time and 
Trequency Service. 

Table 2. 



Table 1. 

f=1428485751 
reference, 

material D=15.7 mm 

-0 ,034 20 ,004  . . , 7 7  50 ,005  [ 191,  1977 

-0 ,0337  2 0 , 0 0 1  . . , ? 6 8  58 .002  ; 201, 1370 

-0 .022  ~ 0 , 0 0 1  . . , 7 7  20 ,003  211, 1 9 7 1  

The received frequency va lue  f o  =1420405751 .7709+0 .0005  Hz is 



QUESTIONS AND ANSWERS 

Albert Kirk, J e t  Propulsion Laboratory: The Allan variance data  that  you showed-was 
that taken while the maser was autotuning? 

Dr. Dernidsv: Yes 
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Abstract 

It has been shown previously that the long-term frequency stability of a cesium (Cs) fie- 
quency standard is affected by variations in the standard's internal microwave power 
source [I ,2]. Studies werepe$ormed on a commercial Csfrequency standard for aperiod 
of 20 days, to determine the stability of its microwave power source. The results were then 
analyzed statistically, and the effects of microwave power d@ on the standard 'sfrequenq 
stability were calculated. 

INTRODUCTION 

Studies were performed in our laboratory on cesium (Cs) frequency standards (clocks) made by differ- 
ent manufacturers, to determine the effect of microwave power variations on the output frequency of 
the standard at different settings of the C-field current. Figure 1 is a block diagram of the test set-up. 
The results were reported in [3,4]. In one particular Cs frequency standard, we wanted to determine 
the stability of its own internal microwave power source and the effect of this stability on the frequency 
stability of the standard. 

During the last 20 days of the experiment the zero offset of the microwave power meter was recorded 
manually. These data were then used to correct the actual measured microwave power values by enab- 
ling power meter drift to be eliminated. These results are reported herein. We note that because we 
have many components in series with the clock electronics, we cannot say that the power variations we 
measured are completely attributable to the clock itself. It is likely that the resulting power variations 
are somewhat worse than would be the case for a normal clock configuration. 



MEASUREMENTS 

During the =?O-day measurement period there were three separated data runs lasting approximately 3, 
4, and 10 days. At the beginning of each run the power meter was zeroed. Because we could not zero 
the meter during a run without stopping the program, we periodically increased the microwave attenu- 
ator setting by 60 dB and read the meter's output in microwatts. During the data taking, the power level 
into the meter was on the order of 50 pW Sixty dB below this is thus 50 x 5 0 - ~  pW, which is very much 
less than the smallest nonzero power (0.01 pW) that the system can read. Thus, increasing the attenua- 
tion by 60 dB was equivalent to terminating the meter with a load; indeed, it was probably better, be- 
cause no microwave connections were changed. The measured power offsets are plotted in Figure 2. 

Each of the three data runs consisted of the following steps: 

1. Set the C-field at a low value (6 to 8 mA) and the power at the optimum value (i.e., for maximum 
beam current) of -12.5 dBm. 

2. Measure the beat frequency over some long averaging time T. 

3. Increase the power level by 1 dB to -11.5 dBm. 

4. Measure the beat frequency over T again. 

5. Increase the C-field current by some prescribed amount (typically 1 mA in our data sequence). 

6. Measure the beat frequency over T again. 

7. Change the power back to -12.5 dBm. 

8. Measure the beat frequency over T again. 

9. Increase the current again. 

10. And so on. 

The last C-field current is typically 22 mA. 

Each time either the C-field current or the microwave power is changed, there is a waiting period of 
approximately 5 minutes before data taking begins. This wait ensures that if the clock loop goes out of 
lock, it will have more than adequate time to relock. For the particular clock measured, the maximum 
time to acquire relock is about 2 minutes. It is during these 5-minute waits that the power meter's zero 
offset is read. Figure 2 is a plot of these zero offsets as a function of time. Note that the offsets are all 
either zero or negative. A negative value for the offset means that all powers measured are actually 
larger by the amount of the offset. 

Figure 3 is a plot versus time of the two measured power levels. The corrected power data were fit with 
a second-order function, i.e., ag + alt + a2t2. Figure 4 is a plot versus time of the high and low power- 
level fits, and Figure 5 is a plot, versus time, of the difference between the two fits. Figures 6 and 7 are 
plots of the residuals that are left after the fit curve is subtracted from the corrected power data. 

To determine the contribution of the power measurement equipment, the stability of the actual power 
meter used to obtain the data was measured. Figure 8 is a block diagram of the measurement system. 
Figures 9 and 10 show the results of two long data runs, one for about 10 days and the other for about 16 
days. Each data point is for an averaging time of about 2.8 hr. Note that the standard deviation of each 
data set is much less than the standard deviations in Figures 6 and 7. The data-point separation in time 
for Figures 6 and 7varies, but it is close as 0.14 days (3.36 hr) and this is comparable to that in Figures 9 
and 10. The conclusion is that drifts in the power meter, in its calibrator, and in the power measure- 
ment head contribute negligibly to the measurements plotted in Figures 6 and 7. 



DATA STATISTICS 

Because of the very regular manner in which the data were taken, there mcurred syskmatic time sepa- 
rations in the data of 0.14 and 0.41 days. The data could also be averaged to give results for 0.82 and 2.5 
days. These data were then analyzed statistically. The results are summarized in Table I. Column 1 is 
the timer between measurements. Column 3 is the Allan standard deviation of the power as a function 
of r. Column 2 is the number of data points used to calculate the results in Column 3. Figure 11 is a plot 
of the change in clock output frequency for a 1-dB change in microwave power as a function of the 
C-field setting. The factor 8 x 10-l3 comes from Figure 11 and represents about the worst C-field- 
setting coefficient of frequency change per dB of power change over the Zeeman frequency range 25 to 
51.5 kHz. Column 4 is approximately the maximum Allan standard deviation that would be caused by 
the power changes in column 3. Column 5 has calculated values of 3.55 x 1 0 - ~ ~ / ~ 7 ;  this equation is 
derived from Figure 12, which is a plot of the Allan standard deviation of the Cs clock as measured 
against our HP-50613-004 standard. 

CONCLUSIONS 

One can conclude from the data in Table I, as plotted in Figure 13, that even if the C-field is set far away 
from an optimum setting, the effect of changes in microwave power on the Allan standard frequency 
deviation will be small for periods of less than 2.5 days. Even at 2.5 days, the Allan standard frequency 
deviation that results from beam tube noise is still about twice what would result from microwave pow- 
er changes in this particular standard. Thus, if the Allan standard deviation of the power remained 
about constant, the Allan standard frequency deviation due to beam tube noise and that due to micro- 
wave power variations would be about equal at 10 days. 
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Figure 3. Plot of the Two Measured Power Levels as a Function of Time 
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Figure 5. Plot, as Function of Time, of the Difference of the Two Fits to the Power Data 
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Abstract 

EG&G, Inc. has been selected to provide the Rubidium Abmic Frequency Standards (RAFS) for the 
GPS Block IIR NAVSTAR satellites. These satellites will replenish and upgrade the space segment of the 
Global Positioning System in the mid 1990s. The EG&G GPS RAFS Rb clocks are the latest generation of 
the high-performance rubidium frequency standards described at this conference in 1981, 1983,1985, and 
1987. They ofSer an aging rate in the low pp1014/day range and a drift--corrected I-day stability in the low 
ppl~14 range. The Block IIR version of these devices will have improved peiformance, higher reliability, 
smaller size, and greater radiation hardness. 

The GPS Block IIR atomic clocks have a "natural frequency" conj?guration whereby they output a fre- 
quency of about 13.4 MHz that k a submultiple of the atomic resonance of Rb (or Cs). The RAFS operates 
at a low, jixed C-9eld for increased stability. The unit has been repackaged into a smaller 4.6" x 8.5" x 
5.8" outline, but is somewhat heavier (12 Ibs.) because of additional radiation shielding. Elimination of the 
ground tuning logic and the secondary loop synthesizer (with its ovenized crystal oscillator) has reduced the 
RAFS complexi2y and improved its reliability to 0.80 for the 7.5-year mission. The RAFS power consumption 
k only 13 Wat +20°C in vacuum. 

This paper describes the GPS Block IIR RAFS design, including the changes and improvements made, 
and the test results obtained, since the lust report at this conference in 1987. 

INTRODUCTION 

The GPS Block IIR NAVSTAR satellites will replenish the Rockwell Block I1 satellites currently being 
deployed. General Electric Astro Space Division is the prime USAF contractor for this program, ITT 
A'erospace/Comrnunications Division is the navigation payload subcontractor, and EG&G has been 
selected to  supply the rubidium atomic frequency standards. A major new feature of the Block IIR 
satellites is crosslink ranging that can be used to  exchange clock correction data between satellites 
without ground segment control, thus providing a high degree of autonomy. Information regarding the 
EG&G GPS RFS design and performance has been previously presented at this meeting['? 2$ 3 1  41. 
This paper updates that information with the Block IIR changes and recent test results. 

REQUIREMENTS 

The requirements for the GPS Bloclc IIR Atomic Frequelicy Standards are given in the USAF Space 
Division Technical Requirements Document['] and the ITT A summary of those 



requirements is shown in Table 1. The navigation performa~lce of the GPS system depends critically 
on the stability of the atomic clocl<s on board the NAVSTAR satellites. The rubidium frequency 
standard chosen for the GPS Bloclc IIR applica~ion is llie high performance unit developed at  EGSrC; 
especially for this application. This clocli has the highest stability of any available device, while also 
having the practical size, weight, power, reliability, and life advantages of an RFS. 

The stability requirements for the Block IIR atomic clocks are shown in Table 2, along with the range 
error predicted from the measured frequency stability of the EG&G GPS RFS. This high-performance 
rubidium clock is able t o  meet the stringent 1- and 14-day autonomous timing requirements. 

BLOCK DIAGRAM 

The most important new design feature of the Block IIR RAFS is the "natural frequency" approach 
to integrating the clock and secondary loop synthesizer into a Total Navigation Package. The sa,nle 
synthesis hardware that provides frequency adjustments and selective availability also converts the 
Cs or Rb AFS frequency to  10.23 MHz for the navigation payload. This concept eliminates the 
RFS secondary loop and ground tuning sections, reducing size, weight, power, and complexity, while 
improving performance, radiation hardness, and reliability. 

A block diagram of the RAFS is shown in Figure 1. A voltage controlled crystal oscillator (VCXO) 
provides the output via an amplifier and crystal filter. The VCXO also excites the Rb physics package 
via an rf multiplier chain. A servo amplifier processes the discriminator signal from the physics package 
to lock the VCXO to the Rb resonance. A lamp exciter, C-field source, and temperature controllers 
support the physics package operation. A power supply operates the unit under telemetry control, 
while monitor signals indicate the RAFS status. This arrangement is a simplified "natural frequency'' 
configuration that eliminates the secondary loop synthesizer a.nd ground tuning interface by operating 
the unit a t  fixed, low C-field and outputting an exa,ct submultiple of the Rb atomic frequency. 

PHYSICS PACKAGE 

The GPS Block IIR RAFS physics package design is based on classical rubidium gas cell frequency 
standard principles. This approach gives the highest performance consistent with allowable size. The 
discrete isotopic filter cell gives zero light shift (ZLS) over a range of light intensity and a high S/N 
ratio. This permits operation at a relatively low light level, thus reducing temperature and rf power 
dependencies. The characteristics of the lamp, filter, and absorption cells are described in Reference 
1. The lamp operates in the I<r-Rb mixed mode and is excited with 0.45 W of rf power at 105 MHz. 
The lamp output is free from self-reversal. Lamp life is assured by tight heat sinking, alkali resistant 
glass, high vacuum processing, small envelope surface area, and calorimetric measurement of rubidiun 
fill. 

The filter cell operates in a separate oven whose temperature is adjusted for ZLS. The filter cell buffer 
gas and pressure are chosen to give optimum signal and lowest TC under ZLS conditions. 

The absorption cell buffer gases are chosen for narrow linewidth and low TC. The mix ratio is adjusted 
for a slightly positive TC to partially compensate for the filter cell TC. The nominal fill pressure is 
determined by the 13.40134393 MHz output frequency and is sufficient to reduce the wall relaxation 
rate without excessive buffer gas collisional broadening. The absorption cell length is optimized for 
maximum signal at the chosen light intensity and temperature, the latter being the coolest practical 



for operation at an upper baseplake temperature of +5OoC. 

A cross-sectional view of the GPS Block IIR RAFS physics package is shown in  Figwe "2 The t h e e  
ovens are supported by a fiberglass structure that makes effective use of the vacuum envinollrnent 
for thermal insulation. The low thermal conductivity mounting and leads, and low emissivity ovens, 
reduce heat losses so that the entire physics package requires only 1.8 W of oven power under normal 
operating conditions. 

A lens is used to collimate the lamp output and provide a uniform light distribution. A two-section 
C-field coil configuration is used to provide a uniform magnetic bias field. The absorption cell is 
well-bonded to its oven to  avoid temperature gradients, and sapphire oven windows are used for 
high thermal conductivity. These features help to ensure a llomogeneous absorption line. Precisely 
registered, thin, double-layer foil oven heaters are used to provide a low residual magnetic field. 

The microwave cavity is excited with an E-probe and has slotted end covers that support the de- 
sired TElll mode while allowing light transmission without significant microwave leakage. The SRD 
multiplier is mounted against the cavity and shares its stabilized thermal environment. The physics 
package includes two 0.025 inch Hipernom cylindrical magnetic shields. 

ELECTRONICS 

The RAFS electronic circuits determine, to a large extent, the overall frequency stability that is 
achieved. 

Temperature Controllers: The temperature controllers are dc thermistor bridges and dissipative 
regulators, with static thermal gains of about 2000. The oven demand power is determined by the 1- 
hour warmup requirement. Vacuum conditions not only reduce oven losses, but also raise the thermal 
gains and servo stability margins. 

Lamp Exciter: The lamp exciter is a Clapp rf power oscillator with the Rb lamp located inside the 
series-tuned coil. The lamp network presents a range of loads as a function of lamp mode, and the 
circuit has been characterized under these various conditions to ensure proper operation. Starting 
may require the exciter to  redistribute condensed rubidium inside the lamp by rf inductioil heating. 
Ignition takes place when sufficient voltage exists across the lamp coil. The ru~lning condition is 
stabilized against environmental changes and supply ripple by a current regula,tor circuit. 

Preamplifier: The photodetector preamplifier is a one-stage configuration with dc and ac trans- 
impedances of 100 kQ and 5 IvIQ, respectively. The ac gain is broadly peaked at the fundamental 
modulation frequency. The signal-to-noise ratio (SIN) and stability of the RAFS are determined 
primarily by the strength of the Rb discriminator signal and the level of white frequency noise. The 
latter is predominately due to shot noise at the photodetector. The dominant source of preamplifier 
noise is op amp input voltage noise flowing through the shunt resistance of the photodetector, and, 
because of the low leakage of the EGStG photodiode, this noise contribution is small. SIN data for 
the GPS Block IIR RAFS are as follows: 

DC Photocurrent 100 pA Discriminator Signal 240 pA per 1x10- '~ 
Shot Noise 5.7 p ~ / &  White Freq Noise PSD 5 . 8 ~ 1 0 - ~ ~ ~ z - '  
Preamplifier Noise 0.9 pA/& Predicted Stability 1 . 7 ~ 1 0 - ~ ~ ~ - ~ / ~  
Total Noise 5.8 ~ e a s u r e d  Stability 2 . 8 ~ 1 0 - ~ ~ 1 - - ~ / ~  (inc ref noise) 



Magnetic Bias Supply: The rnagnetic bias supply is an active current source that operates the Rb 
physics package at a low, fixed C-field to minimize its magnetic dependence. The reference voltage 
lor the C-field supply is derived from a precision low-TC, rad-hard Zener diode. Tlre C-field cul~ent  
is boosted during lock acquisition to avoid the possibility of lockup on a Zeeman response. 

RF Chain: The r f  multiplier chair! consists of a 13.40134393 MHz VCXO, a phase modulator, a 
diode tripler, a push-push doubler, and a x85 step recovery diode (SRD) multiplier. The low noise 
of the Rb reference permits a tight lock loop that allows the use of a low-complexity, nonovenized 
crystal oscillator. An ALC loop is used to maintain constant drive to the SRD multiplier. This 
approach gives high stability and spectral purity with minimum complexity. Particular care is taken 
to avoid frequency offsets caused by AM and PM modulation distortion. A pure modulation waveform 
is generated by passive integration of a precision squarewave, and highly linear phase modulation is 
obtained by applying small excursions to  a hyperabrupt varactor diode in an all-pass phase modulator 
configuration. 

A new feature of the Block IIR design is the inclusion of a 1ligh-Q helical resonator rf bandpass 
filter ahead of the SRD multiplier. This greatly improves the spectral purity and helps to avoid 
frequency offsets due t o  spurious components on the microwave spectrum. The SRD multiplier uses 
a low capacitance diode in a shunt mode with an external dc bias resistor that is used to  adjust the 
microwave power level to  the optimum value. 

RF Output Amplifier: The rf output amplifier must not only provide the + l8  dBm, low-distortion 
RAFS output, but must also maintain a phase-continuous output under transient radiation. During 
transient radiation, the active devices of the VCXO and output amplifier are subject to upset. Short- 
term ( < I  psec) flywheeling is provided by the LC output tank. Medium-term (< 100 psec) flywheeling 
is provided by a crystal bandpass filter ahead of the output stage. The output stage recovers before 
the energy in its tank is dissipated. The VCXO crystal resonator itself keeps vibrating during the 
radiation, and the VCXO circuit recovers within the ringing interval of the crystal filter. 

Power Supply: The power supply consists of an input filter, a dc/dc converter, and three linear 
regulators. The dc/dc converter uses a single-ended flyback configuration that provides both dc 
isolation and regulation. The +28 V output is used directly as the heater supply while the +5 and 
f 15 V supplies are further stabilized by precision linear regulators before supplying the logic and 
analog circuits. Under normal operating co~lditions in vacuum, the RAFS circuits consume under 10 
W. The total dc input is 33 W demand during warmup a.nd 13 W steady-state at +20°C baseplate. 

MECHANICAL PACKAGING 

The RAFS outline is shown in Figure 3. The height was reduced by about one inch by eliminating 
the secondary loop and ground tuning circuitry, and particularly by the removal of the large ovenized 
secondary loop crystal oscillator. The length and width were increased slightly because of the addition 
of tantalum covers on the four sides for radiation shielding. The number of mounting feet was increased 
from four to eight, and the command/monitor connector was changed to a snlaller size. 

Packaging Layout: The RAFS packaging is shown in Figure 4. The outer magnetic enclosure and 
the side and top covers have been removed in the right photograph to expose the electronic boards 
and other subassemblies in cavities of the chassis. The primary objectives in this packaging design are 
ruggedness, thermal transfer, access for assembly and inspection, EM1 shielding, radiation shielding, 
and light weight. 



The main chassis provides tlre thermal and structural interface for tlre various assemblies and printed 
circuit boards (PCBs). It is a one-piece, machined aluminl~rn box-like structure with a solid baseplate 
and four vertlcd walls. Tlre walls have integral stiffening ribs/partitionrs that brin co~npartrnerlks on 
tlre outer surfaces. There are ten PCBs mounted in these compartments. The boards are locaked 
around the structure to minimize the length of wiring runs and crosstalk. The partitions between 
tlre compartments stiffen the wall, provide EM1 shielding between the PCBs and provide a mounting 
surface for heat sinks for components with high power dissipation. 

The four walls of the chassis form a central cavity that contains several assemblies. The physics 
package is mounted at the bottom on the baseplate of the structure. The lamp exciter and helical 
resonator assemblies are attached to the physics package before installation into the structure. The 
electrical connections are made with nonmagnetic semi-rigid coaxial cables. The rf output connector 
is located on the structure wall so that it protrudes directly into the output amplifier compartment. 

Filter boxes are mounted at  the power and mo~litor connectors to  eliminate radiation to or from exposed 
leads. EM1 gaskets are used under the connector flanges. All leads pass through feedthrough filter 
capacitors, and the assembly is located near the power supply to  minimize exposed lead length. There 
are also feedthrough filter capacitors in partitions in the chassis where needed for EM1 suppression. 
The electronic compartments have aluminum covers fastened against the chassis with closely spaced 
screws for containment of EM radiation. The four sides and the top also have covers of tantalum 
for nuclear radiation shielding. An outer magnetic enclosure is used to provide additional magnetic 
shielding. 

RADIATION HARDENING 

Radiation hardening is a critical aspect of the GPS Block IIR RAFS requirements, and one that has 
received much attention during the design effort. The RAFS design 11a.s undergone deta.iled radiation 
hardening analysis by GE, with the assistance of EGScG, GE, ITT, and JAYCOR. Critica.1 parts and 
subassemblies have also been subjected to  radiation testing. In particular, the Rb physics package has 
been subjected to  total gamma dose testing, and the VCXO and RF output chain has been subjected 
to transient radiation testing. This analysis and test have shown that the design can meet the stringent 
clock performance requirements under both the natural and manmade radiation environments. 

RELIABILITY 

The predicted MTBF of the overall GPS Block IIR RAFS is 298,000 hours, and 348,000 hours excluding 
those components (such as monitors) that do not contribute to a mission failure. This corresponds to 
reliability values of 0.80 and 0.83, respectively, for a single Rb clock over the 7.5-year mission duration. 
Each satellite is expected to  have one active and one hot-standby rubidium clock, and one cesium 
clock as a cold-standby unit. 

TEST RESULTS 

Two additional GPS RFS prototype units (SINS 3 and 4) were built as p u t  of the GE proposal 
effort. These units have the original mechanical configuration, but incorporate the changes associated 



with the 13.4 MHz "natural frequency" approach. Test data for all the EG&G GPS RFS units show 
excellent performance that exceeds the Block IIR requirements. 

Stability: All of these RFS units have consistently shown drift-corrected Allan variance stabilities 
a t  or below ay(T) = 3 ~ 1 0 - l ~ r - l / ~  + 1.5~10-l4 when measured against the NRJ, hydrogen maser. 
One-day stabilities in the high I C J - ' ~  range are typical. An example of a recent NRL 107-day stability 
run at constant temperature for S / N  4 is shown in Figures 5 and 6. The stability is about 10-I" 
between lo5  and lo6 seconds. The higher level of white FIVI at shorter averaging times is due to the 
measuring system. 

Aging: The GPS RFS units have shown aging 5 ~ 1 0 - ~ * / d a ~ .  The aging is always negative, tends to 
decrease gradually with undisturbed operating time, and is consistently smooth and highly modelable. 

Temperature Stability: The average TCs of SINS 3 and 4 were measured at EG&G to be about 
-0.7x10-~~/OC and +0.4x10-~~/OC, respectively, over a baseplate temperature range from +20°C to 
+45OC. SIN 4 was then re-optimized for operation from +15OC to +20°C, where it displayed an 
average TC of about +0 .6~10-~~/OC.  The steady-state TC is always smooth, hysteresis-free, and 
quite modelable. 

A test was conducted to measure the clock error caused by orbital temperature variations. S/N 4 was 
subjected to  a +15OC to +20°C triangular temperature profile having a 12-hour period. The resulting 
time error was about f 2 nsec, well within the operational requirements. 

Power: The steady-state power versus temperature cha.racteristic of EG&G GPS RFS S/N 4 was 
measured as a function of baseplate temperature from -15OC to $35'O~. The power was 12.6 W at 
+20°C and varied by about -50 mWI0C. 

Retrace: A series of power on/off retrace tests were conducted on SIN 1 at NRL. This 58-day test 
included 4 retrace cycles, with off periods from a.bout 2 to  10 days. This retrace record is unique 
because it is the only such record known for an RFS of such high stability against such a high stability 
reference. The measurement noise is therefore very low, even in relation to the low retrace values. 
The retrace record is also interesting in that the RFS frequency seems to "freeze" during the off 
period (with a slight tendency for the frequency to reverse). This indicates that the dominant aging 
mechanism depends on elevated internal operating temperature. The most likely such mechanism is 
redistribution of rubidium within the lamp. This process would indeed literally "freeze" while the unit 
was off. The overall record shows gradual settling, and seems to  be the same as it would have been 
without the off-periods (if they were simply cut out of the record). 

The retrace behavior of the unit was excellent, ranging from essentially zero (for 2 days off) to  about 
3x10-l3 (for 10 days off). These results a.re consistent with similar retraces conducted on GPS RFS 
SIN 2 as part of a total gamma dose physics package radiation test (see below). This RAFS design 
easily complies with the 5x10-l2 retrace requirement, and the warm-up time required to  achieve this 
retrace is less than the 3 days specified. 

Radiation: A total gamma dose radiation test was conducted on the RAFS physics package. The 
objective of the test, conducted jointly by EG&G Frequency Products and GE Astro Space, was to 
determine the effects of total dose gamma radiation on the frequency, photodetector current, and other 
characteristics of the high-performance Rb physics package. Most of all, the test was run to rule out 
any unexpected effects. Measurements were made before and after doses of 7, 21, and 70 krads(Si) 
of gamma radiation from a Co60 cell. No significant frequency shifts or other changes in performance 
were observed within the limit of about 1x10-l1 set by the drift and retrace effects (primarily due to 



the disassembly and reassembly of the RAFS before and after each irradiation). Since these exposures 
represent x l ,  x3, and x10 of tlre total dose expected from ~ratriral radiation during the 7.5-year life of 
the GPS satellite, during which the RAFS can be expected to have a total frequency shift of about 
1 x 1 0 - ~ ~ ,  this test has confirmed that the effect of the radiation on the Rb physics package is negligible. 

PROGRAM STATUS 

The development phase of the GPS Block IIR RAFS program is nearly con~plete. Critical Design and 
Manufacturing Readiness Reviews have been held, and most data items are complete. A brassboard 
unit of the new design configuration has been built and is undergoing accepta.nce testing. After the 
production go-ahead, Block IIR Rb clock deliveries are scheduled to begin in June 1992. 
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Figure 1. Block Diagram of GPS Block IIR RAFS. 
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PRECISE FREQUENCY CALIBRATION USING 
TELEVISION VIDEO CARRIERS 

Edward E. Burkhardt 
Burkhardt Monitoring Service 

P.O. Box 1411 
Glen Allen, Virginia 23060 

Abstract 

The availability of inexpensive and quick precise frequency calibration methou3 is limited. KLF and 
GPS do oflerprecise calibration. Howeve5 antenna placement, cost of equipment, and calibration time place 
many restrictions on the user. 

The USNO maintained line-10 television Time of Coincidence (TOC) of station WTTG, channel 5, Wash- 
ington, DC requires a frequency stable video carrier. This video carrier, 77.24 MHz, is confrolied by the same 
cesium beam standard controlling the TOC of line-1 0. 

Excellent frequency comparisons against this video carrier have been accomplished at 95 miles (153 km). 
With stable propagation and a three foot wire antenna, a part in 1 o9 can be determined in a few minutes. 

Inexpensive field equipment with a synthesized 1 kHz oflet from the video carrier ofers parts in lo1 l 
calibrations in a few minutes using an osciUoscope as a phase comparator. 

INTRODUCTION 

The accuracy of precise time and time interval (frequency) has increased at  a phenomenal rate over the 
years. Atomic standards and modern means of communications now provide us values not dreamed of 
a few decades ago. The scientific and military worlds are tied together to within a few nanoseconds. 
While those of us involved in the PTTI arena apply precise accuracies to  our everyday work, a large 
segment of the general population that needs PTTI has been left behind. This lag has left thousands 
of daily users where they were thirty years ago at a part in lo7 using WWV on shortwave. Low 
frequency phase tracking, Loran-C, GPS/GLONASS and the like are not easily accessible tools for 
many in the general communications fields. 

METHODS AND LIMITS 

The following means of dissemination, while able to provide PTTI results, have limiting factors t o  the 
general user. The following factors are typical for general communications personnel: 

VLF (3-30 kHz), 10-'I or better, requires expensive receivers and special antennas. Calibration 
time is in hours, full knowledge of diurnal phase changes is necessary. 



L F  (30-308 kHz), 10-11 to 10-13, requires expensive receivers and timing equipment. European 
users can use stabilized bloadcast carriers (90-200 klBz). 

MF (300 kHz-3 MHz), limited to lo-' unless daytirrze groundwave signals are available, low cost 
receivers. While phase stable standard broadcast stations (0.54-1.6 MHz) could be used, none are 
currently in operation (North America). 

HF (3-30 MHz), limited to l o v 7  unless groundwave signals are available, low cost receivers. 

V H F  (30-300 MHz) ,  10-l2 (see below), low cost receivers. 

U H F  (300 MHz-3  GHz) ,  10-12, low to high cost receivers, generally line of sight ra,nge and subject 
to  phase jitter proportional to frequency increase. Satellite signals subject to orbital changes, GPS is 
too expensive. 

S H F  (3-30 GHz) ,  10-12, medium to high cost receivers, generally limited to  line of sight and subject 
to phase jitter proportional to frequency increase. Satellite signals subject to  orbital changes. 

LINE-10 (TELEVISION),  lo-'', medium to high cost receivers, currently available only on WTTG, 
channel 5, Washington, DC. Requires clock comparison of specific line 10 television pulse that occurs 
every 1,001 seconds. Meaningful calibrations require an hour or longer under stable propa,gation 
conditions. 

C O L O R  S U B C A R R I E R ,  10-11, medium cost receivers, now generally unreliable due to network 
routing changes, satellite orbital changes, and the mode of station operation. 

NIST  A U T O M A T E D  C O M P U T E R  T I M E  SERVICE,  to  low cost, but requires 
computer, modem, and severa,l long distance telephone calls. Time period for calibration is 20 minutes 
to 24 hours depending on needs. 

USAGE DEMANDS 

While timing demands to a millisecond can be met by many of the above discussed methods, by far the 
greatest need of the general communications worker is frequency calibration. The workhorses of the 
communications industry a,re the digital counter and digital synthesizer (service monitor). Affordable 
test equipment capable of parts in lo8 or better are generally found in use. The demand of setting 
operating frequency to a few parts in 10' has become commonplace in industry. Unfortunately, field 
verification of test equipment time bases can not be accomplished in an easy and affordable manner. 
These general users are in need of a low cost, propagation stable, and quick and easy to  use precise 
frequency source. 

PRECISE TELEVISION VIDEO CARRIERS 

At the present time USNO operates a phase stable video carrier on station WTTG, channel 5, Wash- 
ington, DC. This station's 100 kW transmitter can be used up to 150 miles (240 km) with a short wire 
antenna as a reliable precise frequency source at its operating frequency of 77.24 MHz. With the addi- 
tion of other select television stations throughout the United States operating precise controlled video 
carriers, large percentages of the general population can be supplied with the needed precise frequency 
calibration source. Precise operation by a single station in each of the top 10 television markets of: 



New Uork City, Los Angeles, Clricago, Philadelphia, §an Francisco, Boston, Detroit, Dallas-Ft. FVorth, 
Washington, DC, and Houston will provide service to better than one-third the country's population. 
The  addition of markets 11-20: Cleveland, Atlarrta, Minneapolrs-St. Parrl, hliarni, Seattle Tacoma, 
Pittsburgh, Tampa-St. Petershurg, St. Louis, Denver, and Phoenix will include better than 45 percent 
of the general popralation. 

CONSIDERATIONS AND OBSERV-ATIONS 

The selection of the lower numbered television channels (2-6) operating 55.25 through 83.26 MHz 
is preferred due to their longer signal range and better propagation phase stability, just to name a 
few factors. Identification that the system is opera.ting precisely can be accomplished by a carrier 
phase change lasting a few seconds occurring every five minutes. Such an identification phase change 
would not affect the received picture if this phase change transition is on the order of 50 ms. Such 
identification phase changes may be accomplished with reactance phase changes in the transmitter far 
isolated from the prima,ry frequency source. Video carriers controlled by in-house cesium or rubidium 
standards can be directly compared by normal methods such as VLF and GPS. 

The WTTG phase stable carrier has been observed for a number of years at a location 95 miles away. 
A high stability quartz frequency standard is continuously phase compared against WWVB operating 
at 60 kHz. This quartz oscillator drives a synthesizer with an output 1 kHz removed from the WTTG 
video carrier (77.239 vs. 77.24 MHz). A communications receiver supplies the detected 1 kHz beat 
note to  a dual trace oscilloscope. The second oscilloscope input also has a 1 kHz input derived from a 
divided output of the quartz oscillator. Frequency differences between the WTTG carrier and the local 
quartz oscillator are noted as drift displays on the dual trace oscilloscope. At WTTG's frequency of 
77.24 MHz a 1 x lo-' difference results in a cycle beat once per 12.94 seconds. Careful expanded-scale 
oscilloscope observations provide parts in 10" in 10 minutes. Short-term propagation phase changes 
are easily recognized and can be ignored. The video ca.rrier can also be conlpared using the zero beat 
method, but accuracy errors become a factor during signal level fades and propagation phase cl~anges. 

Low cost VHF receivers and easily constructed video carrier offset phase lock loop generators operating 
from the user's time bases can make this precise frequency calibration method ideal for those within 
range of any television station operating with a precise video carrier. 



Geodetic Positioning of the Aerospace Electronics 
Research Lab sborne Time Dansfer Receiver 

S NAVSTAR Block I Satellites 

Anthony S. Liu 
Aerospace Corp. 

El Segundo, California 

Aerospace has routinely processed the Osborne Time Transfer Receiver (TTR) data 
for the purpose of monitoring the performance of ground and GPS atomic clocks in 
near real-time with on-line residual displays and characterizing clock stability with 
Allan Variance calculations. Recently, Aerospace added the ability to estimate the 
TTR's location by differentially correcting the TTR's location in the WGS84 reference 
system. We exercised this new feature on a set of TTR clock phase data and obtained 
sub-meter accurate station location estimates of the TTR at the Aerospace Electronic 
Research Lab (ERL). 

BACKGROUND 

The Osborne Time Transfer Receiver's (TTR) primary function is to provide a means to monitor a 
local laboratory frequency standard by comparing this standard to GPS system time using the GPS 
Navstar satellites. In order to  accomplish this task, it is necessary to set up initially, the local receiver 
coordinates into the receiver's memory. This initialization is assisted by using the built-in positioning 
capabilities of the receiver whereby real-time location estimates are obtained during user specified 
tracks. The TTR is a single channel Clear Acquisition (CA) receiver, thus the real time estimates of 
location are obtained sequentially in time from each satellite. This operation is in contrast to position 
receivers designed to receive signals from four or more satellites simultaneously using the Precise (P) 
Code, which is an order of magnitude more accurate than the CA code. The lack of simultaneity of the 
measurements further degrades the position estimates from the TTR. Therefore the initially entered 
station coordinates are only first estimates and subject to  error. 

These deficiencies are unessential to the receiver's operation as a time transfer device, and consequently 
the TTR has been most useful and helpful in quickly detecting atomic clock anomalies not only in the 
laboratory standard, but also, satellite atomic clocks themselves. This latter ability is due to the high 
precision and stability of the laboratory clock. 

The initially entered receiver locations were obtained by observing the TTR's solution on a daily basis 
for several days. Since no consistent daily solution could be obtained, the locations were finally selected 
and entered by a trial and error method. The receiver's initial position errors are clearly manifested 
in the clock phase difference measurements as pronounced systematic diurnal signatures in some the 
satellites, (Satellites ID PRN 9 and PRN 3) as seen in figure 1. The long non-diurnal systematic effects 



observed for each satellite seen in this figure is the effect of clock steering (confirmed by independent 
data from USNO) performed by the GPS control segment. The clock steering is necessary t o  keep 
GPS system time to within a microsecond of USNO time. 

The prograin which was used to  monitor atomic clock performance and characterize clock stability 
by computing the Allan Variance was modified with additional code for an iterative least squares 
procedure. The initial estimate is refined by inputting the time difference measurements from the 
receiver as data into this least squares program and thus derive a better estimate for the station coor- 
dinates. Since the original station entries are referenced to the WGS84 geodetic coordinates as given 
by the TTR, and the broadcasted ephemerides are also based on the WGS84 system, the resulting 
least squares corrections will be referenced to the WGS84 coordinates. 

ANALYSIS 

We note that the Ar ,  the range difference (i.e.time difference measurement error times the speed of 
light) is merely the negative sum of the projections of the South, East and height components of the 
station error into the line of sight from the station to the satellite. A derivation of this is given in the 
Appendix section. 

AT = - cos AZ cos el( South error) - sin AZ cos el( East error) - sin el( Height error) (1) 

where (el) and (AZ) are the observe elevation and azimuth angles. Azimuth is defined as measured 
from North round by East. or: 

Ar  = - cos AZ cos el(RAq5) - sin AZ cos el(R cos q5AX) - sin el(Ah) (2) 

where Ah, Aq5 and AX are the respective height correction above a reference geoid, and corrections 
in latitude and longitude of the TTR. The system of normal equations necessary for a least squares 
solution is given by equation (3), where the left hand side contains the data, and the right hand side 
consists of the station's South, East and height errors to be determined from the data. Each row 
of the matrix of normal equations IlAll is formed from the coefficients of equation (2). A vector of 
measurements, lad, is formed from the data set, Ar. The solution proceeds in an iterative two step 
procedure. The data are first fitted to a polynomial up to sixth degree in time to remove the clock 
phase wander and other systematic effects. The remaining difference, Ar,  is used in a standard least 
squares solution for the station off-sets in the South, East, and height directions, as follows: 

(South error) 

= [IIAII'IIAII] / I A I I ' / A ~  
(Height error) 

(3) 

As many as 15 iterations are necessary to converge the final solution. Each iteration includes a 
reestimation of the polynomial to separate out the clock wander and steering effects from the station 
location estimation. 



DATA DESCRIPTIObay AND RESULTS 

h span of clocl< phase d~ffelerice data  hetween 2/8/90 to 4/19/90 from t i l e  CrL'R5 .cvac, selecti?d foi 
the receiver. coordinate adjustment. Thi5 data also contained the elevation and azimuth angles as  
computed by the TTR5, which are needed in  equation (2). The iterative least squares correction for 
the coordinates is obtain by cornplrtlng the welghteci correction from each NAVSTAR. At the end of 
each iteration, the sum of the average data residual (standa~d deviation or s.d.) from each NATSISTAR 
is computed, and the iteration ceases when this sum reaches a minimum. The result and solution from 
this procedure are summarized in Table 1. 

As seen in this table, the final post-fit data s.d. from each NAVSTAR are substantially reduced from 
the initial pre-fit data s .d. The columns labelled "corrections" are the final corrections determined 
from data from each NAVSTAR, and show considerable scatter from NAVSTAR to NAVSTAR (e.g. 
-11.726 meters of West error for NAVSTAR 9). The individual s.d. for each NAVSTAR for each coor- 
dinate component are listed under the column labelled "sig". The final solution for the South, East, 
height correction components and the associated composite s.d from all the NAVSTARs are listed 
under the columns labelled "weighted mean" and "composite sigma7' respectively. The corrections are 
7.366m South, 5.612m West and 16.12m low. 

These formal s.d. need to  be multiplied by a factor of about 6 to 7 corresponding to  the postfit average 
data residual as described by the data s.d. The covariance implicit in equation (3) assumes a data 
sigma of one meter, whereas it is more appropriate to use the actual data sigma of about 7 meters. 
Consequently, the more realistic uncertainties are 0.60 meters, 0.39 meters and 0.36 meters in the 
respective coordinates. Finally, when the linear corrections are converted to arc second measure, the 
corrections are 0.2382" South in latitude and 0.2187" West in longitude. 

When these corrections are used in equation (2) to compensate the data for station error, a marked 
improvement is seen when Figure 2 is compared to Figure 1. The most noticeable effect is the reduc- 
tion in the diurnal phase errors for NAVSTAR PRN 9 and 3 as well as moderate error reduction for 
the other NAVSTAR PRNs. 

For further confirmation of the validity of these results, we performed a "blind test" verification by 
using the corrective factors derived from data between 2/8/90 to  4/19/90 into a data span not used 
in the solution. We selected a earlier set between 10/3/89 to 11/12/89. The result of this test is 
shown in Figures 3 and 4. Figure 3 shows the errors when the station correction is left out. As can be 
seen, sizable errors for PRNs9 and 3 are there and of the same magnitude as seen in Figure 1, where 
the station corrections are a,lso left out. In Figure 4, where the corrections are applied, significant 
reductions in the diurnal errors especially for PRNs 9 and 3 are achieved. As an additional note, the 
data selected were time differenced measurements between the Aerospace laboratory standard and 
each of the NAVSTAR clocks. Hence, as can been seen in Figures 3,and 4, the individual satellite 
clock behavior is exhibited. A summary of each of the clock's frequency labeled as FRQ and aging 
labeled as DFQ between each satellite and the laboratory is shown in the upper right hand corner of 
the figure. The units for frequency difference between laboratory standard and satellite clock are in 
picoseconds/second and the aging factor are in nanoseconds/days2. 



SUMMARY AND CONCLUSION 

A few meters of TTR location input error will result in noticeable effects in the data. Significant im- 
provements resulted when station corrections of 0.2382" South in latitude, 0.2187" West in longitude 
and -16.12 meters in receiver height are applied. The results here show that  the T T R  with CA coded 
data provides s u f i c i e ~ ~ t  precision for the receiver to act as a WGS84 position locator with sub-meter 
accuracy as well as a time-transfer device. 

APPENDIX 

For the purpose of differentially correcting the station coordinates, we formulate the rectangular station 
components for a spherically shaped earth, 

where R, h, q5 and X are the respective radius, height above a reference geoid, geocentric latitude and 
longitude of the TTR. 
We define a set of unit vectors i, 2, 8 as: 

L x = c o s ~ c o s X  Ax=-s inX Dx=-cosXsinq5 
Ly=cosq5sinX Ay=cosX Dy=-sinXsinq5 
L, = sin q5 A, = 0 D, = cos q5 

so that errors in the rectangular components are related to errors in the spherical components through 
the matrix equation as: 

In order to obtain the errors AXh, AYh, and AZh in a local horizon tangent plane, with the normal 
to the plane in the locd zenith direction, we need to rotate AX,  AY, A Z  by a rotation matrix: 

Substituting AX,  AY, A Z  from equation (2) into (3), we obtain: 

AXh -Dx -Dy -D, Lx A, Dz ( Ayh ) = ( Ax Ay (4) 
AZh Lx Ly L, 

which reduces simply to: 



The topocentric rectangular measurement error vector, Ap", with components, Au, Av, Aw, is the 
negative of the station error vector AI?, (assuming no errors for the NAVSTARs' position). 

A triad of unit vectors in the topocentric system is defined for the observed elevation ( e l )  and azimuth 
( A Z )  angles as follows: 

Lxh = - cos el cos AZ Axh = sin AZ Dxh = cos AZ sin el 
Lyh = cos el sin AZ Ayh = cos AZ Dyh = - sin AZ sin el 
LZh = sin el Azh = 0 DZh = cos el 

so that: 

 AX^ Dsh A r  

( ) = ( Ayh Dyh ) ( r coselAAZ ) 
Aw r Ael 

(7) 
Lzh Azh Dzh 

The inverse is then: 

A r  

r Ael Aw 
(8) 

Dxh Dyh Dzh 

Noting the relationship between A$ and AZ in equation (6), and substituting (5) into (8) we get for 
first component, the range expression, Ar  as: 

A r  = - cos AZ cos el(RAq5) - sin AZ cos el(R cos 4AX) - sin el(Ah) (9) 

AT = - cos AZ cos el( South error) - sin AZ cos el( East error) - sin el( Height error) (10) 



AEROSPACE ELEGTROTVIC LAB TTR 
LEAST SQUARES STATION ADJUSTMENT 

(meters) 

ITERATIVE SOLUTIONS FOR EACH NAVSTAR PRN 

stnd deviation 
pre-fit post-fit 

residual residual 
PRN 

6 6.809 6.415 
9 9.298 7.350 
11 7.146 6.557 
12 6.044 5.888 
13 4.640 3.691 
3 7.690 6.570 

final South 
correction 

correctio~l sig 
-2.776 1.115 
-0.215 0.116 
-6.023 0.430 
1.054 0.203 

-2.125 0.331 
1.857 0.179 

final East 
correction 

correction sig 
- 1.013 0.971 
-11.726 0.801 

5.883 0.410 
-2.926 0.209 
-0.064 0.081 
0.234 0.081 

final Height 
correction 

correcton sig 
1.667 0.568 

-0.624 0.083 
1.002 0.150 

-0.768 0.108 
1.285 0.206 

-0.661 0.102 

WEIGHTED SOLUTION 

South Correction East Correction Height Correction 
weighted composite weighted composite weighted cornposite 

mean sig mean sig mea,n sig 
-7.366 0.600 -5.612 0.387 -16.122 0.360 

AEROSPACE ELECTRONIC LAB T T R  
STATION LOCATION 

Latitude Longitude Height 
Old value: +33deg 54111in 54.5778sec 241deg 37nlin 13.5410sec 25.00 meters 

Correction: -0.2382sec -0.2187sec -16.12 meters 
New value: +33deg 54min 54.3396sec 241deg 37min 13.3223sec 8.78 meters 

TABLE 1. 
Summary of solutions and estimates of TTR5 
station location in WGS84 reference system 



Figure 1. Clock phase residuals between ground cesium and GPS system time 
via each NAVSTAR PRN. Same systematic effect for satellite is due to  GPS time 
steering. Diurnal "scatter" is due to station location error. 

Figure 2. Clock phase residuals between ground cesium and GPS system time 
via each,NAVSTAR PRN. Diurnal "scatter" considerably reduced from Figure 1. 
Reduction is due to corrected station location. , 



,l-.,X-.-r-i-- ;.- 7' - 

F R Q  15 .34  D F Q  . 6 0 I  

P R t 1 9  FRQ 1 0 . 7 2  O F Q  1.914 

. . . . . . . . .  - ............ 

. . . . . . . . . . . . . . . . . .  - ... .....-. .- 

l ( l , h l -  - 

. . . . . . .  -. ..... - -~ .- .... - 
. . . .  - ...-.- -. . - ........ 

. . . . . . . . . . . . .  . .  - . - . .  - -- - - ..- 

.. ... .. , , \ ,  ,, - - -- -- - 

-- - - - -. -- - 

1. I ~ T E  DP I U  J I IAY or ~ r n n  7 7 6  11.111 4 7 0 0 2  
'Iln#r.int a l a s .  l f t s t t ~  h l J l l  l i l l l l l  

Figure 3. Clock phase residuals between ground cesium and each NAVSTAR 
PRN. The individual satellite clock variations are apparent. The table on the up- 
per right corner of figure lists the frequency offset (FRQ) in units of picosec/sec. 
and ageing (DFQ) in units of nanosec/days2. Diurnal "scatter" is due to  station 
location error. 
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Figure 4. Clock phase residuals between ground cesium and each NAVSTAR 
PRN. The table on the upper right corner of figure lists the frequency offset (FRQ) 
in units of pjcosec/sec. and ageing (DFQ) in units of nanosec/days2. Diurnal "scat- 
ter" considerably reduced by using same station locations values as used in Figure 
2. and listed in Table 1. 
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ABSTRACT 

Communi cat ions Research Laboratory (CRL) has developed a GPS codeless 
receiver called "GTR-2" for measuring total electron content (TEC) along 
the line of sight to the GPS satellite by using the cross correlation 
aupl itude of the received P-code signals carried by Ll(1575.42MHz) and L2 
(1227.6MHz). This equipment has the performance of uncertainty in the 
measurement of TEC of about 2 x lox6 electrons/m2 when a 10 dBi gain 
antenna was used. 
To increase the measurement performance, CRL is planning an upper version 
of GTR-2 called GTR-3 which uses the phase information of the continuous 
signals obtained by making a cross correlation or multiplication of the 
received L1 and L2 P-code signals. 
BY using the difference of these measured phase values, we can estimate 
the ionospheric delay with the ambiguities of the periods of LltL2 and L l  
-L2 signals. As the periods of these signals are about 3 ns and 0.3 ns 
respectively, then this method has the possibi 1 ity of TEC measurement 
with the uncertainty of 1 or 2 times of lox5 electrons/m2 of TEC. 
Additional ly to the precise measurement of TEC, this method has the 
abi 1 ity of the precise neasurement of the pseudo-range between the GPS 
sate1 1 i te and the receiver for the precise positioning. 

1 . INTRODUCTION 
Several kinds of GPS codeless receiving systems for the precise relative positioning 

are developed and they use the dual frequency signals transmitted from GPS for 
the calibrationor correctionof the i onos~he r i cp ropaga t ionde lay .  To make this 
correction of ionospheric delay, they must make the measurements of the pseudo-range 
for L1 and 12 signals individually. 
CRL has developed a TEC measurement system using the amplitude of cross correlation 
of the received L1 and L2 P-code signalsc5'. This method is very sinple, but its 
precision is principally based on the duration of P-code signal, so it is difficult 
to obtain sub-ns level of ionospheric delay correction. To realize nore precise 
ionospheric delay correction, CRL is planning to build a ionospheric TEC measurement 
equipment by using the method described in this paper. 

2. IONOSPHERIC GROUP DELAY AND PHASE DELAY 

in the meaning of first order approximat ion, the ionospheric group delay At,t,,(f,) 
and phase delay At,i,,(f,) caused on the electro-magnetic waves which transverse the 



ionosphere are expressed by the f o l  l o w i n g  equations ( 1 )  and (2) respectively, 

Where N, is ionospheric total electron content for the line of site to the satellite 
in electrons/m2, and f, is the carrier frequency of signal in Hz. Namely the group 
delay and the phase delay hav same magnitude, but the group delay has a positive 
value while the phase delay has a negative value. 
Ne for the vertical path changes from about 1 x lo1' to 1 x 1016 Celectrons/m21 at 
the day time of solar maximum and at the night time of solar minimum, and it changes 
complicatedly from time to time. Therefore we can say that the ionospheric delay is 
one of the largest error sources for the precise positioning and the time transfer 
by using space techniques. 

3 . IONOSPHERIC TOTAL ELECTRON CONTENT MEASURENENT USING GPS SATELLITE 
3.1 Convent inal reasurerent rethods 

As the ionospheric delay depends on the carrier frequency mentioned in the previous 
section, so the conventional calibration or correction methods used in the precise 
relative positioning by GPS satellite are using the relative delay time between the 
L1 and L2 signals. To get the relative delay tine, especially in the case of the 
GPS codeless receivers, one makes the reconstruction of the clock signal of P-code 
and/or carrier signal of L1 and L2 signal individually. Namely one must have the 
pseudo-range measurement circuits for L1 and L2 signals individually. In addition, 
in the case of carrier reconstruction method, the measurement precision is very high 
but the ambiguity resolution is difficult because the wave length of the carrier 
signal is very short. 
One of the other methods by using the GPS signals for the TEC measurement is the GTR 
-2 nethod which is developed at CRL and BIPM. It uses the cross-correlation or 
multiplication amplitude of L1 and L2 P-code signals. As the measurement precision 
of GTR-2 method is proposed to duration of the P-code clock signal and inversely 
proposed to the square root of signal-to-noise ratio (S/N), one must use a high gain 
antenna to improve the precision. 

3.2 Principle of GTR-3 

As the L1 and L2 P-code signals transmitted from the GPS satellite have a same code 
pattern for each GPS satellite and all of the carrier frequencies and the code clock 
frequencies are synthesized from same onboard frequency reference, then we can 
express the L1 and L2 P-code signals by the following equations when they are trans- 
mitted from the satellite; 

where P(t) is a binary pseudo-random-noise sequence which has an amplitude of t i ,  
and fL1 and f ~ z  are the carrier frequencies of Ll and L2 signals. 
The received P-code signals referred to receiver clock are denoted by the 
fol lowing equations (4) and (4'), and figure I shows the schematic description of 
then. 



where 

T1 = 1/F1 - 0.357ns, 
TZ = 1/Fz - 2.875ns, 
F1 = f ~ l + f ~ z  = 10.23MHz x 274 = Fo x 137, 
Fz = f ~ x - f ~ z  = 10.23MHz x 34 = Fo x 17, 
Fo = 20.46MHz :maxinun common frequency for F1 and F2, 
To = l/Fo - 48.88ns, 
Nl9N2,nl,n2 ;positive integer numbers (ambiguities), 
0 I nl < 137, and 0 S n2 < 17. 

Fr on (9), (9' ) , we can est imate TEC and psudo-range, 

with the ambiguities of nl, n2, N1, N2. 

Generally, the ambiguity resolution is difficult because durations of Ll+L2 signal 
and L1-L2 signal are very short, but in the case of GTR-3, we can use the rough 
estimation of TEC obtained by the GTR-2 method and also use the frequency relation 
between F1 and F2, the naximum common frequency of them is 20.46 MHz, so we can 
solve the ambiguities easily. 

3.3 EST I MAT ION OF NEASUREMENT PRECIS ION AND EXAMPLE OF RECEIVER DESIGN 

Table 1 shows the estimated precisions of TEC and pseudo-range measurement using 
GTR-3 method. The received powers of the L1 and L2 P-code signals are assumed the 
minimum values of the GPS specifications. And an o,mni-directional antenna which 
has a gain of + 3  dBi is assumed for the receiving antenna. In this case, the 
estimated measurement precisions are expected to be about 1.2 x 1015 for TEC and 2.5 
cm for pseudo-range measurement respectively. These values of precision are not 
including the stabilities of the satellite reference clock and the receiver clock. 
Figure 4 shows the block diagram based of the CTR-3 method. It has a very simple 
construction and similar to the GTR-2, but to keep the phase information of the 
received signals, all of the local signals for frequency conversion in the receiver 
are synchronized to the receiver reference clock. The received L1 and L2 signals 
are frequency converted to the IF signals and made a multiplication by using an 
analogue multiplier. The output signal of the multiplier have the continuous 
signals corresponding to the L1+L2 signal and the L1-L2 signal described in previous 
section. As they have about + 9kHz for the L1+L2 signal and f lkHz for the L1-L2 
signal of doppler frequency shift due to the satellite motion, then they are finally 
frequency converted to the signals which have the center frequencies of 10 kHz to be 
read by the analogue-to-digital converters which have the clock rate of 40kHz. The 
obtained digital signals are signal-processed by micro-computer to calculate the 
phases or the zero-crossing timing. 
The receiving system based on this concept is now under development at CRL, and 



where, 

Atg(f ~ n )  = Ats+~/~+Attr~p+Atgi vn(fLn) : pseudo-delay for modulation term, 
Atp(f ~ n )  = A t s + ~ / ~ + A t t r o p + A t p i v n ( f L n )  :pseudo-delay for carrier term, 
At, :time diference between satellite clock and receiver reference clock, 
Attrvp : tropospheric propagat ion delay, 
for n=l and 2. 

By naking the multiplication of ypl and YPZ using a multiplier which is illustrated 
in figure 2, we get continuous signals or de-spread signals at the output port of 
the mult ipl ier. Equation (5) denotes the formula expression of this mu1 tip1 icat ion 
of yp l  and yp2, and figure 3 shows the spectrum diagram of the received L1 and L2 P- 
code signals and the result of their multiplication. 

where 

The A(t) in the equation (5) is expressed by equation (6) C 6 1 .  

A(t = B(At,l-At,2)+(compornents of P-code clock) 
+(un de-spread part) (6 

The first term represents the dc compornent which is proporsed to the relative delay 
between the L1 and L2 P-codes due to the ionosphere, the second term denotes the 
P-code clock and its higher order compornents, and the third term denotes the 
compornent which can not be de-spread. 
From equation (5) and (61, we can obtain the continuous signals at the outputs of 
the band-pass filters in the figure 2 and they are expressed by 

The phase tesrms in equation (7) and (7') are discr ibed as the followings; 

Finally we get the epocks of the zero-crossing point of zl(t) and zz(t), t p  and t z ,  
and they are denoted b y  



being made t h e  preliminary receiving tests, and t h e  results w i l l  be shown i n  the 
o ther  occasion. 

In this paper the principle of the method for precise TEC measurement by using the 
signal phase informations of continuous signal of LltL2 and L1-L2 obtained by making 
multiplication of received L1 and L2 P-code signal from GPS satellite. As the hard- 
wear construction is very simple and it also has the possibility of cm level of the 
pseudo-range measurement, then it is expected to be used not only for the precise 
TEC measurement but also for the precise relative positioning receiver. And the 
ambiguity resolutionin the measurement of TEC and pseudo-range will be nade compara- 
tively easily by using rough estimation of TEC obtained by the GTR-2 method and 
also the frequency relationbetween LltL2 and L1-L2 frequencies. 

References 

Ell Ladd J. W. et a1 ,"The macrometer Dual-B and Interferometr ic Surveyor", Proc. of 
1st International Symposiun on Precise Positioning with the Global Positioning 
System, 1985. 

C21 MaCdoran P. F. et a1,"Codeless Systems for Precise Position with the "NAVSTAR- 
GPS", Proc. of 1st International Symposium on Precise Positioning with the 
Global Positioning System, 1985. 

C31 Stansell T. A. et a1,"The First Wild-Magnavox GPS Satellite Surveying Equipement: 
WM-101", Proc. of 1st International Symposiun on Precise Positioning with the 
Global Positioning System, 1985. 

C41 Sugimoto Y. et a1,"Developnent of GPS Positioning System PRESTER", Proc. 1988 
Conference on Precision Electromagnetic Measurements, 1988. 

C51 Imae M. et a1,"A Dual Frequency GPS Receiver Measuring Ionospheric Effects 
without Code Demodulation and Its Application to Time Comparisons", Proc. of 
20th PTTI, 1988. 

C61 Spi lker J ,  J,"Digital Conmunication by Satellite", Print ice-ha1 1 ,  1977. 



0 G P S  s a t e l l i t e  
~ p r  (t)=P(t>~~s(Z~f~lt) ~pa(t)=P(t)c~~(ZXf~at) 

Atpton(f~1) f f o r  group delay 
Atpion(f~1) for f o r  phase delay 

yPl(t)=P(t-At gl)cos(2 

L Receiving reference 
sys t e l  c l o c k  

F i g u r e  1. Scherat ic expression o f  psudo-range. 



Received Signals BPF 
Cowt inuous 
signal 

Cont inuous 
signal 

Figure 2. Principle of reasurerent method. 

F i g u r e  3 .  Scherat i c  specrtur diagrar of received s i g n a l s  and resul t s  
of  t h e i r  ~ u l t i p l i c a t i o n .  



reference 
clock 

Figure 4. Block diagram of receiving system which is under developaent at CRL. 



Table  1 .  Esti~ation of perforranee o f  TEC and  suds-range ~ e a s u r e ~ e n l s ,  



APPLICATION OF HIGH STABILITY 
OSCILLATORS 

T O  RADIO SCIENCE EXPERIMENTS USING 
DEEP SPACE PROBES 

E. R. Kursinski 
Jet Propulsion Laboratory 

California Institute of Technology 
Pasadena, California 91 109 

Abstract 

The mkrowave telecommunication links between the earth and deep space probes have long been used 
to conduct radio science experiments which take advantage of the phme coherency and stabikty of these 
links. These experiments measure changes in the phase delay of the signal. to infer electrical, magnetic and 
gravitational properties of the solar system environment and beyond through which the spacecraft and radio 
signak pass. The precision oscillators, from which the phme of the microwave signah are derived, play a key 
role in the stability of these links and therefore the sensitivity of these measurements. These experiments have 
become a driving force behind recent and fiture improvements in the Deep Space Network and spacecraft 
oscillators and frequency and time distribution systems. 

Three such experiments which are key to these improvements are briefly discussed here and the rela- 
tionship between their sensitivity and the signalphase stability is &scribed. Thearst is the remote sensing of 
planetary atmospheres by occultation in which the radio signalpasses through the atmosphere and is refracted 
causing the signalpathlength to chunge from which the pressure and the temperature of the atmosphere can 
be derived. The second experiment is &termination of the opacity of planetary rings by passage of the radio 
signal through the rings. Because the signal is coherent, the diflaction effects can be removed resulting in 
resolutions of 10's to 100's of meters in the radialdirection &pending on a number of factors including the co- 
herence time of the microwave signal. The third experiment is the search for very low frequency gravitational 
radiation. The fractional frequency variation of the signal is comparable to the spatial strain amplitude the 
system is capable of detecting. A summary of past results and fufure possibilities for these experiments are 
presented. 

INTRODUCTION 

Microwave telecommunication links betweell the earth and deep space probes have beell used since the 
beginning of space travel for comnluilication and navigation. The phase stability required for these 
functions provided the opportui~ity for radio science experiments measuring cha.nges in the signal 
phase and group delay to infer electrical, magnetic and gravitational properties of the so1a.r system 
and beyond. The sensitivity of these mea~surements is ultimately limited by the precision oscilla.tors 
from which the phase of the microwave signal is derived. These experiments have become a driving 



force behind recent and future improvemellts in the reference oscillators and frequency distributioil 
systems in NASA's Deep Space Networl< (DSN) and planetary space probes. The purpose of this 
paper is provide some irisigllt irrto the source ol these and future requirenlents. 

Three experiments have been chosen for this discussion which collectively push spacecraft and ground 
oscillator performance. The first is the remote sensing of planetary atmospheres by occultatioa tech- 
nique where the radio signal passes through a planet's atmosphere and is refracted causing the optical 
path length of the signal to change from which the pressure and temperature of the atmosphere can 
be estimated. The second experiment is the determination of the microwave opacity of planetary 
rings through the changes in the signal amplitude and phase induced during the signal's passage 
through the rings. The third experiment is the search for very low frequency gravitational radiation. 
The fractional frequency variation of the signal is comparable to  the spatial strain amplitude of the 
gravitational waves which the system is capable of detecting. 

The instrument consists of the combined radio systems of the spacecraft and ground tracking stations 
and is operated in one of two configurations. The first is referred to  as the "one-way" or noncoherent 
doppler (or bi-static radar) mode where independent reference oscillators are used at the earth and 
the spacecraft. In the "two-way" or coherent doppler mode, only an earth-based reference oscillator 
is used. A coherent signal is transmitted from the earth, received at the spacecraft by a transponder 
and then retransmitted to  the earth. Upon reception at the earth, the signal's frequency is essentially 
differenced with an estimate of the original transmitted frequency derived from the same reference 
oscillator. The two-way mode provides the more sensitive measure of signal phase owing to the 
stability of the hydrogen masers at each DSN tracking complex. However, for the two-way mode to 
function properly, the transponder must acquire and maintain phase lock on the uplink signal which 
is difficult when rapid signal dynamics exist making the one-way mode preferable for occultation 
measurements. This mode places tight requirements on the phase stability of the oscillator on-board 
the spacecraft. 

ATMOSPHERIC OCCULTATIONS 

The atmospheric occultation technique was first conceived in the early 1960's and first used to suc- 
cessfully characterize a planetary atmosphere with Mariner IV at  Mars [1,2]. It has characterized 
the pressure and temperature of the atmospheres of all the major bodies in the solar system with the 
exception of Pluto. This technique is an optics experiment where the atmosphere acts as a lense whose 
properties are infirred from the perturbations induced in the light pa.ssing through it. As viewed from 
the earth, the spacecraft passes behind the planetary atmosphere and the refraction generated increase 
in the signal's optical path length is measured via the signal phase (see Figures 1 and 2). 

Given the atmospherically induced phase shift versus time, as well as an accurate knowledge of the 
trajectory and gravity field of the planet, the recovery of the atmospheric pressure and temperature 
proceeds as follows [3]: 

1. The asymptotic paths of the signal into and out of the atmosphere are computed based on the 
bending angle required to generate the measured atmospheric frequency shift. 

2. The bending as a function of altitude is transformed into refractivity vs altitude via an Abel 
transform. 



3. The number density profile is recovered from the refractivity profile using the fact that the mea- 
sured refractivity is proportional to the refractivity per molecule times the number of rnoleci~les 
along the sigrra19s path, 

4. The pressure is determined by integrating the weight in the column of atmosphere above each 
altitude and setting the pressure such that it supports this weight (condition for hydrostatic 
equilibrium). 

5. The temperature profile is computed from the equation of state (ideal gas law in the simplest 
case) using the number density and pressure profiles derived in steps 3 and 4. 

Steps 3 and 4 require some knowledge of the average atmospheric constituents which is provided by 
other instrumentation on the spacecraft and the earth. From these steps it is clear that errors in phase 
map sequentially into errors in bending angle, refractivity, number density, pressure and temperature. 
A direct analytical solution of this error propagation does not exist although the author is presently 
pursuing this task. Simulations have generally been used instead to  estimate the effects of the oscillator 
noise. 

The minimum detectable bending angle provides an indication of the sensitivity of the technique. For 
small bending angles, the doppler shift due to bending is a.pproximately: 

where Fo is the nominal microwave frequency, O is the bending angle in radians, v is the component 
of the spacecraft velocity in the plane of the sky and c is the velocity of light in a vacuum. The 
minimum detectable bending angle occurs when this doppler shift exceeds the uncertainty in the 
signal frequency. Given a 10-l2 oscillator and a 10 kmjsec plane of the sky velocity (typical numbers 
for Voyager), bending angles as small as 30 microradians can be detected. 

In high altitudes, the technique is limited by the presense of sufficient material to  cause measurable 
bending and phase shift. In the Voyager case, a typical upper altitude limit is 0.1 to 1 millibar 
with temperature uncertainties estimated to be around 10 Kelvin. Figure 3 contains the vertical 
temperature vs pressure profiles for the inbou~ld and outbound occultations of Uranus [4]. One 
noteworthy exception to this upper limit was the occultation of Triton, the large moon of Neptune, 
in which the sensitivity was pushed another order of magnitude by least squares fitting the entire 
measured phase profile to  the phase shift due to an isothermal atmosphere. The recovered surface 
pressure and isothermal temperature of Triton were 16 f 3 microbars and 48 Kelvin k5 respectively 
dominated by the uncertainty in the oscillator phase over the ten second occultation [ 5 ] .  

In lower altitudes the trajectory often limits the maximum bending angle where the deepest penetration 
into the atmosphere occurs. For the Pioneer Venus orbiter, the maximum depth is limited to 40 km 
above the surface where the bending a.ngle exceeds a critical refraction angle below which the say does 
not reemerge from the atmosphere. Absorption by atmospheric constituents such as ammonia can 
also limit the penetration depth. Maximum pressure levels of a few bars were typically achieved by 
Voyager. 

To first order the pressure and number density (and therefore refractivity) of an atmosphere increase 
exponentially with decreasing altitude and the dependence is exactly exponential in a region where the 
temperature is constant (isothermal). This dependence is characterized by a scale height, the change 
in altitude over which the parameter of interest cha.nges by a factor of e,  the base of the natural 



logarithm. Tlze sensitivity of the measurements to the oscillator phase uncertainty primarily depends 
on the rebactivity scale height of the atmosphere and the geometry of the occultation. In order to 
rnake a. useful n~easurelnent, the exponential increase Irr refractivity allclttherefoi.~ signal phase delay 
as the ray descends througlz the atmosphere must grow faster than the increase in uncertainty irz the 
estimated oscillalor phase. A relevant figure of merit is the stability of the oscillator over the time 
required for the raypath to descend a scale height in the atmosphere. In the upper atmosphere, this 
time typically railges from one to 10 seconds. Deeper in the atmosphere, as the bending increases, 
the vertical descent of the ray slows significantly. However, the phase delay through this region of the 
atmosphere is large relative to  the oscillator uncertainty and the greatest errors are typically in the 
upper tenuous regions of the atmosphere as indicated in Figure 3. 

Another relevant vertical dimension is the radius of the first Fresnel zone of the occulted ray. This is 
used as an estimate of the diffraction limited cross section of the geometric ray and sets the vertical 
resolution of the recovered profiles. In reality, the diffraction can be modeled to  some degree and finer 
vertical structure can be inferred. This sets the maximum signal detection integration time which is 
typically on the order of 0.1 seconds. Generally both oscillator stability and SNR are limiting factors 
on this time scale. 

The occultation length is also important because it represents the total span over which the signal's 
phase must be estimated. Shorter, faster occultations are desirable simply because the oscillator phase 
has less time to wander. Occultatio~l lengths have ranged from 10 seconds for Triton to a few thousand 
seconds for the large outer planets. 

To gain further insight, it is useful to consider the effect of the oscillator phase uncertainty on the 
altitude at which a certa,in temperature accuracy can be achieved. The phase uncertainty due to the 
oscillator must be some small fraction of the phase shift caused by the atmosphere. For each factor 
of e of improvement in the oscillator's stability, the altitude at which the same phase ratio would be 
achieved would increase by a scale height. In comparison with the 1 x 10-l2 class Voyager oscillator, 
use of the currently available 1 x 10-l3 crystal oscillators [6] would result in an altitude increase of 2.3 
(= ln(10)) scale heights assuming a common occultation geometry and spectral shape for the noise. 
This assumptioll of similar spectral sha.pe is valid because both oscillator types exhibit flicker frequency 
noise over the relevant time scales [6]. Given a Voyager-like range of pressure sensitivity from tenths of 
millbars to a few bars (N 9 scale heights), this stability would increase the sensitivity to low pressures 
by an order of magnitude and the total ra.nge of altitudes covered by ~ 2 5 % .  For a tenuous atmosphere 
like Mars the increase in altitude range covered would be even more dramatic. Given a 10 km scale 
height and the expected altitude sensitivity range of 60 km with the 10-13 Mars Observer oscillator 
(Dave Hinson personal communication), a Voyager class oscillator would have reduced this to 37 km 
indicating the improved performance will result in a 60% increase in the altitudes covered. 

Using these same assumptions of common geometry and spectral sha.pe, a similar argument call be 
made concerning the pressure and temperature uncertainty at any altitude. Assuming that the 5 step 
process of atmospheric temperature recovery can be represented by an equivalent linear filter, which 
appears to  be the case based on prelimina.ry results by the author, the pressure and temperature 
uncertainty as a function of altitude will be identical except for the constant scale factor between the 
noise levels of the two oscilla.tors. Therefore, an improvement of an order of magnitude in the Allan 
deviation of an oscillator would result in an improvement by this same factor in the accuracy of the 
recovered pressure and temperature accuracy at all altitudes. 



RING OCCULT.4E'lONS 

Radio occultations of the ring systems of Jupiter, Satuln, Uranus and Nepturie were performed with 
Voyager of which the Saturnian and Uranian rings provided positive, detailed results. The rings 
act as huge diffraction gratings whose complex microwave opaciti~s as well as particle densities and 
size distributions are cl~aracterized by the occ~lltation measurements. The opacity measurements are 
complex in that they provide information on both slgnal amplitude and phase changes caused by the 
ring material. 

This instrument has a large dynamic range due to the signal to  noise ratio (SNR) at the receiver 
which places limits on sensitivity range and accuracy of the detected opacity profiles [7]. In order to 
avoid degrading this performance, the signal a.nd receiver local oscillator phase noise spectral densities 
due to  the reference oscillators from which they are generated must be kept below the thermal noise 
associated with the SNR where possible. The range of Fourier frequencies of interest for Voyager was 
typically within f 3 kHz of the carrier frequency covering the angular extent of signal reception by the 
main lobe of the spacecraft antenna pattern [8]. 

Concerning diffraction limitations, the uncorrected radial resolution of a radio opacity profile is coarser 
by factors of hundreds than an optical stellar occultation measurement made with a common viewing 
geometry due to the relatively long microwave wavelengths. However, the occulted radio signal is 
coherent allowing the diffraction to be dramatically reduced resulting in resolutions comparable to  the 
optical measurements. Figure 4 shows a near-classic exa,mple of a diffraction pattern observed in a 
ring occultation profile near a sharp edge. Figure 5 provides an excellent example of the effectiveness 
of the diffraction removal process for Saturn's F-ring. This process has been thoroughly analyzed in 
[7] and most of what follows is a summary of those results. 

This process can be thought of as a.n inverse transform where the actual opacity of the rings is recovered 
from the diffraction limited measurements of the opa.city. As in the case of a Fourier transform, the 
finite transform length of the data segment limits the resolution, spatial resolution in this case, of 
the inversion. A number of factors such as trajectory knowledge and finite antenna pattern footprint 
on the ring plane can limit the ultimately achievable ra.dia1 resolution. The achievable resolution is 
approximately 

AR, 2 2F2/W ( 2 )  

where AR, is the radial resolution, F is the Fresnel "scale" and W is the spatial length of the data 
segment to be inverted. F is radius of the first Fresnel zone in the ring plane divided by square root 
of 2 and is the characteristic length of a spatial cycle of the diffraction oscillations apparent in the 
uncorrected occultation results such as those in Figures 4 and 5. 

In order for this inversion process to  reduce the effects of diffra.ction, the phase of the unperturbed 
signal must be known to a fraction of a cycle across the data segment to be inverted. As in the case of 
an atmospheric occultation, this phase is not precisely known and must be estimated during periods 
where the direct signal is not visible through the rings. The actual signal phase will gradually wander 
away from the estimate and at some point the criterion of phase knowledge to a fraction of a cycle 
can not be maintained. The radial resolution at this point is the resolution ultimately available using 
this oscillator, essentially by limiting the data segment length in the inversion process. 

Having said this, it is importa,nt to note that the Saturn a.nd Uranus ring systems are very different 



in terms of the radial extent of their individual rings. Saturn has the only ring system in the solar 
system with microwave opacities over large radial segments such that the direct signal is not be visible 
for 10's to 100's of secortds during an occultatiorm. In contrast, the Uraniart rings are relatively narrow 
in radial extent separated by large gaps of free space. Typical values range from 2 to 10 km for rings 
other tliair the epsilon ring which had a 75 km radial width measured by the egress occultation [g]. 
These occultations last from a fraction of a second up to a few seconds requiring only that the signal 
phase be coherent over these relatively short periods. 

To provide insight to  the relationship between stability and radial resolution, consider the following 
approximate analysis. An approximate expression relating the coherent integration time, T, and the 
Allan variance of a reference frequency standard is given by [lo] 

where a i (T)  is the Allan variance and wo is the link frequency in radians per second. The equivalent 
data segment length corresponds to the radial distance which the raypath moves in the ring plane 
over this time. Once this width is known, equation 2 can be used to  estimate the achievable radial 
resolution. Figure 6 contains a chart of Allan deviation vs integration time, on which four curves 
are drawn, the Allan deviation performance curves of three oscillators and a line representing phase 
coherence vs integration time for X-band. The radial resolution axis under the integration time axis 
has been converted from coherence time to effective data segment length and then radial resolution 
for the Voyager-1 Saturn F-ring occultation geometry. The radial resolution at  the intersection of 
an oscillator performance curve with the coherence curve indicates the oscillator limited resolutioll 
providing a simple method for comparing the relative merits of different standards for this application. 

A more precise analysis of the effects of oscillator pha.se noise must consider each noise type (white 
frequency, flicker frequency etc.) explicitly and must ta.ke into account whatever detrending of the 
phase wander is done in the diffraction removal process. Because it is allalyticdly tractable, the effect 
of a white frequency noise process on the diffraction removal inversion has been characterized using 
the phase structure function 171. The resulting phase limited resolution is: 

where b = w $ ~ ; ~ / 2 p ~ ,  wo = 27~ fo, o i ( l )  is the one second Allan variance, is the effective physical 
width of the data segment to  be inverted, and po is the radial velocity in the ring plane. Figure 7 is 
a plot of equation 4 for different ring occultation geometries at Saturn and Uranus and indicates how 
the finite oscillator stability degrades the potential radial resolution. The dashed lines in the figure 
indicate where data processing requirements become prohibitive. The approximate result in Figure G 
provides results within 50% of the white frequency noise estimates in [?I. 

GRAVITATIONAL WAVE SEARCH 

The experiments attempting to detect signatures of very low frequency gravitational radiation in the 
spacecraft Doppler records place the tightest performance goals on the ground based frequency stan- 
dards. Theory predicts the presence of distinctive three pulse signatures in the received frequency of 



the spacecraft signal produced by the gravitational radiation propagating through the solar system 
[11]. The instrument is configured in the two-way doppler mode to take advantage of the phase sta- 
bility of the hydrogel1 maser frequency sta~~clards residing at each DSN tracking coir~plex. It functions 
essentially as one arm of an interferometer stretclled across the solar system. Tltle earth based tracking 
system at one end is both the transmitting and receiving node of the interferometer and the spacecraft 
at the other end acts as a reflector. The difference between the frequencies of the transmitted and 
received signals is generated at the tracking station providing a data set in which to search for 3-pulse 
signatures. 

The instrument's sensitivity is ultimately limited by the stability of the frequency standard over the 
signal integration time as well as the round trip light time (RTLT) of the signal's passage to and from 
the spacecraft. The characteristic stability of the hydrogen masers causes the most sensitive region of 
the instrument to  run from approximately 0.0001 to 0.01 Hz where the high frequency limit is set by 
the thermal noise of the earth-spacecraft microwave link and the lowest detectable frequency by the 
response function to gravitational radiation (approximately 3/RTLT) [12]. These limits are both tied 
to the RTLT. A more distant spacecraft such as Pioneer 10 with a 12.25 hour RTLT will have a very 
low frequency cutoff but also a relatively small high frequency cutoff due to a low SNR. 

In terms of detection of gravitational radiation bursts, the Allan deviation of the detrended received 
signal frequency residuals provides a useful figure of merit indicating the burst strain amplitude sen- 
sitivity of the instrument. For sinusoidal sources, the normalized frequency power spectral density 
provides a relevant figure of merit. A key sensitivity factor is the resolution of the frequency spectrum 
which can be microhertz or less for data sets acquired continuously over weeks improving the sensitiv- 
ity to periodic sources over bursts by a factor of 10 or more. The span of continuous data acquisition 
is typically limited to  a few weeks when spacecraft are near solar opposition because the signal phase 
scintillations due to the interplanetary plasma are minimal [13]. 

The present system utilizes S-band signals to and from the spacecraft at 2.1 and 2.3 GHz respectively. 
Measurements made in this configuration in December of 1988 with Pioneer 10 indicate an instrument 
sensitivity of 2.8 x 10-l3 for bursts and a 90% probability of detection for periodic sources of 4 x loM1* 
presumably limited by variations in the solar wind [12]. Future measuremellts will be conducted 
with higher frequency links to  reduce plasma effects. The first measurements will be made using an 
X-band uplink and downlink (7.1 and 8.4 GHz respectively) system with the Galileo spacecraft in 
May of 1991. These X-band frequencies should reduce the plasma effects by more than an order of 
magnitude relative to  the S-band system. This first test occurs only 6 months after Galileo's first 
flyby of the earth. While the relatively short RTLT of this geometry will severely limit the low Fourier 
frequency sensitivity of the instrument, the SNR will be very high maximizing the high frequency 
sensitivity. The total contribution of the transmitting and receiving equipment of the DSN in this 
X-band configuration should be no more than 5 x 10-l5 for time scales of 1000 to  3600 seconds with the 
hydrogen masers contributing no more than 2 x 10-l5 [14]. It is also important to realize that stable 
distribution of the reference frequency over a kilometer or more from a maser to  the antenna is not 
trivial and has led to a resea,rch and implementation effort utilizing near-zero temperature coefficient 
fiber optic cable [15]. 

A proposal has been written to conduct a I<a-band uplink and downlink experiment (34 and 32 GHz 
respectively) near the end of the century using the Cassini spacecraft while en route to Saturn. These 
higher frequencies would reduce the interp1aneta.r~ plasma instabilities at X-band by another order 
of magnitude. The potential instrument stability has been estimated as approximately 1 x 10-l5 at 
1000 seconds [I61 with the hydrogen maser performance'contribution estimated to be 4 x 10-l6 based 



on assumed improvements in spin rate selectiolx aild magnetic screening as well as phase locking the 
maser to a trapped ion frequency standard. 

OSCILLATOR REQUIREMENTS 

These three experiments have been discussed together lo provide a sense of the wide range of scales 
the spacecraft and DSN oscillators must cover. For the two occultation experiments, the spacecraft 
oscillator must provide stability over time scales covering approximately 7 orders of magnitude from 
&3 kHz on either side of the carrier frequency to  durations of more than 1000 seconds. The frequency 
standards at the DSN tracking complexes must provide stable references over this range as well as still 
longer spans covering the round trip pa,ssa.ge of the signals across the solar system. These time scales 
are summarized in Figure 8. 

FLIGHT OSCILLATORS 

The goal for the performance of flight oscillators is really open-ended, the more stable the oscillator, 
the better the measuremellts will be. In reality, one must take into account present oscillator technol- 
ogy capabilities in specifying oscillator performance for these experiments. The choice of spacecraft 
oscillators is very constrained by size, weight, power, reliability and cost consideratiolls which, when 
combined with the time scales of interest, have thus fa.r made high performance crystal oscillators the 
references of choice. 

In looking to the future, it is interesting to note that with the completion of the Voyager grand tour all 
planets except Pluto have been visited by spacecraft. Therefore one can expect that most planetary 
spacecraft will remain at  a planet to provide a more in depth characterization of the planet. Orbiting 
spacecraft must have lower velocities relative to the planets under observation than the Voyagers in 
order to remain in orbit, implying that future outer planet atmospheric and ring occultations will 
generally be slower and therefore more sensitive to oscillator phase instability. The Galileo orbiter 
which will begin orbiting Jupiter in December of 1995 provides an excellellt example. The oscillator 
on board is a spare Voyager oscillator with 10-l2 performance causing only the first Jovian occultatioll 
to rival the Voyager accuracies because the subsequent occultations will be longer and slower. 

The Cassini orbiter will characterize the atmospheres of Saturn and Titan and the rings with occul- 
tation measurements while in orbit around Saturn. To improve upon the Voyager results, the desire 
for more accurate atmosphere and ring measurements will of course lead to placing a more stable 
oscillator on-board. It does appear that this need will be met simply because the Cassini oscillator 
will presumably have at least the performance of the Mars Observer oscillator. In addition, a stable 
oscillator will also be placed on the Huygens' probe to provide a stable radio link frequency to mea- 
sure the velocity of descent of the probe into the Titan atmosphere to characterize winds in the Titan 
atmosphere. 

There are some applications for still longer time scales which haven't been discussed here. Recovery of 
a planet's gravity field can be accomplished with one-way doppler measurements if the flight oscillator 
is sufficiently stable. This can be desirable in situations where gravity field and occultatioll measure- 
ments are simultalleous creating a co~lflict between the desire for the one way versus two way doppler 
configuration. A related application is the proposed Solar Probe mission which would pass within 



a few solar radii of the sun over a 14 hour period making a series of gravity related measurements. 
The proposed configlrration would utilize a Aiglrt hydrogen maser to provide the necessary stability. 
This could also provide an application for a flight trapped ion standard whose performance could 
conceivably rival that of the maser over this time scale. 

GROUND OSCILLATORS 

In creating the ground oscillator requirements, it is important to realize that the ground based oscil- 
lators can be expected to  provide better overall performance than the flight oscillators because they 
are not limited by the same constraints imposed on the spacecraft equipment. In addition, because 
of long flight times to the outer pla.nets (such as the seven year trip for Cassini to reach Saturn), 
ground oscillators can potentially take advantage of more current technology not available when the 
flight instrumentation was designed and implemented. Therefore the goal of the noise power of ground 
oscillators in the DSN has been set at 10 dB below that of the downlink signal which is limited by 
a combination of the flight oscillator, the downlink SNR and any uncalibrated propagation effects. 
This was achieved for the Voyager Neptune encounter due to  the relatively low received signal SNR 
and the 10-l2 performance of the 15 year old Voyager oscillator. For Mars Observer (MO), however, 
the exceptional performance of the flight oscillator will be comparable to that of the hydrogen maser 
(possibly even exceeding it) for time scales near 1 second making it difficult to  achieve this 10 dB goal 
as indicated in Figures 9 and 10. 

TROPOSPHERE 

In discussing these requirements it is important to  consider other noise sources which can mask the 
stability of the frequency standards. One particular source worthy of mention here is the phase 
instability caused by the passa.ge of signals through the earth's troposphere. A simple model of 
the troposphere indicates a level of instability that, without calibration, will significantly exceed the 
hydrogen maser stability over time scales less than about a day [17]. A particular case of relevance is 
the previously mentioned Ka-band gravitational wave search sensitivity estimate which assumes 95% 
calibration of the troposphere. Present crystal oscillator performance is also becoming comparable 
to  these phase instabilities and will require partial calibration of the earth's troposphere to take full 
advantage of the oscillator's performance. An interesting application of a very stable flight oscillator 
has been proposed where the troposphere effects can be removed using simultaneous one and two-way 
up and downlinks when the flight oscillator stability exceeds the instabilities due to the troposphere 
[18]. This technique could potentially be applied to d l  three experiments described here although 
maintaining the two-way links during the occultations might pose significant technical difficulties. The 
DSN is presently studying the possibility of deep space tracking sta.tions in orbit around the ea.rth 
which would potentially elinlinate the troposphere from the signal path but would introduce gravity 
induced orbital perturbations into the signal phase data. 

CONCLUSION 

In conclusion, I hope that this has provided some insight into these scientific applications and how they 
utilize phase stability. With the tremendous success of the Voya,ger radio science experiments which 



have proven themselves as powerful tools for characterizion of planetary systems and the tantalizing 
prospect of gravitational radiation detection, these experiments should continue to be a part of future 
planetary space probes and their symbioirtic relationship with the developers of frecluency standards 
should also continue to  provide a unique set of applications for future frequency standard research and 
development. 
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to Earth 

Figure 1: Atmosphere occultation geometry 
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Figure 2: Atmosphere induced phase shift 



TEMPERATURE, K 

Figure 3: Vertical temperature vs pressure profile for Uranus recovered from 
radio occultation measurements (Figure from [4]) 

Relative distance (km) 

Figure 4: Diffraction effects in radio occultation data caused by the edge of Satur-n's 
Encke gap. Smooth curve shows theoretical diffraction from abrupt edge 
fitted to irregular curve of measured signal intensity. (Figure from [19]) 
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Figure 5: Effect of diffraction removal on observed opacity of Saturn's 
F-ring (Figure from [20]) 
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Figure 6: Limitation of Saturn F-Ring radial resolution at X-band due to 
oscillator stability 



Figure 7: Con~parison of the limitation of oscillator phase instability on the radial 
resolution of recovered ring opacity profiles for the cases of Voyager 1 at Saturn and 
Voyager 2 at Uranus assuming white frequency noise with oy(l)=4x10-12. At Saturn, 
the phase instability limiting resolution is about 200 m. At Uranus, this limit is about 
30 and 45 rn at occultation entry and exit of the epsilon ring. The difference is due to 
the different occultation geometries for the two planets. (Figure from [7])  
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Abstract 

A zero-crossing detector (ZCD) has been built and tested with a new circuit design which gives reduced 
time jifter compared to previous designs. With the new design, time jitter is reduced for the$rst time to a value 
(4.2 x seconds for a I Hz input signal and a I second measuring time) which approaches that due to 
noise in the input ampliJjting stage. Additionally, with fiber-optic transmission of the output signal, crosstalk 
between units has been eliminated. Incorporation of commercially available double-balanced mixers allowed 
two z 100 MHz signak difSering by 1 Hz to be compared, giving an AUan Deviation of 1.1 7 x 10-15 at 
a I second measuring time. The measured values are in good agreement with circuit noise calculations 
and approximately ten times lower than that for ZCD's presently installed in the JPL test facility. Crosstalk 
between adjacent units was reduced even more than the jifter. Where the old unitsshowed crosstalk of > lo-" 
seconds between units, no crosstalk could be detected between the new ZCD's, even when operating from the 
same power supply. 

BACKGROUND 
limitation on the present capability to characterize frequency sources with ultra-high stability 
is the performance of the zero crossing detector (ZCD) which is used to measure the frequency 
difference between two such standards.['$ 31 The ZCD functions to transform a E 1 Hz sine- 

wave beat frequency between the sources into a square wave or train of pulses that can be characterized 
by a conventional counter. While the capability of the presently available system was sufficient to 
characterize sources until now, new standa.rds are now available with much higher stability at short 
measuring times. These new standards cannot be characterized using the present performance of the 
ZCD. 

Present ZCD's show a time jitter of approximately seconds. Noise in the mixers used to  generate 
the beat frequency between the oscillators is much smaller (< seconds) than the ZCD jitter, 
while the stability of ava,ilable counters is very high, with jitter of the order of 10V9 seconds.[4] 

*This work was carried out a t  the Jet Propulsion Laborat,ory, ~ a l i f o r n i a  Institute of Technology, tinder a contract. 
with the National Aeronautics and Space Administration. 



The present ZCD's also suffer from severe crosstalk problems, so that the output signal from one unit 
can induce a time offset in an adjacent unit by as much as 10-* seconds. If the time jitter and crosstalk 
in the ZCD9s could be reduced below lo-' seconds, thus matching the performance of available low 
noise mixers, the new standards such as the Superconducting Cavity Maser OsciHator (SCMO) could 
be characterized without limitation by fluctuations in the measuring system. 

PRESENT TECHNOLOGY: NOISE 
igure 1 shows a schematic of the presently used units. A low noise amplification stage filters 
the 1 Hz input signal and increases its amplitude as much as possible without clipping. This 
large signal drives a special-purpose "open loop" operational amplifier stage which operates to 

transform the sine wave signal to a square wave with relatively short rise and fall times. Since this 
second stage operates without feedback limitation to  its frequency response, and since the slew rate at 
its input is low, a latching circuit must be included to prevent noise-induced double triggering which 
would otherwise occur. 

Amplitude noise in the first two stages introduces a time jitter into the signal which may be estimated 
as follows. Suppose the signal at the input to  any stage has a slew rate of S (volts/second) and that 
the stage has an equivalent input noise of N (volts/-) and a bandwidth of B (Hz). In this case an 
input amplitude jitter of N (volts) will give rise to a time jitter of N ~ ~ I s  (seconds). While the 
slew rate at the input t o  the first stage is low, the bandwidth of that stage is very low, thus allowing 
excellent overall performance, if that stage were the only limitation. However, the second stage must 
have a very wide bandwidth in order to give the short rise time required for proper operation of the 
counter. For example, second sta.ge may require a bandwidth lo5  times larger than the first stage, 
while the slew rate at its input has been increased only 15 times by the gain of the first stage. Thus it 
introduces m / 1 5  z 20 times as much time jitter as the first stage and prevents good performance 
in the ZCD. 

PRESENT TECHNOLOGY: CROSSTALK 
rosstalk between units and phase offsets which are sensitive to details of circuit interconnections 
arise in the present units due to parasitic ground currents a t  the signal frequency. Figure 2 
shows an overall schematic of the present ZCD system and identifies the parasitic ground-wire 

resistances. The very low frequency of the signal (1 Hz) means that skin-depth shielding effects, which 
usually tend to  isolate AC signals, are absent. Output signals must be large enough so they can be 
transmitted substantial distances without degradation. This results in a substantial output current at 
a frequency identical to  that of the input signal. 

The present units are characterized by an output voltage of 2.5 V, a termination of 50 R,  and an input 
slew rate of S z 1 V/second. The resulting output current of I = 2.5150 = .05 A can give rise to  an 
input voltage offset of 50 pV for parasitic resistances of only .001 0. For an input slew rate S = 1 
V/second, a 50 ps time offset will result. However this offset depends on details of the configuration 
and so makes the whole system extremely sensitive to any kind of physical perturbation. Furthermore, 
if two or more units are operated in physical proximity to each other, and if the signals in these units 
have slightly different frequencies, the pha.se between the two will vary with time. This will induce a 
large, time-varying phase offset in adjacent units which can corrupt the measurements being made. 



NEW DESIGN: NOISE 
perational amplifiers are available with an equivalent input voltage noise density of 4 n ~ / a  
for frequencies above I Hz.151 For a frrshslage input slew rate of S -- 1 V/second or greater, 
and a bandwidth of B1 = 1 Hz, this makes possible an RMS jitter of .004 ps for the contri- 

bution of that stage. If noise due to each subsequent stage can be kept at or below this value, a ZCD 
circuit could be constructed with jitter substantially less than 0.1 ps. Overall performance would then 
be limited by the performance of available mixers. 

However, the rise time T from the final stage of the ZCD must be very short, preferably T < 0 . 1 ~ ~  and 
so must have a large bandwidth given approximately by B > 1 / ( 2 ~ 7 ) .  While, as previously discussed, 
a very large bandwidth in the second stage B2 will result in increased jitter, this bandwidth may be 
made somewhat greater than that of the first stage before the second-stage contribution to the jitter 
matches that of the first stage. This is because the slew rate has been increased by gain of the first 
stage GI, thus allowing a greater equivalent input voltage noise at  the second stage without increasing 
the time jitter. If both stages have equivalent (white) input noise, the contribution of the second stage 
will be less than that of the first a.s long as 

All stages after the first must have a built-in limiting action because otherwise their voltage swings 
would be larger than allowed by available power supplies. It is possible to construct limiting amplifier 
stages with reduced bandwidth which are well behaved in their operation if the gain of the stage is not 
too large. Since the slew rate S is increased in proportion to the gain G of the stage, the requirement 
for well-behaved operation is that the time for the output voltage to slew to its limit V,,, must be 
allowed by the bandwidth B of the stage. This condition on the gain of the second stage can be 
written; 

G2S2 < 2rB2 v,,, (2) 

where S2 is the slew rate at  the input to the second sta.ge. Since the slew rate is increased by the gain 
of any given stage, S2 = GISl and we can write the gain condition for the second stage as 

The conditions to  reduce the noise contribution of the nth stage to a value below that of the first stage 
can similarly be written in terms of a product over the gains of previous stages; 

and 

Note that the gain Gn is calculated in terms of the bandwidth Bn actually chosen. 

Figure 3 shows a block diagram of a four stage ZCD with gains and bandwidths calculated subject 
to equations (5) and (6). In order to reduce overall noise to a value comparable to that due to the 
first stage alone we have found it necessary to add two intervening stages in between the first stage 
and the "wide open" stage compa,red to the old design shown in Figure 1. This new design allows an 
overall jitter of less than 0.1 ps. 



NEW DESIGN: CROSSTALK 
n order to eliminate the effect sf outprrt grouittl loop currents or1 the input signal, we have modified 
the design to eliminate both input and output ground loop currents. As shown in Fig. 4, the 
high current output driver has been replaced by a fiber-optic transmitter. While the transnlitter 

requires substantial drive current (.030 A) these currents are completely contained within the chassis 
and power supply of the ZCD itself, and do not necessarily flow throughout the room as was previously 
the case. The fiber optic signals themselves cause no interference at all, and are the~nselves not subject 
to degradation by other electrical interference signals. The fiber optic receiver is connected directly to 
the counter input. 

Ground loops at the input to  the ZCD have also been eliminated. Even though the RF signals into 
the mixer are necessarily grounded at the outer coaxial connection, the dual-transformer design of the 
mixer allows a floating output (1 Hz) signal.[G] As shown in Fig. 4, all external ground loops are thus 
eliminated, leaving only those (not shown) which are due to power supply connections or internal to 
the ZCD circuitry itself. In this design the mixer is physically mounted within the ZCD module. 

TEST RESULTS-NOISE 

T wo zero-crossing detectors have been built and tested which is based on the design shown in 
Figure 3. Preliminary tests using a common 1 Hz input signal with an amplitude of 400 mV 
P-P showed an Allan Deviation of frequency variations 

for the two units together at a measuring time of T = 1 second. Double balanced mixers[G] were then 
added to the circuitry to allow compa.rison of two RF signals at 100 MHz. Test results shown in Fig. 
5 show that the short term performance approa.ches a measurement floor for the Allan Deviation of 
relative frequency variation Sy = 6v/v, given by 

for two units together. This value is approximately ten times lower thail that for ZCD's presently 
installed in the JPL test facility. Because "bare" ZCD noise at v, = 100 MHz would only be 

at T = 1 second, most of this noise is apparently due to the mixers. The increase above the limiting 
value at longer times (T > 10 seconds) is probably due to  temperature fluctuations. The units were 
not thermally isolated but were subject to a typical 1a.boratory thermal environment. 

At the time of the tests there were not available RF signals at 100 MHz signals with a stability 
greater than 1 x 10-14/7, and SO to measure the contribution of the ZCD's themselves, the two units 
were independently attached to  the same source, and the time jitter between their output pulses was 
measured. In this way noise on the input signals was largely cancelled while noise due to the individual 
mixers and ZCD's was not. 



DETAILED NOISE ANALYSIS 
e consider three types of noise as contributing substantially to the overall performance of 
tiip ZCD: Flicker voltage noise in the first stage of the ZGD, white noise from all stages, 
and flicker phase noise in the RF mixer. Throughout this section we assume a slew rate of 

S = 1 V/second, recognizirrg that the actual value may be up to S = 3 V/second, giving somewhat 
lower time jitter for the same voltage fluctuation. 

Following the conventions of IEEE Standa,rd PAR-P-1139, we define the para.meters; 

and 

where fh is the upper cutoff frequency and r is the measuring time; so that the Allan Variance of 
frequency fluctuations Sv may be written: 

for flicker phase noise, and 

.;(TI = E[Sd(f 

for white phase noise, where f is the fluctuation frequency, v, is the RF frequency, and Sd( f )  is the 
spectral density of phase fluctuations. We also use an Allan Deviation defined by 

Using a 1 Hz cutoff frequency and r = 1 second measuring time, we approximate the constants by 
D = .I66 and E = .0756. 

Because of their nonlinear nature, it is not clear how to treat the flicker noise for ZCD stages after the 
first (linear) stage. However, the effect of low frequency noise in these subsequent stages is apparently 
reduced by the gain of the first stage, and so we will ignore their contribution. The manufacturer 
indicates a flicker voltage noise for our configuration of 6 nV/Jf ( 1 6 )  RMS. For a slew rate of 
S = 1 V/second, this results in an RMS time jitter of 6 x lo-' seconds in a 1Hz bandwidth at an offset 
o f f  = 1 Hz, a phase jitter for the 1Hz signal larger by 2n, and a spectral density of phase fluctuations 
given by 

sd ( f )  = [2a x 6 x IO- 'V /S ]~ /~ .  (14) 

The measurements reported earlier measured the combined deviation for two nominally identical 
ZCD's. For the operational frequency v, = 1 Hz of these tests of two "bare" ZCD's, Eqs. 11 and 13 
combine with twice the value given by Eq. 14 to predict a Deviation at r = 1 second of 

The contribution due to  white amplifier noise is approximately the same size. The design procedure 
for the ZCD given an earlier section allows similar white noise contributions for each succeeding stage, 
for an effective value 4 times larger than that for a single stage. Thus the manufacturer's specification 
of 4 n ~ / &  RMS for each device gives rise to a.n effective spectral density of 



Combining this result with Eqs. 12 and 13 gives a contribution to the two-device test of 

for the white noise of the ZCD. 

The combined results of flicker and white amplifier noise compare very favorably to the measured 
value for tests of the bare ZCD which gave a value previously discussed of o,(r) = 4.2 x lo-' Hz at 
T = 1 second measuring time. 

The contribution due to  the double-balanced mixer to RF tests can be similarly evaluated on the 
basis of Eqs. 11 and 13. Addition of the mixers caused the frequency deviation to  more than double, 
increasing from 4.2 x lo-' Hz to 1.17 x Hz at T = 1 second averaging time. This increase implies 
a flicker phase noise (per mixer) of -135 dB/f (/a). This value compares favorably t o  -140 dB/f (/a), the lowest measurement system noise reported to  date.[7] 

TEST RESULTS-CROSSTALK 
igures 6 and 7 show the results of identical crosstalk measurements on the old and new ZCD7s, 
respectively. Here, in each test a (buffered) 100 MHz signal from a hydrogen maser provided a 
reference for each of two ZCD's, while the test signals for each unit differed by approximately 

0.01 Hz. The beat frequencies characterized were 1 Hz and x 1.01 Hz. We show results for the 
channel in each case with a beat frequency of exactly 1 Hz, as generated by an offset generator from 
the original 100 MHz signal. The two units in each case had a common ground and were powered by 
a single power supply. 

A comparison of the figures shows that, under these conditions, the old units show a sinusoidal variation 
of the time residuals for the 100 MHz signal of more than 10-l2 seconds and a false peak in the Allan 
Deviation of nearly 3 x 10-l4 at  a measuring time of T z 30 seconds. The sinusoidal variation in the 
time residuals indicates a crosstalk between ZCD's of 10-l2 seconds increased by the frequency ratio 
10' Hz11 Hz, or seconds. The new units, as shown in Fig. 7, show no observable crosstalk, but 
instead allow the performance of the offset generator to be properly characterized. 

DISCUSSION 
haracterization of the instabilities in frequency sources requires a means of analyzing the 
frequency variations of the source under test while using another oscillator as a reference. For 
sources with ultra-high stability, this is typically done by offsetting the RF output frequency 

of one of the sources by a very small difference frequency vd, (typically vd = 1 Hz) and then combining 
the output signals from the two sources in a semiconducting "double balanced" mixer to  give an output 
at the difference frequency (1 Hz). 

In this circumstance any frequency variation Sv, in the source under test gives rise t o  an identical 
variation in the difference frequency, 

= Sv, (18) 

and a correspondingly larger varia,tion in relative frequency variation; 



if the RF output frequency vo is much larger than the difference frequency ud. 

f i r  example, for a 100 R4IIz output frequency and 1 Hz difference, the f rac t io~al  uncertainty is 
increased by v0/vd --- 100MI3z/lNz= times. Thus, if the standards have a stability of B f /  f = 
10-13, the 1Nz beat frequency will show a much larger variation of Sf / f =r 

Measureme~lt of the difference frequency u d  is obtained by measurement of its period. If the time jitter 
of the ZGD is 6t,, and the time of measurement is r ,  an uncertainty in the difference frequency vd is 
introduced 

Svd St, - 
vd 7 

which in turn results in an uncertainty in the measured frequency of the standard vo given by 

Equation (21) shows that  a limit is placed on our measurement capability by ZCD jitter which decreases 
linearly with increasing measuring time T .  This limit also depends on the operating frequency vo of the 
frequency sources which are being characterized, and the beat frequency vb used to drive the ZCD. The 
highest available operating frequency for available frequency sources is typically 100 MHz. Increased 
operating frequencies may be  available in the future, but for the present, the cost of transmitting 
and conditioning higher frequencies would be substa.ntially greater than for 100 MHz signals. The 
difference frequency vd is operated a t  1 Hz to  a.llow measurements to be made at least every second. 
I t  is important t o  be able t o  characterize standards a t  short measuring times, and a lower limit l /vd 
to  the time of characterization is determined by the difference frequency vd. 

Thus there are important reasons why the operating frequency is not higher than 100 MHz and the 
difference frequency is a t  least as high as 1 Hz. Taking these values as given and using Eq. (21), the 
1ps jitter of present ZCD's limits our measuring capability to 

Until recently, hydrogen maser standards presented the best possible stability for all time periods 
from 1 second to  approximately 10,000 seconds.[8] The short term stability of hydrogen masers is 
approximately given by Sf / f = 10-13/r. Because these values are 10 times larger than that given by 
Eq. (22), the hydrogen maser standards can be well cha.racterized using the old ZCD's. 

However, newly developed superconductillg standards are 10 times more stable than the hydrogeil 
masers a t  short measuring times.[9] These sta.ndards show a stability of less than 1 x 10-l4 a t  1 
second and so could not be well characterized at an operational frequency of 100 MHz. However, 
results reported here represent a ten-fold improvement over that given in Eq. (22), allowing such 
characterization of the new standards for the first time. 
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Figure Captions 

k'lgure 1 Block diagram of existing JPL zeio-crossing detector design which has been in use fo r  rnany 
years. Stage one rnust be a purely amplifying and filtering stage (no limiting) in order to provide 
a well-defined noise bandwidth for the measurements taken. The JPL units use a pa509-type 
operational amplifier for the second stage to allow a high switching speed with low noise. 

Figure 2 Block diagram of the measurement system including parasitic resistances in the various signal 
and power paths. Since the output current is substantial, and with a frequency identical to that 
of the input, output-input coupling corrupts the phase of the input signal. Crosstalk between 
units similarly results in phase shifts a t  adjacent units which is dependent on the phase difference 
between the signals at the two units. Because the frequency is so low (1 Hz), penetration depths 
are large and parasitic resistances alone can be used to estimate this coupling. 

Figure 3 Block diagram of the new ZCD design. Multiple limiting stages with increasing slew rates and 
bandwidths allow an overall time jitter which is not appreciably larger than that due to  noise 
contributions of the first stage alone. Since input signals with varying amplitudes must be 
accommodated, circuit ba~ldwidths in sta.ges 2 and 3 have been chosen to allow slew rates up to 
three times higher than the values given. 

Figure 4 Block diagram of the R F  frequency mea,surement system including the new ZCD. Ground loops 
involving both input and output signals are eliminated. Signal input uses symmetric outputs from 
a double-balanced mixer. Signal output is by means of fiber optic coupling, which eliminates 
the large ground loop currents associated with high-level signal output. 

Figure 5 Results of a test of two of the new ZCD's. Measured stability is expressed in terms of a.n inferred 
Allan Deviation of relative frequency variation for the 100 MHz signal sources being compared. 
The values, on a per unit basis, would be smaller by 1/f i  than those shown. Short term 
performance of 10-'~/r corresponds to a time jitter of seconds, a value 10 times lower than 
that for ZCD's previously available. Longer term instabilities are somewhat higher, probably 
due to thermal fluctuations. The units were not thermally isolated, but subject to ordinary 
laboratory thermal environment. Because RF signals were not available with noise as low as 
these circuits, identical RF signals were fed to  the mixers for each ZCD, and the differential 
jitter was measured. In this way, the noise of the source is largely cancelled, while noise in the 
mixers and ZCD's themselves does not. 

Figure 6 Measurement of crosstalk between two of the older ZCD's. Here the R F  (E 100 MHz) signals 
to the unit being characterized differed by exa.ctly 1 Hz while the signals to  an adjacent unit 
differed by z 1.01 Hz. The effect of the resultant 100 second beat between the signals is very 
apparent here, showing a sinusoidal time residual va.riation of more than 10-l2 seconds. The rise 
in Allan Deviation for time periods a,pproaching 100 seconds is due to this time variation and is 
more than 30 times larger than the actual deviation between the signals. 

Figure 7 Crosstalk test of the new ZCD's using exactly the same setup as described in the previous figure. 
There is no evidence of crosstalk with a x 100 second period. The offset generator which was 
used to  generate the 100 MHz f 1 Hz RF signal is the limiting factor in this test (E 1 x lo-'" 
at r = 1 second). 
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Figure 1. Block diagram of existing JPL zero-crossin detector design which 
has been in use for many years. Stage one must be a pure f y amplifying and filter- 
ing stage (no limiting) in order to  provide a well-defined noise bandwidth for the 
measurements taken. The JPL units use a pa709-type operational amplifier for the 
second stage to allow a high switching speed with low noise. 

Figure 2. Block diagram of the measurement system including parasitic resis- 
tances in the various signal and power paths. Since the witput current is substantial, 
and with a frequency identical to that of the input, outpt-input coupling corrupts 
the phase of the input signal. Crosstalk between units similarly results in phase 
shifts at  adjacent units which is dependent on the phase difference between the 
signals at  the two units. Because the frequency is so low (1 Hz), penetration depths 
are large and parasitic resistances alone can be used to estimate this coupling. 



STAGE 2 SYP,GE 3 STAGE 4 
S"TE I LIMITING L.lM171NG LIMITING 

AMPLIFIER AMPLIFIER AMPLIFIER AMPLIFIER 

SLEW RATE SLEW RATE SLEW RATE SLEW RATE SLEW RATE 
S1= 1V/sec S2=20V/sec S3=400V/sec S4=40000V/sec DEVICE LIMIT 1 07v/sec 

Figure 3. nlock diagram of thc new ZCD design. Multiple lirniting stages 
with increasing slew rates and bandwidths allow an overall time jitter which is not 
appreciably larger than that due to noise contributions of the first stage alone. Since 
input signals with varying amplitudes must be accomnodated, circuit bandwidths 
in stages 2 and 3 have been chosen to allow slew rates up to three times higher than 
the values given. 

Coaxial Optical Fiber 

Figure 4. Block diagram of the RF frequency measurement system including 
the new ZCD. Ground loops involving both input and output signals are eliminated. 
Signal input uses symmetric outputs from a double-balanced mixer. Signal output 
is by means of fiber optic coupling, which eliminates the large ground loop currents 
associated with high-level signal output. 
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Figure 5. Results of a test of two of the new ZCD's. Measured stability is 
expressed in terms of an inferred Allan Deviation of fractional frequency variation 
for the 100 MHz signal sources being compared. The values, on a per unit basis, 
would be smaller by 114 than those shown. Short term performance of 10-15/~ 
corresponds to a time jitter of seconds, a value 10 times lower than that for 
ZCD's previously available. Longer term instabilities are somewhat higher, probably 
due to thermal fluctuations. The units were not thermally isolated, but subject to 
ordinary laboratory thermal environment. Because RF signals were not available 
with noise as low as these circuits, identical RF signals were fed to the mixers for 
each ZCD, and the differential jitter was measured. In this way, the noise of the 
source is largely cancelled, while noise in the mixers and ZCD's themselves does 
not. 
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Figure 6. Measurement of crosstalk between two of the older ZCD's. Here the 
RF (x 100 MHz) signals to the unit being characterized di5ered by exactly 1 Hz while 
the signals to an adjacent unit differed by a 1.01 Hz. The effect of the resultant 100 
second beat between the signals is very apparent here, showing a sinusoidal time 
residual variation of more than 10-l~ seconds. The rise in Allan Deviation for time 
periods approaching 100 seconds is due to this time variation and is more than 30 
times larger than the actual deviation between the signals. 
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Figure 7. Crosstalk test of the new ZCD's using exactly the same setup as 
described in the previous figure. There is no evidence of crosstalk with a w 100 
second period. The oflset generator, which was used to generate the 100 MHz + 1 
Hz RP signal, is the limiting factor in this test (u(T)  sy 1 x ~ o - ~ ~ / T ) .  
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Abstract 

The stability of the free-running hydrogen maser is limited by pulling of the unperturbed hydrogen tran- 
sifwn frequency due to instability of the cavity resonance frequency. Two automatic approaches to cavity 
stabilization have been used successfully inJield operable atomic hydrogen masers in the past. One method 
is based upon the "spin-exchange" tuning procedure and was used in masers constructed at NASA's God- 
dard Space Flighi ~ e n f e r . [ l ~  '] The other method is the cavity frequency switching servo used on Sigma Tau 
Standards Corporation (STSC) hydrogen masers.[3' 49 51 

While automatic spin-exchange tuning is in principle the more basic and accurate method, the required 
beam intensity switching and the long servo time constant resub in reduced stability for measuring intervals 
up to lo6 seconds. More importantly, the spin-exchange tuning method requires a second stable frequency 
source as a reference, ideal& a second hydrogen maser, to get the best resuks. 

The cavity Pequency switching servo, on the other hand, has very little effect on the maser short term 
stability, and is fast enough to correct for cavity drift while maintaining the cavity at the spin-exchange tuned 
offset required to minimize instability due to beam intensity fluctuations. Not only does the cavity frequency 
switching servo not require a second stable frequency source, but the frequency reference is the atomic hy- 
drogen radiated beam signal, so that no extra RF connections need be made to the cavity, and externally 
generated signals that would perturb the hydrogen atom need not be transmifted through the cavity. 

In this paper we will discuss the operation of the cavity frequency switchingstabilizatwn method and will 
illusfrate the transient response of the servo and certain other aspects of the technique that have potential for 
achieving improved basic accuracy. We also will give stability results obtained between masers at STSC and 
long term stability data obtained with STSC hydrogen masers at the United States Naval Observatory. 

INTRODUCTION 

The stability of the hydrogen maser for measuring intervals beyond 1000 seconds is primarily limited 
by cavity pulling. For very long term stability a.nd for long term intrinsic reproducibility and accuracy, 
va.riation in the wall shift is also of serious concern. (Accuracy as defined by first, a realistic error 
budget and second, substantiation of the accuracy factors by reproducible measurements between 
standards.) 

Cavity pulling ca.n be reduced to a minimum by catrefully spin- excha,nge tuning the cavity[6] and then 
stabilizing the cavity a t  the spin-exchange tuned frequency by use of the cavity frequency switching 



servo. Results given in this paper illustrate the performance obtained at present using this technique. 
F ~ ~ r t h e r  development of the cavity frequency switching technique at STSC indicates substantial im- 
provernents in sta"o1iey a i l  still be made, and further that use of this cavity stabilization method will 
provide the means to achieve improved accuracy. 

The deterrninlation of the wall shift requires the operatiion of hydrogen masers with different size storage 
bulbs that are coated with chemically identical materials and processed with carefully controllecl 
procedures. Tbe accuracy previously achieved has been in the 1 or 2 parts in 1 0 ~ \ e ~ i o n . [ ~ ]  We believe 
this may be reduced by an order of magnitude or more by use of improved techniques, particularly the 
use of the cavity frequency switching servo, as well as improved wall coating materials and computer 
instrumentation techniques. 

THE CAVITY FREQUENCY SWITCHING SERVO 

The operation of the cavity automatic frequency tuning system (the "cavity servo") is based upon 
switching the cavity resonance frequency between two frequencies approximately equally spaced about 
the maser oscillation frequency. The two frequencies are about one half the cavity resonance width 
a,part and are switched a t  a rate that is slow compared t o  the cavity field decay time constant but fast 
in comparison with the atomic relaxation rate. 

The modulation (switching) rate and the relative dura.tion of the high and low frequencies are controlled 
by a digital circuit called the Modulation Period Generator (MPG). The voltage on a varactor diode 
coupled to  the cavity is switched between two precisely controlled voltages by the MPG, thereby 
changing the cavity frequency. 

When the maser frequency is located at the crossover point of the two cavity resonances, there is 
no amplitude modulation on the maser signal coupled from the cavity; but when the signal is not 
at this point, there is an amplitude modulation, and this is detected on the receiver IF signal. The 
modulation envelope is processed in a phase sensitive "Synchronous Detector" circuit that  sends up 
or down correction commands t o  a "Cavity Register." The cavity register integrates the up or down 
signals and produces a volta,ge which corrects the cavity average frequency. Two ways of controlling 
the cavity average frequency have been used successfully. 

In early STSC masers the register voltage cha.nged the temperature of the cavity by applying a bias to 
the temperature control circuit. Since the STSC masers have metal cavities with quite linear frequency 
variation with temperature, this method results in a well controlled servo, but the response is relatively 
slow due t o  the large thermal mass of the cavity assembly. 

In the most recently constructed STSC masers the cavity frequency is controlled by applying the 
register voltage to a second varactor diode coupled to the cavity. The servo time constant is then not 
limited by the cavity thermal response. The varactor control method has the capability of compensat- 
ing very quickly for systematic cavity disturbances, while the temperature variation method has the 
advantage of maintaining the cavity assembly, coupling components and storage bulb a t  a constant 
temperature. 

For future experimental work the masers can be changed rather quickly between either the temperature 
control or the varactor control method. This can prove very valuable in measurements to  establish 
temperature coefficients of systematic variables, oscillation parameters, or fundamental temperature 
dependencies such as the second order Doppler shift or wall shift. 



SPIN-EXCHANGE TUNING USING THE CAVITY FREQUENCY 
SWITCHING SERVO 

One of the unique features of the cavity frequency switching servo is the method used to establish and 
rnailztain the maser cavity at the  spin-exchange tuned frequency. Cavity pulling and atom-atom spin 
exchange pulIing of the maser output frequency both depend in a nearly linear, monotonic fashion upon 
the density of atoms within the storage bulb. There is a unique cavity offset from the unperturbed 
transition frequency where the maser frequency is independent of beam intensity. This is the basic 
concept in all spin-exchange tuning methods. 

In the usual method of spin-exchange tuning, the output frequency of the maser to be tuned is 
compared with another stable reference source, optimally another hydrogen maser. Curves of output 
frequency versus cavity frequency are plotted at different beam intensities (source pressure settings) 
and the point at which the curves cross establishes the proper cavity setting. 

With the cavity frequency switching servo, the cavity is automatically held at  the cross-over point of 
the two resonances. This is a stable point, but not necessarily the cavity average frequency (if the 
cavity Q's and coupling factors are exactly equal the tuned cavity position would be the average of 
the two cavity resonances). 

However, with the cavity switching continuously between two frequencies, the average pulling effect 
experienced by the radiating atoms is not just a function of the two frequencies (and the resonance 
shape at the two frequencies), but is also a function of the time spent at each frequency. So by 
controlling the relative time spent at the high frequency in relation to the low frequency, the time 
average cavity resonance frequency experienced by the radiating atoms can be varied, and a spin- 
exchange compensation point can be established in a manner very similar to the conventional method 
of establishing a fixed cavity offset frequency. 

A full analysis of the physics of the hydrogen maser using the cavity frequency switching system will 
not be presented here, but the well behaved linear relationship between modulation periodicity and 
the effective cavity frequency is easily demonstrated experimentally. 

The data presented in Figure 1 illustrates the spin-exchange cavity tuning of a STSC hydrogen maser. 
The maser being tuned is referenced to  a second STSC maser and the ordinate in Figure 1 is the frac- 
tional frequency difference between the masers. The abscissa gives the number set in the modulation 
period generator (MPG), which has a maximum range of 0 to  99999 corresponding in this maser to a 
change of 16 kHz in cavity frequency. The MPG number range in Figure 1 is 50000 to  59000, which 
corresponds to a range in cavity frequency of 1.44 kHz. 

The two curves in Figure 1 show the results obtained by varying the MPG number using two different 
values of the source pressure. The spin-exchange tuned position is the point at which the two curves 
cross. The frequency data were obtained with a precision of 2 to 3 parts in 1015 and the least 
significant digit of the MPG represents 0.16 Hz, which is equivalent to a maser frequency change for 
the low pressure curve of 1.60 parts in 1015. The maser would be tuned to better than one part in 
1014 by setting the MPG within 6 digits of the crossover point. To the extent of the stability of the 
cavity servo and maser oscillation parameters, the cavity will be tuned to this precision whenever the 
cavity tuner is on and stabilized. 



CAVITY SERVO TRANSIENT RESPONSE 

The transient response of the cavity servo following a, step offset in the cavity register is shown in 
Figure 2. This curve illustrates the cavity response when the system uses a varactor diode as the 
frequency varying element. Here the full scale ordinate is 415 x and the abscissa is time in 
seconds. 

The reference maser and the ma,ser to  be tested were initially stable, and then the cavity register of 
one maser was offset by an amount to  change the output frequency in one direction by 3 parts in 1013. 
The cavity servo returned the cavity to the tuned position during a transient period, after which the 
register was again offset, this time in the negative direction. After another transient period the maser 
had again returned t o  the tuned position within the frequency resolution of the test. 

From Figure 2 the time constant of the cavity servo can be obtained and in the present case it is 
approximately 2,000 seconds. While Figure 2 shows the maser frequency transient response when the 
register voltage (cavity varactor voltage) is purposely offset, Figure 3 illustrates the servo response 
when a relatively large change in cavity temperature is purposely set in the thermal control system. 

There is a tapped resistor array in the cavity temperature control system through which temperature 
changes to  the cavity can be made from the ma.ser control panel. In Figure 3a the maser was stable 
at the beginning, and then a cavity temperature cha.nge of approximately -0.05OC was made. This 
corresponds to  a thermally induced offset in maser frequency of approximately 1.55 x lo-''. The 
cavity servo responded at the maximum rate, and after approximately 11 hours reached equilibrium 
at the new temperature. 

In Figure 3b the cavity temperature was raised by +0.05OC, back to the original temperature, and 
the cavity servo again corrected for the change in a similar time period. At the end of Figure 3b the 
maser frequency was measured and was found to be within 5 x 10-l5 of the original frequency. From 
the known cavity frequency response to temperature variation, this corresponds to  returning to  the 
original temperature to within approximately 1.6 x ~ o - ~ O C .  

After the transient a t  the end of Figure 3a the maser did not quite reach the original frequency, the 
slope of the phase curve gives a frequency offset of t3 .4  x 10-l4 (the sign of the slope is reversed in 
this plot). This illustrates that there are temperature dependent factors other than cavity frequency 
that influence the output frequency. 

The second order Doppler shift accounts for part of the difference, namely 0 . 7 ~  10-14. The temperature 
coefficient of wall shift is the wrong sign to  account for the remainder, so we may assume there are 
thermal variations in the cavity parameters (Q,, n', coupling or filling factor for example) or electronic 
component temperature sensitivities. Cavity spin-exchange tuning was not checked during the test. 

The corrections indicated on the cavity register after the transients shown in Figure 3 were approxi- 
mately 112 of full scale. On the basis of current maser data, this is a relatively huge correction that 
would occur only after several years of operation, and the drift associated with this rate is typically 
less than 10-l4 per year. 



THE WALL SHIFT 

Due to the use of automatic cavity tuners on all STSC hydrogen masers, we have a precise means 
of separating cavity drift from other freq~lency perturbing influences, including possible variation in 
the wall shift. It has been our experience that the frequencies of new hydrogen masers drift upward 
during the first few months of operation relative to masers that have been operating for much longer 
periods. The change is on the order of 1 x per day at first, even though the cavity tuners are 
operating properly. 

After extensive testing of electronic systems and searching for drift of cavity parameters or other 
systematic variables, the most plausible conclusion appears to be that the wall shift decreases with 
time when the bulb is first exposed to  atomic hydrogen. By the time the masers have been fully tested 
and prepared for delivery (typically 2 to 3 months after first operation) the relative drift upward 
decreases to a few parts in 1015 per day, well within specifications. However, tests of six masers 
delivered to  the United States Naval Observatory and one maser delivered to NIST indicate that there 
is a residual drift upward relative to international standards. 

One plausible reason for the drift is that, upon exposure to the atomic hydrogen beam, the atoms 
interact with and remove contaminants on the Teflon surface. Atomic hydrogen is a free radical and 
very reactive. Many of the possible contaminants probably do not cause first order transitions, but 
introduce anomalous phase shifts which go away with time. 

Another possibIe reason for the initial drift is that the Teflon surface may be in the process of stabi- 
lization of its physical phase. I t  is quite reasona.ble that this clean-up, or phase stabilization, is the 
reason that the older masers have very little relative drift in frequency - the material of the wall is 
no longer changing - which implies that the storage bulb surfaces are relatively pure, phase stable 
substances, namely Teflon. 

While experimental errors in storage bulb geometrical factors such as the macroscopic surface to volume 
ratio or the microscopic smoothness of the coating introduce errors in wall shift determinations using 
traditional procedures[6], properties such as the temperature coefficient of the phase shift per collision 
should be relatively reproducible if the wall material is a pure substance. 

It is important t o  note here that the wall shift of Teflon FEP-120 goes to zero and reverses sign at 
a temperature near 100 O C . [ ~ ]  In view of this it is very possible that hydrogen masers, fitted with 
different size bulbs and operated at different temperatures for periods of time long enough to  allow 
the bulb coatings to become clean and stable, could very likely provide a means for experimentally 
determining the temperature a t  which the wall shift becomes zero. 

STSC hydrogen masers can be fitted with bulbs ranging from under 7 cm to over 16 cm. It is also 
possible to  operate these masers over a wide range of precisely controlled temperatures. It is therefore 
possible to  envision the continuous operation of field operable hydrogen masers under conditions such 
that the wall shift is negligible and other perturbations to the hydrogen atom have been accurately 
accounted for. This is one of the interesting experimental goals of Sigma Tau Standards Corporation. 

SIGMA TAU MASER STABILITY 

Figure 4 shows the relative stability of two STSC hydrogen masers as measured at the company. The 
masers were located in a laboratory environment with the temperature controlled within *l°C by 



the building air conditioner. These data are typical of the stability realized for the 21 masers of the 
current design for measuring intervals up to 100,000 seconds in a relatively well controlled laboratory 
envirorrment. 

All the STSC hydrogen masers constructed to date have been built for sale to various customers, 
so they have not been present at STSC for long enough periods to characterize the very long term 
stability. However, through the courtesy of the United States Naval Observatory, data has been 
provided showing the stability of NAV-2, one of the STSC masers located at the observatory, relative 
to the BIPM. 

Data on the relative phase variation of the other NAV series masers (STSC masers) versus other 
Naval Observatory standards has also been obtained during the above period, and from this data we 
have calculated the relative stability of several of the six hydrogen masers STSC has delivered to  the 
0 bservatory. 

Figure 5 shows the frequency of four STSC masers over a period of 90 days. The frequency starting 
points on the vertical axis are synthesized and arbitrary. The important feature in Figure 5 is the 
excellent long term stability. All four of the masers are increasing smoothly in frequency relative to the 
BIPM at approximately 2 part in 1015 per day. The masers are typically varying amongst themselves 
by 1 part in per day or less. 

CONCLUSION 

While the present performance of STSC hydrogen masers is excellent, we feel that i t  can still be 
improved significantly. Research and development is continuing at STSC and new discoveries are 
being made continuously. One of the purposes of this pa.per is to illustrate that the state of the art in 
hydrogen maser technology has not reached a plateau. 

The first maser using the cavity frequency switching servo was delivered only five years ago and the 
design has been cha.nged very little in the 25 hydrogen masers of this type that have been produced 
since then. Tests done in the course of construction indicate that the cavity coupling, Q, and other 
oscillation parameters of these masers can be improved. We do not understand at present the source of 
a residual temperature coefficient of frequency that is typically about a part in 1014 per OC (ambient) 
and it is likely that further experimentation can show the way to improve upon this. 

We have the ability a t  present to  spin-exchange tune the masers very precisely at different cavity 
temperatures and should be able to  characterize the frequency dependence on wall shift at different 
temperatures, using different bulb sizes a,nd different wall coatings, and watch the relative frequencies 
over extended operating periods. 

Using the state of the art in cavity tuning and spin-exchange tuning as well as the ability to determine 
precisely the frequency of masers fitted with different size storage bulbs with improved coatings as a 
function of temperature and time, we hope to be able to provide significant improvements in intrinsic 
reproducibility and fundamental accuracy in the future. 
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NAVAL OBSERVATORY STSC HYDROGEN MASERS VS. BlPM 

2E-12 I ---- 1- 1- I---/ I t -------- I - ---  I - - [  

47859 479411 

MJD 

F i g u r e  5 .  Long t e r m  s t a b i l i t y  o f  Nav- s e r i e s  hydrogen  m a s e r s .  



FREQUENCY SHIFTS IN A RUBIDIUM 
FREQUENCY STANDARD 

DUE TO COUPLING TO ANOTHER STANDARD 

B. Jaduszliwer, R. A. Cook and R. P. Frueholz 
Chemistry and Physics Laboratory 

The Aerospace Corporation 
P.O.Box 92957, Los Angeles, CA 90009 

Abstract 

Highly reliable timing systems, such as used on board satellifes, may incorporate a hot standby atomic 
clock besides the active one. RF couplings between them may affect the performance of the active clock. We 
have investigated the effect of such couplings between two rubidium atomic clocks, and found that they will 
add an oscillatory term to the Allan Variance of the active clock, degrading its frequenq stability, and that 
under certain circumstances they may also shift the active clock5 operating frequency. We discuss these two 
effects in detail, and establish the level of isolation required to render them negligible. 

INTRODUCTION 

In a highly reliable timing system, it ma.y be desirable to have two atomic frequency standards oper- 
ating at all times, so that if one of them malfunctions, the other one can take over the timing function 
without a warm-up time lag. Also, cross checks might be performed to  verify performance. Since 
both standards could be installed close to each other, sharing power, ground and control wiring, the 
possibility of R F  couplings between them causing frequency shifts in the unit being used as the sys- 
tems's frequency reference, or impairing its frequency stability, must be addressed. As an example, 
the current architecture of GPS Block IIR satellites envisions two atomic frequency standards being 
powered simultaneously, one as the active reference clock and the other one as a hot standby; under 
most circumstances, both would be rubidium atomic frequency standards (RAFS). In the satellite en- 
vironment, potential couplings are definitely a concern. In order to assure that the system performance 
will remain within acceptable bounds, the effect of these couplings must be evaluated and the level of 
isolation between clocks required to  keep coupling effects acceptably small must be determined. 

We have conducted an experimental program to determine the magnitude and characteristics of the 
effects of R F  coupling between two powered Rubidium Atomic Frequency Standards (RAFS) by mea- 
suring frequency shifts and Al1a.n Variances of the active clock output as a function of the power 
coupled in from the hot standby clock, and the frequency offset between both clocks. The results 
presented and discussed in this report have been obtained with EFRATOM FRK-L RAFS, which 
were available in our laboratory. 



EXPERIMENTAL APPROACH 

Since the type and strengtll of the possible couplings between clocks will depend on the detaiIs of 
their construction, as well as on their relative positions and orientations, wiring, etc., an evaluation 
of the actual efTects of those possible couplii~gs 0x1 system performance would be extremely dificult 
except on the final assembled hardware. The approach we have decided to take instead is to  identify 
the worst possible coupling modes, measure the effects of those couplings on clock performance, and 
then determine the level of isolation required between clocks to insure that system requirements will 
be met. 

Preliminary analysis and experimentation indicated that direct coupling of the output of the standby 
clock into the control input of the voltage-controlled quartz crystal oscillator (VCXO) of the active 
clock results in the highest impact on the active clock's performance. We have investigated the behavior 
of the active clock in this configuration, using the experimental arrangement shown in Figure 1. The 
output of the standby RAFS is fed, after suitable attenuation, into the active RAFS7s VCXO control 
point; the frequency offset A f between the two RAFS and the power level coupled in, PC, can be varied. 
The output frequency of the active RAFS is measured using standard heterodyning techniques. An 
Oscilloquartz BVA VCXO is used as the frequency reference for the frequency synthesizer and counter 
for integration times T of up to lo3 s. Some of our results have been extended to lo4 s integration 
times by replacing the BVA VCXO by an FTS Model 5000 Cesium Beam Atomic Frequency Standard 
(CAFS). Using this setup, we can measure active RAFS frequency shifts 6f and Allan Deviations 
u,(T) as a function of A f and PC. 

FREQUENCY SHIFTS 

The fractional frequency shift Sf / f of the output of the active RAFS was measured with the standby 
RAFS offset by A f l f  x lo-', lo-'' and lo-''. The level of the standby RAFS signal coupled at 
the VCXO control point was adjusted using the 0-80 dB variable attenuator shown in Figure 1. Each 
frequency shift measurement was corrected for drift by measuring the frequency of the uncoupled active 
RAFS immediately before and after it. Figure 2 presents the measured frequency shifts for the three 
nominal standby RAFS offsets, versus the peak-to-pea,k coupled signal level, in a log-log plot. The two 
short lines at the center of the plot indicate the expected slopes for a shift proportional to the coupled 
power (full line) and the coupled amplitude (dashed line). Clearly, the data support a shift proportional 
to the power. Figure 3 shows the frequency shifts measured for each one of the three offsets versus the 
coupled signal power into the 500 termination at the VCXO control point. Each data set was fitted 
by a linear 6 f / f x aPc law; the slopes are a x 4.9, 5.2 and 5.5 x 10-ll/mW for 6 f / f 3 lo-'', lo-'' 
and loa9, respectively. The differences between the coefficients are not significant, indicating that the 
frequency shifts are independent of the offset between the two RAFS. The averaged frequency shift 
coefficient for R F  power applied at the VCXO control point is a x 5.2 x 1 0 - " / m ~ .  

The fact that the frequency shift is independent of the frequency offset between the clocks and is also 
present when the active clock output is fed back into its own VCXO, in which case A f = 0, suggests 
some type of non-linear rectification of the coupled signal as a likely origin of the power-dependent 
frequency shift, with the small DC voltage thus generated coupling into the RAFS frequency control 
loop before the integrator. 



FREQUENCY STABILITY MEASUREMENTS 

The experimental arrangement shown in Figure 1 was also used to measure the Allan Variance of 
the active RAFS as a function of standby RAFS offset and coupled signal level. The baseline Allan 
Deviation of the active RAPS was first measured with the standby RAPS unpowered, and then mea- 
sured again with the powered standby RAFS on the table, in the same position as for all subsequent 
measurements, but disconnected from the active RAFS; the lack of change in oy( r )  indicates that 
no significant unintended couplings between the two RAFS were present. Figures 4 and 5 show the 
changes induced in ay ( r )  by decreasing levels of signal being coupled at the control point of the active 
RAFS VCXO, with the standby RAFS offset by A f / f z lo-' and lo-'', respectively. In each case, 
for high coupled power we see dramatic oscillations in the ay ( r )  data, which gradually disappear as 
more attenuation is inserted between the two RAFS. When the coupled power is attenuated by 50 to 
70 dB, the baseline ay ( r )  has largely been recovered. 

The period T of the oscillations can be estimated from the 10 dB attenuation data to  be approximately 
80 s for A f / f x lo-' and 540 s for A f/ f x It is easy to show that in each case the period is 
the reciprocal of the frequency offset between the clocks, corrected for the aforementioned power shift: 

where a is the frequency shift coefficient discussed in the preceding section. Using (I) ,  for 10 dB at- 
tenuation we obtain T = 75 s and T = 520 s for nominal fractional offsets lo-' and 10-lo respectively, 
in good agreement with the estimated periods. The cause of these oscillations is discussed in the last 
section. Longer term ay( r )  data obtained using an FTS CAFS as the frequency reference shows that 
the oscillatory behavior described above also obtains- for longer averaging times. 

SIMULATED-SWITCH CONFIGURATION 

We have also explored a second configuration, shown in Figure 6, in which the highly attenuated 
output of the standby clock is connected directly to  the output of the active clock. This configuration 
simulates the situation likely to be encountered in a space vehicle, where a switch operated by telemetry 
connects the active clock to  the rest of the timing system, while inserting a large (but, for a real switch, 
finite) attenuation between the standby clock and the rest of the timing system. 

Measurements of the frequency of the active clock showed it to be independent of both the offset 
between clocks and the signal level being coupled from the standby clock. This is understandable, 
since the signal coupling was done outside the active clock; thus, there is no reason to expect its 
frequency to shift in any way. On the other hand, frequency stability measurements showed exactly 
the same type of oscillations in the Allan Deviation as observed in the first configuration. The period 
was still the reciprocal of the frequency offset between clocks, but this case Af did not need to  be 
corrected for the coupled-power frequency shift. 

In order to determine whether these oscillations involved any interaction of both signals within the 
active clock, we inserted a unity-gain buffer amplifier between the active clock output and the connec- 
tion point. This insertion transmitted forward the signal from the active clock without change, but 
added at least 33 dB of attenuation to any back-coupling of the signal of the standby clock into the 



active clock via its output connector. Since the oscillations in the Allan Deviation were not affected by 
this insertion, we must conclude that  those oscillations simply reflect the presence in the clock signal 
of an admixture of a second coherent signal a h  slightly different frequency, as  discussed in the next 
section. 

EFFECT OF A "BRIGHT LINE" OF FREQUENCY FLUCTUA- 
TIONS 

The relationship between a signal's Allan Variance a;(r) and its one-sided spectral density of frequency 
fluctuations, Sy(f) ,  is given[1] by: 

For the situation described in the previous section, where the clock signal contains an admixture of a 
second coherent signal, offset by A f ,  

where T is the amplitude coupling coefficient. Inserting this expression for Sy(f)  into (2), we obtain 
for the Allan Deviation 

which oscillates with period l / A  f ,  as shown in Figure 7. This oscillatory behavior is similar t o  what 
we have measured in  both of our test configurations. The similarity can be made more evident by 
adding a white-noise FM contribution to  Sy(f), to  obta.in 

This Allan Deviation is plotted in Figure 8, and displays a dependence on r quite similar to  what 
we have observed. The most noticeable difference is that  the oscillations in the measured oy( r )  are 
damped out faster than r-'. This is quite likely due to the fact that  A f ,  which here was treated as a 
fixed parameter, is actually a stochastic variable. 

CONCLUSIONS 

This study has shown that  the presence of a second, sta.ndby atomic frequency standard in a timing 
system will add an oscillatory term to  the system's Allan Variance, thus impairing the system's 
performance. These oscillations can be fully understood in terms of the linear superposition of the 
outputs of the two sources, without invoking any clock-dependent mecha.nism, and so this conclusion 



has very general validity. The amplitude of these oscillations will depend on the strength of the 
corlpling of the signd from the standby witlr the signal of the active clock, and can be made ~legligible 
by inserting adequate isolation between them. For the configurations we have explored, and for the 
two Efratom RAFS we have used in this study, 50 dB was an adequate level of isolation. 

Our study has also shown that under certain circumstances, the output frequency of the active atomic 
clock may be shifted by coupling the output of the standby clock. This result depends sensitively on 
the actual hardware and mode of coupling; in the conditions of our study (Efratom RAFS in a worst 
possible case configuration, with the standby clock output connected to the voltage control point of 
the active clock VCXO), the frequency shift was independent of clock offset and dependent only on 
the  power level being coupled. The coupling coefficient was of the order of 5 x 10-ll/mW, so that  the 
level of isolation required to reduce the Allan Variance oscillations to  acceptable levels (approximately 
70 dB) is more than adequate to make this frequency shift negligible. 
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Worst-case test configuration. The standby clock signal, offset by 
Df, is injected at the VCXO voltage control pin of the active clock. 
A 80 dB variable attenuator allows control of the signal level. The 
Allan Variance and frequency shift of the active clock are measured 
using standard heterodyning techniques. 
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Figure 2 
Relative frequency shift of the active clock vs. injected signal level, 
for three different frequency offsets between standby and active 
clocks, in a log-log plot. The hvo lines display the slopes for 
amplitude- or power-dependent shifts. 
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Figure 4 
Allan Deviation of the active clock, with the standby clock offset by 1 

9 x 10- , for increasing attenuator settings. With 50 dB attenuation, the 
measured Allan Deviation is very close to the baseline. 
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Figure 5 
Allan Deviation of the active clock, with the standby clock offset by 1 
x 10-lo, for increasing attenuator settings. With 70 dB of 
attenuation, the measured Allan Deviation is very close to baseline. 
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Figure 6 
"Simulated switch configuration. The output of the standby clock is 
connected to the output of the active clock through an attenuator, 
representing the "open" side of a switch connecting both clocks to 
the rest of the timing system on board a satellite. The measuring 
system is the same one used for the worst-case configuration 
measurements. 
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Figure 7 
Allan Deviation due to a "bright line" source of fractional frequency 
fluctuations (normalized by the amplitude coupling coefficient r) vs. 
averaging time, in units of reciprod frequency offset Df. 
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Figure 8 
Allan Deviation calculated for a spectral density of frequency 
fluctuations consisting of the slam of a white noise FM term and a 
"bright line" term. 
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INTRODUCTION 

The hydrogen maser is the most stable frequency standard currently available for averaging 
intervals of hours to weeks. A major contributor to maser frequency variations is the maser's 
microwave resonant cavity: by means of the cavity pulling effect, a change in the cavity's resonance 
frequency produces a proportional change in the maser's output frequency. To minimize variations in 
the cavity's dimensions, and thus in its resonance frequency, maser cavities are often constructed of a 
low-expansivity glass-ceramic material coated on its inner surface with a conducitive metallic film. 
We have previously shown1 that silver films like those used in SAO maser cavities develop tensile 
stress when cooled to room temperature after being fired onto the cavity, and that the stress in such 
films relaxes with time at a rate proportional to the level of stress. Stress relaxation in maser cavity 
coatings can alter the shape, and hence the resonance frequency, of the cavity, resulting in a slow 
variation in the maser's output frequency. 

In the present work we have investigated the possibility of reducing or reversing the initial 
tensile stress by precooling the coated cavity material. We hypothesize that cooling the material well 
below its normal working temperature and then warming it to its normal temperature would result in a 
lower tensile stress or even a compressive stress. Under such a condition stress relaxation, and thus 
any consequent frequency drifts, might be reduced or reversed. 

EXPERIMENT DESCRIPTION 

MATERIAL SAMPLES AND MEASUREMENT SYSTEM 

Measurements were made on eight samples of silver-coated low-expansion materials; these 
were among the samples whose shapes had been measured over a span of approximately eight years 
in the previous work on stress relaxationl. The samples are approximately 3.94 inches long, 0.75 
inches wide, and 0.25 inches thick; they are optically polished on one face and coated with silver on 
the opposite face. Details of the sample preparation are given in reference 3. The substrate materials 
and film thicknesses for the samples are shown in Table 

The silver film stress was determined from measurements of the sample shapes. The bending 
of the samples relative to a reference optical flat was measured by an optical interferometer equipped 
with a phase measuring adaptor. The adaptor digitized the interferograms formed by the interferome- 
ter and transferred the data to a computer, which analyzed the sample shapes using cuwe-fitting soft- 
ware. 



EXPERIMENTAL PROTOCOL 

The measurements were carried out during the period 25-28 June 1990. To obtain a 
knowledge of the samples' shapes before chilling, we f is t  measured the sample shapes near room 
temperature. During measurement the samples were housed in an insulated, temperature-controlled 
chamber. The chamber's air temperature was measured using a calibrated thermistor driven by a 
constant current supply. To determine the incremental rate of change of coating stress with 
temperature and thus to be able to correct for small temperature variations, we measured the samples 
at approximately 25OC and 33OC, allowing several hours for the samples to equilibrate at each 
temperature. 

Following the baseline curvature measurements, we removed the samples from the measure- 
ment chamber. A soft black deposit that had been deposited by vapor emitted by the chamber's insu- 
lation was removed by gentle wiping with acetone. Also, a deposit of adhesive on sample 11 from a 
strip of double sided tape was removed by rubbing with Alconox cleaner dissolved in water. Care 
was taken not to distort the samples during cleaning. We then immersed plates 4,7, 11,24, and 28 
in liquid nitrogen for approximately 1.5 hours, after which we returned all of the plates to the sample 
chamber and measured their shapes several times during the following three days, at 2S°C and 33OC. 

DATA ANALYSIS 

The shape analysis program determines the shape of the samples from the digitized interfero- 
gram. The fringe pattern produced by the interferometer is a function of the optical path difference 
(OPD) between the sample and a reference optical flat, and thus contains the sample shape. The pro- 
gram expresses the sample's shape by fitting a set of orthogonal Zernike polynomials to the OPD 
pattern. The coefficients of the first two polynomials, C1 and C2, express the average tilt of the 
sample relative to the flat, while the third Zernike coefficient, C3, is proportional to the sample's cur- 
vature, referred to in optics terminology as "focus". 

The sample curvature K is given by 

where r, is the radius of the circle that circumschbes the (rectangular) interferogram. 



The scress in the silver film p ~ d l e l  to the saarfaee sf the smple i s  propdond to the sample 
cuwatmel: 

where E and v are the Young's modulus and Poisson's ratio, respectively, of the substrate material, t, 
is the thickness of the substrate, and tf is the film thickness. Because the samples were not com- 
pletely flat in their unstressed state prior to being silver coated, the value of K in Eq. 2 must be the 
difference between sample's measured curvature and its initial (precoating) curvature. 

The film stresses calculated from the fitted Zernike coefficients are plotted against elapsed time 
in Fig. 1. 

DISCUSSION OF RESULTS 

ACCURACY OF ZERNIKE POLYNOMIAL FIT 

In calculating the sample curvature and film stress from the third Zernike coefficient, C3, we 
assume that a three-parameter Zernike fit well represents the shape of the sample. A measure of that 
assumption is given by comparing C3(3) and C3(8), the values of Cg resulting from a three-parameter 
Zernike fit and an 8-parameter fit, respectively. For samples 4,6,7,9, 11, and 28 these coefficients 
generally agree to within about 10 to 15 percent, indicating that the three-parameter fit represents the 
sample shape well. For samples 24 and 30, however, C3(3) and C3(8) differ by up to roughly 50% 
for some measurements. Examination of the sample profiles given by the cwe-fitting program show 
that sample 24 has a significant amount of asymmetrical curvature, which is represented by Zernike 
functions higher than order 3. Sample 30 has very little curvature, as indicated by small values of C3, 
and its shape is only partially represented by the third Zemike polynomial. 

EFFECT OF CHILLING: LIMITING FILM STRESS 

Figure 1 reveals many similarities in the behavior of the coatings. The baseline measurements 
before chilling the samples show that all of the coatings had surface stresses of between roughly 
-1xlO7 and -2xlO7 ~ l m 2  at a temperature of 2S°C. (The interferograrn radius for plate 7's baseline 
measurement at 25OC was inadvertently not obtained from the program, so the coating stress could not 
be calculated for that measurement.) Negative stress values represent tensile film stresses. All of the 
coated samples were under tensile stress before being chilled. 

After the plates 4,7, 11,24, and 28 were immersed in liquid nitrogen and rewarmed to room 
temperature, their film stresses were between +2.OxlO7 and +2.5xI07 M/m2. (Plate 30 was not 
chilled because its baseline curvature was not well defined, and plate 9 was preserved as an undis- 
turbed sample.) The consistency of the post-chilling stress confims that the film stress is limited by 
the yield s~ength of the silver material. The yield shrength of bulk silver3 ranges between I.0x107 
~ / m 2  and 5.4~107 ~ / m 2 .  Thus the maximum stress resulting from chilling and w 
is consistent with the yield slrength of silver. 



INCREMENTAL STRESS CHANGE WITH TEMPERATURE 

n e  existence of a Iirniting value for the film stress is also indicatd by measurements of the 
incremental change in stress with temperature. When the samples were raised monotonically from 
25OC to 33OC after chilling, the film stress increased by an amount substantially smaller than the corre- 
sponding increase observed in the baseline (prechilling) measurements. When the temperature was 
then returned to 25"C, the stresses decreased by amounts comparable to, although smaller than, the 
baseline changes. The rates of change of stress with temperature are given in Table 2. 

Table 2 -- Rate of Change of Film Stress with Tem~erature 

The measurements do/dT, together with the existence of a limiting film stress, have implica- 
tions for maser performance. A coated maser cavity brought monotonically to room temperature from 
its firing temperature will have a tensile coating stress limited to approximately 2x107 ~ r n - ~ .  Because 
the incremental rate of change of film stress with temperature is roughly +6xl05 Nm-2 OC-1 ,  raising 
the cavity's temperature by approximately 30°C (=2x107/6~105) is expected to reduce the film stress 
roughly to zero. Lowering the stress in this way reduces any cavity deformation due to stress relax- 
ation, and thus reduces or eliminates the contribution of film stress to-long-term frequency drift. SAO 
masers operate with a cavity temperature of 50°C, 30°C above room temperature, which satisfies the 
criterion for stress reduction. 

STRESS CHANGE WITH TIME 

The data of Fig. 1 indicate that the stress in the post-chilled films decreased over the period of 
observation. This agrees with earlier measurements1 that showed that the stress in the coatings re- 
laxed at a rate proportional to the internal stress. The stress in plate 9, which had not been chilled, de- 
creased slightly in magnitude (became less negative). The data for plate 30 do not indicate a temporal 
stress change; this may be due to the small initial stress, or to the marginal representation of sample 
curvature by C3. In order to obtain quantita~vely significant values for the s@ess change with time, 
measurements over considerably longer pel-rds would be needed. 



CONCLUSIONS 

The measaarements c o n f m  the hpotkesis that grechilling metal-coated subseates can de- 
crease or reverse the internal film stress, and that the stress is limited by the yield strength of the film 
material. Thus improper temperature treatment of hydrogen maser cavities can result in high coating 
stress and consequent frequency drift due to long-term stress relaxation. However, as discussed 
above, proper temperature cycling prior to operation can reliably reduce the surface stress in hydrogen 
maser cavities to a level where stress relaxation is not an important factor in maser frequency stability. 
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Abstract 

It has been assumed until recently that GPS time receiver units (receiver+cables+antenna) have good 
stability and do not affect time transfer by more than 1 ns. Differences of a few nunosecon& sometimes ob- 
served during calibration campaigns have been attributed to external causes, such as multipath propagation, 
rather than to variations within the hardware. 

The characteristic feature of most comparisons of GPS time receivers is their short duration. Normally 
the comparison takes place, at most, over one week. To observe t h  behavwur of GPS time receivers over a 
period of several months, an experiment has been organised involving three receivers of two types. All three 
were connected to the same atomic clock. 

An unexpected sensitivify to external temperature was found in one type of receiver. This eflectproved to 
be a function of the length and type of the antenna cable. In the most unfavourable case the sensitivig was 
1.8 nsl°C. 

INTRODUCTION 

The GPS time receivers used for the purposes of time metrology have enjoyed until recently the excel- 
lent reputation of keeping one nanosecond whatever the environmental conditions. Several campaigns 
of differential calibration[l> 2 l  31 have been conducted under this assumption. During these campaigns 
the receivers were compared typically over art interval of one or two days. These campaigns were 
rarely repeated in the same location. On the other ha.nd, time laboratories are equipped in most of 
the cases with single GPS receiver. There have been only few opportunities to compare GPS time 
receivers for a period exceeding one week. Differences of a, few nanoseconds sometimes observed dur- 
ing these comparisons have been attributed to external causes, as for instance multipath propagation, 



rather than to  changes within the hardware. In only one case have two GPS receivers of different type 
been compared over a period of some montl1s[~1. The differences between these receivers did not shorn 
fiuctriations, however an incorlsistency in the software of two receivers was noticed. 

The experiment described in this paper was organized in order to  observe the long-term behaviour 
of GPS time receivers. It covered the period November 22, 1989 - April 10, 1990. Three receivers 
of two types were involved, A sensitivity to the external temperature of one type of the receiver is 
demonstrated. 

RECEIVERS 

The experiment involved three CIA Code GPS time receivers, of two types used currently in numerous 
time-metrology laboratories. The receiver denoted R1 is of the first type, the receivers denoted R2 
and R3 are of the second one. These two types of receiver are manufactured by two different makers 
and there are three major differences between them: 

(a) Original design: the first type of receiver was designed for accurate time transfer; the second one 
was designed originally for differential geodesy and was later adapted for accurate time transfer. 

(b) Internal delay: the first type has internal delay of about 50 ns, the second type one of about 400 
ns. 

( c )  Frequency transmitted from the antenna to the receiver through the cable: the first type down- 
converts at the antenna level from the L1 frequency (1575.42 MHz) to 75 MHz and sends this 
signal by cable to the receiver. The second type transmits at 1575.42 MGHz directly to the 
receiver. 

Tbe second type of receiver (R1 and R2), as this experiment proves, shows sensitivity to the external 
temperature. 

ANTENNA CABLES 

Throughout the entire duration of this experiment, receiver R1 operates with a coaxial cable (type 
RG213U) of 33 m length provided by the maker. 

Receivers R1 and R2 operate with different coaxial cables, all provided by the maker: 100 m (type 
HlOO super low loss), 72 m (type HlOO super low loss), 30 m (type RG213U low loss). 

For simplicity of notation we will associate with the name of the receiver the length of the cable with 
wluch it was operated. 

The table below gives the principal characteristics of these cables. 



Length Ty pe Characteristic Attenuation Operating 
inlpedarlce at 1575 MGNz temperature 

[ml [Ohms] [dB/100m] PC1 

100 HI00 super 50 15 -40 +80 
low loss 

72 HlOO super 50 15 -40 +80 
low loss 

30 RG213U low 50 30 -40 +SO 
loss 

ORGANIZATION OF THE EXPERIMENT 

The three receivers use separate antennas located on the same roof. The differential coordinates of 
the antenna phase centres are known with uncertainties of a few centimetres. 

The three receivers are programmed with the same schedule including 26 tracks per day. 

The receivers are connected to  the same master clock generating UTC(0P) .  The comparison consists 
in the computation, for each track i, of the time differences: 

or, using abbreviations, 

and then in computing the daily mean DT of dt(i). 

RESULTS 

The comparison of the three receivers is realized in several steps illustrated by Figures 1 through 4: 

Figure 1 - First comparison (November 22, 1989 to  January 12, 1990). Receiver R2 operates with the 
100 m coaxial cable: receiver R3 operates with the 30 m coaxial cable. Differences between R2(100m) 
and the other two receivers reach a peak to peak value of 20 ns. Receivers Rl(33m) and R3(30m) 
differ, peak to  peak by 3.2 ns with a standard deviation of 0.6 ns over a 50-day period of comparison. 
The deviations of R2(100m) are strongly correlated with externa,l temperature. 

Figure 2 - Second comparison (January 13 to  22, 1990). The cables a.nd antennas connected to  R2 
and R3 are interchanged. Receiver R3(100m) is now sensitive to the temperature. 



Figure 3 - Third comparison (January 23 to  March 20 1990). Receiver R2 now operates with the 72 
m cable and R3 is connected to  its original 30 m cable. A sensitivity to  the temperature is observed for 
R2((721n), but is less slrortg tlran that for Rq(100m). Tlte digelences peak to peak between Rl(33m) 
and R3(30m) reach 2.4 ns; the starldard deviation for the 56-day period of experiment is 0.6 ns. 

Figure 4 - Fourth cornparison (March 21 to April 10, 1990). Receiver R2 operates with the 30 m 
cable. The standard deviation between R2(30rri) and Rl(33m) is found to  be 0.3 ns for a 20-day 
period of comparison. Peak to peak differences of 3.5 ns between R3(30m) and two other receivers are 
observed; these differences are correlated with temperature. 

The observations described in the above comparisons show that  standard deviations of daily means 
depend on the sensitivity to  temperature of the receivers used: they decrease when sensitivity is 
reduced. Figure 5 shows the differences of individuals values dt(i) between R2(100m) and R 1  during 
one day: November 24, 1989. We observe a clear correlation with temperature. This effect induces an 
increase of the daily mean standard deviations. 

CONCLUSIONS 

1. The data obtained from receivers R2 and R3, both of the second type, are correlated with the 
external temperature. 

2. This correlation depends upon the antenna cable. With the 100m cable (type HlOO super low 
loss) recommended by the maker, the variation reaches 1.8 ns/xC. 

3. Errors arising from changes in external temperature should be reduced to less than 1 nanosecond 
over the domain of usual temperatures for harmonization with other instrumental errors and 
potentialities of GPS: this achievement needs the sensitivity t o  be reduced to 20ps/xC. 

4. Time-metrology laboratories should be equipped with a t  least two GPS time receivers (preferably 
three) t o  detect abnormal behaviours linked for instance with environmental conditions. 
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Abstract 

The underlying philosophy of the GPS 2R TSA architecture is to utilize two frequency sources, one fixed 
frequency reference source and one system frequency source, and to couple the system frequency source to 
the reference frequency source via a sample data loop. The system source is used to provide the basic clock 
frequency and timing for the space vehicle (SV) and ii uses a VCXO with high short term stability. The 
reference source is an atomic frequency standard (AES) with high long term stability. The architecture can 
support any type of freqiretrcy stundard. 111 tire sy.stcrn &sign rubidium, ce.sirmr, ur~d H2 musers outputtirtg u 
canonical frequency were uccommodated. Tile urclritecture is sofhuure intensive. All VCXO adjustments are 
digital and are calculated by a processor: T h y  are applied to t l~e  VCYO via a DAC. 

DESCRIPTION OF TSA ARCHITECTURE 

The GPS 2R TSA architecture is illustrated by Figure 1. An AFS is used as a reference frequency 
source. It operates with a fixed, minimum C field and provides an output frequency that can easily 
be multiplied t o  the resonant frequency of the particular AFS being utilized. It contains no frequency 
synthesizers or extra feedback loops and no frequency adjustments. The nominal output frequency of 
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FIGURE 1 TSA ARCkllTECTURE 



the AFS is not critical; in this impleme~~tat io~l  it is 13.4 MHz. A stable VCXO is used as an system 
frequency source. Its nominal frequency is 10.23 MHz (GPS frequency) adjustable in 1 micro Hz steps 
over a. lange of 10 l i z  to accomilzodate aging and selective availability (SA). The AFS and VCXO 
outputs are divided to obtain 1.5 second "epochs". These epochs are compared in a phase meter and 
the measured phase difference between the AFS and the VCXO epochs is compared t o  the predicted 
phase difference generated by a software phase difference predictor. The result of the conlparison is 
a loop error signal that  represents the difference in phase between the VCXO and the AFS. The loop 
error signal is converted by the processor to a VCXO control voltage (DFCMD) which is applied to 
the VCXO (after compensatioll for VCXO non linearity) to  remove the phase difference. The loop 
filter smooths the phase meter output (a running average) and provides a software controlled, loop 
time constant. The loop time constant is normally quite long but switches to  a short time constant 
when fast frequency corrections are required. DFCMD is generated every 1.5 seconds. The frequency 
of the VCXO can also be dithered by adjusting the DFCMD and compensating the output of the 
phase difference predictor. 

The phase difference predictor uses AFS and VCXO performance algorithms stored in the processor 
to  adjust the phase difference prediction to take into account the actual frequency of the AFS, its fre- 
quency drift (in the case of a rubidium AFS), its temperature sensitivity, relativistic and gravitational 
effects, and the non-linear response of the VCXO to  colltrol voltages. Since the AFS is asyncl~rollous 
to  GPS time, the phase difference predictor also keeps track of the precessioll between the epochs 
generated from the AFS frequency and the epochs generated from GPS time. Since the divider in the 
reference epoch generator only divides by whole numbers, keeping track of precession is a book keeping 
process until i t  reaches a value close to  the value of the AFS period. When this value is reached, the 
divider in the reference epoch generator is adjusted by a whole count. The non linear response of the 
VCXO to  control voltage changes and DAC non-linearity are taken into account when the DFCMD 
is generated. The VCXO characterization ensures that VCXO tuning is at the center of the tuning 
range of the DAC so that  there is sufficient range to  take care of VCXO aging and SA. The Z counter 
indicates real time by counting the reference epochs. 

DESIGN CONSTRAINTS UPON TSA ARCHITECTURE 

Performa,nce specifications impose various design constraints upon the architecture. The  requirement 
that the TSA be capable of operating for G months without ground assistance has the most severe 
impact on the design. It requires that the performance of the AFS (and to  some extent the VCXO) be 
predictamble t o  close tolerances for G months. In order to  meet this requirement the AFS performance 
must be modeled prior t o  launch and the model stored in processor memory for use during orbital 
operation. I t  must also be possible to update these cl~aracteristics as a result of ground measurements. 
The impact of other specifications are, for the most part, minimal. Radiation and prompt dose 
specifications require the use of tantalum shielding and CMOS SOS technology for selected circuits and 
require that the AFS output use tuned circuits to  "flywheel" through nuclear upsets. Specially designed 
circuits are also required t o  convert from the analog to  the digital domain. The most significant 
constraints are listed below. 

e Ensure TSA operation for G months without groulld assistance. 

Ensure that  there can be no undetected failure. 

r Operate through single event (random) upsets. 



ca Make TSA radiation and nuclear event resistant, 

e 'ProvitEe for groti~id co~retol override of all autonoilloris actions. 

r Provide d u d  redundancy. 

The TSA system design is illustrated by the hardware diagram of Figure 2. Dual redundancy is 
used throughout for reliability reasons except that three AFS are used; two rubidium (RAFS) and 
one cesium (CAFS). It is intended that two rubidium standards be powered up at all times. One 
standard will be on-line and the other will be a hot standby. Failure of the on-line standard (reference 
frequency source) will result in an automatic switchover to the hot standby. Switchover is accomplished 
without effecting the navigation mission of the SV because the high stability VCXO will "free run" 
during switchover and the hot AFS will be synchronized to the VCXO before it takes over as the 
reference frequency source. Monitor circuits ensure that AFS failure can be detected prior to significant 
performance degradation. The CAFS will be on cold standby for redundancy reasons but can also 
be used as a hot standby. Recovery from failure of other components requires ground help. The 
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SV epoch generator hardware divides the outputs of the reference and system frequency sources to 
obtain reference and system clocks (1 -5 second epochs). The dividers are programmable and resetable 
for initialization and adjustment purposes. A phase meter measures the phase difference between 
the system epoch and the reference epoch and outputs a digital value which represents coarse (i one 
AFS period) and fine phase diEererzce between them. The measured phase is compared to  the phase 
predicted by software and the diRerence is converted by the BFCMD gexerator to a frequency control 
signal that is applied to the VCXO which adjusts the VCXO frequency to remove the phase difference. 
The Z counter keeps track of real time by counting the reference epochs. Software provides adjustments 
to  the epoch generators for initialization and clock correction and hardware monitors provide inputs - 
to  software diagnostics so that no undetected failures can occur. 

The TSA software design is illustrated in Figure 3. The software predicts the phase difference between 
the reference and system clocks a t  each epoch using AFS performance models and AFS frequency data 
stored in.the processor. In this implerncntation it must take into account the actual AFS frequency, 
AFS frequency drift, and AFS temperature. It reads the measured phase and compares it to the 
predicted phase. Phase error is converted to  VCXO frequency control words (DFCMD) that are 
applied to the DAC in the VCXO which causes the VCXO to change frequency and thus remove the 
phase error. The DFCMD value is adjusted in accordance with a model stored in the processor to 
remove non linearities in the transfer function between the DFCMD and the output frequency change 
of the VCXO. The DFCMD is also adjusted to  produce VCXO output frequencies in accordance with 
an SA algorithm that is related to  the Z count. The software also maintains a software Z count 
to  ensure that the hardware Z count is correct. AFS performance models and other performance 
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data are calculated prior to launch from careful measurements of the performance of the AFS and 
VCXO. These models and data are uploaded with other SV software during initialization. The models 



and data are updated as required during orbital operations based upon ground measurements of in- 
orbit performaace, The models and data para,neters remain valid for more than 6 months although 
comections may be provided to the user (in tlxe user message) as a result of inter satellite mexurernents 
(cross link measurements). 

TSA SYSTEM INTEGRITY 

Numerous hardware monitors provide information to the processor so that there is no possibility that 
a single failure of a TSA component can go undetected. Improper monitor reading cause a fault alarm 
t o  be issued. Figure 4 illustrates the hardware monitoring arrangement. The following hardware 
monitors are provided: 

e AFS activity detector. Detects AFS output. 

e VCXO activity detector. Detects VCXO output. 

e AFS lock status. Detects if AFS loop is locked. 

e Reference and system epochs. 

e Second harmonic lcvel. Detects lcvel of AFS modulating signal. 

e Z counter. Value of Z count 

e Phase meter (S/W looks for phase jumps and erroneous precession). 

0 Nuclear event detector. 

e AFS temperature. Measures AFS baseplate temperature 

e Cross link measurements 

FIGIJRE 4 TSA INTEGRITY MONITORING 



The first four of the above monitors are go, no-go detectors which indicate failures of the AFS, VCXO, 
and system and reference clocks directly. In the case of the system and reference epochs, software 
also inaintains a watchdog timer. 4f the epoclts do not occur witllirt a specified period of tirne, an 
alarm is issued regaldless of the status of tlre hardware monitors. The second harmonic detector will 
also indicate AFS failure; in addition, it will often provide an early warning of AFS failure conditions. 
If the level changes 20% with respect to a running average (calculated by software), experience has 
shown that it is probable that something is going wrong with the AFS even if its output remains 
unaffected. The value of previous Z counts is stored by software. At each epoch one is added to the 
previous Z count and the result is compared to  the current Z count. Mismatches not accompanied by 
other alarms indicate that a logic upset has occurred. 

The phase measurements are the most indicative of the health of the TSA. Phase values can indicate 
catastrophic failure, logic upsets, and health that is slowly deteriorating. A single, fixed phase jump 
that continues for more than on or two epochs is an indication that a logic upset has occurred. Erratic 
and continuous phase errors indicate a component failure. Phase values that indicate a precession 
that is different from the expected precession are indicative of AFS frequency changes. This can be 
detected before system performance is affected. Phase changes are likely to  be the first indication that 
there is a problem and thus ensure that action can be taken within one or two epochs. 

The nuclear event detector a.nd AFS temperature monitor are not strictly TSA integrity monitors. 
The nuclear event detector confirms the cause of upset and therefore is useful in determining recovery 
actions. The temperature monitor is used by the phase predictor when it  is calculating expected phase 
since the frequency of the AFS varies slightly with temperature. However, out of range, non cyclic, 
or erratic temperature changes indicate something is wrong with the AFS. Cross link measurements 
between insight Block 2R satellites also provides an important integrity check. They are made hourly 
and will indica.te slow or fast time changes that have not been predicted. 

System integrity is software intensive. No 11ardwa.re recovery or alarm action takes place directly. 
Software takes appropriate action on the basis of monitor inputs. The software also maintains the 
usual internal range checks and time outs to  ensure that the software is operating correctly. Any 
fault alarm will cause the software to enter a diagnostic routine which determines what has failed 
and whether it is possible to recover autonomously without affecting performance. If it is possible to 
recover autonomously the TSA does so. If not an alarm is placed in the user message. A complete 
description of autonomous recovery is not covered in this paper, but, in general, if the failure is limited 
to the AFS, or if the upset is limited to either the system or reference timing autonomous recovery is 
possible. 

PREDICTED TSA PERFORMANCE PARAMETERS 

Engineering models and prototypes of the frequency standards and other TSA functions have been 
built and initial tests completed. Analysis of the test results leads me to believe that the following 
performa.nce can be achieved. 

r Short Term Frequency Stability: VCXO 1 x 10-12; CAFS 3 x 10-ll; RAFS 3 x 10-l2 

r Long Term Frequency Stability: CAFS 5 x lo-'" RAPS 1 x I--'" 

c TSA User Range Error (24 hour,l Sigma): CAFS 2.6 In; RAFS 1.8 in 



r Frequency Drift (RAFS): Removed by modeling 

a Teinprraturc Sensitivity: RAFS 1 x 10-" change in f~c*ci  pel degice C 
(Decreased to 2.4 x modeling) 
CA FS Negligible 

e AFS Reliability: Better than 0.75 

o Power Consumption: CAFS 20 watts; RAFS 14 Watts 

o Weight: CAFS 26 LBS; RAFS 12 LBS 

IMPROVEMENTS TO THE TSA DESIGN 

The TSA is no exception to the rule that all designs can be improved. Possible future improvements 
to  the TSA that can be made as a result of experience gained on this design range from minor 
enhancements t o  complete redesigns. The software intensive nature of the design presents possibilities 
for increased use of autonomous recovery and improved availability due to autollomous redundancy 
management. Minor changes (in the technical sense) to the hardware and software would permit 
autonomous recovery from many TSA hardware failures and all TSA hardware upsets. These changes 
are: 

e Add a hot standby VCXO so that VCXO and AFS switchover is possible. 

o Duplicate or time share the phase measurement circuitry. 

e Provide software controlled management of hot standby VCXO. 

e Add software dia,gnostic routines to locate upsets and failures. 

e Add software performance analysis routines to characterize operation. 

e Reduce the number of AFS from three to two. 

The first three of the above changes increases availability by incorporating autonomous hardware 
redundancy management of the AFS and VCXO lmrdware. Duplicating or time sharing the phase 
measurement circuitry permits monitoring and assessing the performance of the AFS and VCXO hot 
standbys. The fourth challge would increase avadlability by permitting autollomous recovery from 
TSA logic upsets. It provides for the effective use of the first three changes. The fifth change provides 
the means to model the performance of the TSA during operation thus improving the ability of the 
phase predictor to  predict phase. The last change recognizes 17 years of improvements made in the 
reliability of atomic frequency sta.ndards and the improved availability as a result of autonomous AFS 
switching. 

Another improvement would be to develop a nuclear upset proof digital frequency synthesizer. The 
original TSA system design incorporated a digital frequency synthesizer to generate the 10.23 MHz 
and to provide SA. This approach wa,s abandoned and a VCXO used in its place because an nuc1ea.r 
upset proof synthesizer wa.s not available. It seems likely that technology has advanced to the point 
where such a synthesizer is now possible. Syntlxesizers permit a single AFS to drive both the reference 
a,nd system clocks, further improving availability, aad SA functions ase simplified. 



In the present design, many TSA fiinctions are included as part of other functions. Hardware functions 
are located in tlre Mission Data Unit  (RllDU) and the TSA software is located in the mission processor. 
Also, the systerrl epoch generator is part of the P code generator. Tlte currerrl hardware configuration 
evolved from previous GPS desig~ls but is not the best way to ensure TSA performance and pro- 
ducibility and results in  complex MDlJ hardware and mission processor software. 'I'he TSA should 
be configured into three functions; AFS, VCXO, and TSA logic. The TSA logic should include its 
own processor. Such a configuration would simplify the MDU and mission processor software, reduce 
VCXO redundancy by 2, permit separate testing of the MDU and TSA, and improve the producibility 
of both the TSA and the MDU. 
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Abstract 

This paper presents some interim results from the environmental testing program to evaluate the Engi- 
neering Design Model (EDM) of the EG&G Spaceborne Rubidium Clock. This effort is in support of the 
GPS BLOCK IIR program and is intended to characterize the performance of EG&G design for BLOCK 
IIR suteUife applications. Two EG&G EDM units are currently under test at NRLS Clock Test Facility to 
measure the long-term frequency stability, drift, and frequency versus temperature characteristics. 

INTRODUCTION 

The Global Positioning System (GPS) provides users with precise position and timing information, 
and will have a constellation of 21 satellites, with 3 on orbit spares, expected to be completed by the 
mid 1990's. I t  is anticipated that GPS BLOCK IIR (Replacement) satellites will be needed during the 
second half of this decade. The GPS BLOCK IIR satellites will carry two EG&G Rubidium Atomic 
Frequency Sta.ndards (AFS) and one Icernco Cesium AFS. 

Because the AFS is of such importance to  GPS, an AFS development program was begun for the 
GPS program. An alternative source rubidium AFS project was started by the GPS Program Office 
and Rockwell in 1979 to  insure the supply of space-qualified AFS's. As part of this program EG&G 
built two prototype Rubidium AFS's, units 1 and 2111 '1. These two units were later modified[3]. In 
1987, NRL and EG&G presented a pa.per describing the results of testing done at  NRL on these two 
prototype units14]. The data presented demonstrated a frequency stability and drift rate better than 
that of any other Rubidium AFS ever tested at NRL. 

Several years later in support of the GPS IIR program, EG&G built two additional rubidium AFS's, 
units 3 and 4. EG&G implemented several design changes in units 3 and 4. These changes included 
elimination of the synthesizer and a rearrangement of sub-assemblies which have lead to  a more 



compact design. Units 3 and 4 output frequency, 13,401,343 Hz, is the 510th sub-multiple of the 
6,834,682,000 Hz rubidium transition frequency. This allows for elimination of the synthesizer. NRL 
is doing detailed developnzentzl testing on these four ~11hidiun1 AFSqs in support of the GPS BLOCIC 
IIR program. The purpose of this testing is to assist E6616, the spacecraft manufacturer, and the GPS 
Program Office in refining the design and to document the performance of the AFS in the expected 
space environment. The interim test results of the GPS BLOCK I%R Rubidium AFS are reported in 
this paper. 

NRL CLOCK TEST FACILITY 

The Naval Research Laboratory (NRL) has served as the primary development and test facility for 
all GPS AFS's since the initial concept of GPS. In 1985, the NRL Clock Test Facility was completed 
and includes a fully-automated 48 channel dual-mixer phase measurement system which records both 
phase and 900 analog measurements every hour[5]. Shorter-term phase measurements are made using 
a 12 channel dual mixer system with a 30 channel analog data logger. The primary frequency reference 
NRL for all phase measurements is one of 5 Hydrogen Masers at NRL[~] .  For space environmental 
testing, NRL has 12 Thermally-controlled high Vacuum Chambers (TVAC). Additional measurements 
made a t  the NRL Clock Test Facility include phase noise, spectral purity, vibration, and AC and DC 
magnetic fields susceptibility measurements. 

FREQUENCY STABILITY TESTING 

The GPS BLOCK IIR Rubidium AFS's frequency stability specification is defined in terms of Allan 
The frequency stability requirement is for performance better than 3.0 x 1 0 - ' ~ / t ~ / ~  _t 

5.0 x 10-l4 with the frequency drift removed, while operating in a vacuum of less than 1 x 
tors, at a constant temperature. The frequency drift should be less than 5.0 x 10-14/day after 30 
days of continuous operation under constailt environmental conditions in vacuum. This performance 
specification equals the typical performance shown by EG&G units 1 and 2 in testing done at  NRL[~] .  
The development goal is the for long-term frequency stability to be better than 1.0 x 10-l4 a t  sample 
times greater than one day. 

Figure 1 shows frequency stability data with and without drift removed collected from unit 3. This 
test took place over a 107-day period in TVAC at a constant temperature of 28 C. Also shown in 
figure 1 is NRL reference maser's long-term frequency stability and the phase measurement systems 
noise floor. Figure 2 shows a normalized frequency offset plot of unit 3. A peak-to-peak deviation 
of 80 llanoseconds can be seen in figure 3 which is a drift removed phase plot with a frequency drift 
of -4.45 x 10-14/day removed. Unit 4 when tested under similar conditions exhibits comparable 
performance. 

TEMPERATURE SENSITIVITY TESTING 

An integral part of the planned GPS BLOCK IIR satellite operation incorporates a computer model 
used to  remove the fluctuations in phase due to  frequency offset, frequer~cy drift and frequency Auc- 
tuations due to thermal changes on board the satellite. Because no active temperature control of the 



Rubidium AFS is planned, the exact thermal sensitivity of the AFS must be well understood for this 
computer model to remove these sensitivity. 

Initial temperature sensitivity measurements were made on unit 4 in which the temperature was 
changed every 6 hours in 5 degree C steps, from 10 C to 35 C and then back to 10 C. Frequency 
changes ranging from less than 1.0 X 10 -13/C up to 5.0 X -1316 can be seen in figure 4. 

Later, EG&G modified unit 4 so that its operating temperature range more closely matched that of the 
preliminary predicted thermal profile of the spacecraft. Figure 5 shows the results of the latest thermal 
sensitivity testing done on unit 4 after modification. This test profile called for the temperature to be 
changed every 8 hours in 0.5 C steps from 15.5 C to 21.5 C and then back to 15.5 C. Analyzing the 
data from figure 5 points out that between 17.5 C to 21.5 C, the frequency changes were less than 5.0 
X 10 -14 /C, while the change in frequency between 15.5 C to 17.5 C was as great as 3.3 X 10 -13/C. 

Unit 3 was subjected to  a 12-hour thermal cycle with a 3 C peak-to-peak deviation. This 12-hour 
thermal cycle was chosen to roughly simulate a 12-hour temperature cycle due to the GPS orbit. 
Temperature sensitivity ranged from 4.0 X 10 -13/C at  17 C to less tha.n 1.0 X 10 -13/C at  27 C. 

FUTURE TESTING 

Because on-orbit modeling of the EG&G Rubidium AFS is such a vital part of the GPS BLOCK IIR 
satellite operation concept, a thorough understa~ldillg of how closely the clock can be characterized 
on the ground prior to  launch is imperative. The variability between AFS's manufactured will need 
to  be investigated to see the impact it will have on this model. 

The best test for evaluating the thermal sensitivities of the Rubidium AFS would be to use the exact 
thermal profile expected in space. When the GPS BLOCK IIR spacecraft manufacturer completes 
their predicted thermal profile analysis for the spa.cecraft, NRL will use this information to derive new 
tests that more closely corresponds to what the Rubidium AFS will see in space. Additional testing 
will include a detailed look at the temperature sensitivity of the Rubidium AFS over a much wider 
range, the repeatability the temperature sensitivities over time, and a detailed analysis of the effect 
of temperature on drift. 
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ON THE LENGTH OF THE DRIFT REGION IN THE RAMSEY CAVITY 

Pierre THOMANN 
Observatoire Cantonal de Neuchstel 
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Abstract 

The interaction of atoms in a beam with the microwave field in a separated 
field geometry such as a Ramsey cavity is generally described in terms of the  
three  regions traversed successively by the  atoms, namely two interaction 
regions of length R separated by a "drift", o r  "free precession", region of 
length L. For a monokinetic beam of velocity v, the  linewidth of the  central 
fr inge in the  Ramsey resonance pat tern  is  usually expressed as Aw = n v/L. 

A more detailed calculation shows, however, tha t  the  linewidth is equal t o  
71 v/L*, where the equivalent d r i f t  L* is  larger than L by a n  amount of the  
order of R/L. The correction depends on the field distribution in the 
interaction regions. I t s  origin lies in the  f a c t  tha t  atomic precession is not 
limited t o  the  field-free regions but also occurs in the  interaction regions, 
where atomic coherence builds up o r  decreases continuously. 

Although the  correction t o  the  equivalent length of the  d r i f t  region is small, 
it may be relevant t o  the  evaluation of the second-order Doppler effect  bias 
in primary cesium-beam standards t o  the  extent tha t  the  atomic velocity is 
deduced f rom the lineshape and f rom the  geometrical parameters of the  cavity. 
I t  is shown t h a t  in current  and projected standards with atoms of average 
thermal velocity, use of corrected dimensions may lead t o  a change of the  
calculated bias of the order of 10-14, which is significant a t  the levels of 
accuracy considered nowadays. 

1. INTRODUCTION 

The velocity distribution of atoms in atomic beam standards often needs t o  be 
known with considerable accuracy because of i t s  relevance t o  the  determination 

2 
of the  second-order Doppler shi f t  dvD = -(v/c) /2. Several methods have been 

proposed and used t o  determine the  velocity distribution [I-61. Most of the 
methods actually yield a transit-time distribution, through an  analysis of the  
Ramsey pattern lineshape 161, the  power dependence of the transition 
probability a t  resonance [51, or  through the response t o  RF pulses of varying 
periodicity [ZI. In order t o  deduce the  average velocity and the  velocity 
distribution f rom such transit-time information, one must know precisely what 
physical length has been travelled during the measured transit-time. I t  is 
often assumed tha t  the reIevant length is the separation L between the end of 



the  f i r s t i n t e r a c t i o n  region and the  beginning of the second. The following 
calculation of the  linewidth of the central fringe of the Ramsey pat tern  takes 
into account the non-zero length R of the interaction regions, which is 
usually neglected. The calculated linewidth is  indeed affected by t h e  finite 
interaction length, the amount of the  correction being of order R/L and 
depending somewhat on the RF field profile inside the interaction regions. 

2. CALCULATION OF THE EFFECTIVE LENGTH 

The purpose of the  calculation is t o  establish a precise relationship between 
the  linewidth of the resonance curve, which is directly accessible t o  
measurement, the  length of the  Ramsey cavity, which is known by construction, 
and the  atomic velocity which is the  parameter t o  be determined. For the  sake 
of simplicity a monokinetic beam of velocity v will be considered; t h e  results  
can then be extended t o  actual velocity distributions. 

The two levels of the clock transition (F = 4; m = 0 and F = 3; m = 0 in the  
case of cesium) a r e  coupled t o  a near-resonant RF magnetic field. We wr i t e  the  
familiar  Bloch equations f o r  the  th ree  components of the  magnetic dipole 
(fictitious spin 1/21 associated t o  th is  two-level system. I t  is convenient, 
a s  usual, t o  wri te  these equations in a f rame rotating with the  resonant pa r t  
of the  RF-field, and t o  neglect the  f a s t  oscillating antiresonant par t .  The 
equations of motion then read 

x = a y  ( l a )  

where x and y a r e  the transverse components of the fictitious dipole in phase 
and in quadrature with the  RF-field; z is the  longitudinal component of the  
fictitious dipole and the  population inversion of the  real  two-level system 
( z = l i f  F = 4 ,  m = 0 ;  z = - 1 i f  F = 3 ,  m = O ) .  

The detuning a is  the difference between RF frequency and atomic frequency: 
a = w - w r iB ( t )  = pB B(t) is the coupling energy between atom and RF- 

RF o' 
field (B(t) is the amplitude of the  RF field, directed along Ox in the  
fictitious dipole space). 

Since there  is no relaxation in this system, the representative vector is of 
2 2 2 constant length (x (t) + y (t) + z (t) = 1 at $11 times) and i t s  motion is a 

rotation about the  instantaneous rotation vector R (t) = (p( t ) ,  0 ,  -a). 

We will consider the  two standard configurations of Ramsey cavities used in 
cesium standards,  namely the E-bend cavity where the RF field amplitude is  
constant in each interaction region, and the H-bend cavity where the  RF field 
amplitude has a sine envelope. The corresponding time sequences f o r  B(t) a r e  
shown in Fig. I. 



2.1 E-BEND CAVITY, EXACT SOLUTION 

Since the  amplitude of the RF field is constant, B is time-inkitlpendent during 
each of the  three pa r t s  of the evolution and the equations of [notion can be 
integrated analytically in a standard manner [71. The quantity of interest  is 
the  population inversion z a t  time T + 2TR, a s  a function of the  detuning a. 

P 
For small detunings the  exact solution can be expanded in power series of the  
ra t io  a/p of the  detuning t o  the  Rabi frequency at resonance. Optimum RF 
power is  assumed (BT = 2 f o r  detunings such tha t  laT I 5 n/2, we have R P 
lal//3 5 R/L. 

The usual expression f o r  the lineshape near resonance is  the  zero order term 
of the  expansion: 

z (T + 2T 1 a - cos (aT 1 
P R P (2) 

The approximate linewidth Aw (FWHM) is  equal t o  nr/T and the  atomic velocity 
P 

i s  related t o  the  linewidth by 

If, however, terms of order 1 in a/13 a r e  kept in evaluating z ,  the  main change 
is a narrowing of the fr inge spacing and width: 

The linewidth is now Ao = nr/T4, where the  effective transit-time T4 is  equal 

The distance travelled by the  atoms during the  effective transit-time T* is  
what we call  the  effective length L* of the  Ramsey cavity 

t o  which the  velocity is now related by 

Equation (4) means tha t  the  time interval over which the  phase of the  atomic 
dipole and the  phase of the RF field a r e  allowed t o  d r i f t  apar t  between the 
two atom-field interactions extends beyond t h e  field-free interval t o  include 
par t  of the  interaction times. The transit-time which can be inferred f rom the 
width of the  central  fringe in the  simple case of a monokinetic beam is thus 



the time T* to  travel  L*, the effective length, instead of the t i m e  T t o  P 
travel Ed in the  approximate derivation. Consequently the  velocity tha t  can be 

4 Q 
deduced from this  effective time of flight is higher by a factor  1 + - - n L (eq. 

(5)). I t  may be expected tha t  a similar correction will apply in the  case of a 
real  beam when converting the  transit-time distribution into a velocity 
distribution (see also below). 

2.2 APPROXIMATE INTEGRATION OF THE BLOCH EQUATIONS 

The origin of the  additional transit  time can best be seen by integrating 
directly the  equations of motion of the  fictitious spin 1/2. Although an  exact  
integration is possible in the case of a constant field amplitude, one can 
se t t le  f o r  a n  approximate integration where terms of order two in a / p  a r e  
neglected. This procedure will also allow us t o  evaluate the  effective 
transit-time and length of an  H-bend cavity where the  field amplitude is  not 
constant and no analytical solution t o  eqs. (1) can be found. 

We find t h a t  the  FWHM linewidth, i.e. twice the  detuning required f o r  the  
f inal  inversion t o  be equal t o  zero, can be expressed as 

T~ t 
with T* = Tp + 2 So sin [ J @(t') dt'] d t  

0 

Introducing t h e  explicit field profile @(t) (Fig. 1) in the  integral, we get  

4 
E-bend cavity: T* = T + - T 

P n R  ( 9 )  

H-bend cavity: T* = Tp + fi J0(n/4) TR (10) 

The E-bend result  i s  identical t o  the exact  result  (eq. ( 5 ) )  and thus 
validates the  approximate integration procedure used t o  derive eq. (8). 

3. DISCUSSION 

The implication of the  results  above f o r  the  second order Doppler shi f t  bias 
depends on the  average atomic velocity and the geometry of the  Ramsey cavity. 
In a n  optically pumped standard with L = 1 m, R = m, v = 300 m/s, the  rms 
Doppler biases calculated with L and L* would di f fer  by 1.3.10-14, a value 
tha t  cannot be neglected anymore. 

The linewidth of the  central fringe is  of course not the  only way of measuring 
transit-times. I t  seems obvious, however, tha t  the  effective transit-time and 
length described here a r e  the relevant parameters in relating spectral  
fea tures  of the  atomic resonator t o  the atomic velocity or  velocity distribu- 
tion. 



The practical case of a velocity distribution introduces a complication in 
tha t  the optimum power condition assumed in the monokinetic case can no longer 
be satisfied by all atoms. This has a consequence on the  lineshape but  it can 
be shown tha t  the  effect  on the effective t ransi t  time is zero if the 
transit-time distribution is  symmetric. A s  an illustration of th is  point we 
compare the  monokinetic results  (eqs. (9) and (10)) with results  [91 obtained 
by computing the  linewidth of the Ramsey pattern f o r  a real ,  asymmetric, 
velocity distribution with a width equal t o  - 10% of average velocity. In the  
H-bend case, the  equations of motion were integrated numerically: 

L* (monokinetic, eq. 9) = L + 1.27 R 
E-bend: 

L* ( v e l o c i t y  d i s t r ibu t ion)  = L + 1.28 R 

t L* (monokinetic, eq.  10) = L + 1.20 R 
H-bend: 

L* ( v e l o c i t y  d i s t r ibu t ion)  = L + 1.23 R 

Considering t h a t  in the  H-bend case R /L was .03, the  agreement i s  within the  
precision of the  monokinetic estimate where terms - ( R/L)' have been 
neglected. 

CONCLUSION: The concept of effective transit-time and effective length of a 
Ramsey cavity has been pointed out. The use of these effective parameters in 
determining atomic velocities may lead t o  a significant improvement in the 
evaluation of the  second order Doppler bias in atomic beam primary standards. 
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F i g u r e  1 

a )  T i m e - d e p e n d e n c e  o f  t h e  RF m a g n e t i c  f i e l d  B ( t )  ( i n  R a b i  
f r e q u e n c y  u n i t s ) .  S o l i d  l i n e :  E-bend c a v i t y ;  d o t t e d  l i n e :  
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t h e  Bloch  s p h e r e .  S o l i d  l i n e s :  - aT*  = 2  ; d a s h e d  l i n e :  

(Y = 0 .  
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TIME AND FREQUENCY MEASURING 
METROLOGICAL 

EQUIPMENT IN THE USSR 
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Abstract 

The complex of the means of providing time and frequency traceability in the USSR includes the system 
of time and frequency standards of the National Time and Frequency Calibration Service, time and frequency 
transfer facilities and local time and frequency standards. Control on measurement correctness is performed 
by the All-Union Stute Standard calibration service. 

The hardware of most of the above-mentioned systems is provided by the instruments developed by our 
institute. A common scientijc and technological approach allowed us fo create a unijied system of time - 
frequency equipment composed of widely used serial instruments, sets, automated systems and complexes. 
Primary frequency staltdards of diferent classes, time and frequency references and instruments are based 
on the unijkd system. CHI-70 hydrogen frequency standard and its CHI-70A, CHI-80 modijications are 
used in the group time and frequency standards. Measuring time and data processing techniques, and also 
instrumentation specijications on the results of 10-year operation are given in the report. The existing system 
provides time-frequency measurements with 2 x 10-l3 rt 1 x 10-l4 accuracy. 

Metrological equipment, providing traceability of frequency- time measurements in the USSR, com- 
prises: 

a system of frequency-time standards located in different regions of the country; 

0 equipment for trailsmission time and frequency units using different communication links; 

0 reference and working measuring instruments of the consumers. 

The system operation, control and also mea.surement inspection are performed by the National time 
and frequency service and the National calibration service of Gosstandard USSR. 

The major part of the above-mentioned complexes and systems includes instruments developed by our 
association during the last 15 years. A common scientific and technological approach allowed to  create 
a unified system of frequency-time measuring equipment composed of widely used serial instruments, 
sets, automated measuring systems and complexes. This unified system includes CHO-100 primasy 



frequency-time standard of the Main Verification Center of the National time and frequency service, 
CRO-101, CNO-1OlB secondary frequency-time standard, CRO-200 reference measuring instruments. 

The principle of operation of these instruments is based on time and frequency keeping by the group of 
hydrogen masers. In this case high precision measurements, achieved by averaging or approximatioil 
to the best maser characteristics, and their reliable data are provided. 

The frequency and time scale adjustment defined by the comparison between the National frequency- 
time standard and the given time keeper are taken into consideration in measurements. A multichannel 
automated measuring system provides the mutual comparison of frequency difference a,nd frequency 
stability measurement for each pair of hydrogen masers in the group for different time intervals from 
1 s up to  1 month. By mutual comparison the measuring system calculates characteristics of each 
hydrogen maser. Taking into account Allan variance measurement data  over short time intervals from 
1 s up to  1 day, one performs the choice of the best hydrogen maser as reference, weight estimation of 
each maser in the group and its operation check. According t o  the frequency drift measurement the 
data of each hydrogen maser at intervals per 1 day and more the mean frequency and time scale value 
of the group in relation t o  the National frequency standard and also frequency drift and time scale 
adjustments of each hydrogen maser in relation to  the group are defined. The above mentioned data 
allows t o  save the history of the group in case of hydrogen maser operation failure or measurement 
continuity break. 

Measurement, data processing and adjustment storage provide sine-wave signals in a wide frequency 
range and also time scale and various pulse signals a t  the device output with characteristics approxi- 
mate to  the National standard system. 

The output signal accuracy in relation to the National standard depends on the internal and external 
measurement precision and hydrogen maser frequency stability. 

The order of operation of all complex devices is programmed by the software algorithm. All the 
measurement and dia.gnostic data are displayed periodically every hour or a t  any time by the user 
request. 

The consumer may order different equipment: both separa,te instruments and several measuring sys- 
tems, including time keepers, complexes or automated measuring systems. 

The above-mentioned complexes and systems use the hydrogen maser, type CHI-70 (1980), or its 
later modification (1987) CHI-80. A detailed discussion of the hydrogen maser characteristics is given 
in the paper, authored by Dr. Demidov and me for this conference [I]. According to  the results of 
the 10-year operation the frequency-time secondary sta,ndards the type CHO-101, in different time 
and frequency services demonstrate relative time and frequency keeping accuracy about the order of 
l t o  5 x 10-l4 over time intervals from 1 month and more. This information is described in detail in 
the paper written by Dr. I<oshelyaevsky, USSR National time and frequency service expert. 

At present the improvement in measurement precision is quite possible with the advent of a new 
generation of frequency measuring equipment, based on CHI-75, CHI-76 hydrogen masers, CH7-45 
frequency comparator and CH7-48 pha.se compa.rator, 14-10 time interval meter, frequency precision 
summer, RU3-39 distribution amplifier and others. 

The design and characteristics of CHI-75, CHI-76 hydrogen masers are given in paper [I]. The 
information on the rest measuring equipment is given shortly below. 



Ultrastable frequency signal measurements in the frequency and time domains are provided by con- 
versioix of reference and rneasured signal frequencies. Frequency and phase comparators, spectrum 
analyzers are based on this principle of operation. In these i~~slrume~xts by frequency conversion 
a multiplied signal, which is a difference of reference and measured frequencies, is separated, then 
analyzed by a f reque~~c~l  counter, a time-interval meter or by a narrow-band filter. Mutual spectrum- 
to-frequency stability conversion and vice versa are also possible. These methods are discussed in 
detail in papers [2] and some of them have been used in our frequency-time measuring equipment. 

The CH7-45 frequency comparator is intended for measuring 5 MHz and 100 MHz signal frequency 
difference and frequency and phase stability (with external heterodyne input frequency range 2 - 100 
MHz). The comparator allows to measure characteristics of crystal oscillator and frequency - time 
standards and operates in time and frequency measuring systems. The measuring and data calculation 
processes are performed by a built-in microprocessor, and results are indicated on the liquid-crystal 
display in the convenient form. 

The instrument frequency stability which is defined by the sensitive level of the comparator, is better 
than 1 x 10-l3 for 1 s time interval and better than 1 x 10-l5 for 1 h and more. The input frequency 
difference relative to  multiplication factor is I< = lo3, lo4, lo5; passbands are 10, 30, 100, 300 Hz, 1, 
10 kHz; measuring time intervals are from 10 s to 3600 s. 

The CH7-48 phase comparator comprises four parallel channels. I t  is intended for operation in mul- 
tichannel frequency measuring systems. The input frequency is 5 MHz or 100 MHz. The instrument 
frequency stability is better than 1 x 10-l5 for 1 h. 

The 14-10 time interval meter is designed for precision measurement of time interval between two 
pulses and time pulse parameters. The principle of operation of this meter is based on the method 
of "charge-discharge capacity by stable currents". The systematic error of measurement is 1 ns. The 
time resolution is 0.1 ns for time interval 0 - 10 s. The 14-10 operates with pulses of any polarity up to 
10 V amplitude and the repetition rate up to 10 MHz. For repetitive sequences it has the measuring 
mode with noise time base modulation and averaging factor up to 10 which allows to increase the time 
resolution up to 5 - 10 ps. 

Sine-wave and pulse signal distributing amplifiers are designed to provide all systems of the mea.suring 
complex and also external equipment with highly stable standard frequency signals. The amplifiers 
have a low internal noise, a high temperature stability and a high isolation between channels. 

The basic characteristics of The RU3-39 sine-wave signal distribution amplifier: 

e operating frequencies: 1, 5, 10, 100 MHz; 

e input voltage: 0.3 V - 1.5 V; 

e input and output resistance: 50 Ohm; 

e instrument frequency stability not more tha,11 2 x 10-l3 per 1 s; 

e temperature stability 0.02 ns/deg.C; 

e isolation between channels 100 dB. 

The instrument has two distributio~l channels with distribution factor 1:lO. 

The basic characteristics of pulse signal amplifier: 



e the number of inputs - 6; 

e 11263 nunzber of ou tpu t s -  16; 

switching in a.ny combination; 

input and output signals - TTL square pulses at 50 Ohm load with 0 - 10 MHz repetition rate; 

o the time scattering of signals, formed from one input - not more than f 1 ns. 

Time-scale corrector is designed to convert discrete calibrated phase shift to 5 MHz reference signal to 
provide adjustable coordinate time scale. The instrument is used, mainly, in the time-scale shaping 
systems of the frequency-time standards. Its principle of operation is built on the pulse sequence 
summation method, widely used in the frequency synthesis technique. The instrument allows to 
perform discrete signal phase correction in 0.1 ns-100 ns range with 0.1 ns minimum steps. The basic 
instrument error - temperature phase shift- not more than 0.05 ns1deg.C. 

The frequency precision summer permits to synthesize a signal, the frequency of which is equal to the 
mean weighted frequency of the group from 2 to 4 5 MHz highly stable reference signals. It is designed 
to  form and generate average frequency and time scale signal of the group frequency-time standards. 

The principle of operation of this instrument is based on the crystal oscillator automatic frequency 
control by the sum of signals passed from the frequency discriminators. Each discriminator compares 
crystal oscillator frequency with the frequency of one of the summed signals. The CH7-48 phase 
comparator is used to improve sensitivity. 

The basic summer characteristics: 

e instrument frequency instability - 2 x 10-13 per 1 s, 4 x 10-l5 per 100 s, 1 x 10-l5 per 1 11 and 
more; 

All the above-mentioned instruments may be integrated into measuring systems controlled by a com- 
puter via IEC 625 bus. 

On the base of the above-mentioned instruments and other auxiliary equipment a new generation of 
frequency-time keepers and standards has been developed. This very generation also uses the group 
principle of time and frequency keeping and the basic techniques to control the instruments. 

Unlike the currently used equipment, a new generation of instruments provides output signals on the 
basis of converted mean weighted frequency; the assessment and quality control criteria of masers 
and measuring equipment have been added using the latest measuring techniques and processing of 
larger data arrays; besides the RF-cavity operating temperature in the hydrogen frequency keepers 
has been reduced that decreases frequency drift of CHI-75 hydrogen masers by 3 - 4 times. The 
research on new frequency standards has confirmed a substantial improvement of their characteristics 
in comparison with the currently available models. They have demonstrated frequency and time scale 
keeping accuracy not more than 2 x 10-l4 or less for intervals up to 1 month. 

The use of such frequency standards in the last ten years shows that the improvement of their cha.rac- 
teristics by 2 - 3 times compared to the characteristics achieved under the workshop conditions may 
be possible. 



1. N.A.Demidov, A.A.Uljanov, Design and industrial production of frequency sta~zdarrls in the 
USSIZ, XXII PTTI meeting, December 4-6, 1990, Tysons Corner, Virginia, USA. 

2. J.Rutman, Characterization of frequency stability transfer function approach and its applica- 
tion to measurement via filtering of phase noise. IEEE Transactions on Instrumentation and 
Measurement v.1M-23 March 1974, p.40-48. 



Two-Way Time Transfer Modem 

Ivan 3. Galysh, Paul kandis 
Naval Research Laboratory 

Washington, DC 

Introduction 

NRL is developing a two-way time transfer modem that will work with very small aperture terminals 
(VSAT), commercial satellites, and an atomic clock. The two-way method has been chosen because 
of its performance and inse~lsitivity to the position of the receivers and satellites. Precision, stability, 
accuracy, and versatility are the primary design consideratio~ls of this modem. The modem is designed 
to use many off the shelf components. 

Design 

The modem can be broken up into several sections, analog box, digital card, and computer (Figure 
1). The analog box handles the interface between the VSAT and the digital card. The 5 MHz and 
1PPS interface are also implemented in the analog box. There are two digital and two analog test 
ports. The two digital test ports allow the user to inonitor various signals in the digital card. Signals 
to be viewed are selectable through software. The analog ports are driven by a pair of 12-bit digital 
to andog converters (DAC). The DACs are driven by the computer. 

The second section of the modem is the digital card. The digital card contains the hardware needed 
to track the carrier and code and make the time of arrival measurements. The card also handles the 
transmission of data and 1PPS. 

The third section of the modem is a personal computer with a digital signal processor (DSP) that con- 
trols the digital card and analog box. The computer in this implementation is a MS-DOS compatible 
computer. The computer is configured as a keyboard, display, and storage interface for the DSP. The 
DSP used is Texas Instrument's TMS320C30 that runs at 16 MIPS and up to 33 MFLOPS. The DSP 
may seem to be overkill, but the reason for using such a powerful processor is to leave room for other 
functions that may be added later. Another reason for choosing this DSP was that a C compiler was 
available for it to make code writing much easier. 

Acquisition 

The modem performs a two dimensional search to acquire a signal. One dimension is a time search. 
This sea.rch is to lock the receiver's code generator to the incomirig signal's code. The other dimension 
is the frequency search. The frequency search is performed by reading 64 data samples at a high 



rate from the correlators and performing a Fast Fourier Transform FFT on the data and storing the 
largest magnitude and the bin that it is in. Next, the code generator for the receiver is shifted and 
another frequency search is performed. This process is repeated over the entire code length. This 
process allows the modem to find the point where the codes and the frequency produce a maximum 
correlation. The next step is to  match the codes and frequency offset. Once the largest peak is found 
the receiver's code is aligned with the incoming signal. 

Tracking 

In the tracking mode, the numerically controlled oscillators used for the carrier and code are adjusted 
608 times a second. The DSP first reads the correlators to  determine the error signal. The information 
is then processed through the digital filters. The error information from the digital filters is then used 
to  adjust the numerically controlled oscillators. 

Data Transmission 

Information can be exchanged between modems. The DSP converts the data into a serial stream. 
The start of the data is synchronized to the 1PPS. Refer the 1989 PTTI paper for details on the data 
format. 

Time of Arrival Measurement 

Data is sampled from the correlators a t  a 608 Hz rate. The code cycles at the same rate and generates 
an epoch pulse. Time of arrival measurements are made on each sample. As shown in Figure 2, the 
time of sample resolution is 40 ns. The time of arrival measurement (TOM) occurs on that boundary 
and the epoch occurs somewhere within the 40 ns. The slope of the line is the phase slope of the 
receiver's code. The phase 'y7 is measured phase at 'TOM'. To determine the time of arrival (TOA), 
the TOM and y are measured at the occurrence of the epoch. The measurements, along with the 
known slope, are entered into the line equation (Figure 2) and the TOA is found. Of the 608 TOAs 
found, one of them occurred on the 1PPS. To better the resolution of the TOA, the 608 points are curve 
fitted with the lPPS point in the middle. The curve fit helps reduce the noise in the measurements 
and gives the TOA for the 1PPS better resolution. 

Conclusion 

One modem prototype is built and is being debugged. The modem has acquired and tracked signals 
and made time of arrival measurements. The next step is to get the communications software working 
and develop the control software for the system. The last step is to  test the system and evaluate it. 



Figure 1 Modem Block Diagram 

Time of Arrival Measurenent 

25 MHz / 2.5 MHz = TOA = TOM - y/m 
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# TOM = time of measurement 
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Figure 2 Time of Arrival Measurement 
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N~I-25786 
SPECIAL HYDROGEN MASER WORKSHOP' 

Held on Wednesday, December 5, 1990 
Report by 
D, Morris 

Institute for National Measurement Standards 
National Research Council 

Ottawa, Ontario, Canada KIA OR6 

As part of the 22nd Annual PTTI Meeting, this workshop was held as a discussion forunl for hydrogen 
maser problems, particularly for those related to  wa.11 shift and wall relaxation effects. The cha,irnlan 
of the workshop was Jacques Vanier, National Research Council of Canada. 

Following are brief sulnmaries of the presentations made by the speakers together 1vit11 sollle of the 
discussion that followed. These sulnmaries were derived from tape recordings of the session a,nd froill 
notes made by Derek Morris. 

J. Vanier (National Research Council of Canada) 

In his opening remarks, Dr. Vanier stated that the wall effect in llydrogell nlasers mas the ~llain 
problem under discussion. He asked the speakers to speak frankly about results which they hail 
found. He expressed tlle hope that frank discussion of tlle problem would suggest further experiments 
wllicll might be tried to clarify tlle problem. 

Dr. Vanier presented some data on two masers built at Lava1 University. The results represented 5 
years of experiments, showing the line-& (extrapolated to zero pressure) varying with time. For a 16.5 
cm diameter bulb, the line Q was initially 6-7x 10'. However, it decreased with time and still had not 
stabilized after 5 years. A smaller bulb (11.5 cm diameter) showed a less rapid decrease in line-Q with 
time and the value appeared to stabilize. The reason for the behaviour was not clear. 

Possibly there could be colltanlination from Viton O-rings used, or from silver solder used to braze 
the palladium leak valve. Both bulbs were coated with FEP-120 Teflon. 

C. Audoin (Laboratoire de 1'Horlog.e Atomique, France) 

Dr. Audoill gave illformation on four hydrogen masers constructed at his laboratory. All had bulbs 
coated with FEP-120 Teflon. No wall shift measurements were made, but measurements of the trans- 
verse relaxation time T2 (proportional to the line-Q) were made. For one maser (built around 1970) 
wl6ch used metal gaskets throughout, T2 showed a continuous decrease from 515 111s to 320 ms. The 
maser eventually stopped oscillating, and the bulb was recoated in 1989 with Teflon purchased in 1978. 
After the recoating, T2 was nleasured as 515 ms again, i.e. it returned to its original value. 

' ~ d i t o r s  note: This  suminary was prepared by Dr. Morris from tapes of the \vorkshop and froin his notes. Tilne 
did not permit proofreading of the test  by the various speakers, so,if there is a question, please contact the ii~clivitlual 
speakers directly. 



Later, three smaller masers were built for radioastronomy use. These use some Vitoon O-rings. Tlre 
bulbs of these were coated in 1984 with the same batch of Teflon (bought in 1978). The value of 
T2 dec~eased mole rapidly than f o ~  the older maser anci the oscillatioii level decleaseti. Thii w,ib 

particularly true for masers Sf-2 and Sf-3. In 1938 the bulb in maser #2 was recoated with the same 
batch of Teflon. Afterwards, T2 decreased very rapidly. In the last year or two, this h1111) has heen 
lecoated, this liilze with new Teflon. So f a ,  T2 seenis to be mole stnl~le.  Fol nlasci # 3  i t  is not 
certain if T 2  has clrartged further. 

Dr. Audoin also mentioned that the masers a t  his laboratory are shut down for the whole of the 111011th 
of August each year, with only the vacuum pumps and temperature controls left in operation. When 
they are set in oscillation aga.in each September the oscillation level is found to be higher initially 
a.nd then decreases within a few days. In discussion of this effect, it was suggested tha t  contributing 
causes may be a change in the efficiency of the dissociator after start-up and/or surface absorption of 
hydrogen on the storage bulb. 

H. Schweda (Observatoire Cantoilal Neuchatel, Switzerland) 

Dr. Schweda presented results for an EFOS hydrogen maser whose storage bulb had a bad coating. 
The line-Q (extrapolated to zero pressure) decreased from 2.1 x 10' t o  1.4 x 10' over 140 days without 
appa,rent stabilization of the final value. In addition, the maser output decreased and the frequency 
(corrected for cavity tuning) showed a non-linear increase with time. The bulb was then recoated 
with PEP-120 using nominally the same procedure but with better control of parameters, and put 
ba.ck in the sa,me maser with the same hydrogell source. This time the initia.1 line-Q was 2.5 xlog. I t  
decreased to 2.3 x10' but had stabilized a t  this value after 180 days. Attempts are being made to 
characterize test specimens of Teflon coatings using infra.red spectroscopy, electron spin resonance and 
photoelectron spectroscopy. During discussion on this pasper, surprise was espressed that  the frequency 
of tlle maser increased with time. Several other laboratories have found the frequency decreasing 
with time. In discussions as to possible causes of a "bad" coating, H.T.M. Wang (Hughes Research 
Laboratories) mentioned that  in one case when a maser had stopped oscillating after two months 
operation, destructive testing on tlle bulb showed the presence of titanium on the wall (presunlably 
sputtered from the ion pump). 

A. Kirk (Jet Propulsioil Laboratory, USA) 

Ids. Kirk presented frequency data  for six JPL (manufactured by SAO) masers located in different 
pa.rts of the world a.s part of the Deep Space Network. Two masers are located at ea,ch site, so t1ra.t one 
can be tuned a.ga.inst the other. In operation, the masers slowly drift in frequency a.nd the procedure 
elnployed is t o  allow the frequency of a maser to drift until a limit is reached (+ 5 x10-13). Then the 
field is checked, the maser is tuned, the line-Q is checked and the synthesizer is calibrated aga.inst the 
NIST time sca.le. Then the maser cavity is deliberately rnistuned to  give a maser frequency offset of -5 
x 10-l3 and the maser is left to  run again for about a year before the procedure is repeated. Over the , 

period 1978 t o  1990 several masers have shown changes in the synthesizer frequency, indicating tl1a.t 
the wall shift is cha,nging. After correcting for the change due to  cavity aging, the maser frequencies 
have all shown a decrease with time. A change of several parts in 1012 1ra.s occurred for the older 
VLG-10 masers; the newer VLG-11 units seem to  have shown less effect. I11 one nmser a bulb was 
recoated because the line-Q had deteriorated. The frequency was different by 1x  10-l2 afternlards. In 
all other cases, the line-Q wa,s stable over the 12 year period. 



In many cases, the masers were opened to the atmosphere prior to the tuning measurements in order 
to replace the ion pump elements. In the future, the maser parameters will be measured before and 
after replacement of the elements. 

E,M, Mattison (Smitk~so~aian Astrophysical Obsesvahosy, USA) 

Dr. Mattison showed a transparency which replotted the data presented by A. Kirk and showed the 
frequency decrease of 1 to 2 x 10-l5 per day due to  wall shift change. He also showed the frequency 
change due to cavity dimensional changes, as derived from varactor voltage changes required to retune 
the cavity. The characteristic of this is a decreasing slope with time. All the cavities studied were 
made of Cervit, and the frequency changes found were consistent with the shrinkage of the a.ctua1 
material of the cavities. 

R.F.C. Vessot (Smithsonian Astrophysical Observatory, USA) 

Dr. Vessot discussed results obtained on the wall phase shift per collision, Aq5(T), as a function of 
the inverse of temperature. A change of slope occurs, which is indicative of the change of state of 
Teflon. In France, Dr. Desa,i~intfuscien obtained data down to a temperature of 77 I<. Dr. Vessot's 
group obtained data to  60 I< before maser oscillation stopped. They found t11a.t further insight into 
the process occurring on the wall could be obtained by plotting -TAq5(T) versus 1/T. The energy of 
the interaction of the atom when it resides on the surface could be derived from the plot. The slope 
was 143.3/T. When carbon tetrafluoride was frozen on the bulb wall, a lower value of wall shift mas 
found but the data on the plot showed the same slope as before. This indicates that the interaction 
energy was unchanged but that the surface area was changed by a factor of 3 or 4 compared to that 
of the Teflon. 

The USSR material, Fluorocarbon F-10, has a lower wall shift than FEP-120, perhaps by a factor of 8. 
This may be due to a better surface area. Experiments with this material over a range of temperature 
are required in order to clarify this. 

D. Morris (National Research Council, Canada) 

Dr. Morris presented results showing a decrease in frequency of a hydrogen maser (after correction 
for cavity tuning) over a period of 10 years as compared with the NRC primary cesium clock CsV. 
This change in frequency is attributed to a change in wall shift of the bulb. This bulb was coated in 
1980 with 4 coats of FEP-120 Teflon which had been purchased in 1965. The total frequency change 
which occurred in 10 years was 7.2 x10-12, or about 2 x10-l5 per day. During the same period 
the line-Q at  operating beam flux showed changes less than 19%. The maser used has many Vitoil 
O-rings. It was not run continuously for the whole period, but the cumulative time of oscillation was 
7 years. Measurements over periods of 1 to 3 years on four other bulbs, three of wl~icl~ were coated 
with FEP-120 and one with Teflon 42, have also shown frequency decreases of approximately the same 
magnitude. 

Recently, two new masers have been put into operation. These use metal gaskets througl~out. The 
storage bulbs were coated in 1987 with a batch of FEP-120 purchased in 1985. No wall shift data are 
available, but one maser has shown a degradation in line-Q of about 30% in one year. 



In comments, Dr. F. Walls (IVIST) stated that in passive masers he has built they found changes 
in frequency less than 2 x 1 0 - l ~  per day. Re feels that careful filtering of the FEP-I20 dispersion to 
remove any large particles is important. 

H.E. Peters ( S i g l ~ ~ a  Tau Shndards  C o r p o r a t i o n ,  USA) 

Mr. Peters stated that  a number of design features of their masers were different t o  those built in 
other laboratories. For example, they use metal cavities, non-spherical storage bulbs, and cavity 
frequency switching servos. In addition they coat their bulbs differently; only one coat is used and 
the firing temperature is different. He showed results obtained a t  the U.S. Naval Observatory with 
Sigma Tau maser NAV-2 from one month after it was delivered in November 1989 up to  August 1990. 
The frequency of this ma,ser showed a slope of + 3.2 x10-15 per day initially versus TAI. This has 
decreased to + 9.4 x 10-l6 per day more recently. The increase in frequency with time is typical of all 
their masers. A second set of results was presented for 4 other masers over 90 days. All showed a drift 
of + 2 ~ 1 0 - l 5  per day relative t o  TAI. Mr. Peters said that it is conceivable that frequency changes 
might be due to a drift in the electronics but i t  is unlikely that ,  in this case, all the 24 masers that 
they have built would show a frequency change in the same direction. Therefore, he feels that either 
the wall shift is changing with time or the ratio of the hydrogen and cesium hyperfine frequencies is 
clnnging with time, which would imply that the fundamental constants are changing. 

J. Pollsonby (University of Manchester, UK) 

Dr. Ponsonby drew attention to a form of Teflon, designated Teflon AF, which dissolves in perflu- 
orinated solvents. According to  an article cited (Electronic Product Design, Vol. 1 1, No. 10, 11. 
22, October 1990) defect-free layers as thin as 0.2 pm can be put on using this material and can be 
removed with an appropriate solvent. 

In discussion, Dr. R. Vessot (SAO) said that they had purchased some of this material and had used 
it to coat glass slides. I t  has a higher specific gavity than FEP-120. It was found t o  stick t o  glass only 
if the surface had been roughened by sandblasting. He felt that  it would be worthwhile t o  try Teflon 
AF in hydrogen masers. 

J.J. Suter (Johns Hopkills University, Applied Physics Laboratory, USA) 

Dr. Suter described esperiments to determine if exposure of a storage bulb coated with Teflon to 
nuclear radiation affected the line-Q. In one maser the bulb was recoated and the line-& was measured. 
Then the bulb was removed and was irradiated in air by a comn~ercial compa.ny with 10 kra.ds of 1.25 
MeV photons from a gamma ray source. After irradiation the bulb was put back in the maser, and it 
was found that  the Line-Q had increased by between 6% and 15%. He emphasized that  this was based 
on just one experiment. They are planning t o  repeat this experiment on another hydrogen maser 
under more carefully controlled conditions. 

They also have an ongoing program exanlining irradiated Teflon samples on quartz slides, using mi- 
croscopy. He showed results obta.ined using a,n X-ra,y topography technique on such a slide before and 
after irradiation. The X-rays were focussed on a part of the slide where some lalnellae of the Teflon 
could be seen. The measurements indicate that the density of the layer is decreased by the irra.diation. 
He feels tha.t a challge in polymerization of the Teflon is occurring on irra.diation, but he ha,d expected 
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was stable. When the ion pump was switclted off the maser continued to oscillate but the frequency 
drifted. There was no detectable vacuum leak. However, when a residual gas analyzer was put on the 
system i t  was Iound that, with the ion pump off, the partial pressure of argon after five weeks rose to 
three times that of the hydrogen. This was attributed to argon permeation of the Viton seals. It was 
thought that this might be responsible for the frequency change that was found. Therefore, they have 
used metal gaskets on later masers. 

Dr. Vessot (SAO) said that they had observed similar affects. For that reason, when they built a 
lightweight maser which had some O-rings, they baked it  at 100°C for 3 weeks t o  outgas it, and 
used a small ion pump in addition to the sorption cartridge. Residual gas analysis showed that the 
argon contamination was greatly reduced. He does not feel that argon is causing wall shift problems. 
Contamination by hydrocarbons is a more likely cause. Both speakers agreed that it is desirable to 
use metal gaskets throughout the maser. 

G.M.R. Winkler (U.S. Naval Observatory) 

Dr. Winkler described the performance of 12 hydrogen masers (6 made by Sigma Tau Standards 
Corporation and 6 by the Smithsonian Astrophysical Observatory) in use at USNO. All of these 
masers have exhibited constant frequency drift rates. The masers are in five locations which are up 
to 200 m from the central monitoring location. Phase measurements between them are made at 100 
s intervals, with a resolution of 5 ps. He discussed the possible effect of impurity atoms not only on 
the storage bulb wall but also on the dissociator. Impurities in the discharge may cause variations in 
the hydrogen flux which can cause output frequency variations, if the cavity is slightly detuned. 

Nevertheless, under optimum conditions at USNO they have been able to reproduce the variations of 
an unknown maser oscillator over a period of 95 days within 1 ns with respect to  the mean of the 
group. He stressed that any change in maser environment causes instability. He has found that, after 
an interruption, the subsequent re-establishment of various servos may cause changes which can last 
for a week. 

Further discussioil 

Dr. L. Maleki (JPL) referred to a suggestion by Prof. Norman Ramsey that dianlond films might 
make a good storage bulb coating material if the technology could be worked out, and asked if anyone 
knew if such films had been made. Dr. H.T.M. Wang (Hughes Research Laboratories) said that 
experiments were being carried out for the production of diamond films on substrates for integrated 
electronics. Dr. R. Vessot (SAO) said that he understood that there was a process available by which 
diamond films could be put on flat plates. So far, such films have not been tried on bulbs. He feels 
that perhaps a more promising material to try is Fomblin oil. This is a stable perfluorinated oil which 
Prof. Ramsey has used for storing polarized neutrons. 

Closing remarks 

In his concluding remarlis Dr. J .  Vanier said that, although there a.re still many una.nswered questions 
regarding the wall shift problem in hydrogen masers, he felt that the presentations and discussion had 
been valuable in pointing out further avenues for exploration. 
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Abstract 

17te Bonneville Power Administration has succesgulb operated an in-house developed powerline fault 
locator system since 1986. The BPA fault locator system consisfs of remotes installed at cardinal power 
transmission line system nodes and a central master which polh the remotes for traveling wave time-of- 
arrival data. A power line farrlt produces a fist rke-time traveli~~g wuve which emunates from the fuult 
point and propagates througlwut the power grd. The remotes tirne-iug the traveling wave leading edge as 
it passes through the power system cardinal substation nodes. A synchronizing pulse transmitted via the 
BPA analog microwuve system on a widebund channel synchronizes the time-lugging counters in the remote 
units to a digerential accuracy of better tlun one niicrosecond. Tlw remote units correct tlw raw time tags 
for synchronizing puke propagation delay and return these corrected values to the fault locator master. The 
master then calculates the power system disturbance source using the coIlected time tags. The system design 
objective k a fault location accuracy of 300 meters. This paper describes BPA's fault locator system operation, 
error prodrrcingphenomena and method of distributing precise timing. 

Figure 1 illustrates the basic principle of operation of the BPA fault locator system, which is known 
as the Fault Location Acquisition Reporter or FLAR system. 

BASIC FAULT LOCATOR PRINCIPLE 
FIGURE % 



Figure 1 illustrates a line of length L. A FLAR remote is coupled to each end of this line. A FLAR 
remote is actually a fancy electronic stopwatch. However, each remote timer is synchronized to  a 
colnmon liming stancla~d.  'JVEiien a, falrlt o c i r r r b  a t  time to a t  a cliilance of X miles fvorlr an  enti 
of the line, the resulting arc (ZOTI) to  ground or adjacent conductor causes transients with 2 to 10 
microsecond leading edge rise-times to emanate from the fault point to the ends of the line at the finite 
velocity of 0.18628 miles per microsecond. The FLAR rernotes time tag the transient arrival times 
to an accuracy of one microsecond. A microsecond time tagging accuracy will allow a fault location 
accuracy to as good as 1000 feet which is the typical distance between transmission line towers. By 
knowing the line length L and the time-of-arrival difference (tb - t,), one can calculate the distance 
X, from the closest end by using the famous fault location equation: 

Where: L = Line length 
c = Velocity of Propa.gation 

= .I8628 milusec 
ta = End A arrival time 
tb = End B a,rrival time 

FAMOUS FAULT LOCATION EQUATION 
FIGURE 2 

Figure 3 shows a functional block diagram of the BPA fault locator system. The system master is 
located a t  the BPA Dittmer Control Center near Vancouver, Washington. Remotes are located at 
major nodes in a grid of 500 kV power transmission lines which cover the BPA service area of Oregon, 
Washington, Idaho and Western Montana. These nodes are called substations in the power utility 
business. 

From the BPA Dittmer Control Center in Vancouver, Washington, 100 secoild period sync pulses, 
which synchronize each remote counter, a.re traasmitted to the remotes via a wide bandwidth mi- 
crowave channel on the BPA analog microwave network which covers the BPA service area. 

At a substation equipped with a fault locator remote unit, fault pulses are coupled from the power lines 
to the fault locator remote via powerline coupling devices, known as Capacitive Potential Transformers 
(CPT). The CPT functions as an LC high pass filter which blocks 60 Hz energy, but passes the high 
frequency components of fault transients. The Fault Transient Interface Unit (FTIU) will accept 
transient pulses from up to three CPT's. When the FTIU detects a valid fault transient, it outputs 
a TTL pulse to the remote which time tags a.nd stores the transient's arrival time. The Fault locator 
master retrieves the fault data by polling all remotes sequentially at the end of each 100 second period. 
The FLAR master then uses the transient arrival time data to calculate the fault location in response 
to operator commands. 



BPA FAULT LOCATOR SYSTEM BLOCK DIAGRAM 
FIGURE 3 

Figure 4 illustrates a basic fault locator remote block diagram. The fault locator remote includes 
an accurate 10 MHz crystal oscillator. A divide-by-5 divider then produces a 2 MHz counter clock 
which drives a synchronous decade counter chain. This counter chain counts from 0 to 100 seconds 
in .5 microsecond incrcmcnts. The countcr is synclironized by tlie 100 second period sync pulses from 
the sync pulse reccivcr. This 0.01 l i z  sync pulse train also acts as the reference frequency for an 
Electronic Frequency Control (EFC) loop which keeps the remote local oscillator locked to  the master 
frequency reference from which the master sync pulse is derived. In normal operation, the counter 
will rollover from 99.999 999 5 seconds to zero a t  the same time a sync pulse is received. Re-starting 
the counter chain every 100 seconds minimizes accumulated time error while the local oscillator is 
acquiring lock. The master and all remotes also have a sync pulse counter which counts the sync 
periods since an absolute reference time. The master updates this reference time every three hours. 
A valid fault pulse received from the FTIU causes latches connected to the counter chain outputs to 
latch the instantaneous counter outputs. This stored count is the raw fault arrival time. The remote 
CPU then stores the raw fault time and corresponding sync pulse count in memory. 



SYNC PULSE 

TO 
MASTER 

BASIC FAULT LOCATOR REMOTE BLOCK DIAGRAM 
FIGURE 4 

However, the remote counter time is delayed in respect to the master sync pulse time by the microwave 
free space propagation delay time ( t p )  from the BPA control center to the remote site. Thus, the 
latched counter time must be corrected to master time by adding t p  to the raw value before it is used 
to calculate a fault location. This is done in the FLAR system at each remote during the process of 
transmitting the raw fault times to the master at each polling time. The propagation time correction 
is done at the remotes rather than the master to facilitate the future design of a time code interface 
unit which will provide accurate time code output from the FLAR remote unit. The remote then 
ca.lculates the actual transient a.rriva1 time by a.dtling the latclled counter value plus 100 times the 
sync pulse couilter to  the base absolute time. 

Syi~c Pulse Derivation 

During -the early years of the FLAR system, the master sync pulse was derived simply by dividing 
the output of a 10 MHz crystal oscillator by 109 to obtain the 100 second sync pulse period. Since 
the EFC loops in all the remotes caused all the remote local oscillators to track the master oscillator, 
the master oscillator drift requirements were not extremely tight. However, in 1987, BPA extended 
fault location coverage to a major power line which is jointly owned by BPA and The Montana Power 
Company. The far end of this line is not served by the BPA analog microwave system. Synchronizing 
the far end remote via the MPC digital microwave system did not prove successful. 

Thus, BPA chose to use the Global Positioning System (GPS) as a timing source so that the BPA 
remotes and the remote at the MPC site were synchronized to a common timing source. Currently, the 
master sync pulse is supplied by a GPS timing receiver which is configured to output a sync pulse on 
the hour and every 100 seconds there after. This then allows an identical GPS receiver to synchronize 



the fault locator remote located at the isolated MPC substation. 

Sources s f  Fault Location Error 

FauIt location error results from three basic error sources: 

- Fault Detection Error .5 to 5 microseconds 
- Time Tagging Resolution 0 to .5 microseconds 
- Sync Pulse transmission Jitter .15 to .35 microseconds 

Fault Detection Error - Fault detection error is, by far, the most significant error producing 
phenomenon. As a fault transient propagates along a transmission line, its amplitude decreases and 
rise-time increases. The FTIU employs a level comparator to  detect that a significant disturbance 
has occurred. A transient with a longer rise-time will experience a longer delay through the FTIU 
than a faster rise-time transient. A transient which occurs near the center of the line sections between 
two remotes will have similar rise-times after propagating to  those remote sites. Thus, the additional 
error will cancel when the arrival time difference is calculated. However, when the fault location occurs 
closer to one remote relative to the other, the residual error difference will increase and produce a 
location calculation error. 

Counter Resolution - Detected faults are time-tagged by the synchronous counter which counts 
in steps of .5 microseconds. Obviously, fault transients are asynchronous to the remote clock, thus the 
remote adds from 0 to  .5 microseconds of waiting time error to the time tagged value. 

Sync Pulse Jitter - A remote counter chain is reset to zero by a sync pulse received via the BPA 
analog (FDM) microwave system. Because the sync pulse is transmitted in the presence of additive 
white gaussian noise (AWGN), a certain amount of timing error jitter will occur. The measured value 
of this jitter varies from .15 to .35 microseconds RMS and increases with increasing microwave circuit 
distance from the BPA control center. 

SUMMARY 

The Bonneville Power Administration has successfully operated an in-house developed powerline fault 
locator system since 1986. This system has reduced the time required to find and repair power line 
outages. This translates into savings of both line maintenance personnel costs and lost power sales 
revenue. The BPA fault locator system consists of 23 remotes installed at cardinal power transmission 
line system nodes and a central master which polls the remotes for traveling wave time-of-arrival 
data. The remotes are fancy stopwatches which accurately time-tag disturbance arrival times to 
a microsecond level accuracy. An accurate sync pulse transmitted via the BPA analog microwave 
system synchronizes all remotes to a common timing reference. Future system plans include installing 
15 additional remotes and developing a remote unit time code output interface to produce microsecond 
accurate time code for other substation time tagging requirements. The primary error sources are: 
Fault detection error, counter time tagging resolution and sync pulse transmission time jitter due to 
broadband noise. 



QUESTIONS AND ANSWERS 

Ds, Gernot Winkles, IT, S, Naval Observatory: Where do you get the nulnber of 250 
nanoseconds for the GPS receivers? 

Mr. Street r That is the specified number that we got from the manufacturers. We are actually 
getting numbers larger than that in practise, measuring two receivers side by side in our laboratory. 

Dr. Winkler: What receivers were they? 

Mr. Street: I prefer not to give specific manufacturer names in a public forum. If you see me later, 
I can discuss it with you. 



PRECISE S'dNCHRON%ZATit6N OF PHASOR 
MEASUREMENTS IN ELECTRIC POWER SYSTEMS 

Dr. A.G. Phadke 
Virginia Polytechnic Institute and State University 

Blacksburg, Virginia 24061-0111, U.S.A. 

Abstract 

Phasors representing positive sequence voMages and currents i n  a power network are the most 
important parameters i n  several monitoring, control, and protection functions i n  inter- 
connected electric power networks. Recent advances i n  computer relaying have led to  very 
efficient and accurate phasor measurement systems. When the phasors to be measured are 
separated by hundres of miles, it becomes necessary to  synchronize the mesurement processes, 
so that a consistent description of the state of the power system can be established. GPS 
transmissions offer an ideal source for synchronization of phasor measurements. The paper 
describes the concept and implementation of this technique. Several uses of synchronized 
phasor measurements are also described. Among these are improved state estimation algo- 
rithms, state estimator enhancements, dynamic state estimates, improved control techniques, 
and improved protection concepts. 

INTRODUCTION 

Computer relaying is a well established field by now, and it has furnished a new insight into 
the technique of measuring power system quantities in real-time from sampled data. Voltage 
and current phasors in a three phase power system can be measured from waveform samples, 
and the measurement process can be made to be responsive to dynamically changing system 
conditions. For many new applications of phasor measurements now under consideration, 
measurement response times of 1-5 periods of the power frequency seem desirable. This paper 
will examine the concept of phasor measurements, and describe some practical considerations 
in achieving synchronous sampling of currents and voltages in different substations in a power 
system. We will also describe research now under way in the development of a phasor based 
protection and control system. 

PHASORS FROM SAMPLED DATA 

A phasor is a complex number which represents the fundamental frequency component of a 
waveform. Consider the samples xk obtained from a signal (voltage or current) x(t). The 
phasor representation of the signal x(t) is related to the fundamental frequency component 
calculated by the Discrete Fourier Transform (DFT). If the phasor is X, and the fundamental 
frequency calculated by the DFT is XI, then 

K 

k=l 
where K is the total number of samples (usually a multiple of the fundamental frequency 
period), and At is the sampling interval. One could drop the constant in front of the 



summation sign in equation (I), and instead use cosine and sine sums of the sampled data to 
represent the phasor: 

X == X, - gx, 
where 

( 2 )  

K K 

x,= x x k c o s k w ~ t  , X, = x x k s i n k w ~ t  (3) 
k=l k=l 

If the actual frequency of the power system differs from the nominal frequency used in the 
sampling process, the phasor calculated by equation (2) is in error. For all practical frequency 
deviations, the error in the phasor calculation is negligible. If the phasors of the three phases 
are given by X,, Xb, and X,, the positive sequence quantity XI (not to be confused with the 
fundamental frequency component computed by the DFT) is given by '. 

where a and a' are the usual phase shift operators of 120" and 240" respectively at the 
nominal frequency. An important use of the positive sequence voltage is the measurement of 
the power system frequency. If we write the positive sequence phasor in its polar form, the 
phase angle of the positive sequence phasor can be differentiated to obtain the incremental 
frequency of the input waveform over the nominal frequency. If cp is the phase angle of XI, 
and wo is the nominal frequency, then the actual frequency of the input signal is given by 

W =  wa + ( 5 )  
Equation (5) is one of the most sensitive methods of measuring power system frequency. 

SYNCHRONIZATION OF THE SAMPLING PROCESS 

The phasor given by equation (1 uses the sampling instant of the first sample as the refe- Z rence. The necessary accuracy o synchronization may be specified in terms of the prevailing 
phase angle differences between buses of a power network. Typically, these angular diffe- 
rences may vary between a few degrees, to perhaps 60" under extreme loading conditions. 
Under these circumstances, a precision corresponding to 0.1" seems to be desirable to measure 
angular differences corresponding to lightly loaded systems. Allowing for other sources of 
error in the measurement system, i t  seems certain that a synchronizing accuracy of about 1 
psecond would meet the needs of this measurement technique. A superior and satisfying solu- 
tion to the synchronization problem is to use the 1 pulse-per-second (pps) transmission 
provided by the Global Positioning System (GP S) satellites. 

IMPLEMENTATION FOR FIELD TRIALS 

A typical phasor measurement system is shown in Figure 1. The GPS receiver is designed to 
provide the standard 1 pps, a phase-locked sampling pulse at the desired sampling frequency, 
and a time-stamp corresponding to the 1 pps. The three signals from the GPS receiver are 
connected to a microprocessor, which acquires the power system current and voltage input 
signals through the si nal conditioning units and the Analog-to-Digital converter. The 
microprocessor chosen ! or the task is a 16-bit processor with a sufficient instruction speed to 
accommodate between 1000 and 2000 instructions within the sampling period. The A/D con-- 
verters are typically 12--bit converters, and with careful design of the computation algorithms, 
provide measurements with very good precision. The measured phasor, its associated time- 
stamp, and other message codes of interest are communicated to the next hierarchical level 



over a commu~eation channel. The loeal display port and the connected terminal is used to 
provide a graphic and alphanumeric display of the measured phasors, the reference phasor, the 
local frequency, and the rate of change of fiequeney. The system time error can be calculated 

by counting the rotations of the measured 
positive sequence voltage phasor with 
respect to the true time reference 
provided by the GPS receiver. 

USES OF SYNCHRONIZED PHASORS 

State Estimation with Phasors 
The collection of all positive sequence 

bus voltages of a power system is known 
as its state vector. A knowledge of the 
state vector is essential in many of the 
central control functions associated with 
power system operations. The present 
practice is to obtain measurements of 
various system quantities such as real and 
reactive power flow over transmission 

Flgure 1. lines, real and reactive power injections, 
voltage magnitudes at system buses, line 

PhasOr Measurement 'ystem Diagram magnitudes, etc., and estimate 
the state of the power system with a non-linear state estimator.- he measurement vector z is 
a non-linear function of the state vector: 

z = h(x) + c (6) 
where c is the measurement noise with a covariance matrix W. One could obtain the 
weighted-least-square (WLS) estimate of the state with an iterative algorithm: 

T -1 -1 T -1 
%+I = 4 + (H w H) H w [Z - h(&)] (7) 

where H(x) is the Jacobian matrix of the measurement functions: 
a 

H(x) = , h(x) 
The iterations are continued until the measurement residual [z - h(xk)] becomes smaller than 
a preselected tolerance. A state estimation procedure such as that described above can never 
represent the dynamic phenomena occurring on the power system during transient power 
swings. The data scan rates in use at present are rather slow, and the non-linear iterative 
algorithm also contributes to the slow response time of the estimation process. 

The synchronized phasor measurement technique provides the system state with direct mea- 
surement s, Let the complete measurement set consist of positive sequence volt ages at  buses, 
and currents in transmission lines and transformers. These measurements are linear functions 
of the state vector: 

The measurement matrix B now consists of iw6 sub-matrices, the unity matrix, and a matrix 
relating the currents and the system state. This latter sub-matrix is similar to the familiar 
admittance matrix of the power system. In any case, the important point is that equation (9) 
is linear. Since I3 is a complex matrix, the WLS solution is now given by 



Equation (10) can be much simplified by using the known ~"tructrsre of the admittance matrix 
elemenh. 

An interesting distinction of the phasor measurement technique is that a complete system- 
wide data scan is not needed to complete the estimation process. The measured positive 
sequence voltages, with appropriate data validation done at the source, can be used directly. 
Thus, if the partial state vector is useful is some applications, it can be put to use imme- 
diately. For example, the phase angle between two regions of a network may be measured 
directly, in order to assess the inter-regional power transfer, without having to measure the 
connecting network, and then estimating the phase angle. In the next two sections, other 
examples of uses of partial state vector measurements will be discussed. 

Improved Control with Phasors 

It is possible to improve post-disturbance power system performance using control schemes 
based on real-time phasor measurements. Present day controllers which act in such situa- 
tions are restricted by the limited (local) nature of the measurements available to the 
controller. If synchronized phasor measurements from throughout the system are available, 
the quality of the control can be improved considerably. Such controllers for dynamic 
st ability enhancement of AC /DC systems, and the application of real-time phasor measure- 
ments in generator exciter and speed governing system control has been reported in the 
technical literature. The key idea is to replace the non linear differential equation describing 
power system dynamics 

x(t) = f(x(t),u(t)) 
by an equation that linearizes f, and then collects the remainder as a correction term 

(11) 

- 
Note that this equation (12) is not an approximation, it is in fact the same as equation (11). 
One may treat the term in the bracket 

r(t) = f ( x O + x , u ) - A x - B u  = x - A x - B u  (13) 

as a correction term, which is some unknown function of time. If sufficient observations of 
x(t) are available, r(t) can be predicted, and an optimal control law determined for the 
original system of equation (11). The resulting control law has several interesting properties, 
and it has been shown that the computational burden in the real-time control function can be 
accommodated in modern microcomputer based implementation. 

In summary, we may say that real-time phasor measurements provide highly beneficial feed- 
back to various controllers in use in power systems. Although a complete state vector 
feedback would be ideal, even partially observed states can help. With currently available 
communication channel speeds, the feedback can be obtained in a continuous data stream 
with state vector sampling periods of between 50 and 100 milliseconds. This makes the 
feedback most appropriate for controlling power system transients which lie in the frequency 
band of 0-5 Hz. Thus, most phenomena associated with electromechanical oscillations on 
power systems can be controlled with state vector feedback. 

Protection &a Phuors 

Protection is a form of control. Phasors play an important role in protection system design. 
In fact, modern phasor measurement techniques originated in the field of computer relaying. 



It has now become clear that synchronized phasor measurements can be of great use in many 
of the proteetion applications. Although phasors may be used in many relaying tasks, their 
full impact is felt in the new field of adaptive relaying. Adaptive Protection & a protection 
ph2kosophy which pernib and seeh to m a k  ad3;srcstmenb in .ua~ow prokction fincrkiom a ~ t o -  
m a t i c d y  in order to m&e Ulem more attuned to prevailing pozuer system conds'tions. The idea 
of adaptive relaying is an old one. Thus, existing protection systems try to adapt to changing 
system conditions in a limited manner. However, the advent of computer relaying has added 
a new dimension to this idea. For the first time, it is possible to imagine protection systems 
which can have dynamic settings, in order to provide the best protection possible in a chan- 
ging environment. Of course, not all relay characteristics are amenable to adaptive adjust- 
ments. And, one must take care that in case of failures of the adaptive features, the relays 
revert to their pre-adaptive mode of operation. A number of studies of adaptive relaying 
have appeared in the technical literature in recent years. We will consider one example to 
give the flavor of this new and exciting development. 

Detection of Instability 

This problem impacts many protection and control applications. As the power system under- 
goes oscillations of synchronizing power following a disturbance, it would be extremely useful 
to know in real-time whether the swing under development is going to lead to an instability. 
At present, this problem cannot be solved for a completely general system, but progress can 
be made in case of systems with two areas of concentrated load-generation complexes, con- 
nected together by somewhat weak interconnections. These systems behave like the classical 
two-machine system. The detection of instability for such a problem is equivalent to an 
evaluation of the balance between the accelerating and decelerating powers using the equal 
area criterion. If 6(t) is the angle between the two equivalent machines, the set of obser- 
vations {Sk;k = 1. . en) can be used to predict the balance between the accelerating and dece- 
lerating areas on the P-6 plane. It has been observed that observations made over one quar- 
ter of the period of the electromechanical oscillation are sufficient to provide a reliable 
estimate of the outcome of a power swing. 

As mentioned before, no such results for the general case of multi-machine oscillations exist 
at this time. Several promising approaches to this problem - such as the method of Potential 
Energy Boundary Surface, and Extended Equal Area - are currently under investigation. 

SUMMARY AND CONCLUSIONS 

Synchronized measurement of power system parameters is now achievable with the time 
transmissions of the GP S satellites. The hardware costs associated with such a measurement 
system are comparable to those of other relays and measurement systems in general use at 
present. The synchronized phasor measurement systems are likely to have a significant 
impact on all aspects of power system operations in the coming years, and will usher in an era 
of electric power networks operating with greater efficiency and security. 

FOR FURTHER READING 

Transactions of IEEE on Power Apparatus and Systems contain many of the research results 
described above. The book, "Computer Rehy iq  for Power System", by A. G.  Phadke and 
J. S. Thorp, gives a coherent account of some of these developments. 
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Abstract 

Digital communications networks have the intrinsic capability of time synchronization which 
makes it possible for networks to supply time signals to some applications and services. 

A practical estimation method for the time concurrency in terrestrial networks is presented. By 
using this method, time concurrency capability of the NTT (Nippon Telegraph and Telephone 
corporation) digital communications network is estimated to be better than 300 ns rms a t  a 
advanced level, and 20 ns rms a t  fmal level. 

INTRODUCTION 

In current digital telecommunication networks, highly stable frequency signals are 
distributed a s  a standard frequency. Master-slave synchronization is generally adopted to 
synchronize all nodes in these networks. A unique master node and other slave nodes compose 
a hierarchically topological tree structure which is gradually growing with the expansion of 
digital networks. In master-slave synchronization, however, this growth causes the extension of 
logical depth, namely an increase in the number of links. Consequently, the purity and stability 
of standard frequencies are being degraded. 

There are two effective ways to prevent such degradation. One is a new standard frequency 
distribution system named the Primary Reference Clock developed by AT&T that receives GPS 
signals and can distribute a highly stable reference [I]. This system can reduce the number of 
links in a synchronization hierarchy since reference signals are regenerated in nodes dispersed 
throughout the U.S. 

The other way is the phase-time synchronization described here. Traditional master-slave 
synchronization is actually syntonization, even though phase-locked loop systems are used in 
slave nodes. We suggest a new system which can provide true synchronization in both phase- 
time synchronization and time concurrency through reference time signal distribution. 

Such distribution to all telephone offices and subscriber sites can also provide time 
concurrency for certain aspects of systems which are improved by accurate time signals, such as  
time management in network operation systems, time stamping in distributed computer 
systems, and navigation in digital mobile systems. 

We assume that the present network synchronization (i.e. frequency synchronization) is 
being changed to accommodate time synchronization, in which reference time signals will be 
distributed over digital paths composed of optical transmission and digital radio systems. The 
high capability of the terrestrial digital network for time transfer is presented here. 



TRANSMISSION LINE 

Fig. 1 Basic configuration of time distribution link 

Fig. 2 Hierarchical tree for time synchronization analysis 

The performance of time synchronization can be evaluated by relative phase-time stability 
and absolute tinle concurrency. In our new synchronization system, these characteristics are 
simultaneously accomplished by transmission delay compensation. The measurement of the 
round-trip delay in digital paths allows a transmission delay correction because, for the most 
part, outgoing and incoming paths in digital transmission systems have the same transmission 
delay and are laid under the same circumstances. 

Network topology for time synchronization follows the master-slave hierarchy, in which a 
unique time master node generates reference time signals that are distributed to other slave 
nodes. The basic configuration of the time distribution link is shown in Fig. 1.  A higher node 
measures a round-trip delay and transfers the half-transmission delay as delay information to a 
lower node. The lower node compensates the time signal according to the received delay 
information. 
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Fig. 3 (a) Measured wander and (b) compensated wander 

Time synchronization topology 

The topology of the master-slave method is mostly detennined by geographical situations 
since node locations are settled independent of transmission systems. Therefore, characteristics 
of future time-synchronization networks can probably be estimated based on the analysis of the 
current syntonization system in a n  existing network. The hierarchical tree for the time 
synchronization network is shown in Fig. 2. For this topology we selected 400 nodes out of 
NTT's synchronized network. There are 7 layers. The top one is called the master layer and they 
are connected through 6 links. 

Relative phase-time synchronization capability 
Arrival time dispersion of time signals is determined by long-term delay variation in 

transmission lines due to temperature change in transmission cables originating from the 
environment. This variation, called wander, corresponds to relative phase-time synchronization 
stability and its influence can be reduced by measuring round-trip delay. Practical wander is on 
the order of micro seconds as shown in Fig. 3 (a). This is one of the results obtained through 
measuring an  approximately 2400-km transmission .path in the terrestrial NTT network for 7 
months. The influence of this wander is compensated to be within 50 n s  by the time 
distribution link, a s  shown in Fig. 3 (b). Furthermore, filtering, whose time constant is 100 to 



1000 s ,  decreases timing jitter caused by multiplexers and demultiplexers, and can achieve 
about 2 ns relative time synchro&ation. 

The aecumukalion of these measured results has yielded the eqerimental equation for the 
relation between the transmission path 1ength.l in h, and the relative time synchro&ation, 

ATrelative in ns as follows: 

Constants, K1 and KO are 5x10-~ ns  and 0.8 ns  in the 6.312 Mb/s digital path. K1 is the 
factor of the asymmetry in round-trip delay compensation. KO is the factor of the delay 
asymmetry in digital circuits. Relative time synchronization stability is consequently 
proportional to transmission length. 

Absolute time synchronization capability 

The above time compensation method simultaneously enables absolute time concurrency; 
however, residual time errors, which correspond to the difference between transmission delays 
of the outgoing and incoming paths in the round-trip compensation, degrade it [2]. The delay 
difference is caused by variations in the cable length which depends on the number of fiber 
fusion splices, fiber connections by connecters and the delay difference in connections between 
multiplexers. As time concurrency, the following model can be employed in the event time errors 
are not correlated: 

Kfs: time difference in fiber fusion splices 
Krc: time difference in the fiber connection of repeaters and multiplexers by connecters 
Kic: time difference due to multiplexer connections in an  intra-office 
Nfs: number of fiber fusion splices 
Nrc: number of fiber connections 
Nic: number of multiplexer connections 

In Fig. 3 (b), absolute time concurrency, ATabsolute, is 100 ns. This value can be estimated 
on the condition that Kfs and Krc are 2 ns rms, Kic is 20 n s  rms, Nfs is 1128, Nrc is 240 and Nic 
is 64. 

The time difference from UTC is not presented here. It is important not to guarantee UTC 
itself, which is maintained by governmental facilities, but rather to trace it. Guaranteeing UTC 
itself is beyond the work of telecommunication companies. 

TI~ME CONCU NCY PERSPECT 

Time synchronization performance is influenced by the transmission path configuration for 
transfer time signals and by timing clock systems which supplies timing clocks to digital 
systems in transmission paths. These constituent elements in networks classify the time 
concunency. This classification also shows the transition stream of the progress in time 
synchronization. The different configurations shown in Figs. 4, 6 and 8 can be considered in 
terrestrial digital networks. The time transition is classified into 5 stages. 
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E n t q  level (Stages 1 and 2) 

One of the most practical eonPigurations is time transfer via low-speed digital paths such as 
the modem links and 64 kb/s I S B N  shown in Fig. 4. Since these paths include synchronous 
digital multiplexers and exchanges, uncen?ainty in time concurrency is on the order of 100 ps 
and is equivalent to the amount of li-ame memories installed in those systems. Practical 
measurements in such systems have been shown by B. W. Mlan and others I3][4]. Time 
concurrency in stage 1 can be estimated to be 100 to 200 ps. 

It is possible to eliminate the influence of frame memories if paths are composed of 
asynchronous digital multiplexers using pulse justification up  to the highest hierarchy. In these 
situations, phase-time variations of timing clocks remain in the total time uncertainty. Two 
timing clock configurations are possible at  both ends of paths in time control systems: 
synchronized timing clocks supplied by the existing frequency synchronization (syntonization), 
and individual timing clocks generated by independent oscillators. 

Wander appearing in synchronized timing clocks is gradually increasing according to digital 
network expansion. In stage 2, time concurrency can be estimated at  this time to be within 10 
ps using these clocks. If stage 2 is introduced in the existing networks, time concurrency 
distribution can be calculated in Fig. 5 based on the hierarchical tree shown in Fig. 2. 

Advanced level (Stage 3) 

Individual timing clocks can prevent the influence of network expansion in master-slave 
synchronization. These clocks can be indirectly synchronized in frequency by the phase-time 
synchronization shown in Fig. 1 (Fig. 6). 

In stage 3 ,  where there are multi-links of digital paths for the time transfer, time 
concurrency is determined by the number of repeaters and fusion splices in fiber connections, 
which varies with a transmission cable length, and by the number of connections between 
multiplexers in intra-offices. The factor of multiplexer connections is dominant in these 
situations and it can be estimated within 300 ns rms as shown Fig. 7. 

Final level (Stages 4 and 5) 

If the virtual container in SDH (Synchronous Digital Hierarchy) can be used for the time 
transfer, the single-linking of digital paths is possible (Stage 4). However, time concurrency can 
not be dramatically improved even if the single-link between time synchronized nodes is 
introduced. When the initial time setting is adopted together with the single-link configuration, 
time concurrency can obtain the highest performance (Fig. 8). Its distribution is shown in Fig. 9 
and it is within 20 n s  rms (Stage 5). 

The first half of time concurrency in Fig. 9 results from uncertainty in the initial time 
setting. There are two ways for the initial time setting: flying clock and common view method in 
GPS. Uncertainty in the initial time setting here is expected to be within 10 n s  in this 
estimation. Using conventional Cesium beam standards for flying clock method, the setting 
accuracy is now within 100 ns; however, it will be improved to 10 n s  by applying new oscillators 
such a s  optically pumped Cesium standards. If the initial time setting can correct the residual 
time error, the second half of time concurrency shown in Fig. 9 is determined by relative phase- 
time synchronization calculated by Eq. (1). It can also be estimated to be within 10 n s  rms. 

ency transition 

Time concurrencies in each level are shown in Fig. 10. The entry level providing time 
concurrency within 1 ms is an area in the application coping with 1 second. In the advanced 
level, time concurrency within 1 ps enables time stamping for distributed data-base and network 
operation systems, and provides time synchronization in comparatively lower speed digital 
signals. The final level is effective in future TDMA such as next-generation cellular phone 
systems, and can also contribute to academic applications such as geophysics and astronomy. 



Fig. 10 Time concurrency transition stream 

CONCLUSION 

We presented the possibility of submicro-second time concurrency in a 400-node scale 
telecommunication network with a maximum transmission length of approximately 2400 krn. 
This scale is similar to that of NTT networks in Japan; however, this estimation method can be 
applied to other networks in other countries. 
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QUESTIONS AND ANSWERS 

David Allan, NIST: Did 1 understand you to say that you are planiling to use time divisioil 
multiplexing for communication networks? 

Mr. Kihara: Yes, the most important application is time division multiplexing systems. 

Mr. Allan: Can you tell us how much more efficiency you expect from this new system? 

Mr. Kihara: I am not sure. 



THE CABLE & WIRELESS APPROACH 
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Abstract 

This paper presents the philosophy adopted by Cable and Wireless for the synchronization of its world- 
wide network. It ident$es the architectures of some of the clock systems already deployed and how network 
synchronization has been implemented at selected locations. This includes some innovutive designs as the 
network spans both Prst and third world countries with a combination of ~ o r f h  American and European 
hierarchy equipment. Differentparts of the global network are linked together by a combination of terrestrial 
microwave, submarine cable and satellite technology. The paper also addresses the impact of synchronization 
on Intelsat IDR operation and the restoration of submarine cable systems. 

Ilte paper does not attempt to identib details of all the clock~stems deployed by Cable and Wireless and 
ifs subsidiary companies world-wide, rather a snapshot of some of these systems is presented. 

The Cable and Wireless Network 

The Cable and Wireless Group is one of the world's leading telecommunications operators. The 
company is establishing a global digital telecommu~~ications network connecting the world's primary 
economic and financial centers. Private submarine fiber optic cables link the Group's operations in 
Europe, North America, and the Pacific Rim via Japan and Hong ICong. In the contiguous United 
States, Cable and Wireless Communications 1ncorpora.ted provides an all-digital broadband network 
which is 90% fiber optic, and within reach of 80% of the US business population. In Bermuda, Cable 
and Wireless has interfaced its PTAT-1 cable with another submarine fiber optic cable CARAC. 
The CARAC cable interconnects with Tortola in the British Virgin Islands and from there south 
to Trinidad via the Group's Eastern Caribbean Microwave System. This connects with most of the 
fourteen nations the Group serves in the West Indies. 

Cable and Wireless owns and operates many satellite earth stations in locations in the Atlantic, Pacific 
and Indian Ocean Regions of the Intelsat system. 

Synchronization Philosophy 

The Cable and Wireless Global Network is evolving into a fully digital network using Plesiochronous 
Digital Hierarchy (PDB) equipment. The network is split into separate regional or national net- 
works, each of which is, or will be, synchronous at the primary rate (1544 kbit/s or 2048 kbit/s) 



and below. Each Regioilal or National network is synclrroizized using the IIierarchical Master-Slave 
Syrlchronization method. Each network conforms to a network synchronizatioi~ plan which has been 
formulated following CCITT Recommendations 6.81 I and  6.812 (Red and Blue Books). As a result. 
tile irierarcirical clock performances corrlply with tlte iolloivirrg: 

Level Clock Performance Recluirernertts CCITT Renlarlis 
Drift/Day Frequency Offset Recs 

1 1 x 10-l1 G.811 Network Reference Clock co-located 
with International Switching Center. 

2 1 x lo-g 5 x 10-lo G.812 Co-located with National trunk ex- 
change. 

3 2 x lo-8 1 x lo-s G.812 Local Exchanges 

5 x G.700 Primary rate multiplexers and Re- 
series mote Line Units (RLU's) 

Where the Local Exchange Clocks have a lower performance than that shown, additional synchroniza- 
tion links are provided to  improve the availability of network timing traceable t o  the network reference 
clock. This ensures that  timing performance in free-run or holdover meets the network requirements 
of Cable and Wireless. 

Tlris timing strategy also ensures that network timing meets the requirements necessary to achieve the 
end-to-end slip performance identified in CCITT R,ecommendation G.822, which calls for less than 5 
slips in 24 hours on any 64 kbit/s connection. 

Cable and Wireless have chosen to  procure stand-alone reference clocks and Level 2 clocks, and to 
implement a Building Integrated Timing System approach to  their deployment. This approach en- 
sures indepeildence of the synchronization system from the telecommu~~ications equipment deployed. 
Additionally, it provides flexibility in expansion and avoids vendor dependence. 

Ea.ch Regional or National network interworks with other regional or national networks plesiocl~ronously. 
Buffers are incorporated in all equipment interfacing with internationa.1 streams. 

Typically, the Level 1 Reference clocks are either c ~ s i u m  or Loran-C based. They have an accuracy 
which exceeds 7 parts in loi2 and are designed to  meet an availability of 99.999%. The Level 2 clock 
systems are stand-alone network elements which typically exhibit a drift performance of less than 1 
part in 101° per day in holdover, and use digital phase lock loop timing recovery circuits. Each clock 
system can be operated ma,nually t o  support maintena.nce and trouble shooting. 

In each network, timing is distributed downstream through the synchronization hierarchy of clocks, 
using the traffic carrying primary rate streams. Clock recovery occurs at each node in the hierarchy. 
The streams chosen for distribution of timing are direct between syncl~ronization network elements 
a.nd avoid any intermediate processing a t  the prima,ry rate and below. By this meails all clocks in 
the network are timed traceable to the Network Reference Frequency Standa,rd (NRFS) or Reference 
Clock. Jitter accumulation is reduced to a minimum by using timing recovery circuits equipped with 
phase lock loops with very low cut-off frequencies. 



Cable and Wireless has adopted a philosophy of distributing the reference clock at more than one 
location prin~arily for strategic and security reasons. This approach is designed to enhance survivability 
and ensure the continuance of network tir-tning traceable to a relerelrce clock, even duling pe~iods  ol 
catastrophic failure. 

Each clock sub-system is a hybrid Level 1 and Level 2 clock. At any point in time, only one of tlre sub- 
systems provides the network reference (Level 1 operation), the other sub-systems recover timing fro111 
incoming primary rate streams clocked from the reference sub-system's location (Level 2 operation). 
The architecture of a sub-system is as showll in Figure 1. 

Control of this distributed reference clock system Bas been effected in two ways. Some of the systems 
alrea.dy deployed use telemetry over modem cha.nnels, others utilize telemetry embedded in the prinmry 
rate frame. 

The system deployed in the Eastern Caribbean Network makes use of the 2048 kbit/s primary rate 
fra.me structure. This has a number of spare bits available for use by the network provider. These 
are located within time slot zero of the frame not containing the frame alignment word. The system 
consists of three sub-systems, each being a hybrid Level 1 and 2 system. The status of each sub-system 
is signaled to  the other two sub-systems using the spa.re bits. 

The system deployed in Hang Icong 11a.s two sub-systems which comlnunicate their status to each 
other over a modem channel. This philosopl~y is also being adopted for the system being deployed 
in Jamaica. The reason for this is that the Jamaica network is based on the North American digital 
hierarchy and there is no available integral telemetry facility embedded into the 1544 kbit/s standard 
frame structure at this time. (See below for Facilities Daka Link). 

A Loran-C based reference clock has been operating in the Bermuda network for three years without 
loss of timing. A fully redunda.nt clock architecture is employed using the configuratio~l shown in 
Figure 2. Two Loran-C receivers lock to different L0ra.n chains and can automatically acquire a third 
chain if any of the selected cha,ins fail. A simi1a.r system will shortly be installed in the Cayman Islands. 

Each Level 2 clock has a fully redundant architecture with a configuration as shown in Figure 3. 
The timing recovery systems have selectable time constants, thereby allowing the phase lock loop 
cut-off frequency to be adjusted to optimize jitter a.nd wander rejection. They have a capture range 
of 3 parts in lo7. In holdover mode they can provide G.811 compatible performance for 10 hours or 
longer. This means that disruptions to the synchroniza.tion distribution network are transparent to 
the telecommunications traffic being carried by the network. 

Cable and Wireless have adopted an approach of qua.lity-marking 2048 kbit/s primary rate streams 
used to distribute synchronization. Such streams are at present marked to indicate traceability to the 
reference clock. Loss of traceability results in a simple bit flip from the 0 state to the 1 state. The bit 
chose11 for this is bit 5 in time slot zero of the fra.nle not colltailli~lg the frame alignment word. 

For networks based on the North American digita.1 hiera,rcl~y, the 1544 kbit/s extended frame super- 
fra.me can be used to  provide this facility. There is a 4 kbit/s data chanilel in this frame structure, and 
specific code words may be standardized for syncl1roniza.tion use. Although not available at present, 
the "facilities data link" will be used if it meets Cable a.nd Wireless requirements. 

For example, in the Eastern Caribbea.n Network, the timing quality of the stream is signaled to 
indicate whether it is tracea,ble to czsium or not. Each of the Cable and Wireless operated islands in 
the network have a slave clock, which is able to interroga.te each sy~lchroniza.tion stream and lock to 
whichever indicates its timing is traceable to the network reference. 



Cable and Wireless operates the telecommunications of a number of small island nations where the 
only international routes are via the Intelsat satellite system. Typically, these systems now conform 
with the Inkelsat Earth Station Standard (TESS) 308, which details the performance cllaracteristics for 
Intermediate Data Rate (IDR) digital carriers. Where the location offers only analog services (Voice or 
voice band data) the IDR equipment is loop-timed to the distant end where a double Doppler buffer is 
employed on the receive equipment to absorb the Doppler delay variation. However, where the location 
operates a direct digital service, via IDR, to  more than one destination, there is a, need to provide a 
cost effective reference clock to meet the network's synchronization requirement. The solution may 
come in the form of a low cost GPS-based system, or alternatively a slave standard approach. In the 
latter case, i t  may be possible to extract and average timing from a number of IDR streams of known 
quality and drive a quartz standard to  emulate the performance requirements imposed by CCITT 
Recommendation G.811. 

Successful IDR operation requires an acceptable slip performance for the satellite section. The 
Doppler/plesiochronous buffer found within the IDR equipment must be clocked out by a clock trace- 
able to a G.811 compatible reference. A typical configuration is shown on the attached drawing, Figure 
4 (lower half). Here the clock is recovered from the 'transmit to satellite' stream (within the IDR 
equipment), and used to clock out the 'receive from satellite' stream from the buffers. However, some 
IDR modems are unable to perform this function and require a separate external clock input to  the 
buffer. All digital streams at the primary rate and below are timed traceable to  the reference clock. 
Therefore, the slip performance for a 2048 kbit/s or 1544 kbit/s primary rate IDR path will be of the 
order of 1 slip in 70 days. 

Higher order multiplexers, such as the hybrid 2 Mbit/s to 45 Mbit/s multiplexers used in the trans- 
mission system, shown in Figure 4 (lower half), are not normally required to  be timed traceable to 
the reference clock. These higher order multiplexers operate timed from their own internal quartz 
oscillators. These oscillators operate at a higher frequency than the combined aggregate tributary 
frequency and employ a technique known as bit stuffing or justification to maintain tributary synchro- 
nism. This ensures that the timing of the tributary stream is maintained transparent to the higher 
order multiplexer. 

For restoration of a cable system it is more efficient to  be able to restore at the highest bit rate, this 
is currently being performed at 45 Mbit/s. At the 45 Mbit/s rate, it is essential that the higher order 
multiplexer transmitting the 45 Mbit/s aggregate stream is timed traceable to the network reference 
clock (see Figure 4 upper half). Failure to do this will make the slip performance on the satellite 
section unacceptable. The reason for this is that within the higher order multiplexer the internal 
quartz clock has an accuracy of 20ppm. If this multiplexer is not externally timed the resulting slip 
performance may be as bad as 1 slip every 3 seconds. Additionally, because the frame of the 45 Mbit/s 
aggregate stream bears no relationship to the frame structure of the 2 Mbit/s tributary streams it 
transports, every slip at the 45 Mbit/s level will result in a re-frame at the 2 Mbit/s level. 

To achieve acceptable slip performance during the period of cable restoration, the 2 Mbit/s to  45 Mbit/s 
higher order multiplexer feeding the 45 Mbit/s IDR modem must be timed from the reference clock. 
Cable and Wireless has achieved this by equipping clock systems with 45 MHz clock interfaces and 
feeding this to the external clock input of the multiplexer. This ensures that the 45 Mbit/s 'transmit 
to satellite' bit stream has acceptable timing. If the buffers within the IDR modems are centered at 
the start of the restoration period, they should not slip during the likely period of restoration; this is 
unlikely to last for longer than 15 days. All parties participating in a cable restoration via satellite 
must ensure that their 'transmit to satellite' streams a.re timed as shown in Figure 4 (Upper half). 



Cable and Wireless wholly own or have capacity in a number of submarine cable systems. Some 
examples of wholly-owned systems are the Private TransAtlantic Cable, PTAT-1, and the Bermuda to 
Tortola cable, CARAC. EKiciertt restoration via satellite for such systems is of paramount importance, 

The clock systems deployed in the Cable and Wireless network continue to operate satisfactorily. The 
Bermuda Loran-C system has operated fault-free since its installation in 1987. The reception of the 
Loran-C signal has been interrupted to one receiver during a very heavy rain storm on one occasion 
only. However, the fully redundant clock system architecture proved robust enough to maintain the 
timing signal outputs traceable to Loran-C continuously during this period. The quality of the timing 
signal output has been periodically compared with that from a portable czsium and found to  be at 
least as accurate. 

The distributed c~sium-based Eastern Caribbean Clock System has operated satisfactorily since its 
installation in 1989. The system is designed to measure both phase and time interval error (TIE) 
between its own internal casium reference and the streams passing through it. TIE is measured 
in consecutive time periods using windows of duration of 100, 1000, and 10000 seconds. Phase is 
measured as a running total and so can be analyzed to give MRTIE over an extended period. The 
alarm system fiags a TIE alarm on a.ny stream which exceeds the CCITT Rec. G.811 mask. 

The result of measurements in Tortola indicate that the MRTIE between the Cable and Wireless net- 
work and the AT&T timed streams passing through St. Thomas in the US Virgin Islands are within 
the CCITT Rec. G.811 mask. The MRTIE between Barbados, Antigua and Tortola, where the refer- 
ence clock sub-systems are located, are within the resolution of the system. The system is consequently 
performing exceptionally well and indicates that the complete network is solidly synchronized. 

The distributed c~sium-based system installed in Hong I<ong Teleconlmunications' network is based on 
a two sub-system clock with one sub-system installed on Hong Iiong Island and the other in Iiowloon. 
The MRTIE measured between the two c ~ s i u m s  is of the order of 2 parts in 1012. The system has 
operated satisfactorily since its installation in 1987. Again the system is equipped to measure both 
TIE and phase. 



c. - - - *- - ..- - -- .- - - - - "  ~... - -.. -. .- ...- -- I 
I CLOCK SYSTEM I 

I 
I 

F i g u r e  2 BASIC BLOCK DIAGRAM FOR LORAN - C BASED REFERENCE CLOCK 

ADDrrlONAL EQUIPMENT. NOT PROVIDED INITWLY, BUT SYSTEM 

K TO EXTERNAL 
n P)  STATION A M M  
0 

a 

POWER 
SUPPLIES 



2048kbiVs 
HDBJ CODED 

SYNCH 
mEAM 

DISTRIBUTION 
AMPLIFIER 

POWER 
SUPPLIES 

MONITORING El 2 0 4 8 k H z  
G 7 0 3 / 1 0  

DIST'N 
OUTPUTS 

Figure 4 IDR OPERATION INCLUDING CABLE RESTORATION VIA SATELLITE 

MAIN OFFICE EARTH STATION 

INTERNAL CLOCK 
20 p.p.rn ACCURACY 



QUESTIONS AND ANSWERS 

Unidentified Questioner: Ha,ve you nleasured the a.vailability tlrat you got out of your LORAN 
system? 

Mr. Bodily: The only system that we have had running for any length of time is our system in 
Bermuda, which is LORAN based. Out of the three years that we have had the system in operation, 
we have had one occasion where we lost the signal, and that was due to a heavy rainstorm. Apart 
from that, there have been no outages. Almost 100% availability. 

Unidentified Questioner from MCI: When the processor makes the choice between those input 
references, is that purely based on the quality marker? 

Mr. Bodily: No. In the Level 1 system the quality markers tend to be ignored. The signal processor 
will measure the error between the outputs of the two oscillators, or each oscillator and the cesium 
standard. The quality marker is really for use in the Level 2 and Level 3 clocks. It gives a direct 
indication as to whether the cesium has actually failed. 
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Abstract 

The satellite system operated by the International Telecommunications Satellite Organization (INTEL- 
SAT) provides new and unique capabilities for the coordination of international time scales on a world wide 
basis using the two-way technique. A network of coordinated clocks using small  satel& earth stations cob-  
cated with the time scales is possible. Antennas as small as 1.8 m at K-band and 3 m at C-band transmitting 
powers of less than 1 W will provide signals with timing jitters of less than 1 ns using existing spread spectrum 
modems. 

One way time broadcasting is also possible, under the INTELSAT INTELNET system, possibly using 
existing international data distribution (press and financial) systems that are already operating spread spec- 
trum systems. 

The technical details of the satellite and requirements on satellite earth stations are given. The resources 
required for a regular operational international time transfer service is analyzed with respect to the existing 
infernational digital service offerings of the INTELSAT Business Service (IBS) and INTELNEI: Coverage 
areas, typical link budgets, and a summary of previous domestic and internatwnal work using this tech- 
nique are provided. Administrative procedures for gaining access to the space segment are outlined. Contact 
information for local INTELSAT signatories is listed. 

The microwave time and ranging experiments (MITREX) modem is an efficient device for time transfer 
via satellite using spread spectrum techniques. International time transfer using satellite spread spec- 
trum techniques regularly will probably require the use of an INTELSAT space segment. There are 
no substantial technical problems in such use. However, it is necessary to identify the operational is- 
sues of using this system in the INTELSAT environment. This paper describes the INTELSAT service 
compatible with spread spectrum time transfer and suggests how such a service could be implemented. 

INTELSAT 

INTELSAT, the International Telecommunications Satellite Organization, with headquarters in Wash- 
ington, D.C., is an international cooperative of 119 member nations that owns and operates the global 
commercial communications satellite system used by over 178 countries around the world for interna- 
tional communications and by 35 countries for domestic communications. A fundamental characteristic 



of the system, from the point of view of time transfer is that access to  the INTELSAT space segment 
is controlled by various natio~lal entities, usually the members of INTELSAT. These entities are re- 
sponsible for the operation of earth stations accessing INTELSAT space segment. In many cases, 
these errtitics, the poc;ts, teleplrones and teleglaplis (PThT), are palt of their ~idtiondi govelilrneni 
or are chartered by their governments to provide access to  INTE1,SAT. Tlte earth stations may be 
osvned dirertly by the entities, by common carriers or by the end users, depending on national policy. 
INTELSAT operates only the space segment and has no direct role in the operation of the ground 
segment. Thus, time transfer users will need to arrange with their national entities for earth station 
operation and for the right to use INTELSAT space segment. Appendix 1 of this paper contains 
contact points for these entities in countries of interest to the P T T I  community. 

Services 

Two specialized INTELSAT services, IBS and INTELNET, are intended for digital links t o  small 
earth stations. INTELNET in particular, has enough flexibility in its technical description t o  allow 
the opera.tion of a spread spectrum time transfer link. 

INTELNET 

INTELNET was designed to  facilitate the operation of very small earth stations in one-way data 
broadcasting and two-way low speed data transfers. Spread spectrum operation is allowed, along with 
conventional BPSIC or QPSIC modulation. Operation under the INTELNET service description is 
specifically authorized for very small antennas. 

Space segment is leased in "bulk" under the INTELNET service. This offering is defined in terms of 
specific transponder bandwidths with a corresponding allocation of power. Any required bandwidth 
may be used, with the resources scaled from the defined allocation. For example, a t  K-band, a lease 
of 100 I<hz capacity would provide 8.6 dBW of transponder power. A lease of 2.25 MHz would provide 
22.1 dBW. In general, the ratio of power to  bandwidth is higher (excess power) than is needed for a 
single spread spectrum time transfer link. Both full time and occasional use service, with a minimum 
of 30 minutes per period, is available. Listed below are the basic lease powers, referenced to  a 100 
I<hz bandwidth, available on the INTELSAT V series spacecraft. 

Global C-Band -6.5 dBW 
Hemi C-Band -5.5 dBW 
Zone C-Band -5.5 dBW 
Spot I<-Band +8.6 dBbV 

INTELNET DATA BROADCAST FOR ONE WAY TIME TRANS- 
FER 

There are a variety of commercial services operating spread spectrum one way data broadcasting 
systems on INTELSAT. hilany of these are operated in C-band on Global transponders, typically with 
a chip rate (spreading code rate) of 2.4576 MHz. Most are press news services, operating multiple time 
division multiplexed channels or low data rates, having an aggregate rate of either 9.6 or 19.2 kbit/s. 



These broadcasts could be used for one way time dissemination if the transmitting stations chip rate 
was syirchronized to a standard, and a low speed data subchannel was used to  carry ephemeris and 
other correction information, 

INTELSAT Business Service 

Space segment for digital communications links can also be obtained under the INTELSRT Busilicss 
Service (IBS) tariff. In this service the power and bandwidth supplied for a channel are defined in 
terms of reference links between standard sized earth stations. The reference link assumes conven- 
tional QPSK data  transmission with either rate 314 or rate 112 forward error correction (F.E.C.). 
Sufficient power is available t o  provide better than bit error rate performance under clear sky 
conditions. It is available under a full-time, part-time (scheduled a t  least 1 hour per day, 7 days per 
week), or occasional-use tariff. While the spread spectrum nature of the MITREX modem is outside 
the IBS technical description, the IBS service should be considered when it is necessary to  provide 
communication links between standards sites. On most transponders where IBS is used, INTELSAT 
has reserved occasional use capacity. This bandwidth could be used t o  accommodate the MITREX 
modem operating under the INTELNET service as described below. 

Operational Matters 

Satellite Locations 

INTELSAT operates 15 satellites, serving the three ocean regions, Atlantic, Indian, and Pacific. These 
locations in degrees East are: 

AOR IOR POR 

Frequency Bands 

At C-Band, INTELSAT satellites opera.te with both left and right circular polarization in the following 
frequency bands: 

Ground Transmit: 5854 - 6423 MHz 
Ground Receive: 3629 - 4198 MHz 

At I<-Band, INTELSAT satellites operate with horizontal and vertical polarization in the following 
frequency ba,nds: 



Ground Transmit: 14,004 - 14,494 MHz 
Ground Receive: 10,954 - 11,694 hiHz 
Ground Receive: 11,109 - 11,946 MHz (30'7 Deg. \Vest only) 
Ground Receive: 12,501 - 12,746 h4liz (307 Deg. East only) 

B a n s p o n d e r  Conf igu ra t i ons  

Most of the Europe-North American IBS traffic is carried on the INTELSAT VA(F-13) located at 
3070 East. The following configurations of transponders are currently available: 

East K-band spot to  West K-band spot 
West K-band spot to East I<-band spot 

East I<-band spot to  West C-band hemi 
West C-band lzemi to East K-band spot 

West K-band spot t o  East C-band hemi 
East C-band hemi to West K-band spot 

East K-band spot to  West C-band hemi 
West C-band hemi to East I<-band spot 

West C-band zone to East C-band zone 
East C-band zone to West C-band zone 

West C-band lremi to West C-band hemi 
East C-band zone to  East C-band zone 

East K-band spot East I<-band spot 
West I<-band spot West K-band spot 

East C-band hen~i  
West C-band hemi t East C-band hemi 

West C-band hemi 

The full-connectivity transponder configuration provides the most flexible environment for time trans- 
fer links. This consists of a set of four transponders, interconnected at the satellite so that a sigilal 
received on any of the four uplink beams is retransmitted on all four downlink beams simultaneously. 
Two of the beams operate at C-band. These are the West Hemi and the East Hemi. The K-band 
West spot covers the United States and southern Canada, and the East K-band beam covers western 
European be seen Figure 1 and 2. Figures 3 through 7 show the global coverage areas for all the C 
and I< satellite antennas from the 307, 341.5 (typical AOR), 359, 63 (typical IOR) and 174 (typical 
POR). In addition t o  showing the coverage a.reas for the Spot, Hemi, and Zone antennas, the usable 
area is delimited by plots of the locations having 10, 5 and zero degree elevation look angles toward 
the satellite. 

Full-connectivity operation can be used with spread spectrum code division multiple access (CDMA) 
to allow several time transfer links to be established simultaneously on the same frequency, with all 



carriers visible to each user. This means that in a t-cvo-station, two-way transfer, it is possible for 
each site to monitor its own signal while receiving from the remote site. 

Additional capacjlby in tlre for111 of East spot-West spot I<-band capacity Is available at the 325.50 
East and 335.50 East locations. C-band capacity is assigned on the 325.5, 335.5 and 341.50 East 
locations serving the Atlantic Ocean region. 

The Indian Ocean Region is served by satellites at 60 and 630 East with Global transponders and 
east/west zone capacity at C band. A cross stra.p connection WS/EZ provides a link a K-band in 
Europe to C-band to  the Far East. 

In the Pacific region at 174 and 180 degrees East, K-band capacity is available in the Pacific Ocean 
region between Korea or Japan and the West coast of the United States. 

In all three ocean regions there are sa.tellites with capacity reserved for occasional use. The reserved 
bandwidth is 3.173 MHz wide, sufficient for a 2.048 Mbits/s IBS carrier. These occasiona.1 use chaw 
nels clearly would accommodate a spread spectrum link if the transmit spectrum were restricted by 
additional filtering. In the full-connectivi ty transponders, described above, the reserved capacity is in 
the form of two adjacent occasional-use channels, providing a bandwidth of 6.345 MHz. The operating 
frequencies for the occasional use channels are listed in Appendix 2. 

Link Budgets for MITREX 

The link budgets below show the required power for a time transfer link operating in the full- 
connectivity transponder. The transmitted power lms been set to produce at least 54 dB-Hz to a. 
small I<-band (1.8 m) station. This same power will also be sufficient for use with a C-ba.nd 4.5 m 
antenna. 

Uplink beam WS ES E1I WH 

Antenna size 1.8 1.8 4.5 4.5 meters 
Hpa power 7.7 0.9 1.0 1.0 Watts 
Hpa power 8.9 -0.4 0.0 -0.1 dBW 
Antenna gain 46.0 46.0 47.7 47.7 dBi 
E.I.R.P. 54.9 45.6 47.7 47.6 dBW 

Downlink beam WS ES EH WH 

Beam edge power 11.7 9.8 -4.1 -3.5 dBW 
2.25 MIIz lease 22.1 22.1 8.0 8.0 dBW 

MITREX Modem Use 

The simplest way to  use the hiIITREX modem on INTELSAT would be to identify a tariffed INTEL- 
NET service that provides a t  lea,st the necessary power and bandwidth. For regular PSI< transmissions, 
the signal bandwidth at the -18 dI3 points is required to be withill the allocated bandwidth. As can be 
seen in the attached spectrum analyzer plot. Figure 8 shows, the ba,ndwidth of the MITREX modem 
is 3.5 MHz at the -18 dB point. The 6 dB bandwidth of the MITREX modem output is 2 MIIz. It 



is possible to  apply additional filtering to  tile spread spectrunl transillitted signal reducing its -18 dB 
bandwidth, and thus the ~lominal tariff. However with the spread spectrum operation a t  such low 
levels, the -18 dB handxvjtlth m a y  not be appropriate for tariffing. 

Eartl-r Stations 

The earth station requirements to operate a time transfer link are quite modest. 

The presented link budgets assume the use of 1.8 m K-band stations as a minimum size. This certainly 
is not the absolute minimum, but it does represent a useful compromise of physical size, link power 
requirements, and sidelobe performance. Therefore a station equipped with a solid state amplifier 
would clearly be suitable. Links involving larger stations will need even less transmitting power. At 
C-Band earth stations in the range of 2.5 to  3 meter diameter a.re practical. 

Any earth station classed as a standard INTELSAT antenna must satisfy the sidelobe gain limit 
described by the expression: 

G = 32 - 25 log i, 

where G is the gain of the sidelobe envelope relative to an isotropic antenna in the direction of the 
geostationary orbit and is expressed in dBi, and i is the angle in degrees from the axis of the main 
lobe. 

In addition antennas operating at C-ba.nd must use circular polarization with a voltage axial ratio that 
does not exceed 1.09. However C-band antennas with a dia.meter of 2.5 m or less are only required 
to  have a voltage axial ratio of 1.3. To operate in the IBS service a I<-band a.ntenna must have a, 
minimum G/T ratio of 25 dB/I<, qualifying as a standard El. At C-Band the G / T  requirement is 
22.7 dB/I< and a minimum transmitting gaJn of 47.7 dBi to  qualify as an F1 (nominal 4.5m diameter) 
standard antenna. To operate under the INTELNET service, there is no minimum G / T  requirement. 

INTELSAT has always been willing to support innovative uses of satellite technology by granting 
free use of space segment for tests and demonstrations. A request for free use must be submitted 
through the national signatory for each station involved. The technical approval process for a test or 
demonstration has two parts: 

1. Initia,lly, the earth stations involved must be a,pproved. Small stations not having the minimum 
G / T  values (25 dB/Ii  a t  Ii-band, 22.7 dB/I< a t  C- Band) for IBS stations, would have to qualify 
under the standard G specification. 

2. A transmission plan for the proposed experiment will have t o  be examined to  see whether what is 
proposed will work with the resources requested a.nd, finally, whether the proposed transmissions 
may cause harm t o  other users of the spa.ce segment. 

After approval, the carrier powers a.re set up in accordance with a test plan issued by INTELSAT and 
the experiment will then proceed. At the conclusion of the experiment, the participa.ting Signatories 



a.re obliga.ted to  submit to INTELSAT a. lest report on the results. This report will be made available 
to ally interested INTELSAT members. 

One objective of such an experiment should be an evaluation of the compatibility of such a service 
with normal INTELSAT operations, with the view to  proposing a tariffed technical description of 
spread spectrur-r? time transfer. This could then be submitted to the INTELSAT Board of Governors 
for formal approval as a regular international service with the resources allocated and the consequent 
tariffs appropriate to the unique demands of spread spectrum time transfer. 

Alternatively, commercial service could start immediately under the INTELNET service definition and 
tariffs. The occasional-use option would probably satisfy the requirements for periodic coordillation 
links between various national standard labs. 



Appendix 1. 

INTET,SAT Csrrespondes~t Representatives 

Australia Mr. Alan Ward 
lrltelsat Access Center 
GPO Box 7000 
Sydney WSW 2001, Australia 
Tel. 2-287-5612 
Tlx. 10162 OTCNA 

Austria Dipl. Ing. Wolfgang Schladofsky 
Generaldirektion fur die Post- 
und Telegraphenverw altung 
Abt. 21 
Postgasse 8 
A-1011 Vienna, Austria 
Tel. 1-5125234 
Tlx. 112300 GENT A 

Canada Mr. M. Stephens 
Teleglobe Canada 
680 Sherbrooke St West 
Montreal, Quebec, H3A 2S4 
CANADA 
Tel. 514-289-7584 
Tlx. 9224 
Ms. G. Pa.zos 514-289-7771 

China Mr. Yang Xueming 
Directorate General of Telecom 
Ministry of the P&T 
13 West Changan Ave. 
100804 Beijing 
Peoples Republic of China 
Tel. 661390 
Tlx. 222185 DGTEL 

France Mr. J. Meunier 
France Telecom - D.T.R.E. 
246 rue de Bercy 
75584 Paris, FRANCE 
Tel. 1-43426275 
Tlx. 670372 



Germany Mr. A. Binzer 
Referat S 15 
FT'e Darmstadt, GERMANY 
Tel. 6151-833459 
TIx. 419201 
Mr. 6. Rudolf 6151-83-3383 

Greece Mr. S. I(onto1eon 
Hellenic Telecom. Org. (OTE) 
International Comm. Dept 
15 Stadiou Street 
Athens 124. GREECE 
Tel. 322-0899 
Tlx. 219797 

India Mr. M.K.G. Nayar 
Videsh Sanchar Nigam, Ltd. 
Videsh Sanchar Bhavan 
Matatma Gandi Road, Fort 
Bombay - 400 001 India 
Tel. 22-271819x307 
Tlx. 11 2429 VSHN IN HQ BY 

Italy Dr. Luigi Ruspantilli 
Telespazio 
Via Alberto Bergamini 50 
00159 Rome, ITALY 
Tel. 498-2355 
Tlx. 610654 

Japan Mr. Naohiko Hattori, Director 
Network Engineerillg Department 
I<DD Tokyo Network Headquarters 
3-2 Nishi Shinjuku 
2-Chome Shinjuku-ku 
Tokyo 163, Ja.pan 
Tel. 3-347-6600 
Tlx. 22500 KDD TOKYO 



The Netherlands Mr. Peter Essers 
P T T  Telecommunicatie 
Directorate for Infrastructure (DIS) 
Prirtses BealrixIaan 9 
P.O. Box 30000 
2500 GA The Hague 
The Netherlands 
Tel. 70434725 
Tlx. 32482 DIS NL 

New Zealand Mr. L. A. Watt 
International Relations 
Telecom Networks and Int'l. Ltd. 
Telecom Corp. of New Zealand Ltd. 
P.O. Box 1092 
Wellington, New Zealand 
Tel. 4-738-444x8061 
Tlx. 31688 TELINT NZ 

Norway Mr. Claus Svendsen 
Norwegian ~e l ec~mmunica t io~~s  Admin 
PO Box 6701, St. Olavs Plass 
N-0130 Oslo 1, NORWAY 
Tel. 70434725 
Tlx. 71203 Gentel N 

Spain 

Sweden 

Mr. J. Lorente 
TELEFONICA 
Pla,za de Espana 4, Pta. 3 - 7th Floor 
Madrid 28008, Spain 
Tel. 1 241 9380 
Tlx. 47793 
Mr. A. Martin 1-522-2936 

Barbro Svensson 
Televerket 
S-123 86 Farsta 
SWEDEN 
Tel. 8-713-1568 
Tlx. 14970 GENTEL S 



Swit zerlaud Mr. P. Breu 
General Directorate PTT 
Radio a n d  Television blain Division 
Satellite Communications Branch 
Speichergasse 6 
CB-3030 Berne, Switzerland 
Tel. 31-623756 
Tlx. 911025 
Mr. P. Chablais 31-622533 

USSR Mr. G. Korolev, Director 
U.S.S.R. Satellite Communications Company 
Ministry Of Posts and Telecommunications 
7 Gorky Street 
103375 Moscow, U.S.S.R. 
TeI. 95-9255108 
Tlx. 411120 

United Kingdom Mr. M. Seymour 
British Telecom, PLC 
Landsec House Room 407 
23 New Fetter La.ne 
London EC4A IAE, England 
Tel. 1-492-3166 
Tlx. 883739 
Mr. Mike Perry 1-492-2263 

United States Mr. Calvin Harriott 
Communications Satellite Corp. 
950 L. Enfant Plaza S.W. 
Washington D.C. 20024 
Tel. 202-863-6427 
Tlx. 892688 

INTELSAT Mr. Lester Veenstra 
INTELSAT 
3400 International Drive, N.W 
Washington, D.C. 20008 
Tel. 202-944-7090 
Tlx. 64290 
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FIGURE 2 
INTELSAT V-A(F-13) at 307 Degrees East East Spot 
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FIGURE 3 
INTELSAT V-A(F-W) at 307 Degrees East 
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INTELSAT V(F-6) at 341.5 Degrees East 



FIGURE 5 
INTELSAT V-A(F-12) at  359.0 Degrees East 
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FIGURE 7 
INTELSAT VA-(F-10) at 194 Degrees East 
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QUESTIONS AND ANSWERS 

Dr, Gernot Winkle%, U, S ,  Naval Observatory: If you used orre of tlrese occasio~ral offerings 
of, say, a half an hour per week, and a bandwidth of 3.5 MHz, is there any restriction regarding the 
information other than just the tiine code. In other words, would there be a problem serrding teletype 
messages also? 

Mr. Veenstra: If we approach this as a time transfer sevice, it would be wise to say that the data 
channel which is being proposed on the newer spread spectrum modems is an order wire. Intelsat 
never charges for order wires. We know that earth stations need to talk to each other for coordination 
purposes. U~lofficially and off the record to  this minor group, I would suggest that you do not emphasize 
the fact that this is a data channel. I would suggest that you mention the fact that it is an order 
wire, a low data rate cha~lnel, that is used to coordinate at either end. That makes it easier for us to 
say that we will give this is a free channel because there is really no information being sent, they are 
transferring phase information. That is zero information so the bureaucrats do not think that you are 
tra~lsferring information for free. Call it an order wire and not a cornmu~~icat io~~s link. 



THE BBC NETWORK RADIO TIME AND 
FREQUENCY STANDARD 

AND ITS ROLE IN THE PROVISION O F  THE 
GREENWICH TIME SIGNAL 

Mr J. McIlroy 
BBC Radio 

Broadcasting House 
Portland Place 

London 
W1A 1AA 

Abstract 

The BBC has broadcast the Greenwich Time Signal (GTS) on its networks since 1924. Up to February 
1990 this signal was generated by the Royal Greenwich Observatory (RGO) in England and the BBC was 
informed that the RGO was moving its location to Cambridge and mighi not be able to continue to provide 
the Greenwich Time Service. The BBC in its role of apublic service broadcaster believed that a long tradition 
of providing a time signal to its listeners should be upheld, and as such decided to seek alfernafive methods 
of provision. 

In parallel with this activify an in-house requirement arose to re-engineer time switch equipment and 
provide new facilities for digital audio projects. As both requirements have a common engineering core, a 
decision was taken to design and procure a Time and Frequency Standard that could generate the Greenwich 
Time Signal to the same speciJication adhered to by the RGO, and provide additional time and frequency 
facilities. This paper discusses initially the concept of time and time@-equency dissemination as used in a 
broadcast network, and follo ws on topresent the detaik of an engineering solution to the requirements of BBC 
Network Radio. 

T r e d  in international broadcasting and the commercial telecommunications market place point to- 
wards the increased use of digital audio for studio networking and terrestrial links. The synchronisation 
requirements in this field are more stringent than that incurred in analogue distribution. This paper will 
consider what timing systems are needed in these applications and how these requirements are satis3ed in 
the BBC Time and Frequency Standard. 

Finally this paper will present a fringe beneJt of the BBC Network Radio system. This is the ability to 
obtain UTC time from the system usinga modem dial up method from any location in the world, This facility 
is currently under evaluation wifhin the BBC; and ifconsidered viable will be available to other organisations 
and companies in the near fufure. 

Historical Background Of The Greenwich Time Signal (GTS) 

The measurement and observance of time in a.dvanced industrial societies in the present age merits 
a high priority. Yet this wa,s not always so. Scientific interest in the measurement of time using 



astroitornicd and other methods has an old and well established history, hut the transfer of a standard 
time and time keeping to the general public was largely dominated by the railway companies.Quaint as 
i t  might have been in England to board a train at London time, and Ieave the same train on the sariw 
tiay at Plymouth time, these local variations were generally considered unhelpful to the operational 
management of England's railways. 

Following the Internatiorlal Meridiail Conference of 1884, a time zone system based on the Prime 
meridian at Greenwicliwas adopted by many countries. Disseminatio~~ of time, particularly to the 
general public, was largely dominated by the "six pips" Greenwich Time Signal (GTS) which was 
conceived by Sir Frank Dyson, the ninth Astronomer Royal of the Royal Greenwich Observatory 
(RG 0). 

Following discussions with John Reith of the BBC, GTS was launched at 9:30 PM on the 5 February 
1924 when six short pips were broadcast. The timescale reflected Greenwich Mean Time as determined 
from astronomical measurements. Initially the "pips" were derived from a Shortt pendulum clock, but 
in later years atomic clocks were employed. The timescale now adopted is UTC and GTS as heard 
today consists of five short pips of 100 ms duration and a final pip of 500 ms duration, the start of 
which marks the exact minute. The longer pip was introduced to  make identification of the final pip 
a more exact process. See Reference 1 for further information. 

Time And Frequency Dissemination Within The BBC Radio Net- 
work 

From The Past To The Present Day 

While the listeners were on the right time, courtesy of the RGO, it was equally important to ensure 
t1ta.t all departments of BBC Radio were also on the same time. Different techniques for obtaining 
a.nd disseminating time have evolved over the yea.rs. In the pre-microprocessor age cost has been a 
dominant factor, and a popular system has been the pendulum master impulse clock driving multiple 
slave units. This type of system ltas been used for many yea.rs at Broadcasting House although its days 
are numbered. A familiar problem with a,ny oscillator is that of drift, and an ingenious mechanism is 
employed in this clock to correct the drift using GTS at 3:00 AM each morning. The synchronisation 
element was the addition or withdrawal of a carefully calculated weight from the pendulum, the effect 
of which caused the clock to run slow or fast as required. 

In 1977 it was decided to upgra,de time facilities at Broadcasting House by the installation of an off-air 
reference tuned to MSFGO. This system fed selected technical areas of BBC Radio with a real time 
code that was used to  drive display clocks and operate time switches. 

Frequency dissemination in BBC Radio consisted of free running ovenised crystal oscillators which 
were installed as a cornpollent of specific equipments. Small groups of equipment were locked together 
as required, but no master frequency distribution existed as such. 

From The Present To The Future 

Two years ago a decision was ta,ken to re-engiiteer all timing systems as current equipment was obsolete 
a,nd inadequate for perceived future requirements. Concurreitt with this period the EGO announced 



they would be movirrg site from Sussex to Cambridgeshire and the continued provision of GTS was in 
doubt. As such it was decided to incorporate the means to generate GTS within the new system, and 
maintain it to the same degree of accuracy as that oEered by the RGO. 

Technology now available for the generation of studio quality digital audio has pointed the way forward 
to the all digital broadcast celltre concept. The design of such a system required an AES/EBU code 
master clock with an accuracy greater than 1 x At this time no master distribution existed for 
this purpose. (AESJEBU abbreviations refer to  Audio Engineering SocietyJEuropean Broadcasting 
Union.) 

The requirements of the new system were as follows: 

General 

To use equipment off-the-shelf wherever possible and to  employ international standards for the dis- 
semination of information, thus permitting easy expansion of the system without the additional work 
of building special interfaces. 

Time 

0 Obtainment of an off-air time reference from at least two sources for UTC and TOD (Local 
Time Of Day). 

r Generation of a broadcast standard timecode, locked to the off-air time reference, to  disseminate 
time and date information within Broadcasting House. 

e Generation of GTS to the same degree of accuracy as that of the RGO. 

r Provision of a speaking clock. 

r Provision of an AESIEBU digital audio master reference clock, with the inherent timecode locked 
to the off-air reference. 

e Dissemination of UTC and TOD to other BBC sites, and other orga.11isations as required. 

Frequency 

e Provision of an atomic oscillator system to sustain the Time Standard in the event of loss of 
off-air reception. 

r Provision of frequency clocks, locked to  the Frequency Standard, to  satisfy user requirements as 
required. 

System Management 

e To use off-the-shelf computer hardware, thus providing a capital cost benefit and ease of main- 
tenance by the use of standard boards. 

r To use an industry standard operating system (OS) thus permitting flexible expansion of facili- 
ties. 



System Solution 

TI-re system Layoutiis illustlated in Figures 1 through 4. Each part is now described: 

Time And nequency Standard 

Time is received off-air from GPS and MSF. GPS is used as a UTC reference and to  provide an 
accurate 1 PPS time mark for comparison with other equipment, while MSF is primarily used as a 
reference for British Time-Of-Day (TOD). A time voting switch (TVS) compares the time of all three 
receivers via their IRIG B outputs and provides two feeds of UTC and TOD in IRIG B format to  the 
system management computer. If the voting process itself fails the TVS may be used as a stand alone 
generator to  create UTC and TOD outputs as required until normal operation results. Refer to figure 
1 for system diagra.m. 

FREQUENCY: 

Two GPS disciplined rubidium oscillators, each internally fitted within each GPS receiver, are used 
to form a dual redundant 10 MHz frequency standard. The long term stability of GPS is excellent 
and the driftlyear of this system is typically 3 x lo-''. As such this system provides a high degree of 
accuracy without tlze punitive maintenance costs of a Cesium system. Refer to  Reference 3 for further 
details. 

Dissemination Of Time 

GENERAL: 

Time dissemination facilities are built around the Leitch CSD5300 clock system colltroller which pro- 
vides time output in a variety of formats. Refer to  figure 2 for system diagram. These equipments may 
be controlled via a 300 baud RS232 interface or may be set manually via a front panel keyboard. A 10 
MHz external frequency reference from the Frequency Standard is used to drive all time dissemination 
equipment thus ensuring tight control of each 1 PPS internal reference. The 1 PPS time mark in each 
clock unit is compared with the 1 PPS time mark reference from GPS a,nd is set coincident, advanced 
or reta,rded accordi~lg to user requirements. 

Greenwich Time Signal 

The Greenwich Time Signal is itself generated from a Leitch CSD5300 and its 1 PPS reference is 
advanced to  compensate for the delay in the transmission path from Broadcasting House to tlze 
transmitter. Off-a,ir measurements are ma.de on GTS and the derived 1 PPS is a,gain compared with 
the GPS RX 1PPS reference. BBC Network Ra.dio a,ims to maintain GTS within rt2 ms of UTC on 
Radio 4 as transmitted on 198 kHz. GTS is also sent via private wire circuit to  BBC World Service. At 
the moment GTS transmissions on the short wave network are not fully compensated for transmission 
channel delay. 



TIMEGOBE DISTRIBUTION: 

A realtime signal in  the form of EBU Tin~ecode is generated and distributed, to both technical and 
public areas of the building. This signal is used to drive self setting analogue and digital clocks, 
a digital voice announcer (speaking clock) and is also used as a timecode reference for audio tape 
recorders and time switches. As this signal spectrum falls witllin the audio band it is easily networked 
within a broadcast centre. 

Refer to reference 4 for further details on this system. 

REMOTE TIME: 

A fringe benefit of the time dissemination facilities is the ability to  obtain time via a modem link. 
This facility, which incorporates automatic path delay compensation, is used by various regional BBC 
premises to obtain a reference for their local clock control equipment, and has proved to be accurate 
for these purposes. Time transfer accuracy of f 1 ms f modem error is quoted by Leitch. The BBC 
system employs CCITT tones and Hayes 1200 sma.rt modems Experiments are in progress to judge 
the accuracy of this system. Dial-up time facilities are available for UTC and TOD. 

Dissemination Of Frequency 

FREQUENCY CLOCKS: 

Frequency generators using Oscilloquartz VCXO's are employed to provide specific frequency clocks to 
user requirements. These generators are locked to the 10 MHz frequency standard, but in the event of 
a failure of this reference the modules may freewheel. On restoration of reference a long time constant 
is used to  permit smooth operation of the PLL. The use of separate modules in this manner makes it 
simple to  expand the system or locate modules of this type at  another location. 

AES/EBU MASTER CLOCK: 

This module provides a digitally encoded stereo audio signal, with a bit rate of 3.072 Mb/s, locked to 
the 10 MHz frequency standard. 

EBU Timecode carrying TOD information is also inserted into the bitstream. This signal is used as a 
master clock reference for digital audio studio areas and for multiplexed digital audio routing systems. 

Refer to  figure 3 for a system dia.gra.m. 

System Computer 

A modular based computer system is employed to read IRIG B format time signals and 1 PPS time 
mark reference from the TVS. Time Dissemination modules are then set to UTC, TOD or user specified 
time as required, and automatic monitoring is used to ensure that neither the set time nor the 1 PPS 
drifts out of time setting. As the system resides in an unmanned apparatus room an Ethernet interface 



is used to convey control to the Network Radio Engineering Operations Centre, where control may he 
picked up by a number of operating positions. 

Refer to figure 4 for system details, 
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Abstract 

We have completed the first tesfs of a method to synchronize the clocks of networked computers to the 
NIST time scab. The method uses a server computer to disseminate the time to other clients on the same 
local-area network. The server is synchronized to NIST using the ACTS protocol over a dial-up telephone 
line. The software in both the server and the clients constructs a statistical model of the performance of the 
local clock and of the calibration channel, and the parameters of this model are used to adjust the time of 
the local clock and the interval between calibration requests in a statistically optimum way. The algorithm 
maximizes the time between calibrations while at the same time keeping the time of the local clock correct 
within a specified tolerance. The method can be extended to synchronize computers linked over wide-urea 
networks, and an experiment to test the performance of the algorithms over such networks is being planned. 

Introduction 

In 1988, the National Institute of Standards and Technology (NIST, formerly the National Bureau of 
Standards) introduced the Automated Computer Time Service. This service is a dial-up telephone 
service designed to provide digital access to the NIST time scale at accuracies approaching 1 ms. 
The service transmits time information at either 300 bits/s or 1200 bits/s. All of the lines support 
both trallsmission formats using standard modems. The data are transmitted using standard ASCII 
characters with 7 data bits, space parity and 1 stop bit. The curre~lt telephone number for the service 
is (303) 494-4774 (not toll-free). The transmitted data include the day number, the civil date and 
time and flags that give advance notification for the insertion of leap seconds and for the transition to 
and from Daylight Saving Time. See Levine et al. (1989) for more details. 

In this paper we report on preliminary tests of a system to synchronize the time of networked computers 
that is based on this NIST service. Our method uses server computers to disseminate the time on the 
computer network. The servers in turn are synchronized using periodic calibrations from the NIST time 
scale. One of the most important features of the system is the statistical model that is incorporated 
into the software in both the server and client machines. These models dynamically adjust the interval 
between calibrations based on the desired syncl~ronization accuracy, the jitter in the calibration linli, 
the cost of each calibration and other factors. They ma.ke optimum use of the calibration data and 
optimize the performance of the networl< based on the specified accuracy requirements. 



The Network Servers 

The network servers are general---purpose computers and use a standa,rd corn111er.cia1 multi---processing 
operating system. They are linked to a local-a.rea network using standard hardware and a,lso have 
a,n external modem that is connected to a voice-grade teleplzone circuit. The interface between the 
computer and the modern uses one of the RS-232 serial ports of the system. The time of the server is 
advanced automatically in response to hardware interrupts generated by an internal crystal-controlled 
oscillator. The interval between interrupts is 10 ms for our hardware, but periods ranging from 1 111s 
to 50 ms are often found in hardware from other suppliers. In addition to these hardware interrupts, 
the time of the server is adjusted by the software as described below. These adjustments are made to 
the software-maintained time registers only; the actual oscillator cannot be directly controlled. 

The server software consists of two parts: the process that sets and maintains the time of the local 
clock and the process that transmits the time to other machines on the network. These two processes 
are independent, although they share access to a global set of parameters that define the state of the 
server. Both of the processes are normally activated as part of the start-up of the server. The process 
that controls the local clock runs as a dzmon in the background, while the transmitter is activated 
whenever a calibration request is received from a client machine. Neither process uses a significant 
fraction of the resources of a modest-sized workstation. 

The clock control dzmon is divided into three sub-processes: 

1. A process that measures the time difference between the server and NIST. The comparison is 
made using the dial-up telephone line and the ACTS protocol. The telephone connection time 
is typically 15 s. The accuracy of this calibration is about 10 ms and the repeatability is about 
0.3 ms. This repeatability is achieved by careful design of the process, especially the algorithn~ 
to interpolate between the ticks of the local clock. This algorithm call reliably resolve intervals 
on the order of 1% of the period of the local clock (less than 1 ms on most systems). 

2. A process that uses the time difference data to construct a model of the local oscillator. The 
principal parameters of the model are: 

Y Clock Rate in seconds of deviation/second 
D Change in Clock Rate seconds/second2 
A Interval between external calibrations 

E Clock Noise 

7 Channel noise 
Em Maximum time error 

The model dynamically adjusts the first three parameters, (y, D and A), to optimize the per- 
formance of the clock in the presence of the two noise sources, E and 7. Specifically, the model 
attempts to  maximize the interval between calibrations, A, while at the same time keeping the 
local time correct within the bounds specified by Em. 

3. A process that uses the model parameters to continuously correct the local clock. These cor- 
rections are implemented as 1 ms time steps in the appropriate direction. The interval between 
these corrections is at least 10 ms, so that the steering does not exceed 10% of the clock rate. 



The Clock Model 

The free-running peribrlnance of the server clock is r~zodeled by 

This expression relates the time difference, z, between the server and NIST at time tjS1 to  the 
difference at  some earlier time tj. Note that A = tj+I - t j ,  and that A is not constant but is adjusted 
by the algorithm. The server constructs initial estimates for y and D by several successive calibrations 
separated by a time interval of between 1 and 2 hours. This interval is chosen long enough so that the 
channel noise 7 will not make a significant contribution to the rate and short enough so that D call 
be neglected and the clock noise E can be modeled as a random process (even though all oscillators 
have a noise spectrum that shows increased variance at longer periods). 

If the data are statistically consistent, then the server changes to a phase-lock mode. The time of the 
local clock is set (usually by slewing it at the maximum permitted frequency). When the local clock 
is on time, the rate estimate is used to apply periodic corrections to it as described above. 

Subsequent calibratiolls are used to refine the parameters of the model. The calibration interval is 
gradually lengthened until the rms error of the model approaches the value of Em. For any combi- 
nation of oscillator and calibration channel, there is generally an optimum calibration interval and a. 
corresponding mi~limum time error, Em: the performance at shorter intervals is degraded because the 
random component of the measurement noise degrades the rate estimates, and the perfornlance using 
longer intervals is degraded because the low-frequency components of the oscillator noise spectruln 
are not adequately predicted by the model. This optimum interval is usually about 24 hours for the 
crystal oscillators that are normally used in computer clocks, and the corresponding lninimum time 
error is about 1 ms. 

One important aspect of the algorithnl is the reset logic. Most oscillators exhibit occasiona,l glitches 
that are much larger than the standard deviation of their performance. Similar effects are often found 
in the performance of the calibration channel. I t  is important that these effects be recognized as 
unusual and that they not be allowed to corrupt the statistical model of the oscillator. If the error 
of a calibration exceeds twice the running average standard deviation for the previous day, the11 a 
reset algorithm is executed. The algorithm first repeats the calibration. If the two calibrations are 
statistically different, a channel error is assumed. If the two calibrations agree then either a time or 
frequency step is assumed. If the difference between the next two calibrations agrees with the long- 
term trend, then the probleln is a time step only; if the subsequent calibratiolls are coilsistent with 
a new trend then a frequency step (including a possible time step) has occurred. If the subsequent 
calibrations cannot be modeled as a conlbination of a time step and a rate step, then a hardware 
failure is indicated. The a.lgorithm attempts to re-initialize itself in this case; if that attempt fails 
then an unrecoverable error is signaled. 

Server Test Results 

We have conducted several tests to delnonstrate the capabilities of the method. Fig. 1 show the free- 
running performance of the clocli in node TILT. The time of the computer is compared periodically 



with the NIST time scale using a dial-up connection a.nd the ACTS protocol. The effect of the clock 
rate y, dominates the performance at this level. 

The r a k  of the clock is tlren estimated using the first 4 hours of data, and the perfoofrnarlce of the 
clock for the remainder of tlre month is predicted using (1). The subsequent difference rneasurelilents 
normally would be used to modify y, D and A,  but this update loop was disabled for ehese tests. 

Fig. 2 shows the residuals between the data of Fig. 1 and the predictions of the model. The short-term 
variance is 0.8 ms, (8% of a 10 ms tick) and the spectrum appears white. The performance of the 
ACTS system is considerably better than this (Allan et  al., 1990), and we are probably being limited 
by jitter in both the modem equalizers and the interrupt latency of the server. This interrupt latency 
could be reduced by moving some of the code into the device driver for the RS-232 port, but we have 
not done this a t  this time. The longer-period fluctuations are due to  changes in the rate of the clock 
oscillator; the relatively small diurnal changes probably result from temperature fluctuations while the 
longer term effect can be broadly characterized by a random-walk in frequency that is undoubtedly 
due to aging of the oscillator crystal. It is important to  note, however, that the server does not deviate 
from the time predicted by the model by more than f 20 ms for the entire observation period. If this 
level of performance was satisfactory, the server could run for at  least 1 month with no additional 
external calibrations once the rate had been estimated. 

Fig. 3 shows the locked performance of node TILT. The parameters of the lock algorithm have been 
tuned to lock the time to the minimum error Em consistent with the channel and measurement noise 
spectra. The optimum calibration interval was about 18 hours, but A was fixed a t  1.8 hours and the 
faster estimates were exponentially averaged to estimate the optilnum rate. 

Local Area Network Tests 

The network tests were performed using a relatively large local-area network on the campus of the 
University of Colorado. The network consists of segments of thick-wire cable within buildings with 
bridges to connect the various buildings together. The maximum distance between buildings is about 
3 km. 

Two independent servers (named STRAIN and TILT) were locked to the NIST time scale using the 
methods outlined above. These servers responded to requests from any host on the network by sending 
the time together with flags providing advance notice of leap seconds and of upcoming transitions to 
and from Daylight Saving Time. A single character specifying the health of the server was also 
transmitted. 

There are several different versions of the client software. The simplest version simply requests the 
time from the server and uses the data to set the time of the client if the server is healthy. A more 
complex client program utilizes the same algorithm as was described above for the server to keep the 
time of the client within a specified tolerance using periodic calibrations from the server. The client 
algorithm uses a somewhat different characterization for the channel noise parameter 7 since the client 
receives its calibration data over a packet lletwork rather than over a single dial-up telephone circuit. 

To test the performance of the network software, we used two servers and a single client. The client 
(named JILACIO periodically requests calibration data from both servers (named STRAIN and TILT) 
and computes the difference of the differences: 



61, = (JIIJACI< -I- E? - TILT f ql)  - (JIIJACI< + C ,  - STRAIN f qz) 
x ((STRAIW - 'TILT -+ 771 - 1 7 ~ )  (2)  

since the two requests are so close together i n  time that the fiuctua,tions of JZLACK can be neglected. 
Here E~ is the ullmodeled clocli noise of node JIEACIC while 111 and 122 are the network delays between 
JILACIC and the two calibration nodes. The times of nodes STRAIN and TILT are known with respect 
to  the NIST time service since both are loclied via periodic calibrations using the ACTS protocol: 

(STRAIN - ACTS) = E, + where < E, >= 0 and < E: >= 02 
(TILT - ACTS) = Et + 7a2 where < Et >= 0 and < E: >= 0: 

Here a2 is the variance of the clock noise and 7, is the noise in the ACTS calibration channel, which 
is assumed to  be the same for both nodes (on the average). Thus the differential network delay can 
be estimated from 

We found that the differential network delay varies by less than f 1 n ~ s  over the range of network loads 
we have observed and that < St, >= 0 f 2 nls. 

Expansion to Wide Area Networks 

There is no difficulty in principle in expanding this system to wide area networks, and we are currently 
planning a wide-area network test. One practical limitation will be the characterization of the network 
delay parameter, 7 ,  which is likely to contain time-varying non-stationary components. It is also likely 
that the network deIay will not be reciprocal so that the one-way delay between two points cannot be 
estimated by one-half of the round-trip time. Under these circumstances, a local-area network syn- 
chronized via a single server which is in turn calibrated using ACTS will have certain advantages over 
the same network synchronized using a wide-area network protocol because the telephone connections 
between the server and the NIST time scale are much easier to characterize and are much more likely 
to  be stable and reciprocal. The additional cost of the charges for the toll calls is not high - one or 
two 15 s calls per day would be adequate for almost all applications, and lower-accuracy applicatiolls 
would require correspondingly less frequent calibrations. 

Conclusions 

We have designed and tested a method that can be used to synchronize the time of computers on 
computer networks using periodic calibrations from the NIST time scale. The lnethod makes optimurn 
use of the calibration data by constructiilg statistical models of the perfornlance of the oscillators in 
both the server a,nd client ina,chiaes. The calibration of the servers uses dial-up telephone connections 
which a,re highly reciprocal and stable and a.re therefore much easier to cllaracterize than dissemination 
nlethods which depend on a wide-area network for synchronization. 
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13.5 27 
node TILT, x-axis in days, y-axis in seconds 

Fig. 1. Time of node TILT - NIST time scale. The time difference is measured 
using the ACTS time service over a dial-up telephone connection. The slope in 
these measurements shows the frequency offset of the free-running oscillator, 
and the deviations of the measurement line from a straight line are mainly due 
to measurement noise. (The width of the line is due to the size of the symbol 
used at each point.) 

13.5 27 
TILT (residuals), x-axis in days, y-axis in seconds 

Fig. 2. Difference between the data in Fig. 1 and the predictions of the clock 
model. The rate of the oscillator was estimated from the first 4 hours of the 
data. The model parameters were locked at that point and the residuals between 
the modeled clock and NIST are shown in the figure. 
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T I L T ,  l o c k e d ,  x- x i s  i n  d a y s ,  y - a x i s  i n  s e c o n d s  

Fig. 3. Time of node TILT - NIST. The time of node tilt is adjusted in 
increments of k1 ms. The interval between these software adjustments is derived 
from the model equation (1). The parameters of the model are updated 
periodically using calibrations via the ACTS time service over a dial-up 
telephone connection. Note the change from the parameter estimation mode to the 
locked mode at point A, the glitch at point B that was caused by the re-boot of 
the server following a short power failure. Note also the automatic adjustment 
of the interval between calibrations at points C and D. 



QUESTIONS AND ANSWERS 

Dr. Winkler, U, S. Naval Observator-y: I miss, irr your discussion, tire substailtial difference 
in timing in the computers depending on the operating system. In the PC, which has aii iiicremext of' 
time in the timing registers of 16 milliseconds, usually, and the actual processor runs at 5 or 8 or 12 
megaHertz, but the registers are not updated faster than every I6 milliseconds. Cornpare that to the 
OS-2 or the Unix systems where the actual time interval kept is in seconds, and the real-time systeltr 
such as the N P  system 1000. They are all completely different. It has been our experience that it is 
better not to fool around with the computer time internally, but to do everything externally. Make 
the time measurements externally and use the interupts to read the external time. I wonder how the 
different operating systems will affect that. 

Mr. Allan: I am sure that they will. We have done experiments on Micro-Vaxes and on a Sun 
system. The same technique would work on a PC, just at a higher level. 
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Abstract 

When observed in a cesium beam frequency standard, the hyperfine transitwn frequency of the atoms 
differs slightly from tlte invariant transition frequency of the unperturbed atoms at rest. The various physical 
and technical origins of tlte frequency ofiets are stated. They relate to fundamental physical effects, to the 
method of probing the atomic resonance and to the frequency control of the slaved oscillator. The variation 
of the frequency offsets under a change of the value of the internal operating characteristics is considered. 
The sensitivity to a change of the magnetic induction, the microwave power and the temperature is given. 
A comparison Is made of the sensitivity of cesium beam frequency standards of the commercially available 
type, makircg use of magnetic state selection, and of devices under study, in which the state preparation and 
detection is accomplished optically. The pathways between the external stimuli and the physical origin of the 
frequency ofiets are specified. 

1. INTRODUCTION 

According to a basic postulate of physics, the properties of atoms do not change with space and tinle 
(except for known relativistic effects). Therefore, the frequency delivered by atomic frequency stan- 
dards should not vary with time and should not depend on perturbations applied such as constraints, 
change of temperature and humidity, etc. 

However, although very slightly, this frequency varies during the device lifetime and depends on 
external factors. To understand this undesirable fact, one must not forget that the postulate mentioned 
implies that the atoms are assumed at  rest, isolated and in free space. This is obviously not the case in 
actual devices: the atoms are moving at thermal velocities; although in a beam they are not isolated 
and, moreover, the two energy levels of interest pertain to  manifolds; the atoms are subjected to 
fields. Furthermore, accessories are necessary to observe the microscopic properties of the cesium 
atoms. They are: a11 oven; state selectors; a nlicrowave cavity; a set-up to generate the C-field; a 
detector; and electronic systems to probe the transition, to process the beam tube response a.nd to 
frequency lock a quartz crystal oscillator. 



These departures from the ideal conditions and some of these accessories can be sources of frequency 
offsets, the magnitudes of which depends on the technical choices made. 

These frequency offsets couple the observed resonance frequency to tlie ~nac~oscopic world. Siilcc. 
macroscopic objects are usually sensitive to external factors such as temperature, the frequency offsets 
deperrd on environmental conditions and,  consequently, the frequency of the standard does also. Fre- 
quency changes can thus be induced by a variation of tlre temperature, tlte humidity, the constraints, 
the fields, etc, . . applied to  the device. 

Although the frequency offsets a.re rather small, they are numerous in the cesium beam frequency 
standard. However we shall ignore the gravitational frequency offset, whose value is easily predictable 
and the frequency offsets whose change is negligible in the usual range of variation of the external 
factors. 

The frequency offsets can be sorted out, more or less arbitrarily, into three categories depending on 
the principal origin of the offset. They are related to fundamental physical effects, t o  the resonance 
interrogation method and to possible imperfections in the electronic system. We shall give their order 
of magnitude and the possible cause of their change. 

We shall consider commercially available cesium beam frequency standards, without reference to a. 
specific model, but with plausible values of the characteristic parameters. In these devices, the static 
and the microwave magnetic fields are applied perpeildicularly to the atomic beam axis. The length of 
each intera.ction region, I ,  is equal to  about 1 cm. The separation, L, between the two oscillatory fields 
is of tlte order of 15 cm. State selection is presently accomplished by deflecting the atom trajectories 
in magnets. The velocity distribution function of the atoms detected depends on the design and it is 
not an ulliversal function. We will therefore introduce a crude, but representative distribution of the 
interaction times r in each oscillatory field region. It has the shape of a triaagle shown in Figure l a .  
The maximum of the distribution amrises at rl = 71 /IS, corresponding to a velocity vl of 140 ms-'[']. 
For the purpose of comparison, we shall also consider the distribution of interaction times which is 
encountered in the simplest configuration of a,n optically pumped cesium beam frequency standard, 
using a single diode laser for the state preparation and the state detection. In that case, the velocity 
distribution is that of an effusive beain12]. The related distribution of the il~teraction time is shown 
in Figure lb .  It peaks at TO = 46.5 ps, assuming an oven temperature of 100°C. 1-0 = l / a  is the 
interaction time for atoms having the most probable velocity,a, in the oven. 

We shall give the order of magnitude of the frequency offsets and the possible cause of their change. For 
tha,t purpose, we shall rely mainly on results published in references 3 through 8, where credit is given to 
prior work. Frequency offsets whose value depend on the velocity distribution have been computed front 
equations derived in [S], assuming slow square wave frequency modulation, for simplicity. However, 
the main conclusions of this paper are valid for other types of modulation. 

In the following, the frequency offsets are expressed in Hertz, the static magnetic induction is expressed 
in gauss (1 G = loF4  T) and vo is the frequency of the unperturbed hyperfine transition of the cesium 
atom. 



2. FREQUENCY OFFSETS DUE TO FUNDAMENTAL PHYSI- 
CAL EFFECTS 

2.1. Second o r d e r  Zeeinan frequency offset 

In the C-field region, a static ~nagnetic induction is applied parallel to the main component of the 
microwave magnetic induction sustained in the interaction regions. It raises the degeneracy of the 
cesium atom hyperfine levels in the ground state and it enables Am, = 0 transitions to be induced. 
Its values is usually set around 60 mG, to separate sufficiently the second order field dependent 
( F  = 3, m, = 0) t+ ( F  = 4, m, = 0) clock transition from the six other neighbouring, but first order 
field dependent, Am, = 0 transitions (see Figure 2). 

a) Magnetic induction assumed uniform 

The second order Zeeman offset of the frequency of the clock transition is given by: 

Assuming Bo = 6 x lov2 G, the frequency offset anlounts to  about 1.54 Hz, or 1.67 x 10-lo in relative 
value. This is the largest frequency offset occuring in cesium beam frequency standards. 

A change, dBo, of the magnetic induction gives a change d(AvB) of the frequency offset. We have: 

For Bo = 6 x G, dBo/Bo = 3 x (dBo = 1.8 pG), we have ~ ( A v ~ ) / A v ~  = 10-14. This 
means that the current source needed to generate the static magnetic illduction must be of a sufficient 
quality, with a small sensitivity to temperature changes. 

A transverse shielding factor of about 5 x lo4 gives a sensitivity, equal to 10-l3 per Gauss, to a 
clmnge of the ma.gnetic inductioll a.pplied exter~lally and orthogona.lly to the beam tube. However, 
one should be cautious in assuming that the frequency shift is proportional to the variation ol' the 
external induction since, a t  least in some models, non-linearities have been observed, as well as a lack 
of reproducibility of the effect of the variation. 

A sensitivity to alterllating magnetic fields has been observed. The DC frequency offset produced 
might be the result of some rectification effect related to 11011 linearities occuring either in the shielding 
material or in electronic components used in the associated electrollic sub-assemblies. 

b) Effect of magnetic field inhoinogeneities 

Actually, the static magnetic induction is not uniform in the C-field region. The main reasons of this 
imperfection are the following. The permeability of the magnetic material is finite. There are holes in 
the magnetic shield (the largest one for the input waveguide). The static field created may simply be 
not uniform, a t  least in some tube designs. 



The related frequency offset can be separated into two parts. The first one is associated to the field 
inhomogeneity in the space between tlte interaction regions. Let Bo+ AB(x)  be -- the magnetic inductior~ 
along the beam path and A B ( z )  its fliictudtion with  quadratic mean value AB(z)? 'The frequency 
offset is equal lo: 

Assuming a standard deviation of 2 x ~ o - ~ / G ,  we have AvL/vo = 1.9 x 10-13. The second source 
of frequency offset is the difference between the magnetic induction in the interval between the two 
interaction regions and the induction in these regions. We have: 

where B1, Bz and Bo are the inductions in the first interaction region, in the second one and in 
the interval between them, respectively. The values of Av' x B depends, but only slightly, on the 
microwave power and on the frequency modulation parameters. Assuming B1 = B2 = 62 inG, Bo = 
60 mG and l / L  = 1/15, we have Av1'/vo = 7.6 x 10-13, which is a significant frequency offset. 

The frequency offset associated with the magnetic field inhomogeneities can change if the field distri- 
bution is modified by an externally applied magnetic field. 

c) Effect of a magnetic field applied parallel to the beam tube 

An external magnetic field applied parallel to the beam axis should not give a frequency shift. However, 
it has been observed that such an effect exists and that it is even larger than when the field is directed 
transverse to the t ~ b e [ ~ > ' ~ ] .  

A magnetic induction is added pa.ralle1 to the beam axis in the C-field region (the shielding factor is 
smaller in the elongated direction). It is thus perpendicular to the main component of the microwave 
induction and it can induce neighbouring AmF = f 1 transitions, which may give rise to  a frequency 
shift (see Section 2.2b). Furthermore, a distortion of the magnetic lines of force by the magnetic 
shields may create a small transverse component, dBo, changing the value of the frequency offset Av,. 
Moreover, such a distortion may change the magnetic field inhomogeneities. 

2.2. Neighbouring transitions 

a)  Am, = 0 transitions 

Six intense, field dependent, A F  = f 1, Am, = 0 transitions are also present in the microwave 
spectrum of the cesium atom, as shown in Figure 2. The width of their pedestal is equal to about 
15 to 20 kHz and their separation is approximately equal to  42 kHz when Bo is close to 60 mG. The 
aisles of the pedestal of the (F = 4, mF = 1) +-+ (F = 3, m, = 1) and of the ( F  = 4, m~ = -1) ++ 

( F  = 3, m, = -1) transitions overlap under the line of the ( F  = 3, mp = 0) H (F = 4, m, = 0) 
transition. In tubes where the state selection is accomplished magnetically, the field dependent lines, 
symmetrically placed around the central one, have sigi~ifica~ntly different amplitudes, as shown in Figure 
2a. It follows that the shape of the central line is distorted by a,n added slanted base line, and that a 



frequency offset arises. The properties of the latter depends closely on that of the aisles of the Rabi 
pedestal. Their amplitude is proportional to the microwave power and it is an oscillating function of 
theis distalice to the licre center. Consequently, the frequency ofTset depends on the microwave power 
and on the value of the static magnetic induction. Furthermore, it depends on the populatioi~ and 
of the velocity distribution of the atoms involved in the neighbouring transitions. The offset is also 
a function of the modulation parameters (cf Appendix). The Rabi pulling effect has been studied in 
detail by de ~ a r c h i [ ~ * ~ 1 .  ICe has found a frequency offset varying according to the previous statements 
in Cs beam frequency standards produced by a given manufacturer, as shown in Figure 3. Results 
obtained with standards of a different supply, using tubes of a different design and in which the 
frequency modulation scheme is different, were not has clear as that shown in Figure 3[lf]. 

The relative frequency offset may amount to  several 10'' and its change may be several 10-l3 per 
dB of microwave power variation. When the influence of the neighbouring Rabi pedestals is clearly 
identified, there are magnetic field settings for which the frequency offset goes to zero as well as the 
sensitivity to a microwave power variation. In that case, it has been experimentally verified that 
Cs beam tubes tuned at  one of these points show an improved long term ~ t a b i l i t ~ [ ~ r ~ ] .  However, 
most of the manufactured tubes are still operating at a different point. Then, the Rabi pulling effect 
contributes to  their sensitivity to a change of their microwave power. A frequency shift may also occur 
if the beam composition varies (change of the beam optics and of the beam deflexion angle, Majorana 
transitions) and thus the asymmetry of the microwave spectrum. Similarly, a change of the velocity 
distribution of atoms in the sublevels nz, = f 1 of the ground states F = 3 and F = 4 can produce a 
frequency shift. 

As shown in Figure 3, the Rabi pulling effect introduces a sensitivity to  a change of the value of the 
C-field. However, this sensitivity is smaller than that related to  the second order Zeeman effect and 
it can be neglected. 

The Rabi pulling effect is specific to  beam tubes with magnetic state selection. The related frequency 
offset and its sensitivity to  the microwave power and to other factors should be absent in cesium beam 
tubes optically pumped with a linearly polarized In that case, the microwave spectrum of 
the cesium atom is highly symmetrical a.round the central ( F  = 3, mF = 0) tt (F = 4,  mF = 0) line, 
as show~l in Figure 2b. Furthermore, this property gives the opportunity to decrease the value of the 
C-field and thus the sensitivity to  magnetic field changes. 

b )  Anz, = f 1 transitions 

A spurious component of the static magnetic field parallel to  the beam tube axis, and therefore per- 
pendicular to the main component of the microwave magnetic field can induce Am, = f 1 transitions. 
This component can be produced in the tube itself if the C-field region is poorly designed, or i t  can be 
the result of an externally applied magnetic field. The shape of the weak resonance features is similar 
to that of the Am, = 0 main lines. Such small lines can be seen in Figure 2a, in the dips between 
the AmF = 0 resonance patterns. Although weaker, they are closer than the neighbouring AmF = 0 
lines. They may produce a frequency offset of the Am, = 0 clock transition when the populations of 
the 7n, = f 1 sublevels are not identical. It depends on the microwave power level. 

Am, = f 1 resonance features can take a different shape, as shown in Figure 2b at mid-distance 
between the Am, = 0 lines. This record has been obtained with a tube in which the apertures in the 
Ramsey cavity are larger than in conventional ones[12]. Moreover, the value of the C-field, and thus 
the separation between the lines, ha,s been increased for the purpose of illustration. Although weak, 



they are very likely present in all beam tubes, but they may be masked by the aisles of the intense 
Anz, = 0 lines at the usual values of the C-field. Furthermore, they may not emerge from the noise. 

The Anz, = f 1 transitions shown in Figure 2b are likely due to the existence of colnponents of the 
nlicrowave magnetic field which are perpendicular to the static field, but have opposite directions 
at points symmetrically disposed around the waveguide axis[13]. In the E-plane microwave cavities 
considered here, these components are likely related to the distortion of the microwave magnetic lines 
of force, which is created by the holes. 

Like the Am, = 0 ones, these transitions can have different intensities in cesium tubes with magnet 
state selectors. Thus the closest t o  the central line may induce a frequency offset. The effect of the 
Am, = 51 transitio~ls is being studied in detail[14]. 

2.3. Second order Doppler effect 

The second order Doppler frequency offset is directly related t o  the time dilatation effect of the special 
theory of relativity. In the presence of a velocity distribution, the value of the relative frequency offset 
is given by: 

where v; is equal to vl or a for cesium beam tubes with magnetic state selection or optical pumping, 
respectively. AD depends on the parameters mentioned in the Appendix. Assuming slow square wave 
modulation, Figure 4 shows its variation versus the amplitude of the microwave induction for different 
values of the depth of the frequency modulation. 

For the values of the operating para.meters given in the Appendix, the relative frequency offset is equa.1 
to  -1.1 x 10-l3 and t o  -3.8 x 10-l3 for the tubes with magnet state selection and optical pumping, 
respectively. A 1 dB change of the microwave power yields a small variation of the frequency offset, 
equal t o  0.5 x 10-l4 and 3.2 x 10-14, respectively. 

2.4 Spin exchange 

Collisions between alkali atoms cause a relaxation of the population of the hyperfine energy levels and, 
also, a shift of the hyperfine transition frequency. 

Collisions are present in a thermal beam. Their rate is approximately 113 that  occuring in a vapor 
showing the same atom density. Furthermore, a background pressure of cesium vapor exists in a beam 
tube, mainly a t  the end of its life, when the getters get saturated. 

However, the value of the spin exchange frequency shift cros-section of the cesium atom is not known 
at  present. Work in this respect is desirable. It is thus not possible to  give a quantitative estimate 
of the related frequency offset. However, i t  would be of interest to know whether spin-exchange can 
cause an ageing effect through a change of the background vapor pressure, or not. 



2 - 5 ,  Eiglzt shift 

The frequency offset called the light shift is of course specific to optically pumped cesiunt beam tubes. 
It is due to a displacemeilt of the hyperfine levels in the ground state, which is induced by transitiolts 
between the ground state and an excited state. 

In a cesium beam tube, the photons emitted by the fluorescing atoms, and which propagate along 
the beam path, reach the nlicrowave interaction region and perturb the transition frequency. Photons 
scattered from the laser pumping light can be efficiently eliminated by proper design of the optical 
part of the device. 

An estimate of the magnitude of the light shift has been calculated by several  author^[^^'^^^. For a 
small tube of the commercial type, it is predicted to be smaller than 10-13, in relative value, using 
the D2 line at 852 nm for the atom preparation and detection[l71, and one order of magnitude smaller 
with the Dl line at  894 nm[l61. No experimental result is ava,ilable yet. 

This frequency offset depends on the number of fluorescing atoms a,nd thus on the atomic beam 
intensity. The latter can easily be maintained sufficiently stable. Moreover, the number of fluorescing 
atoms is not much sensitive to the intensity of the laser light beam when the optical pumping is 
almost complete in the two optical interaction regions. Thus, the stability of this intensity should not 
be critical. 

3. FREQUENCY OFFSETS DUE T O  T H E  INTERROGATION 
METHOD 

A microwave signal is necessary to  probe the atomic resonance, since the Cs beam frequency standard 
is a passive device. Frequency offsets are related to the implernentatioll of a microwave cavity, with 
its two interaction regions, and to  the presence of spurious spectral compoilents in the interrogation 
signal. 

3.1. Mean phase shift between the two oscillatory fields 

A small amplitude travelling wave is superimposed to the cavity standing wave. It carries the energy 
lost in the waveguide walls and in the two terminations, This travelling wave couples any dissymme- 
try in the electrical properties of the two arms (unequal length, unequal losses, unequal reflections, 
asymmetry of the feeding junction) into a small phase difference between the two oscillatory fields. 
The resonance line is then distorted by an additional component which is an odd function of (u - uo). 
A frequency offset follows which can be thought as a residual first order Doppler effect. 

Assuming a phase difference, 4, between the antinodes of the magnetic field in the two interaction 
regions, the frequency offset is given by: 

where Ti is a characteristic value of the time of flight of atoms between the two intera.ction regions. 



We have chosen 'iP; = TI = L/vl  for the tube with magnetic state selection and TI = To = L / a  for the 
tube with optical pumping. Ad depends on the parameters listed in the Appendix. 

In a short Rarnsey cavity ( L  = 15 crn), a diff'erence between the electrical length of the two arms equal 
to approximately 3 x lo-' m gives qi = 10 p a d .  With the values of the operating parameters given in 
the Appendix, the relative frequency offset amounts to 1.5 x and 2.9 x I O - ' ~  for the tubes with 
magnetic state selection and optical pumping, respectively. A 1 dB change of tlre microwave power 
yields a relative frequency variation of 0.4 x 10-l4 and 1.3 x 10'-I*, respectively. 

A differential dilatation of the length of the cavity arms, corresponding to a temperature unbalance 
of 1 K gives a change of the phase difference of 0.6 prad and thus a negligible frequency offset of the 
order of 1 x low1*. 

3.2. Distributed phase shift 

In each interaction region, there exists a space dependent phase shift of the microwave magnetic field. 
It is due to  the travelling wave component trallsporting the energy lost in the cavity walls. The 
distributed phase shift is present even if the phase difference between the centers of the interaction 
regions is equal to zero. It  has a component in the direction transverse to  the beam. A longitudinal 
component likely exists also. It is related to the presence of the holes which enable the atoms to cross 
the oscillatory field region. 

Actually, the order of magnitude of the frequency offset associated with the transverse phase shift is 
the same as that due to  the phase difference between the two cavity ends['']. The longitudinal phase 
shift gives a frequency offset only if the two apertures and the two cut-off sections attached to the 
main waveguide show an asymmetry[s]. 

3.3. Cavity pulling 

If the cavity is not exactly tuned at the atomic transition frequency, then the amplitude of the mi- 
crowave field does not vary symmetrically when the atomic resonance is scanned. A frequency offset 
Av, of the resonance frequency follows. It is given by: 

where Av, is the cavity mistuning. T, is the cavity response time, equal to QC/rvO being the cavity 
quality factor. Ti has the same meaning as in Equation 6. A, depends on the operating conditions, 
as described in the Appendix. The quantity (Tc/Ti)2 is of the order of magnitude of (Qc/Ql)2, 
where Q1 is the line quality factor. For slow squa.re wave modulation, figure 5 shows the variation 
of A, versus the amplitude of the microwave field, for different values of the depth of the frequency 
modulation. Assuming the operating conditions introduced previously, Q, = 5000, L = 15 cm and a. 
cavity mistuning of 0.1 MHz, the relative frequency offsets amounts to 1.1 x 10-l3 for the classical tube 
and to  1.4 x 10-l2 for the tube with optical pumping. The variation of the cavity pulling frequency 
offset, for a 1 dB change of the microwave power, is equal to 2.3 x 10-l3 and 3.6 x 10-l3 for the 
classical tube and the optically pumped tube, respectively. 



Assuming b constant, the frecluency shift related to a change A T  of the cavity temperature is given 
by: 

where cu is the linear coefficient of expansion of the cavity material. With cr = 1.6 x low5 and A T  = I I<, 
we have: Av,/vo = 1.6 x 10-l3 and 2.0 x 10-l2 for the tube with magnetic state selection and optical 
pumping, respectively. Moreover, the cavity detuning changes the microwave power applied to  the 
atoms, which must be taken into account[6]. Furthermore, the temperature change will vary the 
microwave power. 

The cavity pulling frequency offset, and its variations, are larger for the optically pumped tube than 
for the traditional one. However, it can be reduced by decreasing the value of the cavity quality 
factor, since the frequency offset, and its changes, varies as Q:. Similarly, it would be appropriate 
to  increase the value of br0 towards the point where A, goes to zero. It can be shown that, a t  that 
point, the DC content of the beam tube response shows a maximum, in the case of slow square wave 
modulation. Another, but more involved possibility consists in using two or three lasers instead of 
one. Implementation of detection via a cycling transition, and/or of pumping with two small power 
lasers, favors slow This increases the mean time of flight, with a subsequent decrease of 
the related frequency shifts[21]. 

3.4. Majorana transitions 

If the magnetic field varies along their path, the travelling atoms are subjected to a time dependent 
perturbation. It may have spectral components causing transitions between the nz, sublevels of the 
F = 3 and F = 4 manifolds. They are called Majorana transitions. They are usually avoided by 
trimming properly the magnetic field along the atom path. 

Should they occur, the effect of these transitions is not completely understood However, they 
may give indirect frequency shifts, a.s briefly explained now. In practical magnetic state selectors, 
the deflection of a trajectory depends on the atom mF value, besides the velocity. I t  follows that 
the occurence of Majorana transitions changes the trajectory of the atoms which are able to hit the 
hot wire detector and, therefore, their velocity distribution. The effect of these transitions is thus 
i) to  modify the signal to noise ratio of the resonance detection, ii) to modify the amplitude of the 
neighbouring transitions and the related frequency offset, iii) to change the frequency offsets depending 
on the trajectory (such a.s that related to the transverse phase shift) and iv) to vary the frequency 
offsets depending on the velocity distribution. 

In optically pumped tubes, hiIajorana transitions can be more easily avoided. Since, moreover, the 
atom deflection by light is very small, their effect should be negligible. 

3.5. Spectral purity of the interrogation signal 

The signal at 9.192 631 ... GHz, which is necessary to observe the resonance of the Cs passive frequency 
standa,rd, is generated by the methods of frequency synthesis, starting from the output of a quartz 
crystal oscillator. Therefore, any spurious spectral componelxt in the signal of this oscillator is enhanced 



by the process of frequency multiplication. Furthermore, frequency mixing is necessary to  create the 
frequency required and, usually, the final signal contains unwanted spectral comportents. 

External factors can also be the source of spectral impurities. Sidebands at 50 or 60 EZz from the 
carrier come from the power supply. Other spectral components can be coupled to the interrogation 
signal in the presence of external signal generators. Vibrations perturb the qnartz crystal resonator 
and are another source of spurious sidebands. 

The additional spectral components give rise to  virtual transitions which shift the energy levels of the 
F = 3, m, = 0 and F = 4, m, = 0 states. The complete analytical expression of this frequency 
offset is complicated in the ca.se of a cesium beam tube[23]. We shall only consider here the effect of 
an additional spectral colnponent whose frequency v' is such that we have Iv' - vol 5 20 kHz. This 
means that  this component is present outside the Rabi qedestal bandwidth. The frequency offset is 
then given by: 

where bl is a measure of the amplitude of the spurious microwave induction. Its definition is similar 
to that  of b (see Appendix). The quantity AS() is approximately equal to  0.65 for the operating 
conditions considered here a.nd for both types of tube. Thus the frequency offset is proportional to 
the power of the added signal and inversely proportional to  its separation from the carrier. 

In many cesium beam frequency standards, a residual sideband is present a t  12.6 MHz from the 
carrier. Taking into account the filtering effect of the cavity, and assuming Q ,  = 2000, its power is 
approximately 20 dB below that  of the carrier. We thus have bl E 2 x lo3  rad s-l. With 1/L = 1/15, 
the relative frequency offset is small, equal to  0.4 x 10-13. It changes if the power of the side-band 
varies. It also depends on the power of the carrier in as much as the frequency mixing process binds the 
power of the side-band to  that of the carrier. I t  is worth mentioning that  the effect of a spurious side- 
band may be large for lv' - vol comprised between approximately the half-width a t  half-maximum 
(HWHM) of the central fringe of the Ramsey pattern and the HWHM of the Rabi pedestal. 

4. FREQUENCY OFFSETS DUE T O  T H E  ELECTRONIC 
SYSTEM 

4.1. Modulatioil and deillodulatioil related frequency offsets 

It  can be shown that  a false error signal is produced and therefore a frequency offset of the slaved 
quartz crystal oscillator results from the presence of the followi~lg  imperfection^[^]: i) the spectrum 
of the modulation waveform is distorted and comprises spectral components a t  frequencies 2pvM, p 
being an integer and vM the frequency of the modulation, ii) the amplitude of the microwave field 
applied t o  the atoms is not a constant and has spectral components at frequencies (2p + l)vM and iii) 
the spectrum of the demodulation waveform contains even harmonics of the modulation frequency vM 
whereas the even harmonics of the beam tube response are not sufficiently rejected. 

Results have been given in the case of a sinusoidal modulation For instance, a second 
ha,rmonic distortion ra,tio of gives a relative frequency offset of about 10-13. We shall consider 
a slow square wave frequency modulation to  exenlplify the effect of a, modulation of the a.mplitude of 



the microwave field. If b +- Llb and b - Ab are the values of that amplitude during the first and the 
second half of the modulatioll period, respectively, then the frequency offset is given by: 

Assuming Ablb = lod6,  which is a severe requirement, and the value of the operating parameters 
given in the Appendix, the relative frequency offset is equal to 0.3 x 1 0 - ' h a d  2.1 x 10-l3 for the 
traditional tube and the optically pumped tube, respectively. The sensitivity to  a microwave power 
change is approximately 4 x 10-l4 per dB for both types of tube. The quantities A, and Ac are 
equal t o  zero for the same values of the operating parameters. 

Alternating magnetic fields applied externally to the frequency standard, having a frequency equal 
t o  v, or its multiples, can add detrimental components to the beam tube response and/or perturb 
greatly the modulation and demodulation processes. They can be the cause of large frequency offsets. 

4.2. Frequency offsets arising in the freque~icy co~ltrol loop 

Until now, analog electronics is implemented in most of the commercially available units to filter 
the beam tube response, to  obtain the error signal and to realize the proper loop transfer function. 
However, operational amplifiers have a finite DC gain and show current a.nd voltage offsets. The first of 
these imperfections translate a frequency offset of the free running quartz crystal oscillatbr (e.g. 
in relative value) into a frequency offset at the output of the standard (e.g. 10-13). The latter is 
inversely proportional to  the gain of the electroil multiplier, which is known to change with time. 
The second imperfection, the voltage offset (e.g. 10 pvolts) also gives a frequency offset at the output 
(e.g. 10-13) which depends on temperature, like the voltage offset. Such defects can be completely 
eliminated using a digital frequency control loop[25126j. 

A drift of the quartz crystal oscillator, at a rate of loe9 per day when it is free-running, gives a 
relative frequency offset equal to  10-l4 assuming a first order loop with a time constant of 1 s. This 
effect disappea.rs with a second order loop. 

5. INFLUENCE OF  THE ADJUSTEMENT OF THE INTERNAL 
PARAMETERS 

Although we have given a plausible magnitude of the values of the various frequency offsets and 
of their possible change, the actual values depend on the particular adjustement of a given cesium 
beam frequency standard. This refers to the value of the C-field a,nd of its inhomogeneities, the 
microwave power, the cavity mistuning, the cavity phase shift, the velocity distribution (via geometrical 
alignment), the level of the spectral impurities, the spurious modulation of the amplitude of the 
microwave induction, etc. Even the sign of the frequency offsets related to  the cavity tuning and 
to the cavity phase shift may vary from unit to unit. The variability of the sensitivity to external 

is therefore not surprising. We have noticed that optically pumped tubes should not 
be affected by the presence of neighbouring transitions, thanks to the symmetry of the microwave 
spectrum which can be achieved in that ca,se. This symmetry has the additional advantage to allow 
one to decrease the va.lue of the C-field and, consequently, to decrease the sensitivity to its change. 



However, the sensitivity to  the adjustment of other internal characteristics, such as the cavity tuning, 
is potentially larger than in traditional tubes. This is primarily due to the larger velocity of the atoms 
detected. The general cure is a better control of the misadjustmenls. In tile particular case of the 
cavity pulling effect, a reduction of the value of Q, will contribute to  solve the difficulty. Nevertheless, 
one should be careful to ilnprovc the spectral purity of the signal at the output of the final frequency 
multiplier or mixer, since the filtering effect of the cavity will be decreased accordingly. 

6. CONCLUSION-SENSITIVITY TO EXTERNAL FACTORS 

Figure 6 shows the most efficient pathways from the external variables tothe physical origins of the 
largest change of the output frequency in the cesium beam frequency standardf61. 

The effect of external DC and AC magnetic fields has been described in Section 2.1. A variation 
of the temperature can change, for instance: i) the current creating the static magnetic field and 
the properties of the shielding material, ii) the characteristics of the electronic components used in 
the generation of the microwave power and thus the level of this power, iii) the dimensions of the 
microwave cavity and thus its resonant frequency and iv) the voltage offset of operational amplifiers 
in the frequency control loop. Humidity can change the value of capacitances used in the tuning of 
the various stages of frequency synthesis chain and, consequently, the microwave power. I t  can also 
change leakage currents in the frequency control loop. A constant acceleration varies the position of 
the atomic trajectories with respect to the beam tube structure and, thus, the velocity distribution. 
However, its main effect is to change the free-runnning frequency of the quartz crystal oscillator. 
Vibrations create sidebands in the quartz crystal oscillator output. Most of the external variables are 
not independant ones[30]. A cllange of the humidity, of the atmospheric pressure, of the orientation 
of the unit in the earth gravity field and of the supply voltage will modify the internal temperature 
and/or temperature gradient and thus the temperature of the various sub-assemblies of the device. 



APPENDIX 

In the two separated oscilfatory field mrti~od, the probability that a trarlsitiorl occurs depends on 
the amplitude of the microwave field and on the velocity distribution function of the atoms detected. 
It follows that most of the properties of a cesium beam frequency standard depends on these two 
parameters. E'urtlrerrnore, the mediunr term frequency stability and a number of frequency offsets 
depend on the way the line shape is explored (frequency or phase modulation waveform, depth of the 
frequency or phase deviation and moduIation frequency). These effects are considered in references 

[4,8,311. 

It  is convenient t o  characterize the amplitude of the microwave magnetic induction applied in the 
interaction regions by the quantity b, which has the dimension of rad s-l. It is given by b = pBB/fi,  
where B is the actual value of the amplitude of the microwave magnetic induction, pB is Bohr magneton 
and f i  is Planck constant divided by 2n. 

Optimum operating conditions exist, depending on the criterion considered[8]. Considering the opti- 
mum amplitudes of the microwave field, they are all close to values such that we have br1 and brO 
equal to  1.5, where TI and TO are defined in Section 1. 

The amplitude of the frequency modulation which is needed to probe the atomic resonance is usually 
set close to  its half width at half maximum. We have thus chosen wmTl = w,To = 1.5, where w / 2 n  is 
the modulation depth. TI and To are defined in Section 3.1. 
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Figure 1. Distribution of interaction times 
a) approximate distribution in a tube with magnet 

state selectors 
b) distribution in a tube using a single laser for 

state selection and detection. 
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Figure 2. Microwave spectrum of cesium atoms in the ground state. 
The relative amplitude of the seven lines is shown 

a) in a tube with magnet state selectors. Bo= 70 mG 

b) in a tube using a single laser for state selection and 
detection. Bo = 110 mG. 



Zeeman Frequency [kHz] 

Figure 3. Example of measured Rabi pulling relative frequency 
offset versus a measure of the static magnetic 
induction (from ref. 5 ) .  



Figure 4. Second order Doppler effect, assuming slow square wave frequency 
modulation. Variation of AD versus b-cl or b-c,for different 
values of wmT1 and wmTo. 

a) Tube with magnet state selector 
b) Tube using a single laser for state selection and detection. 



Figure 5. Cavity pulling, assuming slow square wave frequency 
modulation. Variation of A versus br and bro . 

C 1 
a) Tube with magnet state selector 
b) Tube with a single laser for state selection and 

d e t e c t i o n .  



Figure 6. Pathways between the external stimuli and some of the phj 
origins of the frequency offsets, via internal characteri 
of fhe device. 
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Abstract 

Environmentalsensitivity is often the most signijicant limitation to the practicalstability of rubidium fre- 
quency stundarh (RFS). For example, temperature sensitivity can cause a rapid frequency change of several 
parts in lo1' for a tactical RFS that has an aging of only l x l ~ - ~ ~ / m o n t l t .  Other important environmental 
factors are barometric pressure, vibration, magnetic field, and nuclear radiation. 

This paper considers the physical mechanisms that lie behind these environmental sensitivities, and 
relates them to the performance of actual rubidium frequency standards. It is part of an effort currently 
underway under NIST and IEEE sponsorship toward a standard characterizing such environmental sensi- 
tivities. For the systems designer, a better understanding of the reasons for RFS environrnerttal sensitivity will 
he$ in makingprogram tradeoffs. For the user of these devices, a better knowledge of the causes for Rb clock 
instability will aid in their testing and proper application. For the time and frequency specialist, a review of 
these factors may prove useful toward improving RFS design. 

Some of the RFS environmental sensitivities are due to simple physical mechanisms like tlze effect of 
dc magnetic field on the Rb Ityperfine resonance frequency. For these, art analysis cart be based on physical 

: are principles and straightforward design factors. Other environmental factors, like temperature sensitit 'If 
more complex combinations of many efSects, both physical and practical, and the analysis open takes tlze 
form of an error budget with large unit-to-unit variations. 

Today's rubidium frequency standardsspart a wide performance range front small, irrexperzsira rtnits with 
ppl~10 error budgets to larger, higIter peormance versions ofsering p p 1 ~ 1 4  stabilities. For both extremes, 
however, environmental sensitivity can be the most sign$cant performartce limitation. This paper helps 
explain why, and offers some insigltt into how to make improvements. 

INTRODUCTION 

The rubidium gas cell atomic frequency standard has found widespread use since its illtroductioil 
about thirty yea.rs a.go. It offers the best colllbiilatiol~ of stability, size, weight, power, life, and cost for 
mai~y coil~mercial and lnilitary applications. In inany of these applicatioas, enviroiul~liental sensitivity 
is the most sigi~ificai~t performa.nce l imi ta t io i~ . [~~  21 This paper will attempt to summa.rize tBc physical 
basis of the environmenta.l sensitivity of the rubidium frequency sta,ndard (RFS). 

A11 understallding of the physica,l mechanisms that  cause ellvironillelltal sensitivity is of obvious con- 
cern to the RFS designer, especially since the device may be iilteilded for a harsh ta.ctica1 application. 



But it is also importallt for the specifier and user of these devices to have a good understanding of the 
root causes of RFS environmental sensitivity. 

The paper begirls with an examinatio~l of the principal factors that contribute to RFS instability. 
These are the causes of e n v i ~ o n m e ~ ~ t a l  sensitivity. It then considers each eilvironmental factor and 
ielaks it to  the RFS sensitivities. Additional information is presented in the form of tables. The table 
columns cover the three major RFS sections, while the table rows relate similar sensitivity factors. 

RFS SENSITIVITIES 

The largest factors contributing to the environmental sensitivity of a rubidium frequency standard 
are shown in Table 1. Most of these factors are basic characteristics of the physics package (such as 
magnetic sensitivity) that  become environmental sensitivities when the instabilities of the electronics 
circuits (such as the C-field current source) are considered.[3] Some of these RFS sensitivities are fixed 
(such as magnetic dependence), while others vary with operating conditions. For example, the effects 
of servo amplifier and rf chain offsets scale with the strength of the discriminator slope. Environmentad 
constraints can, in turn,  affect the realizable Rb signal. An RFS required to  operate a t  an eleva.ted 
ambient temperature must compromise its SIN ratio and discriminator signal by using an absorptioii 
cell oven setpoint higher than optimum. 

TABLE 1 RFS SENSITIVITIES 

ELECTRONICS 
C-FIELD STABILITY: 
Volt Ref & Current Source 
Temp Controller Heater Current 
LAMP EXCITER: 
Lamp Excitation Power 
TEMPERATURE CONTROLLERS: 
Thermal Gain 
DC Amplifier Stability 
Thermistor Self-Heating 
Thermistor Stability 
Bridge Resistor Stability 

PHYSICS PACKAGE 
C-FIELD SENSITIVITY: 
Magnetic Bias Field 
Residual Oven Heater Field 
LIGHT SHIFT: 
Light Intensity & Spectrum 
TEMPERATURE COEFFICIENTS: 
Lamp TC 
Filter Cell TC 
Absorption Cell TC 
C-Field Coil ~esistance TC 
Cavity TC 

CRYSTAL OSCILLATOR 

RF POWER COEFFICIENT: 
Buffer Gas Confinement 
Line Inhomogeneity 
C-Field Inhomogeneity 
Abs Cell Temperature Gradient 
BAROMETRIC COEFFICIENT: 
Abs Cell Buffer Gas Offset 
Abs Cell Envelope Deflection 
DISCRIMINATOR SIGNAL: 
Discriminator Slope 

OPTICAL PATH: 
Light Beam Motion 

SERVO LOOP: 
Static & Dynamic Tracking Error 

CRYSTAL: 
G-Sensitivity 

R F  CHAIN: 
Microwave Excitation Power 
RF Spurious Components 
Modulation Distortion 

SERVO AMPLIFIER: 
Finite Gain Ss Pliase Error 
Static & Dynaillic Offsets 
Mod Deviation Change 
2nd Harmonic Ripple 
SERVO AMPLIFIER: 
Servo Interference 



Magnet ic  Field Sensitivity: The magnetic fieid sensitivity of an RFS is a result of the hypeifine 
magnetic resonance on wlxiclx it depends. The physics package uses an internal longitudillal dc magnetic 
bias fieid to orient the Hb atoms and separate the Zeernan sublevels, 'Plie " k i d  indci>eildent'' c l ~ ~ l i  
transition has a quadratic depende~lce A f = 573 H 2 ,  wlrere A f is the freqrreixcy clxange in Hz and Ii 
is the magnetic field irr Gauss. The ir~cremelrtal magnetic se~lsitivity varies linearly with tlre ~llagnetic 

bias field - - X AH, where is the fractional frequency c)xange, /, 1s the Rb fieqtieniy f - 'fo f 
(~68335 MHz), and A H  is the magnetic field change. The fractional magnetic sensitivity therefole 

varies as A H  = 1 . 6 8 ~ 1 0 - ~  H2 y, where K is the fractional field change. f 
Light Shift: Light shift is one of the fundamental stability limitations of the rubidium frequency 

Because optical pumping is usually done in the same place, and at the same time, as 
iilterrogation of the Rb atoms, asymmetry in the pumping light spectrunl causes a frequency offset.i5] 
For good performance, it is necessary to operate the unit at the condition of zero light shift (ZLS) 
where the frequency is independellt of ligllt intensity. This is accomplished by adjustment of the Rh 
lamp isotopic ratio for an integrated cell and adjustment of the length and/or temperature of a discrete 
filter The condition of zero light intensity coefficient, zero lamp TC, and zero lamp rf excitation 
power coefficient are not exactly the same, and there is always some residual ligllt shift sensitivity. 

Temperature Coefficients: A closely related fundamental RFS limitation is lamp and cell temper- 
ature sensitivity. Lamp and filter cell TCs are light shift effects. Absorptio~l cell TC is primarily due 
to  buffer gas effects. Two configurations offer overall optimizatio~l of RFS physics package operating 
conditions.[4] For the integrated cell, optimization of the lamp isotopic mix and the cell buffer gas 
mix ca.n provide an overall zero light shiftJzero TC For the discrete filter cell, an ~b~~ 
la,mp with a Rbs5 filter cell and a Rbs7 absorption cell, with the two cells in tl-te same oven, aad with 
optimized operating temperatures and buffer gas mixes, provides an overall ZLSJZTC condition.[8] An 
RFS physics package using this arrangement ca,n be easily adjusted for optimum operating co~lditions 
by setting the lamp oven temperature (light intensity) for zero cell oven TC and setting the cell oven 
temperature (hyperfine filtration) for zero lamp oven TC (ZLS). This also provides a homogeneous 
light spectrum for low sf power sensitivity. Typical residual TCs are a few p p l ~ l l / o C  for the RFS 
lamp and cell ovens. A wall coated cell without buffer gas has a relatively large TC ( ~ 2 p p 1 0 ~ ~ / O C ) .  

RF Power Coefficient: RFS sf power sensitivity is due primarily to inllomogelleity within the 
absorption The microwave field strength is not uniform within the cavity, and most of the 
signal comes from whatever region has the optimunl rf level. The buffer gas confines a particular Rb 
atom to a small region of the cell. If some other frequency-determining variable, such as C-field, 
temperature, ligllt intensity, or ligllt spectrum, is also inhomogeneous, tlzen a change in rf power that 
shifts tlre region of optimum signal will also cause a frequency change. 

Barometric Coefficient: The primary RFS pressure sensitivity is due to volumetric change of the 
absorption cell envelope. This is caused by the pressure shift coefficieilt of the buffer gas,[lO] and scales 
with the net buffer gas frequency offset. Typical buffer gas offsets range from a few 100 Hz to a few 
kHz. An RFS using a wall-coated cell with no buffer gas would have a lower barometric sensitivity. 

Modulation Distortion: Modulation distortion is a primary cause of frequency offsets and instability 
in passive atomic frequency standards. Low frequeilcy phase modulation (PM or FM) is applied to the 
physics package rf excitation to produce an ac discriminator signal. This error signal is synclxronously 
detected and used to generate a control voltage to lock a crystal oscillator to the atomic resonance. 
Even-order modulation distortion shifts the center of gravity (CG) of the inicro~va.ve excitation and 
causes a frequency offset; any chailge in this offset causes a frecluency change. 



This effect may be understood by considering the spectrurn resulting from distortionless FRll at fin,cl 
and 2fmOd. The 1st order upper and lower FM sidebands have opposite sense while the 2nd order 
sidebands have the same sense, Thus, with 2nd harmonic distortion, "the lower 2nd order sidebands 
subtract and the upper 2nd order sidebands add, shifting the CG of the overall spectrum toward a 
higher frequency. This shifts the locked frequency in the opposite direction by an amount given by 

= where is the relative amount of 2nd harmonic distortion and Ql  is tile Rb line Q . [ ~ ]  For 
S 2Ql 

a -70 dB 2nd harmonic distortion level in an RFS with a 300 Hz iine width, this produces a fractional 
frequency offset of '3~10- '~ .  A 15% change in the amount of distortion, due to an environmental effect, 
would result in a frequency change of 1x10-12. Another way to visualize this is to consider the effect of 
even-order distortion on the shape of a fundamental sinusoidal modulation waveform. For worse-case 
phasing, one side of the waveform is flattened, causing a shift in the average frequency. 

Modulation distortioli can be introduced in several ways: Distortion on the modulation signal itself, 
distortion in the phase modulator, and distortion introduced by asymmetrical rf selectivity and AM- 
to-PM conversion in the multiplier chain. The modulation signal can be made very pure (free from 
even-order distortion) by generating it from a precise square-wave followed by passive filtration and/or 
integration. Low-distortion phase modulation is possible with a hyperabrupt tuning varactor in an a.11- 
pass network. The latter also suppresses AM, which helps avoid subsequent AM-to-PM conversion. 
The phase modulation should be done at a relatively low rf frequency where the required deviation is 
low. An active phase modulator, such as a phase-lock loop (PLL), can introduce distortion because 
of coherent ripple in the modulation transfer function, a.nd a passive network is generally better. 

Many subtle modulation distortion effects can occur in a rf multiplier cha.in. Each stage of a harmonic 
multiplier enhances the PM index and can suppress AM by limiting. AM-to-PM and PM-to-AM 
conversion can cause frequency sensitivity to rf stage tuning and level. PLL multipliers can have 
problems due to finite loop bandwidth and phase detector distortion. Step recovery diode (SRD) 
multipliers exhibit sensitivity to drive and bias conditions. The first stages in a multiplier chain are 
usually the most critical since that is where the AM and PM indices are closest and the spurious 
components are closest to tlie carrier. Interstage selectivity is critical in a harnlo~lic nlultiplier chain; 
it is vital to avoid spectral asynlmetry caused by conlplex nlixing between subhar~ilonic components. 
The output of each stage must be well-filtered before driving tlie next stage, and yet selective networks 
must be symlnetrical and stable against temperature and drift. It is especially important to have a 
pure drive signal to the final SRD multiplier. A direct multiplier chain is preferable to one using mixing 
to avoid asymmetrical microwave spectral components. Modulation of the VCXO by 2nd harmonic 
ripple from the servo amplifier has the same effect as even-order modulation distortion, producing a 
frequency offset that is subjeci to change versus environmentd conditions. 

Amplitude Modulation: Amplitude modulation on the microwave excitation is another form of 
modulation distortion that can cause frequency offset axid instability. AM at the fundamental servo 
modulation rate on tlie microwave excitation will produce a spurious fundamental colnponent on the 
recovered signal that the servo will null by making a corresponding frequency offset. 

The frequency offset caused by AM at the servo rnodulatioii frequency is given by = ~vliere f 2Qr'  
crl  is the relative amount of  AM.[^] As for tlie 2nd harmonic PM distortion, a -70 dB AM level with 
a line Q of 23x10~ results in a frequency offset of 7x10-12. 

Spurious RE' Components: Spurious rf spectral components can pull the locked frequency by 
causing a shift in the CG of the microwave excitation. The amount of pulling depends on the relative 
spurious level, its asymmetry, a.nd its sepaaation from the carrier. The cha~lge in frequency due to a 



af I .;pnrious component is given by - = - - N2 
f 2 4 r 2 f o ( f o - f 2 ) '  

where .y is the ratio of Larmor frequency to 

nlagnetic field and H is the spuilous rniclowave rnaglietic fieid dt f~erjueri~y f 2 . i i ' 9  "1 I':';pc.r~i~~i~i.t. 
have shown that an inteifeiing signal equal to elie ~lornial nlicrowave excitatio~l at a separatioli of 5 
1111~ causes a frequerrcy offset of 5s10- '~ T h o ~ e  values irzay be scaled to plcdict the puullig at otllel 
relative arnplit~ides and separations. Foi example, a SSB colzlponcnt with  a 25 ItHz sepai~ition a t  a 
level of -98 dBc at 13.4 MHz would, after n~ultiplication by 510 to the Rb lesoirailt frequency, have 
a relative level of -44 dBc and would cause a frequency offset of I X ~ O - ' ~ .  Such a pulling effect could 
be caused by slightly asymmetrical sidebands due to  ripple from a switching power supply. 

Subharmonics: Subharmonics are a particularly bothersome spectral component in the drive signal 
to the SRD multiplier. Subharmonic spectral components introduce time jitter between the impulses 
that generate the microwave energy, and can change the average rf power as the spectrum challges 
versus temperature or some other enviroamental condition. The period of the Rb microwave excitation 
is about 150 psec, so time jitter of the SRD multiplier drive waveform on the order of 10 psec call 
have a significant effect 011 its amplitude. The average of two waveforms differing in phase by 10/150 
= 7% or 24' reduces the effective amplitude by l - c o ~ ( 2 4 ~ )  = 9%, or about -0.8 dB. Changes in rf 
power will give frequency shift on the order of lpplO1O/dB, which corresponds to a frequency change 
of 8x10-l1 for the example above. For a typical multiplicatioll factor of 80, this correspollds to a 
PM index, m, of 10.2n/(150.80) = 5x10-~  sad, or a subharmonic level of -52 dBc. Thus even a 
relatively L'clean" SRD multiplier drive spectrum call introduce significant frequency offsets. 

ENVIRONMENTAL FACTORS 

Magnetic Field: The inherent RFS sensitivity to dc magnetic field is useful for initial frequency 
calibration and to  correct for aging, but it also causes external ma.gnetic sensitivity. Magnetic shielding 
is the primary means to reduce this sensitivity. It is also desirable to operate the unit at the lowest 
possible value of C-field. This requires a tight tolera.nce on absorption cell buffer gas fill pressure or 
the use of a frequency syilthesizer for tuning. 

At a C-field of 250 mG (a typical value that provides a total frequency adjustment rallge of about 

5x10-'), the incremental C-field sensitivity is = 4 . 1 9 x 1 0 - ~ ~ H .  For a magnetic sensitivity of f 
l x l ~ - ~ ~ / G a u s s ,  this dictates a ma.ximum internal field change of 240 ILG and a shielding factor of 
about 4200. This can be realized with two nested magnetic shields. 

The design of magnetic shields is outside the scope of this paper,[131 but it is wortl~while to lnention 
some ilnportailt considerations. The RFS lnagnetic sensitivity is greatest along the optical axis of the 
pllysics package (the direction of the internal C-field). Generally at least one shield is located directly 
around the physics package. The longitudi~lal shieldirlg factor of nested shields depends critically on 
their end spacings. Rounded corners are desirable to avoid fringing. The shielding factor depends on 
the applied field strength since the permeability of the shieldillg material is nonlinear. 

RFS magnetic sensitivity call be reduced by periodically switching the polarity of the C-field, thus 
obtaining 1st order callcellatioll of the exterllal field.[141 While this may be effective under some 
circumstances, there is no entirely satisfactory way to perform the switching. 

Interna,l residual magnetism, if sta.ble and uniform, is not especially critical for Rb freque~lcy sta,nda.rds. 
Residual magnetic fields from oven heaters call be an iinportant consideratioll however. The Litter can 



cause a "pseudo-TC" effectas the ambient temperature and heater power varies. The most sigrlificant 
factors contribating to  RFS magnetic sensitivity are slrown in Table 3. 

TABLE 2 RE'S MAGNETIC SENSITIVITIES 

Magnetic Sensitivity 
Residual Oven Heater Field Oven Heater Current 1 

Pressure: The volumetric change in the absorption cell that causes barometric pressure sensitivity is 
due mostly to  "oil-can" deflection of the end windows. This deflection scales with the 4th  power of the 
cell diameter and inversely with the cube of the window thickness. Cell window thickness is limited 
by glassworking and dielectric loading considerations, and the typical barometric sensitivity is about 
l x 1 0 - ~ ~ / a t m .  This sensitivity can be a very significant contributor to  RFS frequency instability in an  
otherwise benign environment. Atmospheric barometric fluctuations of 5% cause 5x10-l2 frequency 
fluctuations that  limit the RFS noise floor. The absence of this form of environmental disturbance 
is an important factor in the excellent stability of GPS Rb clocks.[15] The barometric sensitivity can 
also be important for aircraft applications, and may dictate the use of a hermetically sealed unit.fl6] 

Another RFS pressure sellsitivity mecl~anism is change in convective and conductive heat transfer. 
The latter does not change significantly until the barometric pressure is reduced to below about 1 
Torr. All devices with non-negligible power dissipation must be conductively heat sunk. Witllin the 
plzysics package, thermal gradients change, oven power drops, and the stabilization factor improves in 
vacuum. An RFS does not use high voltages and can be safely operated throughout the  full pressure 
range from sea level t o  hard vacuunl without any corona discharge hazard. The most significant factors 
contributing t o  RFS pressure sensitivity are shown in Table 3. 

TABLE 3 RFS PRESSURE SENSITIVITIES 

PHYSICS PACKAGE CRYSTAL OSCILLATOR ELECTRONICS 
ABSORPTION CELL: 
Envelope Deflection 
LAMP & CELL OVENS: CRYSTAL & OTHER DEVICES: ELECTRONIC DEVICES: 
Thermal Effects Thermal Effects T1ierina.l Effects 

Temperature: Temperature sensitivity is often the most significant environmental sensitivity of 
a rubidium frequency standard. A stability of 3x10-lo is typical for a small tactical RFS over a 
military temperature range, whereas the unit will not have that much frequency aging over several 
years. Furthermore, there is considerable unit-to-unit variation of this important parameter, which is 
not necessarily mollotonic and which may have regions of high increlnental sensitivity. Many physical 
mechanisms can contribute to  RFS temperature sensitivity, and large unit-to-unit variations a.re often 
observed since the performance of a particular unit may be the algebraic sum of several factors. The 
most significant factors contributing to RFS temperature sensitivity are shown in Table 4. 

These TC mechanisms are categorized as involving either the Rb physics package, the crystal oscil- 
lator, or the electronics. In most cases, i t  is physics package sensitivity that  causes an electronic 
sensitivity. Each of the physics package elements (la.mp, filter cell, and absorption cell or combined 
filter/absorption cell) has an intrinsic TC,  but the overall Rb physics package can be  designed so 
that it has low temperature sensitivity. Consider, for exa.mple, a classic design using a ~b~~ la,mp, a. 
discrete Rbs5 filter cell, and a, Rbs7 absorption cell. A change in lamp temperature causes a cha,nge in 
light intensity, which, due to  the light shift effect, call cause a frequency cha,nge. This sensitivity can 



be nulled by proper filter cell length and operatirrg ternpeiatule. But,  at  this ZES condition, the filtel 
cell will have a lelatively large negative T C  (E -1~10-"/"C). Tbe absorptioll cell TC, howevei, call 
be changed Croili slgnrhcziat i~osrtt:rt to a signlficart"!tegati\e T C  bv atljusting its buffa gas mix 

'I'ABLE 4 CLFS TEMPERATURE SENSITIVITIES 

Light Intensity/Spectrurn I I - - .  - 
Rb Vapor Pressure 
FILTER CELL TC: 
Light Shift 

Temperature Setpoint 
FILTER TEMP CONTROLLER: 
Tlleri~lal Gain - 

Hyperfine Filtration I Terrlperature Setpoint 

Buffer Gas TC 

LAMP EXCITATION SENSITIVITY: 

ABSORPTION CELL TC: I CAVITY TEMP CONTROLLER: 
Thermal Gain 
Temperature Setpoint 
LAMP EXCITER TC: 

See Lamp TC 
CAVITY RF POWER COEFF: 

RF Power Oscillator/Regulator 
R F  CHAIN: 

Spatial Inhomogeneity 
C-FIELD SENSITIVITY: 
hlagnetic Bias 
R F  SPECTRUM: 

RF Power/ALC 
C-FIELD SOURCE: 
Volt Ref/Current Source 
R F  CHAIN: 

CG Change 
CAVITY PULLING: 

Suppose, then, that  the filter and absorptioil cells share the same thermal enviroilment (oven). Then 
the absorption cell T C  call be made to  cancel that of the filter cell giving an overall net zero T C .  I11 
fact the situation is particularly favorable because, on a unit-to-unit basis, the lamp oven T C  can 
easily be nulled by adjusting the cell oven temperature to  the ZLS coilditioil while the cell oven T C  
call s i~~~ul taneously  be nulled by adjusting the lamp oven temperature. (The latter is possible because 
the magnitude of the negative filter cell T C  va,ries with the light intensity ~vllile the positive T C  of the 
absorption cell is constant.) The residual T C  of each oven can easily be held to rt 2x10-l1 J°C. This 
approach, aloilg wit11 oveils having a modest stabilization factor (200), call thus reduce the overall 
pllysics package T C  to f. 4 ~ 1 0 - ~ ~ / 0 C ,  or about 10% of the teillperature error budget for a sinall 
tactical RFS. 

btod Distortion, Spurious 
CAVITY T E ~ ~ I P  CONTROLLER: 

Line &/Cavity & Ratio 

Ailother significant physics package consideration is rf power shift. Ally resonance line spatial inhomo- 
geneity or asymmetry will make the locked frequency vary with rf power. Spatial illhomogeneity gives 
a different frequency versus rf power as the position of lnaximulll signal moves ~vithin the inicrowave 
cavity. Use of a discrete filter cell is critical here to avoid spatial inhoinogeneity due to  nonullifornl 
light shift within the resoilailce cell. Other factors are C-field uniforlnity (use a IIelml~oltz coil con- 
figuration), a clean, syilimetrical rf spectrum (avoid syilthesis and mixing), and eillployinent of a high 
thermal conductivity oven to  avoid teillperature gradients along tlte absorption cell. Still ai~other 
physics package T C  factor is residual magnetic field from the oven heaters (see above). 

IIo~vever, the most significant TC inechanisms are likely to  be electronic. Iteins of particular concern 
are C-field stability, RF power stability, modulation distortiozr, and servo offsets. Temperature sensi- 
tivity due to the C-field currellt source is dependent on the C-field setting. At 250 mG, the fractional 

CRYSTAL OSC TC: 
Static Sr. Dynamic Tracking Error 

Thernlal Gain, Setpoint 
SERVO AMPLIFIER: 
Static & Dynailiic Servo Gain 



C-field se~lsitivity is about 1x10- '~/%. For a tactical RFS with a 3x10-lo stability requiremeilt over a 
-55°C t o  +75"6 temperature range the C-field current must be stable to about 100 ppm/OC. C-field 
teniperature compensation can cause disparate frequency-temperature characteristics a t  different fre- 
quency adjustments. 

A typical RE'S rf power coefficient is about I ~ ~ ~ O ' ~ / ~ B .  This imposes a stringent requirement on the 
stability of the rf power that excites the Rb physics package. 

Cavity pulling is usually a negligible coiltributor to RFS temperature sensitivity. Vanier and ~ u d o i n M  
Q derive a cavity pulling factor P = " A z where Q ,  is the cavity loaded Q (z 200), Ql 
Q r  1+S 

is the Rb  line Q (z lo7, cr is the maser gain parameter (= and 5' is the rf saturation factor 

(= 2 for optimum discriminator slope). I t  should be noted that  P is not equal to a2 as is often Q r 
assumed for a passive atomic frequency standard because the maser gain parameter, although small, 
is not negligible. A cavity T C  of 200 kHzI0C and an oven stabilization factor of 300 yields an  RFS 
T C  of about lx10-'~/"C. 

Another minor camity-related temperature sensitivity is caused by rf power variations due to cavity 
detuning. An rf power shift coefficient of 5x10-''/dB with the sa.me cavity nlistuned a t  the -3 dB 
point would cause an  RFS T C  of about 2x10-'4/0C. 

Servo offset can be a significant contributor to  RFS TC. A typical value for the discriminator slope 
a t  the input of the servo integrator is 1 1 n V / p ~ l 0 ~ ~ .  Servo offset can be introduced by integrator dc 
offset or by pickup of syilchroilous detector reference drive. A 10% change in a 1 mV servo offset 
would cause a 1x10-l1 frequency change. 

Exposure t o  rapid temperature change can impose significant stress on an RFS. A particularly severe 
case is warmup after a cold s0a.k. Nevertheless, a well-designed RFS can withstand thousands of 
such cycles with little effect on long-term stability.[17] Rapid change in ambient temperature can also 
produce pseudo frequency offset due to rate-of-change-of-phase in selective circuits such as crystal 
filters, or VCXO tracking error due to  finite servo gain. 

Shock: The most significant factors contributing to  RFS shock sensitivity are shown in Table 5. 
Exposure of an RFS to  inechanical ~110~1i can cause timing error and pern~anent frequency offset. 
Movement of optica.1 elements can cause light shifts, movenlent of rf elements ca,n cause rf power 
shifts, and movement of therma,l elements can cause T C  shifts. 

TABLE 5 RFS SHOCK SENSITIVITIES 

Acceleration: The most significant factors contributing to RFS acceleration sensitivity are shown 
in Table 6. An RFS does not have an inherent static acceleration sensitivity. It may, however, 
show frequency cliailge due to  static acceleration or orientation because of thermal effects. Frequency 
change is also possible due to  redistribution of nlolten rubidiuin in the lamp under high static g forces. 

PHYSICS PACKAGE 
LAMP ASSEMBLY: 
Lamp Movelnent 
OPTICAL PATH: 
RiIovenlent of Optical Element 
SRD MULTIPLIER: 
Microwave Power 
LAMP & CELL OVENS: 
Thermistor Stress 

CRYSTAL OSCILLATOR 

CRYSTAL: 
%requency Change or Da,mage 

ELECTRONICS 
LAMP EXCITER: 
Component/Wiring Disturbance 
SERVO AMPLIFIER: 
Finite Static & Dylla~llic Gain 
RF CHAIN: 
Coinponent/Wiring Disturbance 
TEMP CONTROLLERS: 
Temperature Setpoint 



Dynamic acceleratiorr can have a plofound effect on the stability and purity of an RFS, as discussed in 
tllc Viblation section below The rnort sig~~ificant factors contributilrg to RFS acceleratioi~ sensitivity 
are shown in Table 6. 

TABLE 6 RFS ACCELERATION SENSITIVITIES 
- 

PHYSES P A C I ~ A ~  CRYSTAL OSCILLATOR 1 , ELECTRONICS 1 

Movement of Optical Element I 
SRD MULTIPLIER: I 

RB LAMP/LIGHT PATH: 
Rb Movement (Light Shift) Servo Offset (A Gain) 

CRYSTAL: 
G-Sensitivity 

Vibration: The most significant factors contributing to  RFS vibration sensitivity are shown in Table 
7. The stability and purity of an RFS a.re affected by nlechallical vibration primarily because of the 
acceleration sensitivity of the quartz crystal used in the VCXO. Direct vibrational modulation of the 
crystal oscillator at vibration frequencies higher than the servo bandwidth afTects the RFS phase noise 
and spectral purity without producing a frequency offset. Spurious componellts are produced a t  f fVib 
at  a dBe level of £(fUib) = 2010g1, , where y is the crystal acceleration coefficient, f, is the [ u t b  
carrier frequency, and G is the peak acceleration. The Allan deviation frequency stability is degraded 

to  gg(r)  = y G [ -1, where i is the averaging time. Vibrational modulation of the VCXO 
fuib 7 

at the 2nd harmonic of the servo modulation rate, however, can cause a large frequency offset. Low 
frequency vibrational modulatioll of the crystal oscillator call cause a frequency offset due to  loss of 
microwave power. Tlrese XO effects are reduced by a high lnodulatioll rate, a wide servo baildwidth, 
and a low crystal g-sensitivity. 

Microwave Power 

RFS stability call also be affected by vibrational modulation of the physics package light bean1 a t  or 
near the servo modulation rate. This problem is reduced by rigid physics package construction. Circuit 
board and wiring microphonics call also affect RFS stability. The most significant factors contributiilg 
to  RFS vibration sensitivity are shown in Table 7. 

I RP power 

TABLE 7 RFS VIBRATION SENSITIVITIES 

Radiation: The radiation sensitivity of an RFS is essentially that  of its electronic circuits since the 
Rb physics package is illhere~ltly quite hard.['*] Survivability can be a critical requiremeilt for both 
transient and total dose radiation environments. RFS radiation hardeilillg is a specialized area that 
requires specific design techniques, careful analysis, and expert advice.["] 

Under transient radiation, an RFS may be required to "operate through" or to  quickly recover fre- 
quency accuracy; in all cases it must not suffer latchup, burnout, or other permaileilt degradation. 

ELECTRONICS 
SERVO AMPLIFIER: 
Interference 
RF CHAIN: 
Micropl~oi~ics, Carrier Power 
SERVO AMPLIFIER: 
Servo Offset (A Gain) 
SERVO AMPLIFIER: 
Interference 

PHYSICS PACKAGE 

SRD MULTIPLIER: 
R4icrophonics, AM 
RB LAMP: 
Rb Movement (Light Shift) 
OPTICAL PATH: 
Lightbeam Motion (fmod) 

CRYSTAL OSCILLATOR 
CRYSTAL: 
G-Sensitivity (2fnlOd) 
OSCILLATOR CIRCUIT: 
Microphonics (2fmod) 



Passive ""Aywheeling9' using a high-Q passive circuit is one technique to maintain s continuous output 
under transient radiation. The ~rlost critical parts for latchup are usually CMOS devices; all circuits 
lnav ~ e q u i i e  resistolr o i  ollrei tirean< for c urr enl lirl~iting. 

Total dose radiation iiardelzilzg reyuiles careful arxalysis (based on plece part test data). 'The most 
critical devices are usually servo amplifier and temperature corttroller op amps atid the C-field voltage 
reference. The most critical part for neutron Ruence is usually the silicon plrotodetector, which loses 
output due to lattice damage. The most significant factors contributing to RFS radiation sensitivity 
are shown in Table 8. 

TABLE 8 RFS RADIATION SENSITIVITIES 

Electromagnetic Interference: The most significant RFS EM1 susceptibility is usually power sup- 
ply ripple and transients. Ripple susceptibility is generally worst at  the RFS servo modulation rate; 
large frequency offsets are possible due t o  interference with the servo. RFS radiated susceptibility 
depends critically on the shieldillg and filtering of the RFS package and leads. The requirenlents 
for reverse and overvoltage tra,nsient protection vary depending on the characteristics of the external 
power supply. RFS turlz-on (in-rush current) and turn-off (voltage spike) trallsieilts can be a problelll 
for the host system. The most significant factors colltributing to RFS EhiII sensitivity a,re slxo~vn in 
Table 9. 

TABLE 9 RFS EM1 SENSITIVITIES 

PIIYSICS PACKAGE 
C-FIELD : 
Magnetic Sensitivity 
PHOTODETECTOR: 
Detectivity Loss 

Humidity: RFS moisture sensitivity is illost often associated ~vi th  higli iinpedance servo amplifier 
syilclrrollous detector/integrator circuits. For an unsealed unit, performance under hulnidity or salt fog 
depends on the adequacy of the conforillal coating and ellcapsulating processes used. The capability to 
withstand immersion is seldom a requirement for an RFS, and requires a sealed case and connectors. 
The most significant factors contributing to  RFS humidity sensitivity are sho~vn in Table 10. 

TABLE 10 R,FS HUMIDITY SENSITIVITIES 

CRYSTAL OSCILLATOR 

CRYSTAL: 
Frequency Change 

PIIYSICS PACKAGE 
NONE 

ELECTRONICS 
C-FIELD SOURCE: 
Volt Ref, Current Source 
SERVO AMPLIFIER: 
Servo Offset (A Gain) 
Trailsient Recovery, Static Error 

Supply Voltage: RFS sensitivity to supply voltage can occur due to a large number of factors. The 
d c  input is often used directly as tlte supply voltage for the oven heaters, and cllanges associated with 

CRYSTAL OSCILLATOR 
OSCILLATOR: 
Spurious Compollents 

PIIYSICS PACI<AGE 
NONE 

ELECTRONICS 
LALIP EXCITER: 
Light Modulation (fmOd) 
SERVO AMPLIFIER: 
Interference (fmod) 
POWER SUPPLY: 
Ripple Atte~luatio~l 

CRYSTAL OSCILLATOR 
NONE 

ELECTRONICS 
SERVO ARIPLIFIER: 
Detector/Integrator Lealtage 
TEMPERATURE CONTROLLERS: 
Temperature Setpoint 



the RFS temperature controllers (dc offsets, thermistor self-lreating, heater magnetic field, etc.) can 
cause supply voItage sensitivity, Significarlt electrorlic supply sensitivitjf is also possible in the lamp 
exciter and rf circuits. An ilnlportarit distinction is between actual voltage sensitivity and theliiiai 
effects due to a change in supply voltage. The most significailt facto~s contributillg to RFS voltage 
sensitivity are d~own in Table 11, 

TABLE I1 RE'S VOLTAGE SENSITIVITIES 

Residual Oven Heater Field 

Storage: Exposure to  wide temperature extremes during storage is generally not a problem for a 
well-designed RFS. Besides the obvious inaterial considerations, Rb redistribution within the lamp 
and cells during prolonged hot storage can be a factor for subsequent lamp starting and frequency 
restabilization. This may worsen lamp starting, lower cavity Q,  obstruct the liglrt path, and generally 
cause a longer restabilization time. Storage withill normal operating temperatures does not have any 
significant effect on subsequent RFS performance. Test data indicates that an RFS "freezes out" during 
storage, and, when turned on again, quickly assumes the previous frequency and aging. Electronic 
failure rates are lower during storage, since electrical and thermal stresses are removed, but che~nical 
processes still continue (at a lower rate). 

Retrace: A well-designed RFS has an excellent frequency retrace characteristic ( p p l ~ l l )  that is non- 
accumulative with little dependency on temperature, off time, or restabilization time.[17] Frequency 
retrace is, by definition, measured by retur~ling the unit to exactly the same operating conditions to 
exclude other environmental sensitivities. 

Relativity: Relativistic effects due to velocity and gravitational potential ase ordinarily negligible 
for Rb clocks except for those in a spacecraft Time dilation causes the frequency 

2 
of a moving clock to appear to run more slowly by an amount = -1- where v is the clocl< 

f 2c2 ' 
velocity and c is the velocity of light. For a GPS satellite in a 12-hour circular orbit, the fractional 
frequency change is -8.35~10-If. Gravitational redshift causes a clock to run more slowly in a stronger 

gravitational field by an amount = lL ( - I), where p is the Earth's gravitational constant, R f c 2 R  I- 

is the Earth's radius, and r is the orbital radius. It is about 1 ~ ~ 1 0 ~ ~ / m e t e r  a t  the Earth's surface. 
For a GPS satellite, the gravitatio~lal redshift is 5.28~10-lo and the net relativistic frequency change 
is +4.45x10-~O. 

The author wishes to  acknowledge the efforts of J.  Vig and H. Hellwig w11o are leading the current 
effort to study the environmental sensitivities of precisioll frequency sources. Obviously the physical 
understandings that underlie the environmental sensitivities of rubidium gas cell frequency standards 
are the result of the efforts of many persons, whom the author gratefully acknowledges. 
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PHYSICS OF SYSTEMATIC FREQUENCY VARIATIONS IN 
HYDROGEN MASERS 

Edward M. Mattison 
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Cambridge, Massachusetts 

ABSTRACT 

The frequency stability of hydrogen masers for intervals longer than lo4 
seconds is limited at present by systematic processes. We discuss the physics of 
frequency-determining mechanisms internal to the maser that are susceptible to 
systematic variations, and the connections between these internal mechanisms and 
external environmental factors. Based upon estimates of the magnitudes of systematic 
effects, we find that the primary internal mechanisms currently limiting long-term maser 
frequency stability are cavity pulling, at the level of parts in 1015 per day, and wall shift 
variations, at the level of parts in 1016 to parts in 1015 per day. We discuss strategies 
for reducing systematic frequency variations. 

INTRODUCTION 

The hydrogen maser is the most stable frequency standard currently available, providing 
fractional frequency stabilities of better than 1x10-15 for averaging intervals on the order of 104 
seconds. The fundamental mechanisms limiting maser frequency stability are well know: additive 
thermal noise entering the maser's r.f. receiver' causes the two-sample (Allan) deviation o(z) to vary 
with the averaging interval z as 7-1, and is the dominant mechanism typically for z< 100 seconds, 
while thermal noise within the atomic linewidth2 causes a(z) to vary as rln, and typically dominates 
the stability for 100<z<104 seconds3. For intervals longer than roughly lo4 seconds, o(z) generally 
increases with z, due to systematic processes affecting the frequency, In this regime, typical plots of 
the Allan deviation show o(z)-21, indicating domination by linear frequency drift. When linear drift 
is removed from the frequency data, o(z) often varies as 2112, which is characteristic of random-walk 
of frequency. Random walk frequency variations are likely to result from the simultaneous action of 
several quasi-independent processes; an underlying variation of a(%) suggests that a number of 
systematic effects are at work in addition to the dominant long-term process. 

In order to improve the long-term frequency stability of hydrogen masers, systematic 
frequency-varying processes must be identified and reduced. At the present level of maser 
performance, not one, but many such processes must be dealt with in order to achieve a substantial 
improvement in long-term stability. The aim of the present work is three-fold: first, to identify 
sources of systematic frequency variation; second, to estimate the magnitudes of the various 
combinations of effects on the frequency stability; and third, to identify strategies for minimizing 
these systematic effects. 



SOURCES OF SYSTEMATIC FREQUENCY VARIATION 

The s s w e s  of systematic frquency vdalion in hykogerm masers can be olrganized into three 
groups, as shown in Table. 1: (i) the basic internal mechanisms that determine the maser's 
frequency4, including cavity pulling, internal magnetic fields and field gradients, wall shift, 
collisional frequency shifts, and second order Doppler effect; (ii) environmental variables, including 
ambient temperature, magnetic field, humidity, barometric pressure, vibration, gravity, and time; and 
(iii) the myriad structures and systems within the maser that can connect, or transduce, environmental 
changes to the internal mechanisms. Time is included as an environmental or driving mechanism 
because many components, both mechanical and electronic, are observed to vary slowly, or "age," 
without direct external intervention. 

Collisional shifts 
' 2nd Order Doppler shift 

. Transducing mechanisms, and their connections between environmental drivers and internal 
maser physics, are listed in Table 2. As indicated in Table 2, the links between environmental and 
internal mechanisms are multiple, with many environmental drivers acting upon several physical 
mechanisms, often through several different transducing effects, and many internal mechanisms 
affected by more than one environmental force. Because all active masers necessarily employ 
systems that accomplish similar ends, the list of transducers is relatively general; the magnitudes of 
systematic frequency variations, however, can differ by orders of magnitude, depending upon the 
specifics of maser design. 

Relevant to practical considerations of maser frequency stability, but not included in the list of 
Table 2, are noise and phase variations introduced by the comparison system used to measure maser 
frequencies. Thermal and mechanical disturbance of signal-carrying cables, and thermal noise in 
amplifiers and mixers, can introduce phase changes that are difficult to separate from maser frequency 
variations; these effects are most important in relatively short-term comparisons (under 30 minutes), 
and will be particularly important when comparing cryogenic masers, which are projected to have 
stabilities in the range of lO-l7 to 10-18- 



Some of the transducing effects of Table 2 require explanation. An important internal maser 
frequency-determining mechanism is cavity pulling: a change Afc of the maser's resonant cavity 
frequency produces a change Afm in the maser frequency given by 

where Qc is the loaded cavity Q and Qbe is the atomic line Q. The main factor affecting the cavity's 
resonance frequency is the cavity's size: the resonance frequency of a typical cavity varies with cavity 
length at a rate of rougMy 10 MHz/cm, so that for Q J ~ ~ ~ ~ - 1 t ' ~  a typical value, a fractional change 
in the maser frequency of 10-15, which is readily measurable, is produced by a cavity length change 
of roughly one Angstrom, or the size of an atom. The cavity's dimensions are affected by the thermal 



expansiviity a of dne m a t e ~ d  of which the cavity is consmctd (a-10-8 'C-1 for low-expansion 
mate~als like Cewit or Zerodur, zcd a-2x10-5 "C-1 for m e d s  such as copper or aluminum); 
coneaction of the Jokes &ween ~ 5 e  cmity9s cyEnder md endplates over periods of months to yeass; 
thermal expansivity of the cavity's metallic coating (for non-metallic cavity materials); change in the 
coating's internal stress6; and shrinkage of the cavity's (bulk) structural material over years7.899. The 
cavity's resonance frequency is also affected by thermally-induced changes in the quartz storage 
bulb's dielectric coefficient and by changes in the cavity's varactor tuning diode voltage, which can 
result from temperature changes in the diode voltage reference or voltage divider circuit (or digital-to- 
analog converter PAC], if used), and from aging of the reference, divider, or DAC. 

Internal magnetic fields affect the maser's frequency primarily through the quadratic 
dependence of the hydrogen hyperfine energy upon magnetic field, and also, in masers that are not 
properly tuned, through magnetic-gradient line broadening, which can change the amount of cavity 
pulling by varying the line Q. In addition, the internal field affects the magnetic gradient shiftlo, 
which depends upon the d.c. magnetic field gradient, asymmetry in the r.f. magnetic field, and the 
state distribution in the atomic beam. Variations in the internal magnetic field can result from changes 
in the external (ambient) magnetic field, which is never perfectly excluded by the maser's magnetic 
shields; from changes in the shielding factor of the shields that may result from vibration or, possibly, 
from aging; and from changes in the current that supplies the solenoid that generates the uniform 
internal field. The solenoid current is susceptible to many of the environmental mechanisms that can 
affect the tuning diode voltage. 

Slow changes in maser frequency due apparently to variations in the wall shift have been 
observed. Wall shift changes might be caused by contamination of the storage surface by materials 
outgassed from other parts of the maser or entering the storage bulb from the hydrogen dissociator; 
by outgassing of contaminants from the bulb surface (cleanup); and by physical or chemical changes 
in the fluorocarbon storage coating itself. 

Frequency shifts due to collisions between stored hydrogen atoms - spin-exchange shifts 
and so-called Crampton-Verhaar shifts --- are affected by variations in the hydrogen beam flux 
intensity and by changes in the magnetic fields in the region between the state-selection magnets and 
'the resonant cavity, which can vary the distribution of atomic states entering the storage bulb. 

The second-order Doppler shift affects the maser frequency directly through the speed, and 
therefore the temperature, of the hydrogen atoms in the storage bulb. 

ESTIMATION OF SYSTEMATIC EFFECTS 

APPROACH TO ESTIMATION 

In estimating the magnitude of the many frequency-varying effects, both analytical and 
experimental approachs are used. Some effects can be analysed from physical principles; for 
examgle, the second-order Doppler shift A ~ D  is direcdy related to the temperature of the storage bulb, 
while the change in the cavity resonance frequency due to cavity expansion can be expressed as a 



function of the cavity's temperature and the caG$y mare~d ' s  thennd expansion cmfficient a. Other 
effeca are &fficule or impssible to arrrdyse f o m  frst p~mciples, and must be me~ured ;  exmples are 
cavity joint sI?,+trkage, and cavity frequency changes resulting fmm v&+aki03 in the length of the 
coaxial cable coupling the cavity to the r.f. ouput circuit. Some effects, such as magnetic field 
sensitivity or thermal variations, can be measured in controlled, relatively short-term tests; others, 
notably the wall shift and cavity shrinkage, require very long-term observations and measurements. 

For all effects, estimating absolute frequency variations requires assumptions about the 
construction of the maser, the effectiveness of its control systems, and the magnitudes of 
environmental variations. Here we assume an active maser with a low-expansivity resonant cavity; 
thermal control that maintains the maser's cabinet air temperature constant to 0.1 "G =d the cavity 
temperature constant to 2x10-5 OC; and passive magnetic shields with a shielding factor S = 
AHexJAHint - 4x104. As discussed in a later section, cavity autotuning and other environmental 
control mechanisms, which are not assumed here, have the potential of significantly reducing some 
systematic frequency variations. 

DISCUSSION OF SPECIFIC EFFECTS 

. In addition to being a function of internal mechanisms such as the 
bulb dielectric coefficient and the cavity's dimensions, the cavity's resonance frequency is affected by 
the external circuit that couples r.f. power out of the cavity. Because the circuit terminator, usually a 
ferrite isolator, cannot be perfeGtly matched to its input coaxial cable, changes in the cable's length can 
alter the amount of r.f. power reflected back to the cavity, and consequently change the cavity 
frequency. As shown in Fig. 1, which represents measurements using a particular isolator, cable, 
and cavity coupling coefficient, the sensitivity of maser frequency to cable length can be as much as 
several parts in 1012 per cm if the cable's length is not adjusted optimally, or nominally zero if the 
cable's length is properly chosen. The choice of cable length affects not only the maser's sensitivity 
to the cable itself, but also its sensitivity to changes in the terminating isolator. This effect may play a 
part in the sensitivity to changes in ambient humidity, discussed below. 

The cavity resonance frequencies of many masers increase 
monot shows the change in maser frequency due to cavity resonance 
frequency variations in Smithsonian Astrophysical Observatory (SAO) masers over periods of up to 
ten yearsll. The data were obtained from the variations in the tuning diode voltages required to keep 
the maser cavities spin-exchange tuned12, and were &anslated to a common origin for ease of 
comparison. The frequencies almost invariable increase, at rates that generally decrease with time, 
and lie between roughly 2x1 0-15/day and 7~10-~5/day. A possible source of such behavior has been 
suggested to be shrinkage of the polished, although not optically contacted, joints between the cavity 
cylinder and endplates. Optically contacted joints in similar materials have been shown to shrink at 
roughly exponentially decreasing rates, with characteristic times on the order of months5. The 
continuing increase in cavity frequencies over many yeas, however, suggests s f i d a g e  sf the bulk 
cavity m a t e ~ d  itself. Such sG&age has k e n  obsemd in gauge-blwks of 2ro$m7 md a E 9  and 
in Zerdur m d  ULE laser %talons< md is su aPiz& in Table 3. Colum 3 of the table gives the 
equivalent maser frequency change that would result from the material shrinkage, assuming 



QdQine-lO-', The substmtidly lower sh~nkage rate obsewed in a %J%E etalon provides reason to 
believe that a propr choice sf cavity m a t e ~ d  can result in a signzicant decrease in cavity frequency 
v ~ a t i o n .  

Wall Shift Even after changes in cavity frequency are accounted for by spin-exchange tuning, 
masers are observed to have long-term frequency drifts that are generally ascribed to changes in the 
wall shift. Figure 3 shows the frequencies of 7 hydrogen masers measured after tuning13. (The 
tunings and frequency measurements were generally done after the masers had been opened to the 
atmosphere for changing of their vacuum pump elements.) The tuned maser frequencies were 
compared with UTC by means of GPS common-view measurements or, in the case of the early 
measurements, transportable cesium clocks. (For this reason the early measurements have relatively 
large uncertainties.) The frequencies of most of the masers decrease with time, at rates between 
roughly -6x10-16/day to -2~10-~5/day. Some of the more recently built masers, on the other hand, 
appear to increase slightly in frequency, at rates of up to +6x10-16/day. These wall shift changes 
may be due to chemical or physical alterations in the coating materials, or to adsorption or desorption 
of contaminants. In addition, wall shift changes have been observed that result from changes in the 
hydrogen flux intensity entering the storage bulb. Wall shift variations cannot be removed by cavity 
retuning or servo control, and represent what is likely to be the dominant systematic effect on long- 
term maser frequency s t a b i l i ~ ~ ~  Research into improved wall coating materials is called for, building 
upon Soviet work that has yielded coatings with up to 10 times less wall shift than previous 
materialsl4. 

Gravity Gravity affects the frequency of the hydrogen maser both through the relativistic 
effects to which all clocks are subject, and through deformations of the maser's structure, primarily 
the microwave cavity. In particular, many masers are sensitive to tilt; the measured sensitivity of one 
maser15, for example, is 3 . 6 ~  1 0-14/degree. While tilt sensitivity should not affect the frequency 
stability of a maser located on a solid, it does limit the resettability of a maser after being moved, and 
requires masers to be carefully repositioned or retuned after being moved. 

Migh-stability cesium and hy&ogen clwks have been observed to be sensitive to 
hurnidiv. Changes in hurnidity ~ g h t  dfect a maser's squency by dtePing the themd conductiviv 
of the air within the maser cabinet and thus dfecting its temperature conBol systems, or by dtefing 



the s u ~ a c e  conductivity of the high-impedan6;e circuits suppiynng the tuning &ode voluge; there is 
dso  evidence saaggesting that huaP.li&ty may affect the maser9s ouqut  isolator or carmid coupling 
cablel6. 

SUMMARY OF RESULTS 

The results of measurements and calculations of a variety for systematic effect are samarized 
in Fig 4. The black lines give ranges of sensitivities for effects that can be estimated with a 
reasonable degree of confidence; gray lines represent values for which precision is lacking, or for 
which parameters, such as cavity detuning, can vary over a substantial range and depend upon 
specific maser operation. Lack of space prevents presentation of detailed derivations; details are 
available elsewherel7. It can be seen from Fig. 4 that, under the assumptions made here, the major 
systematic contributions to maser frequency variation arise from dimensional aging of the cavity 
material and from wall shift variation, contributing frequency variations on the order of parts in 
1016lday. A variety of other effects are expected to come into play at the level of parts in 1016, and as 
a matter of observation, frequency stabilities currently appear limited, even after removal of linear 
frequency drift and rate of change of drift, to several parts in 1015 for periods of days to weeks3. 

STRATEGIES FOR REDUCING SYSTEMATIC FREQUENCY 
VARIATIONS 

A variety of approaches to reducing systematic frequency variations in hydrogen masers have 
been implemented or proposed. Cavity pulling in active masers has been addressed by means of 
servo systems that lock the cavity's resonance frequency to the atomic masing frequencyl*.l9,20. 
Active servo control has also been applied to the reduction of magnetic field effects; one such system 
concentrates and senses the magnetic field within the outermost magnetic shield and controls a 
solenoid to compensate for ambient field changeslg. Single-state hydrogen beam state selection 
system~~17~~23 can improve magnetic performance as well as reduce cavity pulling. By preventing 
hydrogen atoms in undesired hyperfine states from entering the storage region these systems reduce 
spin-exchange relaxation, thereby increasing the line Q and decreasing cavity pulling; in addition, they 
substantially reduce collisional frequency shifts that make the maser susceptible to magnetic field 
variations24. 

Electronic control systems and servos, including the temperature, hydrogen flux, tuning 
diode, and magnetic field controllers used in all masers, are potentially subject to long-term changes 
due to aging of components such as voltage references, thermistors, setpoint resistors, varactor 
diodes, and isolators. The effects of such aging on maser frequency stability has not been reported, 
and will require lenghy and careful investigation to quantify. 

Wall shift variations cannot be rduced by incoqoradng new maser systems, but rather by 
improving the chemical and physical propefiies sf  the wall coating matefial, and perhaps by 
idenwing and rduciPlg csnt afing mtelids in &%he maser* 



A different approach to improving maser frquency stability is available for Ease with masers 
that are employ& as mdum- te rn  flywheel oscillaton or frquermcy rekresces. The ~ f t  rate of a 
maser can be es~blished by spin-exchange tuning the maser at intervals of weeks to months, or by 
comparing the maser's frequency with international references by means of GPS common-view 
measurements. Using a phase-continuous digital synthesizer in the maser receiver system, the output 
frequency of the maser receiver can be varied in steps of less than 10-17 to compensate for the maser 
drift. The tuning diode is then reset at intervals of weeks to months to the tuned cavity condition, at 
which time the synthesizer frequency is adjusted simultaneously to keep the maser's output frequency 
constant. 

CONCLUSIONS 

At the present state of the art, hydrogen maser frequency stability appears limited to a few 
parts in 1015 for intervals of days to weeks. Improvement of long-term stability will require careful 
attention to a variety of systematic effects. An advantageous approach to dealing with these effects 
appears to be to identify and reduce systematic processes as much as possible, and then to employ 
active servo control systems to reduce them further, taking care that the control systems do not, 
themselves, introduce other systematic variations. 
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Abstract 

The frequency, amplihrde, and noise of the output signal of a quark-crystal-controlled-oscillator is af- 
fected by a large number of environmental effects. This paper examines the physical basis for the sensitivity 
of precision oscillators to temperature, humidity, pressure, vibration, magnetic field, electric field, load, and 
radiation. The sensitivity of crystal oscillators to radiation is a very complex topic and poorly understood. 
Therefore only a few general results are mentioned. The sensitivity to most external influences offen varies 
significantly from one oscillator type to another and from one unit of a given type to another. For a given unit, 
the sensitivity to one parameter often depends on the value of other parameters and history. Representative 
sensitivity to the above parameter will be given. 

I. Introduction 

Quartz crystal oscillators are a fundamental element in many areas of frequency metrology affecting 
applications such as communication and navigation. Their frequency, output level, amplitude noise, 
and phase noise are generally critical parameters that determine the overall performance of a system. In 
many applications their performance is significantly less than that obtained under ideal envirollmental 
conditions. In this paper I will briefly outline the pkysical basis and representative values for the 
sensitivity of quartz crystal oscillators to enviro~lmental parameters. The most important of these 
are temperature, humidity, pressure, vibration, magnetic field, electric field, load, and radiation. The 
sensitivity of quartz oscillators to radiation is a very complex and poorly understood topic and therefore 
only a few general results are mentioned. For a given oscillator the sensitivity to  one parameter often 
depends on the value of other pa.ra,meters, and the history of the device. It is often difficult to 
separate the influence of one parameter from that of another. Several methods for characterizing the 
enviroilmental sensitivities of both quartz resonators and oscillators axe discussed in El]. Much more 
effort is needed in this area. 

II. Model of a Quartz Controlled Oscillator 

Figure 1 shows a simplified diagram of a qua.rtz-crystal-controlled oscillator. The well known oscilla,tion 
conditions are that the phase around the loop be an integral n~ultiple of 2n a.nd that the loop ga.in be 
1 [2-51. Small changes in the loop phase, d d ,  are compensated by a change in oscillation frequency of 



where 14 is the oscillation freqrrcncy and Q is the loaded Q-factor of the resonator. Small changes in 
the frequency of the resonator are direc"ily translated illto cllaliges in the fleclueiicy of the oscillator 
since the rest of the electronics is generally very b r o a d b a ~ ~ d  compared to the resonator, that is, 

These two equations provide the basis for understanding how the various environmental conditiolzs 
affect both the short-term and the long-term frequency stability of the oscillators. 

111. Changes Within the Resonator 

Envirollmental effects that clxa~lge the frequency of the resonator have been investigated by many 
people in much more detail than can be described in this paper. The most important environmentally 
driven changes within the resonator are driven by changes in temperature, level of excitation (sf 
amplitude), stress, adsorption and desorption of material on the surface, vibration, radiation, electric 
field, and magnetic field. 

The frequency shifts due to  these effects are universal to the extent that a given change in resonator 
frequency causes the same cha.nge in oscillator frequency in the limit that the oscillator loop is broad- 
band. Different oscillator designs have an influence on the apparent isolation of the resonator from 
the environmental parameters. 

A. Temperature and Teillperature Changes 

Temperature variations change the value of the elastic constants and, to a lesser degree, the dimensions 
of the resonator. The change in resonator frequency with temperature varies greatly with crystallo- 
graphic cut and orientatioll [6-211. Figure 2 shows a typical static frequency versus temperature curve 
for precision quartz resonators [16]. The actual values depend on the resonator cut, overtone, fre- 
quency, diameter, and mounting technique. Temperature changes and temperature gradients often 
cause frequency changes that are large compared to the slope of the static curve [6-221. Typical 
coefficients for the frequency-temperature effect for 5 MHz resonators are 

Av/vo = lo-'  AT^ - dT/dt 

for 5th overtolle AT-cuts, and 

for 3rd overtone SC-cuts. Here AT is the temperature difference in I< from turnover and dT/dt is the 
rate of change of temperature in Iils. 



The dynainic temperature efFect leads to hysteresis in the experimeiltal ~neasurements of te~nperature 
coefficients as shown in Figs. 3 aad 4. This effect rna.kes it diflicult to loca.te the exa,ct turn-over 
jroint. This in tilrrr lea..ds to oscillators with finite frequency changes even for slow, small temperahre 
excursions, especially for AT-cut resona,tors. Table 1 shows typical tell~perature coefI<cienls br. an  Xr- 
cut resonator as a. functiorl of the error in setting the overt to the exact turn-over point. Table 2 shows 
typical temperature coeHicients for a.n SC-cut resona,tor as a, function of the error in setting the oven to 
the exact turn-over point, The a.ctual cha,~lge in tel~perature ma,y be driven by cha,nges in a.tmospheric 
pressure and/or humidity thereby cha~lging the thermal conductance a,nd temperature gradients within 
the oscillator package [22-241. Deposited radiative energy can also cllange the teniperature of the 
resonator. The perfornlance potential of AT-cut resonators is extremely difficult to attain due to their 
very high dynamic temperature coefficient. Sulzer was the first to  attain a performance N 3 x 10-l3 
from AT-cut resonators, and it  was many years before it was generally realized that the reason for the 
excellent performance was an oven design with extremely low t1lerma.l transients [25]. The reduction 
in the dynamic temperature coefficient for SC-cut resonators as compared to  the ea,rlier AT- and BT- 
cut resonators represents a major advance in the practical application of quartz crystal oscillators in 
nonideal environments using only simple ovens. Much better thermal performance can be obtained 
using multiple ovens [26], aged high-performance thermistors [27], and compensated oven designs [28]. 
The tradeoff is increased complexity, size, weight, and cost. 

Temperature generally does not affect the phase noise or short-term frequency stability of an oscillator. 
However, in cases where the sustaining electronics is not temperature controlled, slight changes in gain 
and noise figure with temperature will be reflected in the output phase noise. Reviews of tlie correlation 
of output phase noise with the noise performa,nce of tlie sustaining stage a.nd output amplifier are given 
in [2-5, 291. 

Another important effect, especially with AT-cut resonators, is activity dips. Activity dips are due to 
the accidental overlap of some other mode of the resonator with the resonance mode. This coupling to 
the unwanted mode leads to  increased losses and hence a reduction in tlie oscillator amplitude. The 
frequency of the resonator is a.lso pulled by the coupling to tlie other mode, which usually has much 
higher sensitivity to temperature than the primary niode of oscillation. This leads to temperature- 
frequency coefficients that vary rapidly with temperature over very narrow ranges in temperature of 
the resonator [30-341. Figure 5 shows the frequency-versus-temperature performance of the primary 
clock in the Ginga satellite [33]. The nonlinear thermal coefficient nea,r lg°C make it  very difficult to 
model to  accurately recover clock timing. SC-cut resonators and some types of lateral field resonators 
show much reduced incidence of activity dips and their associated quirks in the temperature coefficients 
[34-361. 

The dynamic temperature effect and tlie possibility of an activity dip significantly complicates the 
specification and measurement of oscillator temperature coefficients. For critical applications the 
frequency must be measured over the entire operating temperature range using a model of the actual 
temperature profiles. 

B. RF Excitation Level 

The frequency of the resonator is also a function of a.mplitude of the signal level as sllown in Fig. 
G [16, 18-20, 34, 37-39]. The sensitivity to this effect, usually called tlie amplitude-frequency effect, 
is a function of the blank curvature as shown in Fig. 7 [34]. Typical sensitivities to this parameter 
range from approximately I O - ~ / , L L T V  for 5th overtone AT- or BT-cut resonators to pa.rts in 1 0 - ~ l / ~ l ' V  



for 31d overtone, SC-cut resonators at 5 l / lKz.  Tlte primary envirolrmental drivers for this effect 
are temperature, humidity, or radiation changing the excitation level through interaction with the 
;iiiiomai"ic gai~r corai~ 01 ( AGC) and the gain of t l t ~  sustaining stage Clranges 111 tl-rc dc srrpply voltage 
can also affect the amplitude of oscillation by changing the AGC circuitry. 

C ,  Stress (Force) 

Stress on the resonator blank changes the resonance frequency through the nonlinear piezoelectric 
coefficients [ll-21, 34, 40-441. Stress is transmitted to  the resonator through the mounting structure. 
It can originate from temperature-driven dimensional variations in the vacuum enclosure, or changes 
in the pressure surrounding the vacuum enclosure, changes in the magnetic field causing a change in 
the mounting force due to the use of magnetic components. The stress on the resonator, due to  the 
use of electrodes directly plated onto the resonator, can change with resonator drive, temperature, 
radiation exposure, and time. The stress due to the electrode has been estimated [12-13, 201, but 
the changes with environmental effects such as vibration and temperature cycling are very difficult to 
estimate. Figure 8 shows the change in frequency of a traditional AT-cut plate due to  diametrically 
opposed forces in the pla.ne of the resonator as a function of the angle between the applied force and 
the x axis [29]. BVA resonators are probably less sensitive to this effect due to their unique mounting 
arrangement [20-211. 

D. Adsorption-Desorption 

Changes in the quantity or distribution of molecules on the surface of the resonator can lead to 
very large changes in the frequency of the resonator [6, 16, 46-48]. One monolayer added to a 5 
MHz resonator amounts to roughly 1 part per million change in the frequency [16]. Major drivers of 
changes in the ba,ckgrouad pressure and in the movement of adsorbed gasses are temperature changes 
and enclosure outgassing or leaks. 

The background pressure of helium inside the resonator enclosure can significantly increase if the 
vacuum enclosure is glass and the resona.tor is operated in an environment with large amounts of 
helium. A typical helium leak rate for a gla,ss enclosure operating at 80°C in a pure helium environment 
is 5 x 10-~Pa/s. Even in air at 80°C the helium builds up at a rate of approximately 2 x 10-'Pa/s or 
about 0.7Palyr [49]. The use of metal enclosures greatly reduces the helium lea,k rate, but most metals 
outgas significant amounts of hydrogen and may contribute to the drift of some oscillators [29,49]. A 
typical sensitivity for a.n AT-cut resonator to a non-reactive gas is 10-'/Pa (0.7 x 1 0 - ~ ~ / T o r r ) .  
Ceramic enclosures that reduce the helium and hydrogen leak rates to  negligible values have been 
developed [46]. There also is some question as to  what portion of the residual phase noise in quartz 
resonators is due to time va,rying rates of collisions with the background gas [48]. 

Although a large shock and/or vibration can change the long-term frequency of the resonator, the 
dominant effect is usually the i~lstaittaneous change in the frequency of the resonator due t o  changes in 
the stress applied to the resonator through the mounting structure [6,14,16,18-21,50-571. The frequency 
change depends on orientation and is linear with applied acceleration or vibration up to approximately 
50 g 1191. See Fig. 9. The ma.ximum sensitivity is typically of order 2 x Significant effort has 



been expended in minimizing this effect through compensation 152-541, rnounting techniques 120- 21,49- 
50,521, and nesoirator fabrication teclrnicjrrec j20-221. Tlre nc.t sensitivity for specially con~perlsatcd or 
fabricated oscillators ranges from approximately 1 0 ~ "  to 3 x 10-lo per y. The clrarrge in frequency 
due to inversion "2g tipover test" is ofteit biased due to changes in the temperature gradient as shown 
in Fig. 10. ALthougil not comriloniy mentioned, ll~agrretic field sensitivity can also bias the test since 
tlre magnetic field effect also is a function of position and rnotiorr [58-591. 

The phase noise of a resonator subjected to vibration is increased by an amount 

where I' is acceleration sensitivity and A is the applied acceleration. Figure 11 shows the quiescent 
phase noise of a 100 MHz oscillator and that obtained with I' = 2 x 10-9/g and A = 2cos 27r f t .  The 
increase in phase noise over that obtalned under quiescent conditions is approximately 70 dB at a 
Fourier frequency of 10 kHz. Even with I' = 1 x the degradation would be about 30 dB. 

F. Radiation 

Radiation interacts with the resonator in many ways. Althougll not fully characterized for each 
resonator type and oscillator, it is possible to list some common aspects. A more detailed summary is 
found in [16]. 

Pulse Irradiation Results 

1. Fbr applications requiring circuits hardened to pulse irradiation, quartz resonators are the least 
tolerant element in properly designed oscillator circuits. 

2. Resonators made of unswept quartz or natural quartz call experience a large increase in series 
resistance, R,, followi~lg a pulse of radiation; tlie radiation pulse can even stop the oscillation. 

3. Resonators made of properly swept quartz experience a negligible change in R, when subjected 
to pulsed ionizing radiation (the oscillator circuit does not require a large reserve of gain rnxgi:~). 

Steady-State Radiation Results 

1. At doses <I00 rad, frequency change is not well understood. Radiation can induce stress relief. 
Surface effects such as adsorption, desorption, dissociation, polynierization and chargi~lg may be 
significant. The frequency change is nonlinear with dose. 

2. At doses >1 Krad, frequency change is quartz impurity dependent. The ionizing radiation pro- 
duces electron-hole pa.iirs; the holes are trapped by the impurity A1 sites while the compensating 
cation (e.g. Li or Na) is released. The freed cations are loosely trapped along the optic axis. 
The lattice near the A1 is altered, and the elastic constant is changed; therefore, the frequency 
shifts. Ge impurities are also troublesome. 

3. At lo6  rad dose, frequency clra~~ge ranges from 10-l1 per rad for natural quartz to 10-~"er ra.d 
for high quality swept quartz. 



4. Frequency cl~ange is negative for natural quartz; it can be positive or negative for cultured and 
swept cultured quartzz. 

5. fiequerzcy ~lrarlge saluiates a t  doses > sads. 

6. The Q degrades if the quartz  contains a high concentration of alkali impurities; t i l e  & of res- 
onators made of properly swept cultured quartz is unaffected. 

7. Frequency cl~ange anneals at T > 24OoC in less than 3 hours. 

8. Preconditioning (e.g., with doses > lo5  rads) reduces the high dose radiation sensitivities upon 
subsequent irradiations. 

9. High dose radiation can also rotate frequency-vs.-temperature characteristic. 

G. Electric Field 

The frequency of certa,in resonator cuts are directly affected by the application of even small electric 
fields through changes in dimension and effective mass and through interaction with the nonlinear 
coefficients [58-631. The application of electric fields also tends to  cause ions within the crystal to 
move which changes the frequency. The net result is that the change in frequency generally has a 
fast component due to  the interaction with the crystal constants and one or more slower components 
associated with the movement of ions as shown in Fig. 12. The slower time constants depend ex- 
pone~ltially on temperature. This electric field effect has been used to vibration compensate SC cut 
resonators [54] and to  create an ultra-linear phase modulator [GO]. Sensitivities t o  this effect are highly 
cut a.nd material dependent and range from approximately 10-l1 to  per volt applied across the 
resonator. Large electric fields and elevated temperatures are sometimes used to  "sweep" ions out of 
the quartz bar prior to fabrication resonators [lG,GO-631. This is ,most often used on resonators for 
radiation environments. 

H. Magnetic Field 

The inherent magnetic field sensitivity of quartz resonators is probably smaller than 10-11/~  [1,G4- 
661. Most resonators are, however, constructed with magnetic holders. As the magnetic field changes 
the force on the various components of the resonator. This causes a frequency shift through the 
force-frequency coefficiel~t discussed above. 

IV. Changes Within the Loop Electronics 

Many environmental parameters cause change in the phase around the oscillator loop. The most 
important are temperature, humidity, pressure, acceleration/vibration, magnetic field, voltage, load, 
and radiation. This environmental sensitivity often leads to increases in the level of wide-band phase 
noise in the short-term, random-walk frequency modulation in the medium-term, a.nd drift in the 
long-term. The value of loop phase shift are not universal, but critically depend on the circuit design 
and the loaded Q-factor of the oscillator. 



A. n n i n g  Capacitor 

Tlze frequency of the osciIlator is generally fine-tuned using a load capacitor, CL,  of order 20 to 32 
pF. In practice this capacitor is often made up of a fixed value (selected at the time of manufacture), 
a mechanically tuned capacitor for coarse tuning; a varactol for electronic tuning, arid a co~ttributio~l 
from the Input capacitance of the sustaining stage and matching networks. The frequency change for 
small changes in CL are 

where Co is the parallel capacitance and CI is the motional capacitance. It is not uncommon for 
the first term in Eq. 5 to  be of order [16]. In this case a change in CL of only results in 
a frequency change of Primary environmental parameters which change CL are temperature, 
humidity, pressure, and shock/vibration. Humidity and pressure change the ratio between convection 
and conduction cooling. See Figs. 10 and 13. Pressure changes in a hermetically sealed oscillator can 
a.lso be driven by temperature. This changes the tempera.ture gradients and thereby the temperature 
of the tuning capacitor (and also the temperature of the resonator.) Shock and vibration can change 
the mechanical capacitor, if present. Changes in the supply voltage, AGC and temperature all change 
the input capacitance of the sustaining stage and the varactor diode. Humidity can change the value 
of the dielectric coefficient and losses in the capacitors and even the circuit board. Radiation can 
change the gain and offsets of the AGC and the sustaining stage and thereby change the effective 
input capacitance. 

B. Mode Selection/Tuned Circuits 

Most oscillators use matching circuits and filters to adjust the loop phase to  approximately On and, 
especially with SC-cut resonators, to suppress unrvanted modes. Tke phase shift across a transmission 
filter is given approximately by Eq. 1 with the & in this case being that of the tuned circuit, Qc. The 
fractional change in output frequency due to small changes in either circuit inductance, LC, or circuit 
capacitance, C,, is approximately given by 

Far from resonance the change in loop phase with change in filter capacitance or inductance is generally 
much less than that given by Eq. (1). This suggests that the use of notch filters to suppress unwanted 
modes is probably superior to  the use of narrow-band transmission filters. 

The values of most resistors, inductors and capacitors, and even parameters associated with the active 
junctions, are a function of temperature, humidity, current, or voltage. Significant improvements in 
the medium-term frequency stability ca.n often be obtained merely by sealing an oscillator to  prevent 
changes in the humidity and pressure 122-231. Figure 13 shows the frequency change of a high perfor- 
mance oscillator due to a change in relative humidity from approximately 20% to 100% [22-231. This 
fractional change of frequency is about 1000 times the normal 1 s frequency stability of 3 x 10-13. 



C ,  Exterraal Load 

If the external load of the oscillator changes, there is d clra~ige in  the amplitude and/or phase of the 
signal reflected back into tlte oscillator. The poltion of this reflected sigrtal that reaches the oscillating 
loop changes the phase of the oscillatio~l and hence the output frequency by an amount given by Eq, 
(I) and reexpressed in Eq. (8). I11 this case we can estimate the maxiniurn phase change as just the 
square root of the isolation. For example 40 dB of  sola at ion corresponds to a maxilzlum phase deviation 
of radians. 

For Q w lo6  and isolation of 40 dB, the maximum pulling is approximately Av/v = 5 x lo-'. This 
is an approximate model for most 5 MHz oscillators. As the frequency increases the problem of load 
pulling becomes much worse because both the Q-factor and the isolation decrease. 

D. Acceleration, Vibration, and Magnetic Fields 

Acceleration and vibration can distort the circuit substrate and the position of components leading to 
changes in the stray inductance and/or ~a~pacitance and thereby changes in the frequency. Virtually 
none of the presently available oscillators have magnetic shielding. The presence of magnetic field com- 
plicates matters significantly since changes in orientation within the magnetic field lead to  frequency 
shifts and motion dependent effects. Therefore movement, acceleration, and or vibration certainly 
leads to  induced electric and magnetic fields that disturb the quiescent performance of the oscillator. 
In most cases such effects are very difficult to sepa.rate from other motion induced effects. Accel- 
eration and vibration of circuit elenleilts in the absence of a magnetic field lead to  phase/frequency 
modulation. These effects are difficult to separate from those due to changes of stress applied to the 
resonator, but are no doubt present and may in some cases prevent accurate measurements on some 
low-g-sensitive resonators [1,56,57,64-661. 

Discussion 

The frequency stability of quartz-crystal-controlled oscillators has been refined to the point that small 
changes in a wide variety of envirollmelltal parameters are now significant. The most important 
envirollmental parameter is probably acceleration and vibration at frequencies less than approximately 
100 Hz. All of the other ellvirolzmental drivers can be significantly reduced by appropriate attention to 
circuit design and/or shielding. Among the remaining environmental drivers, temperature is probably 
the most significant. Most oscillator ovens could be significantly improved using better circuits and 
better insulation. Magnetic shielding may be necessary to actually realize the full performance of 
low-g sensitivity resonators. Pressure a.nd humidity effects ca.n be very serious in open oscillators. 
Fortunately these effects can be eliminated by hermetically sealing the oscillator. The sensitivity to 
low doses of radiation is not well understood. More work needs to be done to refine the characterization 
of sensitivity to various environmental parameters. 



I am pa~ticularly grateful to A. Bdlato, R. Resson, R. Filler, J .  J .  Gagnepain, and J. Vig for many 
discussions of systenlatic effects in quartz crystal-controlled o~cillators. 
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Table 1. Typical frequency 
ter~iperaiuro of 85°C as a 
AT/& < 10nKls .  

versus temperature coefficients for an AT-cut resonator with a turnover 
frrnetiori of oven palmriietels. Frequency stability of 1 x 10-I% eclrriici: 

Table 2. Typical frequency versus temperature coefficients for a SC-cut resonator with a turnover 
temperature of 85OC as a function of oven parameters. Frequency stability 1 x 10-l3 requires ATlrlt < 
330nIils. 
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Table 1. Typical frequency versus temperature coefficients for an AT-cut 
resonator with a turnover temperature of 85 as a function of oven -3 
parameters. Frequency stability of 1 x 10 requires hT/dt < 10 nK/s. 

Oven Offset Oven Change 

Table 2. Typical frequency versus temperature coefficients for a SC-cut 
resonator with a turnover temperature of 5°C as a function of oven 

-13 
parameters. Frequency stability 1 x 10 requires AT/dt < 330 nK/s. 

Oven Offset Oven Change 
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Fig. 1 Simplified block diagram of a quartz-crystal-controlled-oscillator. 
Loop gain = 1 and loop phase = n27~ n = 0,1,2 . . . .  

FREQUENCY-TEMPERATURE-OVEN CHARACTERISTICS 
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Fig 2. Idealized frequency versus temperature curve for a quartz resonator. 
The turnover point and the oven offset from turnover are indicated. From 

1161.  



AT cut 5 t h  overtone 5 KHz 

L-4 
Temperature (OC) 

Fig. 3. Frequency versus temperature for a 5 MHz AT-cut resonator. The static 
temperature curve is shown in curve 1. The other curves show the response 
with +4OC sinusoidal temperature cycling at a sweep frequency of 9.2 x 
Hz-curve 2, 3.7 x lo-* Hz-curve 3, and 7.4 x lo-' Hz- curve 4. A model fit to 
the curves yields a dynamic temperature coefficient of -1.3 x loe5 s/OC. From 
[lo]. 

SC cut 3rd overtone 5 MHz 

Temperature (OC) 

Fig. 4 .  Frequency versus temperature for a 5 MHz SC-cut resonator. The static 
temperature curve is shown in curve 1. Theother curves show the response 
with 5 4OC sinusoidal temperature cycling at a sweep frequency of 9.1 x 
Hz-curve 2, and 1.8 x lo-' Hz-curve 3. A model fit to the curves yields a 
dynamic temperature coefficient of 3 x 10-' s/OC. From [lo]. 
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Fig. 5. Frequency versus temperature for the primary timing clock of the Ginga 
satellite. From [ 3 3 ] .  

Fig. 6. Frequency versus the rf excitation level for a 5 MHz AT-cut 
resonator. From [ 1 9 ]  . 
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Fig. 7. Frequency versus the rf excitation level for AT-, BT-, and several 
SC-cut resonators. The approximate power levels are indicated on the left 
margin. From [ 1 6 ,  3 3 1 .  

Frequency C e for in ~la-ne Forces 

Fig. 8. Frequency shift versus diametrically opposed forces in the plane of 
the resonator as a function of the angle between the force and the azimuthal 
axis. From [28]. 
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SUPPORTS 

Fig. 9. Typical sensitivity of a AT-cut resonator to acceleration as a 
function of direction. From [19]. 

Fig. 10. Frequency of a precision oscillator as a function of orientation. 
Position 1 and 6 are the same. Note the slow change of frequency immediately 
after the rotation. This is likely due to small changes in the temperature 
gradient within the oscillator. From [ 2 3 ] .  



f (Hz) 

Fig. 11. Quiescent phase noise of a high quality 100 MHz oscillator and the 
induced phase noise from the application of sinusoidal acceleration at 
amplitude 2 g. An acceleration sensitivity of 2 x has been assumed. 

T I M E  ( s )  

Fig. 12. Frequency of a function of applied voltage. The slow variation 
after the change in voltage is due to the movement of ions within the 
resonator. From Gagnepain [ I ] .  



D H Y  ( M J T I !  

Fig. 13 Frequency change of quartz controlled oscillator due to a change in 
humidity. Fractional stability is approximately 2 X 10-l3 at 1 s. From [ 2 2 ] .  
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Abstract 

As the performance of passive atomic frequency standards improves, a new limitation is encountered 
due to frequency fluctuations in an ancillary local oscillator (L.O.). The effect is due to time variation in the 
gain of the feedback which compensates L.0. frequew fluctuations. The high performance promised by new 
microwave and optical trapped ion standards may be severely compromised by this effect. 

We present an analysis of this performance limitation for the case of sequentially interrogated standards. 
The time dependence of the sensitivity of the interrogation process to L.O. frequency fluctuations is evalu- 
ated for single-pulse and double-pulse "Ramsey " RF interrogation and also for amplitude modulated pulses. 
The effect of these various time dependencies on performance of the standard is calculated for an L.O. with 

frequency fluctuations showing a typical I / f spectral density. A limiting 1 / f i  dependent deviation of fre- 
quency fluctuations is calculated as a function of pulse lengths, dead time, and pulse overlap. 

We also present conceptual and hardware-oriented solutions to this problem which achieve a much more 
near& constantsensitivity to L.O. fluctuations. Solutions involve: use of double-pulse interrogatwn; alternate 
interrogatwn of multiple traps so that the "dead time" of one trap can be covered by operation of the other; 
and the use of double-pulse interrogation for two traps, so that duringthe time of the RFpulses, the increasing 
sensitivity of one trap tends to compensate for the decreasing sensitiv* of the other. A solution making use 
of amplitude-modulated pulses is also presented which shows nominally zero time variation. 

INTRODUCTION 

As the performance of passive atomic frequency standards improves, a new limitation is encountered 
due to frequency fluctuations in the local oscillator (L.O.) from which RF interrogation signals are 

This limitation continues to the longest times, giving frequency deviations which show 
the same 116 dependence on measuring time T as the inherent performance of the standard itself. 
It is due to periodic time variation of the ga,in in the feedback which keeps the L.O. frequency loclted 

"This work was carried out a t  the Jet Propulsion Laboratory, California Institute of Teclunology, under a contract 
with the National Aeronaut,ics and Space Administration. 



to the atomic line. The varying gain aliases higher frequency L.O. fluctuations to frequencies near 
zero frequency, and these low frequency detected signals are improperly colnpensated by the feedbacli 
process, 

Practical atomic interrogation processes show a sensitivity to L.O. frequency which is not coilstai~t 
with time, Tills arises because e.g. the high and low frequency sides of the atomic absorption line are 
alternately interrogated to compe~~sate for signal strength variability. Furthermore, a "dead time" wit11 
consequent zero sensitivity is characteristic of newly developed standards using sequential interroga- 
tion. These include both microwave and optical frequency versions of the trapped-ion standard. The 
higher performance promised by these new standards is severely compromised by presently available 
L.O. capability. 

In the following sections we examine the time dependence of the sensitivity to L.O. frequency which 
is inherent in single- and double-pulse (Ramsey) sequential RF interrogation processes. Details of 
the electromagnetic transition are calculated using a conventional spin-flip analogue. This treatment 
allows the effect of time-varying phase or amplitude of the exciting RF signal to be calculated by 
means of appropriate solid-body rotations of an initial state vector. 

We propose the use of several alternately-interrogated collections of atoms or ions (several "traps") to 
allow a net sensitivity which is much more nearly constant in time. Detailed strategies are developed, 
including one which uses amplitude modulated RF pulses with a particular form which can give a net 
sensitivity for the two traps whicl~ shows nominally zero time variation. 

The effect of any given time varying sensitivity on performance of the atomic standard depends on 
the spectrum of frequency fluctuations for the L.O. We present the results of numerical and analytical 
calculations for the effect of an L.O. with flicker frequency noise and consequent flat Allan deviation 
as a function of measuring time T .  

Finally, block diagrams are shown for implementations of a trapped mercury ion frequency standard 
with two ion collections, including one with two ion collections in a single linear trapping structure. 
Various systematics are addressed, including sensitivities to  signal strengths and RF phase shift values. 

BACKGROUND 

Passive atomic and ionic frequency standards presently provide greater long-term stability than any 
other frequency sources. They include the new Trapped Mercury Ion more conventional 
~ubidiumpl  and Cesium standards[*lg], and the optical standards[l01 which are proposed for even higher 
stability. These standards have an inherent advantage for long term stability which derives from the 
energy gain which is available from atomic transitions which can be linked in a causal way. Thus, a 
low energy microwave photon may be absorbed in an ultra-stable atomic transition process that then 
makes possible the scattering of optical photons with energy increased by more than lo4. This makes 
possible a tremendous increase in sensitivity and allows passive standards to operate with very small 
numbers of atoms or ions. By the use of electromagnetic traps, these few atoms or ions can be isolated 
from each other and from their environment much more effectively than can the many atoms or ions 
required by active standards. This isolation reduces the effects of time-varying external variables on 
the operating frequency, and allows the frequency of the standaxd to more closely approximate the 
inherent unvarying atomic transition frequency of a single isolated atom or ion. 

However, by the nature of this process, passive frequency sources do not themselves emit a signal at 



their operational frequency as do active sources. Instead, they reqllire a secondary frequency source to 
iriterrogatc. the vely xalrow abso~ption line irr the isolated atoms or ions. This interrogation process 
necessarily takes a certain amount of time, during which time tile secondary local oscillaio~ (L.0 . )  
acts alone to provide frequei~cy stability. Information obtained in Ihe inteirogatiorl processes is then 
used to acijust the frequency of the L.O. by feedback and to stabilize it over long periods of time with 
great precision. 

The consequence of this is most easily understood with respect to  a portion of the interrogation 
cycle called "dead time". During this time the local oscillator's frequency is not sensed by the atomic 
interrogation process and so local oscillator frequency fluctuations during those times are not corrected 
by the feedback process. The cumulative effect of oscillator phase wander during the dead time for 
each cycle reduces the long term stability obtainable with the atomic standard. If the dead time could 
be reduced to  zero, the long term instability induced by the L.O. could also be reduced. 

The dead time cannot be eliminated, however, because interrogation of the atoms or ions necessarily 
involves processes which degrade the Q and shift the frequency of the atomic line. The strategy which 
allows the highest ultimate stability is to perform these processes during dead times to minimize their 
interference with operation of the standard. The processes include; illurnillation with an intense optical 
beam which prepares the quantum state of the atoms or ions and which induces light scattering, the 
intensity of which is analyzed to  determine frequency errors in the local oscillator and to correct them; 
adding more ions to  the trap to make up for those that have been lost; and other similar processes 
such as vibrating the ion cloud to  measure the number of ions in order to  hold the number very nearly 
constant in time. 

TIME DEPENDENCE OF FREQUENCY SENSITIVITY 

Definition of a Time-Dependent Frequency Sensitivity 

The lineshape, bandwidth, and resolving power for an atomic transition induced by means of elec- 
tromagnetic (RF) pulses are well known[ll]. Of importance to frequency standard applications is 
the frequency resolving power which can be written in terms of a dimensionless frequency sensitivity 
parameter g as 

where p is the probability for the transition, t; is the time for the R F  interrogation process, and v 
is the applied RF frequency. For the case of single T-pulse interrogation and for atoms initially in 
the ground state, the conventional l i n e ~ l l a ~ e [ ~ ~ I  gives p = 1 at  the resonant frequency, and a resolving 
power described by 

g, % 0.60386 (a) 
at the half-bandwidth points (p = 0.5). Double pulse (Ramsey) interrogation using two n/2-pulses 
shows a narrower bandwidth and increased resolving power compared to single pulse excitation['"]. 
In the limit of very short excitation pulses at the beginning and end of the interrogation period, the 
frequency sensitivity approaches a limit of 

The collventionai treatment, however, does not allow a study of the effect of a frequency which varies 
during the excitation process. In order to accomplish this task, we generalize the frequency sensitivity 



g to allow time variation during the interrogation process. If the phase fluctuations involved in the 
frequency variation are small (64 << l), we can assume that fluctuations at all points in the process 
combine Linearly. For this case we earl generalize Fq. 1 to clescribe the variation in transitiorl piobability 
Sp  due a time-varying frequency error &v(t) in terms of an integral over the RF interrogatiolz time 

Application of a non-varying Sv to Eq. 4 recovers Eq. 1 by relating the constant g to an integral over 

g(t) as C 

Eq. 1 may be rewritten 

where Aq5 = 27r Y ti is the phase progression during the course of the interrogation. In order to evaluate 
the time-dependent g(t) for Eq. 4 ,  let Sv(t) be zero except for a phase step of size E at  time t' given by 
4 = ~ a ( t  - t ' ) ,  where a(x )  = 1 for x > 0 and is zero otherwise. Since 2 n Sv = ddldt, this corresponds 
to a frequency variation Sv(t) = ( ~ / 2 r ) S ( t  - t ' ) ,  where S(t - t') is the I<ronecker delta function. Eq. 4 
gives the response 

so that g(tl) can be written in terms of the effect of a small phase step at time t' 

That is, g(t) describes the sensitivity of the fina,l atomic state to  a small phase step in the interrogating 
field a t  the time t .  This dependence may be calculated directly by means of a detailed look at the 
quantum-mechanical transition process. 

Analysis of L.O. Phase Step in Rotating System 

The processes which determine the rate of excitation of atoms or ions from one energy state to another 
are explicitly quantum-mecha~~ical. Following ICusc11 and ~ u ~ h e s [ l ' ]  we find the time dependence 
of the phase and amplitude for tlre excited state by a magnetic spin-flip analogue. For the case 
where the two-level system consists of a particle with spin 112 in a magnetic field, there exists a 
one-to-one correspondence between the expectation values of quantum-mechanical picture and the 
classical picture of a magnetic moment precessing in its applied field. Only the absolute phase, a 
physically meaningless quantity, is missing from the classical picture. Since all weakly-coupled two- 
level quantum mechanical systems may be treated with identical formalism, the magnetic-moment 
precession analogue is generally applicable to calculate the details of transition amplitudes and phase 
in quantum-mechanical two level systems. 



In this analogue as depicted in Fig. la) ,  a vertical magnetic field $1, = w , / ~  generates an energy dif- 
ference between "down" and "11p" states of a monlerrt with magnitude qi and direction 1. A transverse 
nlicrowave field NI at frequency w,j is approximately tuned to the precession late of tlre rno~rlcnt in 
the presence of the  field H,. Transformation to a reference frame rotatiirg at W,S removes the rapid 
time variation due to  spin plecession in the large field H,, leaving only a slow precession in the rotatiiig 
frame. The transition problem can thus be treated entirely by the use of solid- body rotations, 

In this context, detuning of the microwave frequency results in inconlplete callcellation of the vertical 
dc field. The remaining, uncompensated, part of the vertical field combines with the transverse rf 
field HI  to give an effective field in the rotating frame Heff.  The time dependent solutions are (slow) 
precessions of the magnetic moment I about this effective field at an angular rate weft which is 
proportional to  the magnitude of that field. Phase deviations due to the L.O. give rise to rotations 
about the z-axis. 

All starting vectors lie in the plane, including the starting position of the unit vector Iinitial, a fact 
which makes the algebraic relationships between the various freque~lcies apparent. The quantum- 
mechanical correspondence for the precession of I about weff, identifies a corresponde~lce between the 
vertical component of a unit vector Ifinal with the transition probability; more specifically, it is equal 
to  the fractional occupation difference between upper and lower states at the end of the transition. 

Figure l b )  shows the precession of I for the case of a T pulse on resonance. Figure 2 skows a three 
dimensional view of the effect of this same pulse when detuned to the half-signal point. Vertical lines 
are drawn from z = 0 plane to  the arc which describes the time evolution of the atomic state. This 
arc is traversed by I at a uniform angular velocity during the interrogation process. 

Figures 3 and 4 describe the processes used to calculate g(t) for single n pulse excitation via Eq. 9. 
Here, I precesses about Hejf for a fraction of the interrogation process (until time t),  a small phase 
step is introduced in the RF field (rotation about the z axis), and the11 the precession about Heff is 
completed. The phase steps give rise to  variation in the z component of the Ifinal which depends on 
where the step takes place; and this dependence defines g(t). 

Solutions 

Details of the calculations for g(t) based on the rotation tra~lsformations just described have been 
previously Figure 5 shows the results !or three different interrogation processes. The 
cycle time t,, interrogation time ti, and dead time t d  are identified. 

The functional form for the sensitivity g(t) for the case of a single T-pulse at the half-bandwidth point 
as indicated in Figs. 2, 3, and 4 and as shown in Fig. 5a) is given by 

where R1(t) = R 

R = n(n) = n JD, (12) 

and where 8, r 26vt; is detuned to the half signal point A = Ahaaj z 0.798685. For this case the 



angle of ITejf from the z axis (Figure la)) is given by 

It is worthy of note that integration of g ( t )  as given by Eq. 10 returns the value given by Eq. 2 for 
this same interrogation process, i.e. 

The case of double n/2-pulse RF excitation at the resonant frequency and with a n /2  phase shift 
between pulses gives maximum sensitivity of the resulting measurement to frequency deviations of the 
L.O., and' shows a particularly simple form for the time dependence of the sensitivity. As shown in 
Fig. 5b) its form is given by 

g(t) = sin(~t /2t , )  0 < t < t,, 
= 1 t ,  < t <  ti-t , ,  
= s i n ( n Y )  

(15) 
t i - t p  < t <  ti, 

where tp is the short pulse time, and ti the interrogation time as before. 

Figure 5c) shows the time dependence for double-pulse interrogation with very narrow R F  pulses to 
be essentially constant except for the dead time. 

Use of Two Traps for More Nearly Constant Sensitivity 

While a ~ubst~antial "dead time" is required for a single trap, use of several, separately interrogated, 
sets of atoms or ions (several traps) would allow interrogation of'one trap during the other's dead 
time. In this way the interrogation process could be almost sean~less, thus apparently approaching the 
goal of continuous interrogation. Two traps are usually sufficient since a duty factor of Ad >% 50% 
can be obtained for each trap. If it cannot, more traps could be used. 

The duty cycles shown in Figure 5 point the way to interrogation strategies for two traps. Single-pulse 
interrogation as shown in 5a) shows large variability, even without the effect of dead time. In contrast, 
the two pulse exa,mple shown in 5c) represents some kind of ideal. Here the infinitesimally short RF 
pulses give an unvarying sensitivity except for the dead time. However, RF pulse lengths cannot be 
shortened arbitrarily due to  the increasing RF power required and the necessity to average out effects 
of the thermal motion of the atoms or ions14]. Thus Fig. 5b), with functional form as given in Eq. 15 
and with explicit consideration of turn-n a,nd turn-off effects for double-pulse interrogation allows 
us to  examine the effects of RF pulse lergth and of various strategies of pulse timing. It  seems clear 
that the starting pulse for one trap should more or less coincide with the ending pulse for the other. 

Figure 6 shows the sensitivity variation for several interrogation strategies using two traps. Parts 
b), c), and d) show examples of the way double-pulse interrogation could be used. A comparison of 
parts b) and c) shows that overlapping the pulses for the two traps gives a somewhat more constant 
sensitivity. In addition, we can calculate an optimum overlap by equating the areas above and below 
the line given by g(t) = 1. This condition minimizes the effect of the lowest frequency L.O. fluctuations 
and results in a sequence where the starting pulse for one trap begins slightly later t11a.n the ending 
pulse for the other, for a total combined pulse time 4/n times longer than a single pulse. Fig. Gd) 
shows that the deviation of the sensitivity from unity has been substantially reduced. 



A strategy using ampl i tude  lnodulated RF pulses 

As a final enhancement, the use of amplitude-modulated pulses with particular shapes would allow 
a sensitivity with no deviation from unity, even during the time of the overlapping pulses. The 
requirement is, of course, that the two sensitivities not vary. One approach is to have the pulses 
overlap completely, and to adjust the RF amplitudes in the two traps Al( t )  and Az(t)  so that the 
sensitivities for the two traps obey 

.l(t) + g2(t) = 1 ( 16) 

during the time of the overlap. During other times one trap would have the constant sensitivity 
required while the other would experiencing its dead time. Without derivation, we present the results 
of a generalization of the calculation in [I] which gave rise to  Eq. 15. This more general calculation 
shows that Eq. 15 can be rewritten for amplitude-modulated RF pulses over the time interval 0 < t 5 tp 
as; 

gl(tl = sin (ylt ~ ~ ( t )  dt) 
2tp 0 

for the trap which is just beginning its interrogation, and 

for the second trap which is ending its interrogation and which will now begin housekeeping tasks. 
Here, Al(t) = A2(t) = 1 recovers the solutions given by Eq. 15. Solutions of Eqs. 17 and 18 which 
also satisfy Eq. 16 are not unique. However, ailalytical solutions can be found for a particularly 
symmetric form for the two contributions whicll satisfy Eq. 16 and which have the sine-squared and 
cosine-squared dependencies 

for the starting pulse of trap 1 and 

.2(t) = cos2 (z) = ; [I + cos (;)I 
for the ending pulse of trap 2 for times 0 5 t 5 tp. Solution of the integral equations 17 and 18 for 
these examples yields 

0 

for the beginning pulse and 
n 
L 

1 + (cos g- 
= J-----7 

for the ending pulse. 

Details of pulse timing for this example of amplitude modulated RF' excitation are shown in Fig. 7b). 



Leo.----1NDUCEITb PERFORMANCE LIMITATION 

Phase  Noise Downconversion 

h simplif ed block diagram of the frequency-locked loop is shown in Figure 8. Here the time dependence 
of the sensitivity of the measured atomic transition rate is combined with the microwave duty cycle to 
give an effective time dependent modulation y(t) of the loop gain as shown. 111 this model, frequency 
noise s t 0 (  f )  in tlle Local Oscillator as partially compensated by feedback from tlle Integrator results 
in Signal Output from tlle locked local oscillator with frequency fluctuations s tL0(f ) .  Compensation 
to achieve high long term stability is accomplished by a feedback circuit in which the Signal Output 
frequency fluctuations are first converted into voltage fluctuations ~ , d ( f )  by the action of a high Q 
Discriminator and then to S r ( f )  by the action of the Modulator. This voltage is then integrated to 
provide a correction to  the frequency of the Local Oscillator. 

We identify a loop time constant te for the integrator; assuming that for high frequencies f >> 1/(2nte) 
the loop gain is apprc,ximately zero, while for low frequencies f << 1/(2nte) the loop gain is much 
greater than unity. Thus, high frequency fluctuations will be uncompe~lsated by the action of the 
loop, so that S tLO(f )  = s t O ( f )  for f >> 1/(27rtl). However, low frequency fluctuations, as detected, 
are nearly completely compensated. Thus any down-conversion of high frequency components of ~ , d (  f) 
to low frequency components in S z ( f )  will result in an identical transformation in the locked loop 
from high frequency components of s t 0 ( f )  to low frequency components of s t L O ( f )  subject to  a 
requirement of "low" frequency as given above. 

Depending on the harmonic content of g(t), the modulator will introduce such down-conversion for 
"high" frequencies very nea.r integral multiples of fc = l / t c  to  frequencies near f = 0. We assume 
t, << te << 7, where T is the time over which the stability of the Signal Output is measured. The down- 
converted signals must be compared to the average value of g(t), the which characterizes the strength 
with which the modulator pa,sses signals near f = 0. For g(t) symmetric about t = 0, coefficients gn 
for frequency down-conversion of noise amplitudes near the nth harmonic of fc  can be written: 

27rnt 
- A 1' g(t) cos (T) dt, 9n - 

t c 

with the average value given by 

The coefficients gn depend on the nature of the RF excitation used and can be calculated from forms 
for g(t) given by Eqs. 10 or 15. 

Assuming complete compensation by the loop for the down-converted fluctuations, "white" noise in 
the narrow ra,nge about each harmonic, (and taking into accoullt fluctuations at frequencies both above 
and below harmonics n f,,) the low frequency contribution to  s t L 0 (  f )  is given by 

The consequences of this relation depend in deta,il on the nature of the noise which characterizes the 



local oscillator and on the time dependence of the duty factor. If, for example, L.O. noise irrcreases 
rapidly with lrecluericy, the slrm rnay not converge. 

Modeling Quartz oscillator performance by a flat Allan Deviation cr, over the time range of interest 
allows its dicker frequency noise to be calc~~lated 

LO -- s, ( f )  = I 0'2 
2142) f ' 

Correspondingly, the limiting Ion Standard variance as measured at  cycle time t ,  can be related to 
the white noise of the locked loop 5'fL0(0) by 

Combining Equations 25-27 allows us to  calculate a performance ratio R between the limiting fre- 
quency standard performance at the cycle time t ,  and the (constant) Quartz oscillator performance 
given by 

Performance Degradation due to Quartz L.O. 

Figure 9 shows the limitations to medium term performance for a trapped mercury ion standard 
presently under development[5] in terms of the dimensionless parameter R. The effect of conventional 
feedback limitations due to feedback attack time are also i nd i~a t ed [ '~ j~~] .  For this L.O. p e r f o r m a n ~ e f ~ ~ ~ ' ~ ]  
the value of R would need to be reduced to R = 0.02 for this example in order to achieve the stability 
which is inherent in the standard. 

Figure 10 shows the results of numerical calculations of the dependence of R on dead time and pulse 
time based on Eq. 28 for waveforms shown in Figures 5 and 6. They show that relatively small 
reduction in R is possible for single pulse RF interrogation, with R 2 0.305 for all values of the dead 
time. The situation is improved by the use of two (very narrow) pulses where R approaches zero as 
the dead time is reduced. However, even in that case the requirement of R < 0.02 to match available 
quartz L.O.'s to the trapped mercury ion source (from Fig. 9) requires'an impractically low dead time 
of Ad z 0.01. At present, a xnillimum value for the trapped mercury ion standard is Ad FZ 0.1-0.3. 

Cryogenic (superconducting) 0scillators[~"1 are presently available with performance which would 
match and complement that of the new trapped mercury ion standard. These sources show per- 
formance of ~ ~ ( r ) l ~ . ~ .  10-l4 for measuring times 1 second < r < 1000 seconds. While they are 
presently relatively complex and expensive, this may improve; furthermore, if trapped ion performance 
continues to  improve, cryogenic oscillator performance may be required. 

The performmce improvement ma,de possible by the use of two traps is even greater than may first be 
apparent. This is because the length of the RF pulse sequence for two traps may be reduced simply by 
applying more RE' power (typically microwatts) and properly synchronizing pulses for the two traps 
(typically milliseconds). A pulse length of 0.1 second, can be combined with a.n overall interrogation 



time of 10 seconds to give a RF pulse time fraction of A,/ = 0.01. In contrast, reduction of the dead 
t ime much helow I seco~id i t i  a single trap may plow very dificrllt on account of the various tasks 
that must be accomplished during that  time. For example, in present versions of the trapped ion 
standard, a disc2iarge lamp requires approxirnately 1.0-1.5 seconds for optical interrogation and state 
preparat io~~ during each cycle. 

TWO-TRAP CONFIGURATIONS AND SCENARIOS 

General Considerations 

For two traps in separate and isolated R F  environments, Fig. 10 shows that  the optimally overlapping 
strategy described in Figs. Gd) and 7a) offers a great advantage, with reduction of L.O. influence on 
the long-term standard performance by almost 100 times compared to straightforward double-pulse 
interrogation. Amplitude modulated pulses might also be used, for nominally zero effect of the L.O. on 
medium-term performance. 

However, many economies are brought about by combining the vacuum and trapping elements of the 
two traps. Because trap elements and spacings may be approximately the same size as the wavelength 
of the exciting radiation, R F  isolation between the two traps is likely to be poor. This would require 
tlle 100% overlap strategy described by Fig. Gc), with simultaneous excitation of both traps. As shown 
in Fig. 10, an R F  pulse time of ATj  = 0.01 would make possible L.O. coupling as low as R = 0.005. 

Isolated Traps 

Figure 11 shows a hardware configuration using two colnpletely independent traps. This design features 
high R F  isolation between traps and great flexibility of operation, so that almost any interrogation 
scenario could be supported. While this configuration is designed for use with trapped mercury ions 
in which the RF hyperfine transition at 40.5 GHz is interrogated, similar configurations are applicable 
to other cases using, e.g. interrogation of optical transitions, state preparation, and/or cooling by the 
use of lasers a t  one or more wavelengths. Only those aspects relating to  the interrogation process itself 
are presented: not shown are trapping electrodes and volta.ge sources, ion sources, etc. 

Figure 12 shows a state diagram representing the details of an interrogation scenario using amplitude 
modulated pulses, for the  hardware configuration shown in Fig. 11. A similar scenario could be used 
for any of the other pulse strategies. 

Four cycles with length t ,  make up this scena,rio as opposed to two cycles for previously published single 
trap cases["6]. Two cycles are needed for each trap so t11a.t a reversal of the R F  phase progression 
can be used to  cancel dependence of the frequency on the absolute intensity of signals in the optical 
system. Thus, for trap #1, the 90' phase a.dvance between R F  pulses in cycles 1 and 2 gives rise to 
a negative dependence of the reading of the counter in cycle 2 (C2) on the L.O. frequency, while the 
opposite variation between cycles 3 and 4 gives rise to a corresponding positive dependence of the 
counter reading in cycle 4. 

In this commonly used technique, frequency error is then inferred by the difference between the values 
of the counts obtained in cycles 2 a,nd 4, or C4 - Cz. Combining the values for the two traps gives 
an inferred frequency error for the L.O. AfL,o, cc C1 - C2 - C3 + C4. With appropriate weighting 



and filtering, this value is used by the Co~ztrol element of Fig. 11 to adjust the frequency of the Local 
Oscillator, and so cov~pensafe and correct its deviations. 

Combined Traps in a Linear S t ruc tu re  

Figure 13 shows a configuratioll that combines two ion collections in linear trapping structure so that 
a single optical system (lamp and detector) can be used. This configuration is shown in somewhat 
more detail than the previous one, and the traps share the same RF environment t o  some extent, so 
that R F  fields must be simultaneously applied to  the two traps. Here, electrostatic fields are used to 
separate and manipulate a linear ion cloud in such a way that its two halves can alternately extend into 
a central region where optica.1 pumping and detection take place. Electrostatic elements are placed as 
shown at  nodes (zeros) of the RF trapping fields generated by the four circular rods. 

Completely overlapping pulses are implemented by the state diagram shown in Fig. 14 with the 
beginning RF pulse for one trap being one and the same as the ending pulse of the other. Here 
the phase progression of the RF pulses must extend to 180' in order to provide insensitivity of the 
frequency to the absolute value of optical signa.1~. This example again gives frequency error in terms 
of fluorescent light counts in the various cycles as AfL.o. cx C1 - C2 - C3 $ C4. 

In the previous configuration, matching values of forward and reverse phase progression (f = 90') in 
each trap give a first order cancellation of sensitivity to the actual value of the progression. A similar 
cancellatio~l here requires that the phase steps a t  the ends of cycles 1 and 3 match, and also those at 
the ends of cycles 2 a,nd 4. This could be accomplished by use of two separate 90' phase shifters in 
series, actuated in an appropriate sequence. 

The state diagram for this configuration includes electrostatic potentials for the electrodes which move 
the ions into and out of the central region for optical illun~ination. No electrodes are placed in this 
region because the light they would scatter would degrade performance of the frequency standard. 
Instead, main electrodes 1 and 4 attract and repel the ions from storage regions at either end where 
they are subject to R F  pulses to  begin and end their respective clock cycles. "Cap" electrodes 2 
a.nd 3 contain and separa,te the ion clouds and prevent either ion cloud from mixing with the other. 
Not shown are electrodes at the trap ends which prevent escape of the ions. Critical aspects of this 
scenario include stability of the trapping configuration during the clock time "b-e" of either ion cloud 
as indicated in Fig. 14 while the other cloud is being moved. This is because of a configuration- 
dependent frequency shift due to second-order Doppler effectd4]. 

Economies of this configuration include use of one component rather than two for many functions. 
These components include most of the expensive and performance-sensitive parts of the trap; and 
include vacuum housing, trap structure, tra,p excitation electronics, amplitude (pulse) modulator, 
state pumping lamp and excitation electronics, scattered light detector, and photon counter. The 
added electrodes complicate the trap structure, but their control with DC potentials is not difficult. 

CONCLUSIONS 

Improved performance of trapped-ion frequency sta~ldards is jeopardized by medium-term instabilities 
generated by down-conversion of local oscillator frequency fluctuations. These instabilities show a 
1/J? dependence on measuring time T ,  a,nd a.re due to periodic tirne-variation of the frequency 



sensitivity of the RF interrogatior~ process. 

We have presented an  analysih o f  t i l e  time-variation of t h i s  sensitivity ifor botii single- and double-pulse 
sequential RF interrogation processes based on a spin-flip analogue of the electromagnetic transition 
process. The consequence of this variatio~r was then numerically calculated for a quartz -crystal type 
local oscillator with flicker-frequency noise characteristics. 

Results of these calculations show that for interrogation processes with large sensitivity variations, e.g. 
single pulse interrogation with a 50% dead time, the I/& performance of the sta.ndard is degraded to 
a value approximately equal to  that of the L.O. when measured at the cycle time for the interrogation 
process. 

Performance can be improved in several ways: (1) Use of an L.O. with ultra-stable short term perfor- 
mance such as the cryogenic SCMO gives a good match to  projected Trapped mercury Ion standard 
performance for almost any interrogation process. (2) Double pulse interrogation with short pulses 
and with a relatively short dead time (10% or less) can reduce the effect substantially, so that the 
best Quartz crystal oscillators may not greatly degrade presently observed Trapped Ion performance. 
(3) Use of several traps with overlapping double-pulse interrogations could greatly reduce, and possibly 
eliminate, this effect. 

Available performance improvement is limited by the inherent stability of the standard, which shows 
this same time I/& dependence, and by an L.0.-induced "feedback limitation" which decreases more 
rapidly (as 117) with increasing measuring time. Thus the greatest impact on performance takes place 
at medium and long measuring times (r > 1000 seconds). However, a strength of the trapped ion 
technology is at these longer times where the great stability achievable with relatively few (isolated) 
ions can be expressed. Considerations discussed here may also be applicable to future optical trapped 
ion standards where sequential interrogation is likely to be used, and where L.O. phase noise is also a 
major concern. 
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FIGURE CAPTIONS 

Figure 1 Field and frequency diagrams for a spin with mornent I in the rotating reference system. The 
general case is shown in a) where the applied frequency u,f does not match the internal transition 
frequency uo = yHo, giving rise to an effective field in the rotating frame N e J j  which differs 
horn the applied RF field H I .  Time evolution of the electromagnetic transition corresponds to a 
three-dimensional rotation of I about Ref f .  b) shows evolution during a n- pulse at the resonant 
frequency w, . 

Figure 2 Three dimensional view of time evolution of I during single-pulse interrogation at a half- 
bandwidth frequency offset, i.e. final excitation probability is 50%. 

Figure 3 Phase variations in the Local Oscillator correspond to rotations about the z axis. Here, an L.O. 
phase step half-way through the interrogation process causes If;,al to  deviate from the mid- 
plane (50% excitation probability). L.O. frequency noise can be mathematically represented by 
a series of such (infinitesimal) phase steps. 

Figure 4 Changing the time of the phase step gives differing deviations of the final state from the midplane. 
Shown are phase steps at lo%, 20%, 40% GO%, 80%, and 90% of the R F  pulse time. Phase steps 
near the middle of the interrogation have a greater effect on excitation probability as represented 
by the z component of IfinaE. 

Figure 5 Time dependence of the sensitivity g(t) of the final state to  L.O. frequency variations for several 
interrogation types. Here, a) corresponds to  a sequential appli- cation of single-pulse interro- 
gation as described in detail by Figs. 2, 3, and 4; and b) and c) to  double-pulse (Ramsey) 
interrogation with pulse widths of 20% and 0%, respectively. RF pulses beginning and ending 
the interrogations are labeled 'b' and 'e'. 

Figure 6 Time variability of g(t) may be reduced by the use of alternatively interrogated traps. Here a) 
shows alternate single-pulse interrogations as Fig. 5a); and b), c), and d) show double-pulse 
strategies as Fig. 5b) with varying overlap between the beginning pulse for one trap and the 
ending pulse for the other. 

Figure 7 Details of R F  pulse sequences for optimally overlapping pulses a) and amplitude-modulated 
pulses b). Optimally overlapping pulses have a short delay between the ending pulse for one 
trap and the beginning pulse of the other. Coincidellt amplitude-modulated pulses with proper 
waveform give unvarying g(t). 

Figure 8 Simplified block diagram of frequency feedback in sequentially interrogated atomic standard. 
Frequencies near harmonics oft;' are aliased to near zero frequency by action of the modulator. 
High loop gain at long integration times improperly 'corrects' for these perceived low frequency 
fluctuations. 

Figure 9 The effect of aliased (white) low frequency noise can be described in terms of a dimensionless 
parameter R which describes consequent 116  dependent frequency deviation in relation to 
L.O. stability and the cycle time t,. For this example, a value of R 5 0.02 is required to prevent 
degradation of inherent performance of the source. 

Figure 10 Numerical calculations of R for E.O. with flat deviation as shown in Fig. 9 (flicker frequency 
noise). R is plotted as a function of the fractional dead time Ad for one-trap scenarios shown 
in Figs. 5a) and c); and as a function of fractional RF pulse time ATf for two-trap scenarios 



described in Figs. Cib), c), and d). Two-trap scenarios show advantage of low-lying curves in 
addition do ability to reduce Arf < 0.1. 

Figure 11 Block diagram of a trapped ion frequency standard using two completely independent traps, each 
including its own phase and amplitude control, state pumping lamp and scattered liglzt detector 
for maximum flexibility. Excellent RF' isolatiolz allows use of complex interrogation scenarios. 

Figure 12 State diagram showing a time sequence for the frequency standard as slzown above which uses 
amplitude modulated pulses for nominally zero sensitivity of medium term performance of the 
standard t o  L.O. fluctuations. Four cycle scenario allows insensitivity of operating frequency to 
signal intensity, phase shift error. 

Figure 13 Block diagram of a trapped ion frequency standard with two ion collections combined in a single 
linear quadrupole trapping structure. Added electrostatic elements 1-4 separate the ions into 
two collections and alternately allow each collection to  extend into a central region where a 
state-pumping lamp and scattered light detector are located. Poor RF isolation indicates use of 
common constant-amplitude RF pulses. 

Figure 14 State diagram showing a time sequence for the frequency standard shown above. 180' phase 
shift range is necessary for insensitivity to signal intensity for both ion collections. Two 90' 
phase shifters in series can also give independence to phase shift error. V1-V4 show potentials 
applied t o  electrostatic electrodes 1-4. 
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Figure 1: Field and frequency diagrams for a spin with moment I in the rotating 
reference system. The general case is shown in a) where the applied frequency or, 
does not match the internal transition frequency o, = yH,, giving rise to an effective 
field in the rotating frame He, which differs from the applied RF field HI Time evolution 
of the electromagnetic transition corresponds to a three-dimensional rotation of I about 
H e  b) shows evolution during a R pulse at the resonant frequency o,. 

Figure 2: Three dimensional view of time evolution of I during single-pulse interroga- 
tion at a half-bandwidth frequency offset, i.e. final excitation probability is 50%. 
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Figure 3: Phase variations in the Local Oscillator correspond to rotations about the z 
axis. Here, an L.O. phase step half-way through the interrogation process causes 
I,,,, to deviate from the mid-plane (50% excitation probability). L.O. frequency noise 
can be mathematically represented by a series of such (infinitesimal) phase steps. 

Figure 4: Changing the time of the phase step gives differing deviations of the final 
state from the midplane. Shown are phase steps at 10%' 20%, 40% 60%, 80%, and 
90% of the RF pulse time. Phase steps near the middle of the interrogation have a 
greater effect on excitation probability as represented by the z component of I,,,,. 



Figure 5: Time dependence of the sensitivity g(t) of the final state to L.O. frequency 
variations for several interrogation types. Here, a) corresponds to a sequential appli- 
cation of single-pulse interrogation as described in detail by Figs. 2, 3, and 4; and 
b) and c) to double-pulse (Ramsey) interrogation with pulse widths of 20% and 0%, res- 
pectively. RF pulses beginning and ending the interrogations are labeled 'b' and 'el. 
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Figure 6: Time variability of g(t) may be reduced by the use of alternatively interrogated 
traps. Here a) shows alternate single-pulse interrogations as Fig. 5a); and b), c), and 
d) show double-pulse strategies as Fig. 5b) with varying overlap between the beginning 
pulse for one trap and the ending pulse for the other. 
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Figure 7: Details of RF pulse sequences for optimally overlapping pulses a) and 
amplitude-modulated pulses b). Optimally overlapping pulses have a short delay 
between the ending pulse for one trap and the beginning pulse of the other. 
Coincident amplitude-modulated pulses with proper waveform give unvarying g(t). 
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Figure 8: Simplified block diagram of frequency feedback in sequentially interrogated 
atomic standard. Frequencies near harmonics of t i1 are aliased to near zero frequency 
by action of the modulator. High loop gain at long integration times improperly 
'corrects' for these perceived low frequency fluetuatisns. 
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Figure 9: The effect of aliased (white) low frequency noise can be described in terms 
of a dimensionless parameter R which describes consequent IN7 dependent frequency 
deviation in relation to L.O. stability and the cycle time t,. For this example, a value of 
R I 0.02 is required to prevent degradation of inherent performance of the source. 

Dead Time Fraction b d (one trap) 
or Time Fraction for combined RF Pulse sequence A r r  (two traps) 

Figure 10: Numerical calculations of R for L.O. with flat deviation as shown in Fig. 9 
(flicker frequency noise). R is plotted as a function of the fractional dead time A, for 
one-trap scenarios shown in Figs. 5a) and c); and as a function of fractional RF pulse 
time A, for two-trap scenarios described in Figs. 6b), c), and d). Two-trap scenarios 
show advantage of low-lying curves in addition to ability to reduce A, c 0.1. 



Figure 11: Block diagram of a trapped ion frequency standard using two completely 
independent traps, each including its own phase and amplitude control, state pumping 
lamp and scattered light detector for maximum flexibility. Excellent RF isolation allows 
use of complex interrogation scenarios. 
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Figure 12: State diagram showing a time sequence for the frequency standard as 
shown above which uses amplitude modulated pulses for nominally zero sensitivity of 
medium term performance of the standard to L.O. fluctuations. Four cycle scenario 
allows insensitivity of operating frequency to signal intensity, phase shift error. 
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Figure 13: Block diagram of a trapped ion frequency standard with two ion collections 
combined in a single linear quadrupole trapping structure. Added electrostatic elements 
1-4 separate the ions into two collections and alternately allow each collection to extend 
into a central region where a state-pumping lamp and scattered light detector are 
located. Poor RF isolation indicates use of common constant-amplitude RF pulses. 
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Figure 14: State diagram showing a time sequence for the frequency standard shown 
above. 180" phase shift range is necessary for insensitivity to signal intensity for both 
ion collections. Two 90" phase shifters in series can also give independence to phase 
shift error. V1 -V4 show potentials applied to electrostatic electrodes 1-4. 
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ABSTRACT 

The frequencies of Soviet- and U.S.-built hydrogen masers located at the 
Smithsonian Astrophysical Observatory and at the United States Naval Observatory 
(USNO) were compared with each other and, via GPS common-view measurements, with 
three primary frequency-reference scales. The best masers were found to have fractional 
frequency stabilities as low as 6x10-16 for averaging times of approximately 104 s. 
Members of the USNO maser ensemble provided frequency prediction better than 1x10-l4 
for periods up to a few weeks. The frequency residuals of these masers, after removal of 
frequency drift and rate of change of drift, had stabilities of a few parts in 10-15, with sev- 
eral masers achieving residual stabilities well below 1x10-15 for intervals from 105 s to 
2x106 s. The fractional frequency drifts of the 13 masers studied, relative to the primary 
reference standards, ranged from -0.2xlO-l5/day to +9.6x10-15/day. 

INTRODUCTION 

A welcome consequence of glasnost, the Soviet movement to openness, has been the recent 
availability of Soviet-built hydrogen masers for testing in the United States. In September 1990, two 
atomic hydrogen masers built by the Gorkii Insbzlment-Making Research and Development Institute 
were shipped to the Smithsonian Astrophysical Observatory (SAO) for comparison with US.-built 
masers and with time scales throughout the world. This unprecedented event was a result of discus- 
sions among officials of the U.S. National Institute of Standards and Technology (NIST), the Soviet 
"Quartz" Research and Production Association, and SAO. 

Because of the previous scarcity of information on Soviet masers, the initial and p ~ m a r y  
interest of the comparisons was on the performance of the Soviet masers; however, for two reasons 
the scope of the work expanded to include other frequency standards. First, the frequency of a clock 
cannot be evaluated in isolation, but must be measured relative to accept& primany references; &us it 
was i m p m t  to compare the masers at SAO with international time scales. Second, the use of com- 
mon-view Global Positioning System (CPS) c o m p ~ s o n s  made it possible to include in the study an 
ensemble of nine hydrogen masers Imatd  at the Unit& States Navd OBbsemator~y (USNO), LPI ad&- 



tiona to being used to extend the TAI time scale over the period sf obsematian, these masers represent 
a cohort of state-of-the art frequency s&ndil$ds whose pedomance has not previously k e n  repea%ed 
on. Thus we have e v d ~ a t d  a substzs,"tizl numkr sf hgrbogen masers produced by manufacturers 
worldwide. 

MASERS STUDIED 

Four of the masers under study were located at the SAO Maser Laboratory. Two of these, 
serial numbers PI3 and P26, are model VLG-11 masers built by the SAO Maser Group. The Soviet 
masers192 at SAO were a model Chl-75 active maser and a model Chl-76 passive maser3. All masers 
other than Chl-76 were active oscillators. Maser Chl-75 is equipped with an autotuning system 
designed to stabilize the resonance frequency of the maser's microwave cavity, and thus reduce 
frequency variations due to cavity pulling. The autotuner, which was operated during part of this 
study, employs linewidth modulation by means of alternation of the internal magnetic field gradient at 
intervals of 100 s; a high-stability signal from another maser is used as a reference for the system. 
Masers P13 and P26 do not use cavity autotuners. 

Nine masers at the USNO were studied. Three were SAO VLG-11 masers, serial numbers 
P18, P19, and P22; two were SAO VLC-12 masers4, numbers P24 and P25; and four were 
commercial masers5, serial numbers N2, N3, N4, and N5. 

The masers were compared with each other and with three primary time scales, TAI, 
NIST(ATl), and UTC(PTB). TAI (International Atomic Time) is maintained by the Bureau 
Internationd des Poids et Mesures (BIPM) in Sevres, France; it incorporates time and frequency data 
from about 180 clocks located in more than 50 standards laboratories throughout the world. 
NT$'P(ATI) is an unsteered, unsyntonized cesium-generated time scale maintained by the NIST Time 
and Frequency Division, Boulder, Colorado. Its generating algorithm, ATl, is optimized for fre- 
quency stability and minimum time prediction error. UTC(PTB), generated at the Physikalische- 
Technische Bundesansblt in Braunschweig, Germany, is coneolled by primary cesium standard 
cs -  1. 

TIME AND FREQUENCY COMPARISON SYSTEMS 

Several time and frequency comparison systems were employed to link the masers and the 
time scales, and to provide measurements of frequency stability over both short and long time spans. 

Three systems were used at SAO to compare the masers located there (Fig. 1). Frequency 
difference measurements for intervals of 0.8 s and longer were made with SAO's beat-frequency 
measurement facility, which permits two or three masers to be compared simultaneously. The 
masers' frequency synrhesizers are offset from one another, and their receiver output signals are mul- 
tiplied to 1.2 GHa and mixed in highly isolated double-balanced mixers. The periods of the resulting 
beat signals are measured by a three-channel, zero-deadtime counter and stored in a computer. 
Typically the kequency synthesizers we offset from one another by approximately 1.4 Hz at 1.4% 
GHz; after division to the 1.2 GHz corngkson frqatency, the beat frquency is approximately 1.18 
Hz, conesponding to a h a t  p e ~ d  of approximately 0.84 s. m e n  three masers are cornpad using 



this system, one synthesizer is set approximately 1.4 Hz higher than the second, and the third 
approximately 1,4 Hz lower; thus the beat frequencies &tween the fust and second masers and be- 
tween the second an$ thkd masers axe approximately $2 I ~ z ,  while the beat frequency between the 
first and third msers is approximately 2.4 Hz. 

A second comparison system used at SAO is a time-difference measurement system6 
(TDMS). This system, which does not require synthesizer offsets, permits simultaneous phase com- 
parisons of up to 24 clocks, For averaging times greater than roughly 104 s its measurement noise is 
below typical maser frequency instability, g it suitable for long-term comparisons. 

In addition to comparisons by the TDMS, the relative phase of the Soviet masers was mea- 
sured with the masers' one-pulse-per-second (1 pps) outputs. The time delay between the 1 pps 
signals was measwed by a commercial time-interval counter and by a counter incorporated in Chl-75. 

The masers at SAO were compared with the external time scales by means of GPS c 
view measurements. Throughout the observation period, Chl-75's 5 MHz ouput provided the fre- 
quency reference for a GPS receiver located at SAO that was monitored via modem by NIST. These 
measurements related Chl-75 to NIST's AT1 time scale; the measurements at SAO between Chl-75 
and the other masers at SAO then permitted comparison between the other masers and NIST(AT1). 

NIST also carried out GPS common-view measurements with PTB and USNO (not indicated 
in Fig. 1). The USNO data linked the other clocks (at SAO, NIST, and PTB) to TAI and, by means 
of a TDMS at USNO, to the individual masers at USNO. 

At the time the calculations reported here were made, TAI time was not available over the en- 
tiie observation period, as a consequence we extrapolated TAI forward by means of hydrogen masers 
at USNO. To do this we characterized the masers at USNO in terms of their frequency drift and rate 
of change of drift relative to TAI over several months prior to modified Julian date ) 48 189, the 
last date for which TAI was available. The mathematical models used are given in Appendix A. The 
predicted times for the four most stable masers (N2, N4, P24, and P25) were then calculated fornard 
to MJD 48215 using the models, and the average time was taken as representative of TAX for that pe- 
riod. 

MEASUREMENT PROCEDURE 

The Soviet masers were delivered to SAO on 24 September 1990. After they were installed in 
the Maser Laboratory's clock room and all of the masers had time to equilibrate, initial measmements 
were made from 28 September to 7 October to assess the masers and the measurement systems. 

Formal measurements were carried out from 7 October to 28 Noveinber (PAD 48!3! re 
48223). Ch 1-75's autotuning sy stern, which is designed to improve its long-term frequency stability, 
was operated from "3oober to 16 November ( M D  482111). From 16 November to 28 November 
frequency c o m g ~ s o n s  were made with Cbl-75's autotblner ofP: 



D u ~ n g  the sbsewataon peeod the 9DMS at SAO measured and recorded the phase of the 
masers a",SPhG at %cte=als of 506 s, 'The SAO h a t  c o m g ~ s o f i  system measured the 0.84-s beat 
periods and ckulated Allan deviations for averaging h tewds  of 0.84 s and longer; the beat period 
measuremen& were averaged in groups of 10 (84 s) and stored for later processing. The time interval 
between the Chl-75 and Chl-76 1-pps signals was recorded continuously on a chart recorder and 
measured digitally once per day. Both the TDMS and the beat system were interrupted occasionally 
for data backup and because of power-line spikes and software errors. 

FREQUENCY VARIATION AS A FUNCTION O F  TIME 

The frequen.cy behavior of clocks can be characterized by graphing pair-wise frequency dif- 
ferences as a function of time, and by plotting the Allan deviation, oy(z), as a function of averaging 
interval T. Figure 2 shows the time variation of Chl-75's frequency against the primary frequency 
reference scales NIST(AT1), UTC(PTE3), and TAI. The data are Kzlman-smoothed estimates from 
GPS common-view measurements among the standards laboratories and SAO. Respective comrnon- 
view measurement noises were 0.8 ns for TAI, 3 ns for UTC(PTB), and 2 ns for NIST(AT1). As 
discussed above, the TAI data were extrapolated forward by means of the masers at USNO. The 
general trends of Chl-75 against the three time scales are consistent, indicating that the major 
frequency variations are due to Chl-75 and that the scales are in good long-term agreement with one 
another. 

NIST(AT1) was used as the independent standard frequency reference for estimating the fre- 
quency drifts of the masers at SAO. The frequency stability of NIST(AT1) is better than l&14 for in- 
tegration times of interest for this paper; its average frequency drift over the past few years with re- 
spect to either TAI or UTC(PTB) has been less than lxl@16/day. Annual variations of a few pam in 
1014 have been observed between NIST(AT1) and UTC(PTB) or TAI. The source and cause of 
these variations have been studied but are not understod7~*. For the present work, the frequency 
drift of NIST(AT1) was estimated versus TAI and UTC(PTB) for the periods over which data were 
available and that best corresponded to our measurement period; these were MJD 48172 to 48215 for 
TAI (using the masers at USNO for extrapolation) and MJD 48172 to 48222 for UTC(PTB). 
Unfortunately, our measurements occur during what appears to be a period of steep annual frequency 
variation. The frequency drift of NIST(AT1) relative to TAI during the observation period was 
+2.1x10-16/day, and relative to UTC( ) was +2.3x10-16/day. 

The frequencies of the masers at SAO against NIST(AT1) are shown in Fig. 3; their drift rates 
relative to NIST(ATl), calculated by means of linear regressions on the frequencies over the entire 
observation period, age given in Table 1. The Chl-75-NIST(AT1) frequency difference was 
obtained from the GPS co on-view measurements. The frequencies of PI3 and B26 relative to 
MPST(AT1) were then cal ed using the frequency differences between those masers and Chl-75 
measurd by the SAO beat frquency measurement system; the values plottd represent one-hour 
averages obsepvd once per day. Daily measurements of the Chi-75-Chl-76 time difference yielded 
the data for Chl-76. The kequency excursions and subsequent recoveees seen in Fig. 3 for B13 and 
P26 at 48201 were due to a twehour power failure hat  dfected those masers but not Chl-75 or 



Chl-"l. Wih  "me excepdsn of the PI3 md P26 excwsions ota 4.820 1, fluctuations that ~0~g. lage 
mong the data for Chi-76, P26, and PI3 are probably due to the GPS com~sn-view time ~ansfer  
or to NIST(AT1); such fluctuations, which appem across the data length, mount  to roughly 1-2 ns 
per day, which is consistent with the level of previously obsemd co n-view ~msfer  noise. 
The fluctuations are absent from the Chl-75 graph h a u s e  Chl-75 clock conQolfing the (2s 
receiver, and its data were Kalman filtered with respect to NIST(AT1). The correlated fluctuations 
are difficult to identify in Chl-76's frequency graph prior to 48200, probably kcause they are 
obscured by Chl-76's frequency variations. 

The frequency of Chl-75 versus P26 is shown in Fig. 4. A frequency offset of roughly 
1x10-l1 has been removed for convenience in plotting. The two spikes at MJD 48215 and MJD 
48221, which correspond to phase jumps of about 0.5 ns, were apparently caused by the time- 
difference measurement system; they did not appear in data from the beat-frequency system. Chl- 
75's autotuner, which operated until 16 October (MJD 482 1 I), clearly adds short- and intermediate- 
term frequency instability. Within the confidence of estimate of the data of Figs. 2-4, Chl-75's drift 
seems unaffected by the operation of its autotuner. The two-month test is probably too short to 
establish with confidence the autotuner's long-term effect on Chl-75's frequency. 

FREQUENCY STABILITY 

Short-term frequency stability measurements of the active masers at SAO, as expressed by the 
Allan deviation oy(z), were obtained from the beat-frequency measurements system and are shown in 
Fig. 5. The measure used in Fig. 5 is the reduced Allan deviation, Zy(%) = ~~ ( r ) / f i ,  for the fre- 
quency pair. If two oscillators contribute equal amounts of noise, then ijy(2) represents the frequency 
variability of the individual oscillators; if, however, one oscillator contributes considerably more 
noise than the other, as in the case of Chl-75 with autotuner on, then oy(z), rather than Ey(~) ,  
represents the variability of the noisier oscillator. Figure 5 gives iiy(z) for the frequency differences 
P26-Chl-75 and P26P13 over two nine-day intervals. During interval A, 11 October - 20 October 
(MJD 48175 - 48184), Chi-75's autotuner was operating; during interval B, 16 October - 25 
October (MJD 48211 - 48220), the autotuner was turned off. By the beginning of interval B, P13 
and 1926 had restabilized fol'olaowing the power intemption on 6 November. Cunres a and b in Fig. 5 
show the staMlity of P26 vs Chl-45 with the autotuner on and off (during intervals A and B), 
respectively. A relative drift of 1.68~10-14/day has k e n  removed from curve a, and a ddft of 
1.24~10-14/day from cuwe b, The peak in c w e  a at approximately %=I00 s probably results from 



modul2:isn of ChR-75's intenlid ma,gcetic field at a pe~c%c$ of 100 s for the autotuner, C w e  c i s  the 
redcced Allan deviation for P2&P%3 dzfiag intewal5; a rela&ve drift of 6 . 4 5 ~ 1 0 - ~ ~ / d a ~  has been 
resoved. The ~ f t - r e m o v d  sn-ablliey of B26PX4 d~.1ng intewd A was nos significantly different 
from cume e. T'he effect of removing fquency dsift is seen by comparison with curve d, which 
gives the reduced Allan deviation for P26-P13 without drift removal. Curves b and c show that the 
drift-removed stability levels of the Soviet (autotuner-off) and SAO masers are comparable for 
averaging times between a second and a day. 

Comparison of Gy(%) with the line segments included in Fig. 5 shows that Zy(Q [and thus 
oy(%)] is proportional to r l  for %<lo0 s and to r ln for 100c~<7x103 s; as predicted theoreticdlyg, 
this behavior is due to additive noise in the maser receivers and noise within the atomic linewidth, 
respectively. For %>lo4 s, Ey(z) is proportional to z1 for P26-P13 with drift not removed; this form- 
of Zy(z) is characteristic of linear frequency drift. In the case of the drift-removed data, portions of 
the graphs are approximately proportional to 2112, which is identified with random walk of frequency; 
this behavior may result from the simultaneous action of several quasi-independent frequency- 
determining mechanisms in the masers. 

The long-term frequency stability of Chl-75 against the three time sca!es, with drift removed, 
is shown i3 Fig. 6. (In Figs. 6-1 1 the Allan deviation oy(%) is used, rather than the reduced deviation 
ijy(7).) The data for AT1 and PTB cover the entire observation period, MJD 48171 to 48223, while 
the TAI values cover MJD 48171 to 48215. Due to the Kalman filtering, the values for 1- and 2-day 
averaging intervals are artificially low, by perhaps a factor of 2; however, the data for 724 days are 
representative of the performance of the clocks. That the drift rate for Chl-75 against TAI is greater 
than the rates against AT1 and PTB may be due to the fact that the shorter time span over which the 
TAI data were available corresponded to an interval during which Chl-75's drift was greater than its 
average vzlze for the entire observation period. The Allan deviation of the three scales relative to one 
another is shown in Fig. 7. The stability of AT1 versus TAI, in particular, is considerably lower than 
the values in Fig. 6, indicating that the latter values represent the stability of Chl-75. 

The long-term stabilities of the clocks at SAO are shown in Fig. 8. The data were obtained 
from the TDMS at SAO, with interruptions spanned by linear interpolation. The calculations for Chl- 
75-P.13 and for P26-P13 are based on frequency data obtained from MJD 215.8 to 221.7; those for 
Chl-75-P26, on data taken from MJD 21 1.5 to 223.7; and those for Chl-75-Chl-76, on data taken 
from 204.9 to 223.8. Thus the plots not involving Chl-76 represent data taken with Chl-75's 
autotuner not operating, while the Ghl-75-431-76 plot includes data with Chl-75's autotuner both 
on and off; however, because Chl-76's stability is considerably less than that of Chl-75, oy(%) for 
the Chl-76-Chl-75 frequency difference is not significantly affected by the operation of Chl-75's 
mtotuner. 

Figures 9 and 10 show the stabilities of the individual masers at USNO in the ensemble used 
to exeagolate TAI, ay(a) was obtdnd for each clock from an N-cornered hat calculation from the 
AUm v ~ a n c e  of the frequency differences with frequency ~ f t  and rate-of-change of drift removed. 
The slabairy of a cesium clock with little frequency dpift is includd for comparison. Although the N- 
comer& hat grwdwe is theoreticdly exact for ppulation v ~ m c e s ,  in practice it yields differences 



herween pairs of sample v ~ a n c e s  obsewed over finite ~ m e s ;  consequently, h e  calculated vaiances 
~~2 for the best clocks of the goup  can (randomly) be r~egaelve numbers, which are ornitbed in Figs, 
9 md 10, The least stable clocks oS the goup axe well c?zacte~zed, while for the most sbble clocks, 
162, 164, N5, P24, and P25, one can say only that their stabilities are below 1x10-15 for intewals 
from 105 s to 3x106 s. 

DISCUSSION 

From the observations presented here, it is apparent that maser frequency stabilities of a few 
parts in 1015 and below are achieved for averaging intervals from one day to about two weeks, levels 
that are an order of magnitude lower than those attained perhaps ten years ago. These stabilities re- 
quire removal of frequency drift and, in some cases, rate of change of drift. 

The frequency prediction capability of hydrogen masers seems to be somewhat better than 
10--14 for extrapolation over a few weeks. In our case, the forward prediction from MJD 48189 to 
48218 showed modelling errors of less than 1x10-14, and for some masers a few parts in 1015. The 
prediction errors were calculated by subtracting the frequency residuals between different pairs of 
USNO masers after removing their respective parameterized models. Figure 11 shows the residual 
errors between four pairs of masers, expressed in terms of ay(z) calculated from MJD 48172 to 
48218; these results demonstrate unprecedented oscdlator predictability. 

The time scale instabilities evident in Fig. 7, of about 10-14 at one day intervals, are due 
principally to the cesium standards involved. Our drift-removed data show about an order-of- 
magnitude advantage of hydrogen masers over cesium devices at integration times of one day. 
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APPENDIX A -- EXTRAPOLATION OF TAI TIME SCALE 

At the time this analyis was done, the time differences between UTC(USN0) and TAI were 
available only through MJD 48189. The TAI time scale was represented over the entire observation 
period (MJD 48172 to 48215) by modelling hydrogen masers at USNO over periods phior to MJD 
48189 during which they were well characterized against the known values of TAI, and extending the 
models to MJD 48215. Since each of the masers is measured against UTC(USNO), they can be 
related to lrAI through the TAI-UTG(USN0) time difference data. Each maser was modelled by a 
three-pxameter expression, 



Here y(n) = ymmr - y ~ r $ ~  is the normndizd frequency offset of the maser &om "FA1 at day n, where n 
is the day count relative to the reference date given in Table 2. C l  is the maser's frequency drift rate, 
and C2 its rate of change of frequency drift, relative to TAI. N in Table 2 is the number of frequency 
measurements, each representing a 10-day average, used to establish the coefficients from BIPM 
circular-T 10-day data. Masers N2-N5 use cavity autotuning systems that employ modulation of the 
cavity resonance frequency5; masers P18-P25 do not use cavity autotuning. 
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Fig. la. Comparison systems at SAO with Chl-75 autotuner off 
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Fig. lb. Comparison systems at SAO with Chl-75 autotuner on 



Fig. 3. Frequencies of masers at SAO vs. NIST(AT1) 
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Abstract 

The concept being designed by LSRRI of united positioning and timing service on the basis of the uti- 
lization of long-range and global radionavigation and common time systems and aids for diterent users is 
described. The estimate ofproposab of its utilization on the national--as well as on international-scale is 
given. 

1.. INTRODUCTION 

The main direction of Leningrad Scientific Research Radio Technical Institute (LSRRI) 
activities is the designing and improvement of position location and time synchronization 
systems and aids for different branches of national ecoilomy as well as for scientific research. 

The general principle of systems and aids to be developed by LSRRI is a generation 
and/or utilization of high-precision position and time data for long-range and global ra- 
dionavigation, synchronization of remote clocks and other goals of this kind. 

The most significant directions of LSRRI's activities comprise: 

r designing of equipment for tra.llsmitting and monitor-and 

r correction stations and other aids of ground-based long-range and global pulse-phase 
and phase radionavigation systems; 

r creation of aids for State System of Common Time and Standard Frequencies, includ- 
ing monitoring sites of different accuracy classes for specific users; 

r development of quartz oscillators and atomic frequency standards with optical (laser) 
pumping on the basis of atomic beam discriminators a.nd hydrogen masers; 

s designing of on-boa.rd equipment and ground-based aids for GLONASS Satellite ra- 
dionavigation system (SRNS); 

a development of position-timing user equipment operating via ground-based-as well 
a,s spa,ce based systems for sea,, a,irspa,ce and la,nd vehicles; 

e realization of scientific researches. 



.s$sp Su!puodsax~o:, 
jo uo!$vaauaS aoj pasn aq 01 saxnos axds lv;rn$vu pus sprv [e3!uy3a) aloura.1-a3sds jo ?as 
uoururo:, s se a3:nlas Su!ury pus Su!uo!$!sod dus jo uog!uyap p~auaS s aJs1nurloj 03 salqvua 
y3so~dde us y3nS .sanour ~suS!s ayl uralayM aurssj jo sa!$sado.~d [s.e3p$aur rro puadap vlsp 
aur!$-uoyzS!~vu jo sa~usm.~o~xad Jaylo ayj; .saJvaq s rpns aq 0% ssaddv slsuS!s 0yps.1 ay$ 
'a3uasajal jo saursq jo su!Spo 01 Bu!vianqsp ayl Suypynosd al!tlfi .yxoMaursq puo!snaur!p 
lnoj s u!rlqM SU!AOW Jalsaq s)sp @pa)sur z asn 0% dxessa3au s! I! 'squyod asoy$ $2 a39d 
uayel aq o$ sluana ay$ a~sdu~o:, ol 'sp.10~ say30 11; 'JO s$u!od prrorsuaurrp snoj jo uo!l!sod 
anilslas s Su!$$as pnialu! aur!l-a~ds ay$ au!urla$ap 03 sap.10 u! 'suo!l~puo:, asayl lapun 
.saasSap Jualapp jo san!lsn!lap sl!jo ss l-[afi ss saxs S~rypuodsasao:, jo uo!$s$ua!zo pnlnur pus 
uops30-[ @n)nur .~a$ua:, sssm jo suo!)3unj ay$ alp sa)srr!ploo:, an!$s1as aql 'u.rnl sl! UI .dlayssn 
aur!$-a~sds [suo!suaur!p-.rnoj s u!rl$!~ (sluyod lepa$sur jo slas .aa!) sarpoq jo saqzu!p.~oo:, 
an!PIa.Io$ Su!najax s~sp Suraq ss pau!ur.Ia$ap als qsp uo!$sSinsrr 'ass3 s y3ns UI .pa~sduro:, 
aq 09 sluyod ay$ uaaM3aq lajsuvll lsuS!s yq!~ $uapuodsa~~o3 aq 03 s)uarua13u! am!$ Y~!M 
salsu!pxoo3 axds jo sguauras3uy ayl Su!$3ar1uo3 stro!$snba uo;$sSmsu uysur ayq asn m3 auo 
'aldurexa us SQ ~lsp Sr~~puodsa.~so:, jo uo!plaua8 pus sajsr1s.r) @rrS!s y$!M pa)3auuo3 aq 
01 ssa3old pp~4yd alBu!s s jo sapis OM? Buraq se suo!$suywxaqap asayq yeall 01 L$;~!~!SSO~ 
s -a3uanbasuo:, s ss 'pus suo!)sujurla$ap am!$ pus (salsrr!ploo:,) noy!sod jo sa~dpupd jo 
dl!unururo:, s s! a~!nxas Surur!l puv 811!uo!$!sod $rr!o[ e 9n!p!no1d jo $da3rro:, sno jo srseq ay& 

.Lurouo3a puo!$zu jo sarpusxq $rraxag!p jo sarro bq se l-[aM se sa~rray3l; jo burapwy XSSn 
ayl 30 saln$!$sul yxsasas 3y!$uaps jo sarlas s dq pas~slua pus pano.1dd.e uaaq layel sey 1da3 
-uo:, syyj; .a3!asas Suyur!l pus Buyuo!l!sod uoururo:, all$ loj $dam03 ayl jo uo!$s~uauraldur! 
uo padola~ap sea rl3so~dd.e s!y& 'b$~Balu! pus bl!-[!qzga.~ 'bl!~!qs-[!sns 'd3s~nms jo luyod 
-puvls ayJ moq sanp paalsap jo luauranayq~ arp Y$;M lasn Lus soj s$vp Sujurp-uoylysod 
@ssan!un ayl jo axnos s ss play uo!~s8!nsuoypss pqolS uoururo:, jo uoy~v~aua8 s 3noq.e 
zap! pasodold my slvad OL, d~ssa u! dpsalp pzy IX')IS? 'XSS~ all1 uy spfe pus smapds 
uo!$sS!nvuo!pv~ jo quauranoldury msal-8uo1 loj urvl8old sel!urys ayl Buydolanap al!yM 

'usld uo~lsS!~zuo!ps~ p.Iapad Sn dq ua~o.rd sy 11 'uo!rr!do amps 
ayl jo are s$s!lz!3ads SO ayq 'MOU~ aM ss JPJ SQ .l-enla$u! aury uys3la3 s .tall0 uo!Ba.t Lus soj 
lsur!$do aq o) xrur ura~sds z jo uo!lszgyn jo sfs~q arp no paqos s! yszl sryl 'a3!nms Su!ur!$ 
pus Suyuo!$!sod paxisap jo 1uamanayy3s ayl salqsua ailoqs pauoyuaur aq 02 suralsds jo auo 
ou ss y3nm sv .padolanap Sulaq luaurdrnba %u!m!$ arp ss~ suo!$suyma$ap am!$ soj puv 
'pau8pap Srrraq $uaurd!nba uoyB!~su ayl SVM suoI$eu!urm$ap uo~$!sod aoj 'suoy$~puo:, asoqp 
ay;C .srIor$.err!ucr;ra$ap am!$ .~o$ yell$ prre srIo!$euym.Ia$ap uo!$!sod ~oj spy?? jo $uamdop~ap 
a%s;redas ?? jo s!sq ay? rro x~~fi aq u~ paalos 3rr!aq seM suxxoj%v~d ?rxa;raS!p aoj saalr%m~oj;rad 
paarsap ~TFM a3IAmas $uyy prrv 2uyuo;?!sod aq? jo 1royez[-[eaa jo ysel arfl %~zp 03 dn 



4. FUTURE NATIONAL-WIDE POSITIONING AND 
TIMING SERNICE (PRINCIPLES OF ORGANIZATION 
AND OPERATyIQl"il";l) 

The Unified State System of Positioning and Tirning Service CUSS PTS) will be imple- 
mented 011 the basis of existing and deploying ground-and space-based navigation and 
ti~ning systems and aids by meails of institutiond and methodical coordination of opera- 
tion of such aids with application of equipment to be designed for solving the user problems. 
This is equally valid for the equipment of Joint position-timing complexes. 

A specific feature of such a system is its openness, permitting a possibility of including 
as well as exclusion of certain aids. The other important feature is a possibility of generation 
of unified positioning-timing basis providing a performing of determinations in the unified 
frame of reference with a possible gradation in accordance with accuracy classes and with 
a subsequent transition to  any frame of reference to be convenient. 

From the organizational standpoint, US§ PTS might consist of four subsystems as 
follows: 

e fundamental bases of spa,ce and time frame of reference; 

e generation and transfer of position-timing data; 

e control and monitoring of system operation; 

a users. 

The important feature of the system to be proposed is that it isn't merely a set of 
technical aids or an organization operating in accordance with the set of rules to be pre- 
scribed, but that is a technical system of a top level. Such a system may be considered as 
a 'synergetic one permitting to rea.lize a new quality-the presentation of space-time data 
with ensuring the values of accuracy, availability, reliability and integrity to be necessary 
for defined users while solving all the problems, including specific ones. 

The USS PTS implementation on the basis of RNS to be already in operation and 
to be deployed would enable to set in foreseeable future a global positioning-time field 
with accuracy level of 10m ( lm  locally) and synchronization error of 50ns, thus providing 
a possibility of solving the widest class of problems for all users, including a short-range 
navigation task with landing approach and landing itself. 

5. PROSPECTS OF INTERNATIONAL COOPERATION 
WITHIN T H E  FIELD OF GLOBAL PTS CREATION 

From our point of view, the national-wide principles of PTS organization to be considered 
above would be used as the basis of concept of global PTS implementation - of course, 
with taking into account a number of factors relating to foreign political situation, USSR 
and USA national priority systems, specific roles of certain regions as well as existing 
machineries for attainment of agreements. The advantages of an open positioning and 
timing service may be realized only in conditions of "open" international community, i.e. 
such a community wherein the relations between the countries-participants are based on 
the whole mutual confidence. With regard to this, how ca,n one estimate the relations 
between the superpowers, the USSR a.nd the USA, and its influence on prospects of global 
PTS creation? 



With the beginning of current decade, the world to come in the initial period of the 
new non-confronta.tioza era: but t h i s  period is consplica.ted and contradictory, beca,usc the 
past tries to keep its positio~ls and the future carries the non-predicta,ble da;ilgers. 'The 
nuclear arsenals lose its sense, but its improvement is going on. The spa,ce-based PTS 
a,id that appea.r to he irlterldect for the ma,in mole on fnture PTS irnplen.lertt',.t' 1011 on a. 
national-wide as well as on interna,tiorral-.Lvide scale were being crea,ted in the USSR a,ncl 
in  the USA, in conditiolrs of competition for the defense agencies with taking into accoiint 
its tasks in the first place. The very concept of defense sufficiency gives t0da.y only certain 
qua.ntity cut of armaments, while not providing an ending of its quality improvement. I t  
is equally true for the supporting subsystems, including PTS a,ids. 

In such a situation, the only possible way to overcome a distrust to  be accumulated 
over the preceding decades of the "Cold War" is that to be based on an improvement of a 
machinery for generation and adoption of Joint solutions. 

From our point of view, it should prefer any form of cooperation, includil~g ramified 
membership in different institutions, creation of cross groups and parallel institutes, partly 
duplicating its functions, but permitting at the same time to achieve the best mutual 
ulrderstanding as a result. 

At the present time, LSRRI's practical activities include examples of cooperation with 
the USA and Western European state agencies a,s well as with different companies. 

The development and the substantiation of a concept with taking into account the de- 
mands of different branches of national economy as well as the needs of scientific researches 
are being carried on LSRRI over a. series of years. I11 November of 1990, in Leningrad, the 
Fist All-Union Scientific and Techllical Conference on problems relating to the common 
positioning and timing service was held at LSRRI. It is planned for such conferences to be 
the regular ones in future. 

I11 conclusion, I would like to note that there is a sufficiently powerful factor permitting 
an optimistic estimate for the prospects of realization of global PTS. This factor is a 
belonging of such a, system realizing the needs of the civilized community on a global 
scale to the values common to humanity and, consequently, its incontestable priority. The 
support of a safe operation of such a system will undoubtedly need the highest art not 
only with regard to scientific technical sphere, but also to human contacts. We would like 
to hope the good will of all participants would enable a successful solving of this problem. 
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ABSTRACT 

Computer sofhvare for ensembling all the space vehicle ( S v  and ground clocks of the Global Positioning 
Systems (GPS) was implemented at the Master Control Station (h4CS) on 17 June 1990. Improved GPS 
time stability and steering control are predicted. This paper assesses the perceptions of both Air Force and 

outside users and compares current per$ormance fo theoretical predictions. 

GPS SYSTEM DESCRIPTION 
The Global Positioning System is a Department of Defense space-based navigation and timing dis- 
semination system currently under deployment. By 1993 it will consist of a constellation of 24 space 
vehicles (SVs) supported by a control segment (CS) that tracks the SVs with its monitor stations 
(MSs), determines SV ephemeris states and SV and MS clock states at the Master Control Station 
(MCS) and periodically uploads the SVs with predicted SV states that users require to navigate and/ 
or determine their time. At this stage in the buildup, the constellation consists of six block I SVs and 
nine block I1 SVs. The CS MSs are located at Kwajalein Island, Diego Garcia Island, Hawaii, Ascen- 
sion Island, and Colorado Springs, Colorado. 

SV range measurements (i.e., pseudorange) are a function of the SV(i)-MSG) geometric range and the 
phase offset between the SV(i) and MSG) clocks, where i and j are the ith SV and the jth MS, respec- 
tively. The accuracy with which a user can navigate (i.e,, determine his position and clock state) de- 

pends on the accuracy of his measured pseudorange and the accuracy of the predicted SV ephemeris 
and clock information, generated and uploaded by the CS. The latter source of error is fundamental 
to GPS operation and is quantified by the User Range Error (URE). URE is defined as the differ- 
ence between the range-to-a-user computed using predicted states and the "true" range-to-a-user 
computed using the latest Knllnan estimates of ephemeris and clock. Operationally, the MCS com- 
putes UREs every 15 rnin (the Kalman filter update cycle) for each S v  taking a root sum of squares 
(RMS) of individual UREs to a fixed set of grid locations on the earth that have visibility to the SV 

The CS, by solving for SV and MS clock phase and frequency states from the pseudorange measure- 
ments, effectively synchronizes the system to GPS time. Originally the GPS time reference was taken 
to be one of the MS clocks. States for that MS (is., the master MS) were defined to be fixed at zero 
and, hence, were not included in the filter state vector. Clock state offsets estimated by the filter were 
then relative to master clock (GPS) time. When the filter is allowed to estimate all clock states (i.e., 
including states for what used to be the master MS), the configuration is called a composite or en- 
semble clock system. Since June of this year, the time reference for the system clocks (i.e., CPS time) 
has been a composite clock. 



Since the MCS bas so many SV states to estimate (11 per SV x 24) it was decided long ago to ""parti- 

tiorx" the SVs among several filters each capable of handling lap to six of them and each cantairling, of 

eocrse, the complete complement of MS states: 3 per MS x 4 for a master cbck configuration acd 3 
per MS x 5 for the composite clock case. 

COMPOSITE CLOCK IMPLEMENTATION AND THEORY 
When additional states are added to the Kalman filter, for what was the master MS, the GPS system 

becomes explicitly unobservable. This is because a constant bias shift in all clock phase states would 
not affect pseudorange and hence, would be unobservable to the filter. The existence of this unob- 
servable component of state causes the clock phase covariance matrix to grow linearly with time even 
though the system is completely stab!e with well behaved filter gains. See Reference 1 for further dis- 
cussion of these characteristics. Since a growing covariance matrix will eventually cause numerical 
problems, a method for reducing the covariance matrix without degrading filter performance was in- 
troduced. The method chosen was reduction via pseudomeasurement update (Reference 2). 

Covariance Reduction 

This update takes the standard Kalman form 

where P' is the covariance matrix resulting from the update (i.e., the reduced covariance matrix) and 
R is the pseudomeasurement noise variance. The matrix P in Equation 1 is the full n x n covariance 

matrix of ephemeris and clock states for the SVs and MSs of a particular partition. All filter parti- 
tions undergo independent covariance reductions every filter update cycle. The n x 1 column vector 

HT is constructed by inserting each element of an m x 1 column vector H* into the appropriate posi- 

tion in an n x 1 vector of zeros. GT is given by 

where B is the m x m submatrix of P corresponding to clock phase states only and u is an m x 1 col- 

umn vector of elements, all of which are one. Each clock in a partition, then, has an ensembling 
weight in the column vector H (ordered as P is ordered), whereas each ephemeris state has weight 
zero. By the construction of H, the sum of all weights is one. Equation 2 assigns to each clock a nor- 
malized set of phase and frequency weights that are inversely proportional to the magnitude of esti- 
mation error variance (i.e., the diagonals of B). Because of the particular form of H ~ ,  however, the 
correction term in Equation 1, i.e., the second term on the right side of the equation has nonzero ele- 
ments corresponding to ephemeris states and, hence, this method of covariance reduction is not a 

transparent variation on filter operation. A simulation of this algorithm was performed (Reference 3) 
using real pseudorange measurement data from the MCS in order to assess the impact of the algo- 

rithm on Malman states and URE. RMS UREs were shown to be very good with the algorithm and 

states changed only slightly. Ephemeris states with composite clock operation are unchanged from 



what they were with tire master clock cor~figuration-with or without the reduction algorithm (Reter- 
ence 3). 

Partition reconciliation is required to ensure that composite clock time for the various filter partitions 
is consistent. Uploads built for SVs from different partitions must have very nearly the same refer- 
ence time for clock phase and frequency offsets contained in the navigation message. Any difference 
in reference times maps into URE. The reconciliation process, since it is an adjustment of reference 
time for the partition, does not affect filter gains or measurement residuals because it amounts to a 
constant shift of all the clock phase and frequency states in the partition. Each partition will have a 
different shift as computed by the reconciliation algorithm. Partition recoficiliation is possible only 
because the MS clocks are common to each partition. It requires that a specified weighted sum of 
MS states be the same for each partition, where the same weights are used to compute the sum for 
each partition. The value of the weighted sum is itself a weighted average of MS and SV states. The 
computation proceeds as follows: 

First the vectors bi are computed for each partition according to (References 2, 4) 

where & are the MSj clock states far the it"artition and H' is a 10 x 2 matrix of five 2 x 2 identity 
matrices. C is a 10 x 10 matrix obtained by summing the MS clock covariance submatrices from the 
various partitions. Note from Equation 3 that the linear combination of MS states is taken for each 
partition. Next, the vector 6 that the bi are reconciled to, is computed according to Equation 4 below: 

where 

N = the number of partitions, and ni = the number of SVs in partition i. 

for the jth SV in partition i. In Equation 5, r j ,  and 4 are the phase and frequency process noise co- 
variances, respectively, and 7 is the update interval (15 min). The adjustment (blbi) that gets applied 
to each clock phase state in partition i is then compute? by 



Mtes the adjustments are made to each partition, a aesompu&atisn of the Gi would yield 5 for all par- 
titions. This nneans that GPS time for each partition is r,ow the same, Le., after reconciliation the 

weighted average of MS states for each yzrtition is the szme. 

One of the primary reasons for ensembling the GPS clocks (i.e., constructing a composite clock) is to 
gain stability in GPS time. Clock ensembling is a proven technology most prominently used by the 
U.S. Naval Observatory (USNO) and National Institute of Standards and Technology (NIST). The 

enhancement of stability for a system of n clocks, each of which is stable to say 1E-13, goes as I /&.  

For the current system of 19 clocks, operating with a Kalman filter configured for the composite clock 
option, the stability of GPS time is predicted to be of the order of 2.3E-14. This assumes that the 
three MCS filter partitions (with 5, 5 and 4 SVs in partitions 1, 2, and 3, respectively) are being recon- 
ciled perfectly and states do not differ appreciably from what they would be if the MCS were operat- 
ing with the 14 SVs in one partition. 

The composite clock software package provides a new GPS time steering algorithm that automatically 
determines and applies the appropriate clock drift rate steer to all clock states when enabled by oper- 
ator directive. The operator need only input daily USNO updates of GPS-UTC phase offset. A 
bang-bang controller (Reference 4) has been implemented. Allowable steering rates are + 2 ~ - 1 9 s / s ~  
and 0. Three steering modes are provided as follows: steer out the GPS-UTC offset as computed by 
the MCS from "raw" USNO measurements; steer out a particular GPS-UTC offset input by the oper- 
ator; or steer GPS time to one of the MS clocks. Simulations of this control loop, carried out by The 
Aerospace Corporation (Reference 5), predict an RMS steady state control error of the order of 10 ns 
assuming the GPS time stability is 3E-14sls at 1 day (Figure 1). 

COMPOSITE CLOCK PERFORMANCE (ACTUAL) 
Transition to the composite clock was initiated on 17 June 1990 by including the master MS clock 
states as estimated states in the filter partitions. This act causes the state component covariances to 
then be Q'd (i.e., process noise added in the filter propagation operation) every 15 min. 

YREs 
RMS UREs for all age-of-data were as good, if not better, than what they were with the master clock 
configuration. For one upload per day per SV these RMS values were in the range of 2 to 4 m. Note 
that UREs are very insensitive to GPS time stability. They are primarily due to SV clock phaselfre- 
quency variations over the upload interval. 



At U:30 on 25 June 19W (MJD48067), a directive was input to the system to begin steering GPS time 

to drive the CPS-UTC internally computed offset to zero. Figure 2 shows a histoq of GPS-UTC ob- 
tained from the USNO GPSVl file. The steering achieved is not as good as clock ensembling can 
theoretically achieve. Control is not able to reduce the large amplitude (+ 100 ns) of the offset. It is 
apparent that the underlying stability of GPS time (without steering) must be considerably worse than 
2.3E-14 andlor some other unknown type of aging-like effect, perhaps caused by system model errors, 
must be going on. Table 1 shows the time steer history from 0000 6 January 1980 to 0630 22 October 
1990. Note that steer control values (i.e., 2 2.00E-19 or O.OOE + 00) only change at times that are mul- 
tiples of 15 min. (the Kalman filter update interval). 

Table 1. Time Steer History 



When the steering from Table 1 is backed out sf  the GPS-UTC plot sf Figure 2, along with a mean 
slope of 4 ns/dayay, the underlying behavior of GPS-UTC is evident (Figure 3). Ideally Figure 3 sbuls l  

look like ranslonr: walk with a srzalP amplitude starting from 2 0  ns offset. The oscillztoy nature sf 
this curve needs to be understood. The only source of perturbation on GPS time (or GPS-UTC) must 
come via the Kalman filter and will occur when the filter is "lied to." For example, if a Rubidium 

clock (e.g., SV 16) has a large frequency jump and the clock frequency state is not Q'd sufficiently to 
absorb the variation, then GPS time will be perturbed. It would also be perturbed if an MS suffers a 
phase or frequency step that goes unnoticed and so the clock covariance is never Q-bumped to allow 
the filter to solve for the new phase or frequency. GPS time is perturbed because the corrected clock 
(i.e., the clock time corrected by the filter state offset) represents GPS time, and if the state doesn't 
correctly compensate for true clock behavior, the "corrected" clock, or GPS time will be perturbed. 
In the course of these investigations perturbations in both MS and SV clock states were evident, and 
it is only necessary to see how the filter was handled (e.g., was the covariance matrix Q-bumped or 
process noise increased at these times) in order to assess whether or not a perturbation in GPS time 
was likely. An attempt was made to correlate state perturbations occurring in the interval 2 October 
to 15 October with the slope discontinuities of Figure 3. On 2 October the Multiple Frequency Stan- 
dard System (i.e., the MFSS of six Cesium clocks operated by the U. S. Naval Research Laboratory 
(NRL)) at Falcon Air Force Base became the primary standard for the Colorado Springs Monitor 
Station (COSPM). At the time of the switch, a large jump in the COSPM frequency state was appar- 
ent. Hopefully the jump was simultaneous with a large Q-bump of the COSPM clock states, however, 
the distinct change in slope of GPS-UTC at that time is evidence to the contrary. 

SV Clock Stability 
Although GPS time is being perturbed, due to unmodeled filter processing, the stability of the SV 
clocks is up to expectations. Figure 4, provided by D. Allan of NIS1: is a plot of Allan's variance for 

five SVs in the constellation. SV 16, the outlier, was having problems during this interval of time (12 

August to 11 September 1990). The other four block I1 SVs are operating better than their specifica- 
tion of 2E-13 at tau equals 1 day. Figures 5 and 6 show SVN 18 clock phase behavior (with a straight 

line removed) and corresponding Allan variance for tau between 15 min and 1 day. These were com- 
puted from MCS Kalman filter data. A 12-hr, unmodeled, periodic variation in phase is evident in 
Figure 5. It's peak-to-peak amplitude is about 2 m. This periodicity produces the sharp breaks in 
the Allan variance plot of Figure 6. The 1-day value of the variance, 8E-14, is uncorrupted by the 
periodicity, since 1 day is a multiple of 12 hr. 

It should come as no surprise, because of the oscillatory behavior of CPS-UTC evidenced in Figure 3, 
that GPS stability relative to UTC (in the interval 31 May to 8 September 1990) would not be as good 
as predicted from the theory (2.3E-14). This is apparent from Figure 7, another of 11). Allan's contri- 
butions. Stability is more like 8E-14; comparable to the performance of a master MS configuration. 



Tt should be noted tllrrtiin the time span of Figure 4, SV 16 had a large frequency jump and In addi- 
tion its aging stale wz?s not being Q'd in the filter. n i s  muld hme had a significant impact on GPS 
time. h o t h e r  impressior,, however, of C P S  time stability is gained wher, one losb at the Colorado 
Springs monitor station clock phase state. This state is an estimate of the phase offset between the 
MFSS ensemble (stable to 2E-14 relative to UTC) and GPS time. The phase state from partition No. 
1 is plotted in Figure 8 and its Allan variance is shown in Figure 9. The 1-day GPS stability (with the 
MFSS stability removed) is 4E-14. The difference between this assessment (based on the current 
time phase state) and that of D. Allan (based on the predicted phase state) is considerable. The 
1-day Allan variance is close to our theoretical expectation. Figure 10, an Allan variance plot for the 
Kwajalein MS, also supports the idea that GPS time stability is better than 4E-14 at 1 day. The 24-hr 
periodicity inherent in the clock phase of Kwajalein (and all other MS clocks to a greater or lesser 
degree) causes the Allan variance to be larger at 12 and 36 hr than at 24 hr. Figure 11 shows this pe- 
riodicity with peak-to-peak amplitude of 4 m or so. If the clocks are really cycling daily (e.g., because 
of temperature and/or humidity changes), and the filter estimates only reflect a portion of the ampli- 
tude, it is possible that GPS time stability will be degraded for taus that are not a multiple of 24 hr 
(as Figures 9 and 10 indicate). On the other hand, augmenting the clock model with a sinusoid term 
would remove the performance degradation. It is also possible that the unmodeled sinusoid is hin- 
dering our ability to steer GPS tirnk. This is being investigated by simulation. 

As mentioned earlier, each filter partition has its own GPS time reference, and these are reconciled 
every 15 min for a common value. The effectiveness of this reconciliation is measured by differencing 
corresponding MS phase states from two partitions. One of these differences for the Kwajalein MS 
and partitions No.1 and 3 is plotted in Figure 12. Excursions are generally between +2m. The Allan 
variance of the difference, a direct measure of the stability of partition No.1 GPS time relative to 
partition No. 3, is 4E-14 at 1 day (Figure 13). The inferred absolute stability of each relative to a 

"perfect" clock would be 4 / f i  E - 14, or 2.7E-14. The stability of GPS time for each partition looks 
good in terms of Allan variance, but the MS phase difference of +, 2 m may be a problem. This is 
being investigated further. 

CONCLUSIONS 
GPS time, constructed from the composite clock software, is being perturbed by unmodeled or im- 
properly modeled clock phase behavior. Analysis of Kalman filter MS clock phase estimates shows a 
daily periodic signature with peak-to-peak amplitude of 4 m that varies somewhat from MS to MS. 
CPS time stability, inferred from Allan variances of MS clock phase estimates, in the interval 2 to 22 
October 1990 very nearly measures up to expectations. This means that the filter clock states are by 
and large reflecting true clock behavior and, hence, are isolating GPS time from clwk perturbations 
in this intewal. Further studies are needed to explain the behavior of GPS-UTC in the interval prior 
to 2 October when SV 16 was having its problems. 
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TIME (day of October) 
Figure 1. Transient Responses to Bang-Bang and Proportional Steering Control Laws. 
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Figure 2. UTC(USN0) Reference - GPS Time 



14 SEPTEMBER (48173) 

29 JUNE THROUGH 29 OCTOBER 1990 

Figure 3. GPS-UTC(USN0) with GPS Time Steering and Mean Slope Removed (4 nslday). 
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Figure 4. PRN(SVN) Clock - UTC(N1ST) 12 August to 11 September 1990. 



TIME (day of October) 

Figure 5. SVN 18 Clock Phase Estimate (2-22 October 1990). 

SECONDS 
Figure 6. SVN 18 Allan Variance (2-22 October 1990). 
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Figure 7. GPS System Time - UTC(USN0 MC) (31 May to 8 September 1990). 

day of October 
Figure 8. Colorado Springs Monitor Station Clock Phase Estimate (Partition No. 1). 



SECONDS 

Figure 9. Colorado Springs Monitor Station Allan Variance (Partition No. 1). 

SECONDS 
Figure 10. Kwajalein Monitor Station Clock Phase Estimate (3-19 October 1990). 
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Figure 11. Kwajalein Monitor Station Clock Phase Estimate (3-19 October 1990). 

day of October 
Figure 12. Partition 1 Minus Partition 3 Kwajalein Monitor Station Clock Phase Difference. 



SECONDS 

Figure 13. Allan Variance of Partition 1 Minus Partition 3 Kwajalein Monitor Station Clock Phase Difference. 



QUESTIONS AND ANSWERS 

Professor Alley, University s f  Maryland: You mezltiolzed that  there was a variation. Did 
tha t  have a 12 hour or a 24 hour period? 

Mr. Satin: That did not have any definite periodicity to it. It does look like the station frequency 
has a 24 hour periodicity to  it. We think that the periodicity is caused by humidity. 

Professor Alley: You mentioned a 12 hour period also. 

Mr. Satin: That is in the satellite, they have a 12 hour orbit. That is a temperature variation 
effect. 

Dr. Winkler, U. S. Naval Observatory: What was the rationale which led t o  the decision to 
use a bang-bang steering to UTC? And what is the dead-band in that control? 

Mr. Satin: I can't answer the question about the dea.d-band right now. We investigated several 
different algorithms for the control. The bang-bang takes out large initial offsets much quicker than 
the others. 

Dr. Winkler: At the expense of much larger frequency changes, and that is, of course, detrimental 
to its time usage. 

Mr. Satin: All the simulations show that there is no problem there. 

David Allan, NIST: On your last view-graph, the cesium performance of r-lI2 from 10-12 down 
to 10-l3 is pretty typica.1 of the space cesiums. How can you have a r-I  type of behavior out at lo5  
seconds? That is not typical of cesiums or a,nything in the system. 

Mr. Satin: We think that that is related to the periodicity in the monitor stations. In other words, 
at the 24 hour point you don't see the 24 periodicity and things get better, but you do see it at other 
points. 

Mr. Allan: You are saying that this is an aliasing? 

Mr. Satin: Yes, that is right. 

Mr. Allan: But if you have a periodicity, it will increase the noise over r-'I2, it will not decrease it. 
The curve would have an increase at 12 hours, and no increase at 24 hours. You have a r-'l2 curve, 
so I don't see any aliasing affect. 

Dr. Henry Fliegel, The Aerospace Corporation: FVe believe that the strange appearance 
of the sigma-tau curve is because we do have 24 hour periodicities and they alias at 12 and 36 hours. 
As far as I know, that coinpletely explains the appearance of the curve. 

Dr. Claudine Thomas, BTPM: Why are you using that set of filters and the clocks are not 



independent, when with one Kalman filter you could handle everything? 

Mr-, Satin: It i s  ~oml>rrtatioriaily more efhc~ent to urc  "i~icc srnaliei hltcii \%Then the sgsieizr \\?,vci i  

first designed, we didn't have the I-lumber-crirncl~i~~g capability to handle the single Tcalrnan filtel. 
That  would be 24 satellites, 11 states per satellite for a total of hund~eds  of states. 

Dr, Thomas: Yes, but the clocks whicli are involved in your filters are iiot iiidependent. 

Mr. Satin: Right, it is sub-optimal. That is correct, but we did a study to  determine what the 
effect would be to  use one, two, or three filters because we are making a large software change and 
could change the filters, but the gain was essentially zero. 

Sanl Stein, Ball Corp.: I am afra.id, Henry, that I would have to agree with Dave Allan and 
disagree with you. We calculated the exact effect of a periodicity on a,. Its effect, if you have a 24 
hour periodicity, would be an elevation of a, over the white frequency noise level, due to the ensemble, 
a t  12 hours, a decrease back to the white frequency noise level at 24 hours, and then it would come 
back up afterwards. If you look at the very short term, if you look at the numbers at 1000 seconds, 
you can see where the r-'I2 level is. Whatever this phenomenon is, it causes a decrease below the 
noise level that one would attribute t o  the ensemble, and that is surprising. We often see this when 
there is a small amount of data, but if those are error bars that I see on the curve, it would indicate 
that there is an adequate amount of data and one should not see such a large effect. 

Mr. Satin: We have approximately 20 da,ys of data, so we should have a pretty good estimate of 
the one day variance. 

Toill McCaskill, Naval Research Laboratory: I would just like to make some comments. If 
you look at the short term data, you start out a t  900 seconds, which is 15 minutes. If you follow that 
out, you have the same slope out to  what corresponds to the time for one pass of a satellite. Then 
there is the time when you are switching to another satellite and you get a different type of behavior. 
I agree with the other gentlemen about the effect of the periodicity, but this is not that effect. 
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Abstract 

Over intercontinental distances the accuracy of GPS time transfers ranges from 10 to 20 ns. The prin- 
cipal error sources are the broadcast ionospheric model, the broadcast ephemerides and the local antenna 
coordinates. 

Previous work has already shown the impact of correctingeach of these error sources individually, using 
either measured ionospheric delays, precise GPS satellite ephemerides, or improved antenna coordinates. 
Ionospheric delay measurements can be provided by dual frequency codeless ionospheric calibrators. Precise 
GPS satefife ephemerides are now available from the U.S. Defense Mapping Agency (DMA), and others. 
GPS receiver antenna coordinates should be accurately linked fo stations of the IERS Terrestrial Reference 
Frame. If such a link is not available from geodetic methods, accurate differential positioning, between GPS 
antennas, can be realized over short distances, using the BIPM method. 

For thefirst time, the three major error sources for GPS time transfer can be reduced simukaneously for 
a particular time link. Ionospheric measurement systems of the NIST type are now operating on a regular 
basis at the National Institute of Standards and Technology in Boulder (Colorado, USA) and at the Paris Ob- 
servatory in Paris (France). Broadcast ephemerides are currently recorded for time-transfer tracks between 
these sites, this being necessary for using precise ephemerides. At last, corrected local GPS antenna coordi- 
nates are now inlroduced in GPS receivers at both sites. This paper shows the improvemenl in precision for 
thk long--dis&nce time comparison resulling from tile reductton ofthese three error sources. 



'Ihe exceller-ice of world\vide unification of time depends on the means of time comparison. The 
iapid development of the Global Positioning System since 1983 has led to a major improvement in 
the precision and accuracy of time metrology. Using commercially available C/A Code GPS time 
receivers, time compariso~~s can easily be performed with an accuracy of 10 to 20 nanoseconds over 
intercontinental distances. However, it should be possible to  improve this performance greatly by 
removing systematic errors[']. In GPS time transfers the three principal error sources are the local 
antenna coordinates, the broadcast ionospheric model and the broadcast ephemerides. Previous work 
shows the impact of correcting each of these error sources i n d i ~ i d u a l l ~ [ ~ ~  3 1  41. We show here the first 
example of long-distance time comparison where all three errors may be reduced simultaneously. This 
experiment concerns the time link between the Paris Observatory (Paris, France) and the National 
Institute of Standards and Technology (Boulder, Colorado, USA), which corresponds to  7400 km 
baseline. In following sections the experiment is first presented in detail, then the results are analyzed. 

1-THE EXPERIMENT 

The difference UTC(0P)  - UTC(N1ST) is computed using the common-view for a 67-da,y 
period, from 1990 June 14 (MJD 48056) to 1990 August 20 (MJD 48123). The GPS da ta  taken at the 
two sites correspond to the international GPS schedule n015, issued by the Bureau International des 
Poids et Mesures, and implemented on 1990 June 12 (MJD 48054), see table 1. 

TABLE 1: Daily scheduled common views between 
Europe and West North America (MJD 48054) 

PRN C1 11 
14 00 00 
13 08 01 
13 09 02 
3 08 04 

16 08 05 
12 08 09 
20 19 11 

2 08 21 
14 01 23 

El(from OP) 
3 7 
44 
39 
14 
4 1 
59 
58 
36 
2 6 

El(from NIST) 
30 
41 
33 
68 
48 
30 
18 
23 
25 

Nine tracks, spread over 14 hours, are scheduled each day, four of which correspond t o  Block I satellites 
and five t o  Block I1 satellites, so we have 603 potential common views for the period under study. 
However the elevation of satellite 3 was too low from Paris and became observable only a t  mid-July 
due to  its rephasing maneuver. 

For one part of the period under study (1990 June 14 to 1990 August l o ) ,  the intentional degradation 
of GPS signals, known as Selective Availability (SA), was turned on for the Block I1 satellites. It can 
be shown however that it a.ffected only the sa.tellite clocks, producing a plmse jitter which is completely 
removed by strict cornmoll views[6] (satme start time and same track length). In our experiment we 
found 576 perfect common views. Moreover, the two GPS receivers come from the same maker a.nd 



use the same software for treating the short-term data. This furtlier helps remove the clock dither 
and enhances the synunetry of the experimelzt. 

The values UTC(OP) - UTG(NIST) are obtained for each observed satellite at the time, Trnid, of 
the midpoint of the track. 

1-1 ACCURATE ANTENNA COORDINATES 

Accurate antenna coordinates can be obtained with uncertainties of a few centimeters through geodetic 
by relative positioning between the antenna and the nearest IERS site. The BIPM has 

also developed a method of differential positioning between GPS antennas, using the data of the time 
comparisons themselves[2]. The consistency of the coordinates obtained by this method is within 50 
cm for distances up to 1000 km. Using these two techniques together, over the last few years, all 
national laboratories equipped with GPS have been linked to  IERS sites. On 1990 June 12 at  01100 
UTC (MJD 48054)) as suggested by the BIPM, these corrected coordinates were introduced into the 
GPS time receivers, ensuring worldwide homogenization of the coordinates in the IERS Terrestrial 
Reference Frame (ITRF). 

Thus, at the beginning of our experiment, the NIST GPS antenna has coordinates known with an 
uncertainty of 30 cm. They were obta.ined by GPS geodetic differential positioning with respect to 
Platteville VLBI site in July 1989i71. For OP, the coordinates were obtained by the BIPM differential 
positioning method, with respect to the Grasse ITRF SLR site. They are derived from data covering 
1987 December 15 to 1988 June 21i21 and are given with an uncertainty of 50 cm. 

1-2 MEASURED IONOSPHERIC DELAY 

In the usual GPS data file, the correction used for ionospheric refraction comes from a model['], the 
parameters of which are included in the GPS message. At radio-frequencies, however, the ionosphere 
is a dispersive medium so that its effect on time comparison between local and GPS satellite clocks 
can be estimated by dual-frequency methods. Dual-frequency receivers, which do not depend on 
knowledge of the P-code have recently been lo]. They give measurements of ionospheric 
delay along the line of sight of satellites with uncertainties of 1 to 2 ns. The gain in precision for long- 
distance time comparisons has already been skown when the two branches of the link are corrected 
with measured ionospheric values[11]. The gain in accuracy was also pointed out from the study of 
the closure around the world via NIST, OP and CRL through the use of such ~neasurements[~]. 

The two sites involved in this study are equipped with similar codeless dual-frequency GPS receivers 
of the NIST type[lO] (NIST Ionospheric Measurement System). In their present configuration, these 
devices are stand-alone units, with values of ionospheric delay for all satellites in view available as 
often as every 15 seconds. These data are stored after a linear fit over 15 minutes, at times Ti 
corresponding to round quarters of hours: Oh00 UTC, Oh15 UTC, Oh30 UTC, ... etc. From these data 
i t  is necessary to estimate the value of the measured ionospheric delay for a given tracking (satellite 
s and middle-time Tmid). In the general case, we use several measurements for the same satellite s, 
surrounding Tmid. A polynomial fit is then performed (linear to cubic depending on the number of 
values which are used). The estimated value is deduced for Tmid by interpolation. This po1ynomia.l 
fit is never extrapolated and measurements from other satellites are never used. If only one value is 
available for s, it is used only if its reference time, Ti, is less than 7.5 minutes away from Tmid. The 
ionospheric measure for Ti and the slope of the 15-minute linea,r fit, computed in the receiver over 



15-second ionosplleric measurements, are then processed to estimate the ionospheric delay at Tmid. 

FVitli tlre available ciala f ~ o r r l  b ~ i i r  ~ : t c . c , ,  393 slrlrt rornrnon vrews were correcteci for the iono~pheric 
delay during the period under study. 

1-3 PRECISE EPHEMERIDES 

The GPS precise ephemerides were computed at the U.S. Naval Surface Warfare Center (NS WC) from 
the beginning of 1986 to  1989 July 29. Since then they have been produced by the Defense Mapping 
Agency (DMA). These ephemerides are received on a regular basis at the BIPM. Their estimated 
accuracy is of the order of 3 meters. At present time, the delay of access of precise ephemerides is 
about three months, so that the period we are studying here is limited t o  the end of August 1990. 

In practice, computations with precise ephemerides require knowledge of the broadcast ephemerides 
used by the receiver software in order to  apply differential  correction^[^]. The BIPM started the regular 
collection ~f GPS broadcast ephemerides in May 1990. Another difficulty is the possible change of 
ephemeris parameters during the usual 13-minute tracking period. The software of the GPS receivers 
used in this experiment was modified in order to retain a single ephemeris for the full duration of 
the tracking. The ava,ilable ephemerides data collected by the BIPM could be used for correcting 454 
strict common views between OP a,nd NIST for the period under study. 

The precise ephemerides PEi are provided in Cartesian coordinates a t  times Ti corresponding to  round 
quarters of hours: Oh00 UTC, Oh15 UTC, Oh30 UTC, Oh45 UTC ... etc. I t  is then necessary to compute 
from the broadcast Keplerian elements, the positions BE1, BE2 and BE3 for three times T I ,  T2 and 
T3, such that: 

T1  < Tstart < T2 < Tstop < T 3  

where Tstart and Tstop are the start time and the stop time of the usual 13-minute tracking. The 
ephemeris corrections PEi - BEi, for i = 1,2,3, are transformed in a frame linked to  the satellite (On- 
track, Radial, Cross-track) and a quadratic polynomial in time is computed to represent each compo- 
nent. A quadratic representation is also computed in the same frame for the vector satellite-station. 
The inner product of these quadratic representations provides the corrections to  GPS measurements 
each 15 seconds. A linear fit on these short-term corrections gives the correction at Tmid of tlre values 
UTC(Lab) - GPS for each laboratory. 

2 RESULTS 

For the period under study, 314 perfect common views between OP and NIST could be corrected 
simulta~~eously with measured ionospheric delays and precise ephemerides. The results given here 
only involve the values UTC(0P) - UTC(N1ST) corresponding to these particular trackings, whether 
the tracks include the corrections or not. 

The corrections to the antenna coordinates being already introduced, four different cases are empha- 
sized in this study: 

s raw values, 



D corrected values for ephemerides only, 

e corrected values for ionosphere only, 

r corrected values for ephemerides and ionosphere together. 

For each case, a Vondrak smootlling[r2] is performed on the values UTC(0P) - UTC(N1ST). The 
standard deviation of the residuals to the smoothing for the complete period is as follows: 

raw values: 7.53 ns 
corrected values for ephem.: 5.39 ns 
corrected values for iono.: 6.46 ns 
corrected values for ephem. + iono.: 3.22 ns 

Each correction decreases the total standard deviation with a clear improvement where both of the 
corrections are applied. 

The residuals to the smoothing for each data point are presented in Fig. 1 to 4. The comparison of these 
figures gives the evidence of the improvement of the 'precision of reading UTC(0P) - UTC(N1ST)' 
when correcting one or the other error source. The effect is yet more clear with the use of precise 
ephemerides together with measured ionospheric delays. In this case, the daily standard deviations 
of the residuals (see Fig. 5) unquestionably drop. They collapse to values below 4 ns for nearly the 
entire period under study. 

Some comments should be added to  this general overview: 

During the period under study, SA was on from the beginning till 1990 August 10 (MJD 48113). Fig. 
1 shows that it did not affect our computations using strict common views. This is in agreement with 
Ref 6. Among others, satellite 12 presented very large residuals for some days in August. This effect 
completely disappears only when corrections for precise ephemerides are applied (Fig. 2). These very 
poor broadcast ephemerides for satellite 12 are observed during its eclipse season. This phenomena was 
already observed14] for satellites equipped with rubidium clocks, which are more sensitive to thermal 
environment. However, this explanation does not seem to be valid here since the satellite 12 was 
probably equipped with a czsium clock at that time. 

The examples of satellites 12 and 13, underlined on Fig. 1 to 4, show that the use of precise ephemerides 
helps to smooth the daily residuals for each common view track while the use of ionospheric measure- 
ments tends rather to decrease the biases between satellites. These two effects were already shown 

''1: here they combine to  reduce the uncertainty of the time comparison (Fig. 4). 

The favorable effect of applying these two corrections is linked to the particular long baseline (7400 
km) between the two sites. This baseline requires that common view observations often have low 
elevations so that precise knowledge of satellite positions and of ionospheric conditions are needed. 

Daily values of UTC(0P) - UTC(NIST), at Oh00 UTC, have been estimated from the smoothed data 
points. The changes brought by the application of corrections to these values are shown on Fig. 6. 
The ionospheric mea,surements, which improve the estimate of the signal delay over the ionospheric 
model, cause a global shift of about 7 ns. Precise ephemerides correct anomalies due to some satellites 
with poor broadcast ephemerides. Though we have here no absolute test, the accuracy of the time 
transfer is probably improved[3]. 



The Allari deviation of the daily raw and corrected values of UTC(0P) - UTC(NIST) at Oh00 UTC 
is given on Fig.7 and 8 with  a. basic sample duration equal to one day. It is irnpossiblc lo get an 
estimate of the Allan deviation on a shorter evenly-spaced tirne interval since the scheduled common 
views OP-NIST are spread over 14 hours each.day. Raw data is affected by white phase noise whose 
origin is the tirne difference measurements. It is smoothed out by averaging over 5 to 6 days. 14Thc-n 
corrections for precise ephemerides and measured ionospheric delays are applied, the measurerne~lt 
noise is already smoothed out when averaging over one day. The red performance of the local clocks, 
white frequency modulation for that averaging time, is then accessible. 

CONCLUSIONS 

A two-month study of time transfers between OP and NIST shows that the consistency of long- 
distance GPS time comparisons is largely improved by the use of accurate antenna coordinates, pre- 
cise satellite ephemerides and measured ionospheric delays. The average of the daily biases between 
satellites drops to 3 ns. At that level of precision, the local time scales are completely accessible 
for averaging time of the order of one day. This performance competes with that is observed for 
short-distance time comparisons[1]. 

Very soon, it may be necessary to refine the conditions of operation: calibration of GPS receivers, 
unification of receiver software, control of multipath interferences, use of ultra-precise ephemerides, 
use of Earth tides model ... etc. 

Another experiment with a third laboratory in Japan in which the three links could be corrected for 
precise ephemerides and ionospheric measurements is now in progress; it should give an interesting 
test of the accuracy of GPS time transfer. 
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FIGURE 1 .  GPS t ime  t r a n s f e r  UTC(0P) - UTC(NIST): r e s i d u a l s  t o  the  
smoothed raw va lues  ( two po in t s  corresponding t o  PRN 12 a r e  o u t s i d e  
the  frame) . 
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F I G U ~  2 :  GPS t ime t r a n s f e r  UTC(0P) - UTC(NIST) : r e s i d u a l s  t o  t h e  
smoothed v a l u e s  p rev ious l y  co r rec t ed  f o r  p rec i s e  s a t e l l i t e  
ephemerides.  
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FIGURE 3: GPS time transfer UTC(0P) - UTC(NIST): residuals to the 
smoothed values previously corrected for measured ionospheric delays. 
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FIGURE 4 :  GPS time transfer UTC(OP) - UTC(NIST): residuals to the 
smoothed values previously corrected for precise ephemerides and 
measured ionospheric delays. 



FIGURE 5: GPS t i m e  t r a n s f e r  UTC(0P) - UTC(NIST) : d a i l y  s t a n d a r d  
d e v i a t i o n s  o f  t h e  r e s i d u a l s  o b t a i n e d  w i t h :  

--------- raw d a t a ,  
d a t a  c o r r e c t e d  f o r  p r e c i s e  ephemer ides  and measured 
i o n o s p h e r i c  d e l a y s .  
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FIGURE 6 :  D i f f e r e n c e  b e t w e e n  t h e  c o r r e c t e d  and t h e  raw v a l u e s  
UTC(0P) - UTC(NIST) . The  c o r r e c t e d  v a l u e s  UTC(0P) - UTC(NIST) a r e  
o b t a i n e d  w i t h :  

p r e c i s e  ephemer ides ,  
---- measured i o n o s p h e r i c  d e l a y s ,  
.. ..... . . . .... .. . p r e c i s e  ephemer ides  and measured i o n o s p h e r i c  d e l a y s .  



T in d a y s  

FIGURE 7 :  Allan dev ia t ion  o f  the raw values UTC(0P) - UTC(NIST) . 

I- in d a y s  

FIGURE 8 :  Allan dev ia t ion  o f  the values UTC(0P) - UTC(NIST) a f t e r  
correct ion f o r  precise  ephemerides and measured ionospheric de lays  



QUESTIONS AND ANSWERS 

David AIXan, NIST: Bow do you combine the nine readings of each satellite each day? 

Tar, Tl~omas: We did smoothing and the11 took the value each day at zero hours, UTC. 

Mr. Allan: Are all values treated equa,lly? 

Dr. Thomas: Yes. 

Anthony Liu, The Aerospace Corporation: By what method do you use the differential 
correction for your ephemeris? 

Dr. Thomas: We get the parameters for the precise ephemeris each 15 minutes. It is a little difficult 
to explain here, but i t  is in the paper. 

Mr. Liu: What is the general magnitude of the correctioil in meters or other units? 

Dr. Lewandowski: It can reach 10 meters. Generally it is not more than 3 to 5 meters. 

Unknow Voice: I would add that the uncertainty of the DMA precise ephemerides are about three 
meters. A study that was made last year showed that the broadcast ephemerides differed by an average 
of about 5 or 6 meters. For rubidium equipped satellites, this difference can get to 30 meters during 
eclipses. 

Michel Grandveaud, Paris Observatory: I would like to  know whether the same filtering was 
used on the data and the corrected data and whether you observed a bias between the results of these 
two filterings? 

Dr. Thomas: The filtering was the same for both cases. Yes, there was some bias. It is show11 in 
the paper. 

Tom McCaskill, Naval Research Laboratories: We are looking at the use of precision clocks 
in a fairly complex system. What we have seen on the frequency stability profile in what you have 
presented and in the previous paper a.nd you can identify from the slopes of the frequency stability 
profile the types of noise on the clocks. The clocks have been very well characterized in terms of the 
types of behavior. If you use the data to determine the slope, then you can identify the random noise 
process. If the dopes do not agree with the known behavior of the clock, then the noise is coming 
from some other part of the system. This sort of behavior tells you that it is a non-clock process, or 
at least that it is not a well behved clock. 
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I. Introduction 

Since the advent of GPS satellite based time and frequency transfer the role of Loran-C in this 
application has been greatly diminished. The capabilities of undegraded GPS are indeed superior to 
those of the Loran-C system in most respects including coverage, absolute timing accuracy, and ease 
of use. However potential drawbacks of GPS to the time and frequency user exist, such as higher cost, 
more complex hardware and non-civilian control of the system. This last has brought us the specter of 
Selective Availability (SA), an on again-off again, intentional degradation of the accuracies obtainable 
from the GPS. Though not the focus of this report, it should be noted that the medium term (T =780 
seconds) frequency stability of the Loran-C transmissions, for reasonably close transmitters, is almost 
two orders of magnitude better than that of the GPS transmissions observed under SA-reason enough 
t o  keep Loran-C in mind for frequency control purposes. 

This paper surveys the absolute time setting performance achievable from seven distinct transmitters 
in four North American chains via the Loran-C Time of Coincidence (TOC) with UTC synchro~~ization 
technique. Motivation for this undertaking consisted of both frustration with SA and strong curiousity 
about how well the propagation path of the Loran-C signals could be modeled and how well the 
transmitters are synchronized to UTC as a result of the enactment in 1987 of Public Law 100-223[~] 
requiring synchronization at the 100 ns level. Navigation users desiring to combine GPS with Loran-C 
t o  enhance the overall reliability of their systems would prefer to treat the Loran-C signals analogously 
t o  those from the satellites, i.e. as pseudo-ranges rather than as time differences (TD's), the input 
t o  the traditional Loran-C hyperbolic navigation solution. Multi-chain Loran-C navigation is also 
facilitated by absolute time synchronization as well. 

The propagation modeling techniques applied in this study were intentionally limited to those which 
could be implemented in a modern, low cost microprocessor based instrument and therefore do not 
include the terrain inclusive, full wave integral approach. The results presented here support develop- 
ment of a new Loran-C timing receiver with internal propagation path correction and multiple chain 
capability offering precise time setting at the 500 ns level. While this performance is just comparable 



to that of GPS under SA for absolute timing, the frequency stability is far superior and the equipment 
cost is much less. 

11%- Approach 

The equipment for the experiment consists of an Austron Model 2201 GPS Timing and Frequency 
receiver, an Austron Pvlodel 2100T Loran-C Timing receiver, an HP-85 desktop computer for control- 
ling the 2100T receiver, an antenna ambient temperature recorder and various PC's for processing 
and presenting the data. The 2201 GPS receiver is operated in the NIST/USNO time transfer mode 
where both the tracking of satellites and the processing of the acquired data are to the NIST/USNO 
specified format. Adherence to  these specific requirements allows a differentia.1 time transfer mode 
of operation with various time standards laboratories worldwide who maintain receivers which track 
to the same specifications and make that data available to  the public. The benefit of this common 
mode/common view operation is of course the complete removal of the satellite clock error and partial 
removal of orbital and ionospheric errors. Significant reduction of SA induced errors is also realized 
since they are a combination of satellite clock and ephemeris dithering. 

Ihowledge of the receiver positions at both ends of the link is of course required for this to  work. 
Austron's position was transferred, via a differential GPS carrier phase survey, from the position of 
the Applied Research Laboratories of the University of Texas at Austin which is known to the one 
meter level in WGS 84. The time transfer accuracies attainable under these conditions are at the 10 
ns level under the non-SA conditions experienced during the duration of the data taking. 

The 2100T Loran-C receiver is operated in a sequence mode of operation under the control of the 
HP-85 desktop computer via the IEEE-488 bus. The HP-85 takes care of the parameter set-up for 
each of the ten Loran-C transmissions tracked over the data acquisition period. These include setting 
the Group Repetition Interval (GRI), secondary coding delays, and TOC synchronization times. All 
error messages generated by the 2100T such as blink, cycle error and loss of signal are logged by the 
HP-85 as well in order to facilitate outlier removal. 

Data was acquired in both three hour and twenty-four hour dwell modes, according to this pattern: 
one ten day, three hour dwell period followed by one twenty day, twenty-four hour dwell period and 
finally one ten day, three hour dwell period. Additional data was then taken for about six days on the 
two weakest stations, Carolina Beach and Searchlight, to make up for significant gaps due to skywave 
tracking problems during the sequencing periods, and also on Dana to resolve GRI related anomalies 
in the TOA's which were noted during the sequencing periods. 

After acquiring the Loran-C pulse and selecting the third cycle, the 2100T waits for the next TOC 
to synchronize its 1 PPS output to the arrival time of the UTC synchronized Loran-C pulse. If the 
Loran-C pulse does indeed arrive at the scheduled time then the receiver indicates that a successful 
TOC synchronization has occurred and sets its 1 PPS output to that time of arrival. This 1 PPS 
output is input t o  the 2201 GPS receiver which measures its relation in time to the received satellite 
currently being tracked and logs the data in the NIST/USNO format. Approximately twenty-four 
hours later the corresponding USNO track data is available for downloading over a modem a.nd used 
to correct the previously acquired raw satellite data. These differential TOA's, now referenced to the 
USNO master clock, a.re then corrected for propa.ga.tion path delays and analyzed with the temperature 
da.ta. 



$11, Loran-C TOA Predictions 

A,  Background 

All positions and path corrections are in the WGS - 84 geodetic datum[']. The Austron anl;enna position 
for both GPS and Loran-C is: 

Receiver Latitude Longitude 
Austron Site +30:27:15.47 - 97:39:45.72 

The Loran-C transmitters and their positions[2] are shown in Table 1. 

TABLE 1. Loran-C Transmitter Locations 
Transmitter Latitude Longitude 
Malone +30:59:38.870 - 85:10:08.751 
Grangeville +30:43:33.149 - 90:49:43.046 
Raymondville +26:31:55.141 - 97:49:59.539 
Jupiter +27:01:58.528 - 80:06:52.875 
Carolina Beach +34:03:46.208 - 77:54:46.100 
Dana +39:51:07.658 - 87:29:11.586 
Searchlight +35:19:18.305 -114:48:16.881 

The conductivity data used for these predictions is a set of disk files: the FCC data base for micro- 
computers[3]. The FCC M3 map file data shown in Figure 1 is based on a study of effective ground 
conductivity for the United states14]. The data, in the form of line segments that define conductivity 
boundaries, was accessed by a program written for this project that returns the conductivity for any 
latitude and longitude. 

*, 
An ellipsoidal ray path is computed[5] from the Austron site to  the Loran-C transmitter and with 
an arbitrary step size a set of latitudes and longitudes is created for looking up conductivities. The 
prediction program produces a list of ranges and conductivities along the path from receiver to  trans- 
mitter. 

The phase delay of a ground wave can be separated into two components: the primary phase and the 
secondary phase. The primary phase is the result of propagation through the air while the secondary 
phase is the result of propagation over a conducting surface with terrain variations. National Bureau of 
Standards Circular 573f71 defines the primary and secondary phase for the low frequency groundwave 
over homogeneous paths. The primary ground wave phase can be described as: 

where: 

pf = primary phase (seconds) 



d - range meters 

co ---- speed of light in vacuo (rneters/sec) 

n = index of refraction of air 

The index of refraction of air is influenced by pressure, temperature, and humiditylgl: 

where: 

T = temperature ( O K )  

P = atmospheric pressure (millibars) 

e = partial water vapor pressure 

For most ground wave predictions, Loran-C in particular, a value for n is assumed to  be 1.000338[~]. 
The value can change from 1.0002 to 1 .0004[~~].  The wave velocity at 100 kHz at the surface for a 
perfectly conducting ground and n = 1.000338 is then: 

The secondary phase correction may be computed using the methods provided by NBS 573. The 
methods involve time consuming solutions of Legendre polynomials and Hankel functions. Faster 
methods have been developed for receiver implementation. 

B. Brunavs' Polynomials 

A faster method of obtaining secondary phase corrections from distance and conductivity in a real 
time receiver uses Brunavs' formulas[8]. The corrections applied here employ the eight coefficient 
implementation offering residual fit errors at the six meter level. The correction returned by the 
Brunavs formula, Eq. 6 is added to the primary phase correction to give the total path delay. 

where: 

s = range (meters)/100000 

p = phase lag (meters) 

c; = eight coefficients for each conductivity 

Application of Brunavs' formula to the mixed conductivity paths typically encountered is performed us- 
ing three approaches: average conductivity, average complex impedance, and the ~ i l l i n ~ t o n - ~ r e s s ~ [ ~ ]  



technique. The first two techniques are essentially range segment length weighted averages of ei- 
ther the conductivity (real) or the impedance (con~plex) along the receiver to transmitter path. The 
irnpedarice method reclililes tlre additional step of to~zverting back to  conductivity after the path 
integration["]. The third approach is a heuristic method which has historically given good results 
near distinct impedance boundaries (coastlines), where it reproduces the localized plzase disturbances 
near those boundaries. Table 2 presents the path data for each transmitter. 

TABLE 2. Propagation Path Characteristics 

Transmitter 

Malone 
Grangeville 
Raymondville 
Jupiter 
Carolina B ch 
Dana 
Searchlight 

Range (km) Pri. Phase (ps) Sec. Phase (ps) 
Cond. Imp Mil-Pres. 
6.881 6.550 5.847 
3.119 3.076 2.924 
1.618 1.598 1.560 
6.546 5.490 5.970 
9.953 9.741 9.569 
6.188 6.102 5.910 
7.520 7.464 7.052 

C .  Propagation Model Evaluation 

1. Correction of Chain Timing Errors 

As previously a.lluded, TOA data on some of the dual rated Loran-C transmitters exhibited anomalous 
behavior, i.e. a 5 ps difference between the same transmitter on a different chain GRI. Since there 
could be no path differences in these transmissions and since the receiver will only track positive zero 
crossings of the 100 kHz carrier, a flag was raised concerning phasing of the chain. This characteristic 
was observed on transmissions from Dana on GRI's 89700 and 99600 and from Carolina Beach on 
GRI's 79800 and 99600. In each case, the transmissions from the 99600 GRI were 5 ps later than the 
other GRI. The transmissions from Malone on GRI's 79800 and 89700 did not exhibit such a la.rge 
difference, however. They differed by less than a microsecond. The transmissions from Searchlight on 
GRI 99400 fall in line with those from the North East chain on GRI 99600. 

Conversations with the Loran-C timing personnel at the USNO and measurements made by them 
on November 28-29, 1990 confirmed these anomalies on Dana, Seneca and Carolina ~ e a c h [ l ~ ] .  The 
USNO measurements, made with an Austron Model 2100T receiver, place the transmissions on GRI 
99600 on-time relative to the USNO Master Clock. Those from the 89700 and 79800 GRI's are 5 
ps  early. Based on this information, all data from these early arriving GRI's was corrected prior to 
further processing by the addition of exactly 5 ps to their TOA's. 

2. Model Evaluation 

Performance of each of the techniques on actual Loran-C TOA data taken from the Austron site is 
shown in Figures 2 and 3, which present data from two consecutive ten day twenty-four hour dwells 
on seven Loran-C transmitters, three of which are dual rated and seen twice each ten days. Each data 
trace has been corrected for propagation delay using one of the three methods described previously. 



Regression analysis on the entire forty-seven days of data, corrected by each of the three methods, is 
summarized in Figure 4. The complex impedance approach yields the tightest cluster of TOA's with a 
residual RMS scatter of 463 ns. It also yields a TOA midway betweerr those of the other two models. 
Since the Austron location is not near any significant impedance boundary, any advantages yielded by 
tlze Millington-Pressy approach may not be visible. In fact the method performs the most poorly of 
the three with a residual RMS scatter of 932 ns. The average conductivity approach is slightly better 
a t  669 ns. The remainder of the data and analysis makes use only of the average complex impedance 
path correction. 

IV. Results 

A. Overall Performance 

More than one thousand TOA's were logged over forty-seven days of testing. The vast majority of 
these NIST/USNO formatted points were complete 780 second tracks. For each of these time-tagged 
points an antenna temperature reading was collected. Figure 5 shows all of the data collected over the 
experiment, including the temperature trace. Linear regression analysis on this propagation corrected 
data versus time and temperature yields a frequency offset of 10.8 ns/day with $1-1.4 ns/day one 
sigma points, a temperature coefficient of -1.1 ns/deg C with +/-2.2 ns/deg C one sigma points (no 
significant temperature coefficient in this mixed data), and a residual standard deviation of 463 ns. 
From the regression data, the predicted GPS and Loran-C antenna, cable and receiver delays would 
be 53.418 ps a t  the time of the first data point on MJD 48169 (October 5, 1990). 

The actual delays measured on the two receivers were: 

Model 2201 GPS receiver .047 ps 
Model 2100T Loran-C receiver 51.760 11s (includes third cycle tracking delay) 

The difference of these delays, 51.713 ps, should be the expected offset of the received Loran-C 
TOA's, as measured by the GPS receiver, from USNO via the common mode/common view technique. 
This implies that  the realized absolute time transfer accuracy over the period of this test, including 
transmitters nearly two thousand kilometers away, is: 

B. Individual Transmitter Perforinances 

Figures 6 and 7 show two consecutive ten day periods of propagation delay corrected, twenty-four 
hour dwell TOA data with the antenna temperature shown on the bottom trace. Inspection of these 
charts shows that  there are varying levels of temperature correlation in the received signals from the 
different transmitters as well as definite biases in the TOA7s. Linear regression analyses on both time 
and temperature for each transmitter's set of data yield the results graphed in Figures 8 through 12. 

Figure 8 shows the regressed TOA's a t  test startup, MJD 48169 (October 5, 1990) and the residual 
standard deviations for each transmitter. These TOA's vary from 52.8 LLS to  53.9 ps across the 
transmitters while the residual standard deviations vary from less than 100 ns to  over 500 ns. 



Figures 9 and 10 show the regression coefficients (slopes) for time and temperature along with their 
standard deviations. The temporal slope varies frorn 2 ns/day to  18 ns/day (low parts in fractional 
frequency offset), and the temperature coeflicients range from -2 ns/deg C to almost 45 ns/deg 6. This 
latter level, from the Searchlight transmitter, is almost certainly not actually temperature induced but 
is more likely skywave induced. The levels of the other six transmitters, ranging fro111 -2  nsldeg G to 8 
ns/deg C are in reasonable agreement with those reported in previous proceedings of this conference['2]. 

Since the data taken for this survey covers transmitters located from 400 km to nearly 2000 km from the 
Austron site, some correlation should be observable between both the residual standard deviations of 
the TOA7s and the temperature coefficients. Figure 11 plots the regression residual standard deviation 
against the range in kilometers divided by the square root of the peak radiated power in watts (very 
much a first order approximation to received signal to  noise ratio). Though not perfectly correlated, 
especially in the more distant transmitters, a definite relationship is evident. Figure 12 plots the 
regression temperature coefficient versus range. Here as well a strong overall trend is evident. The 
Jupiter transmitter with its very small and negative coefficient, whose path contains the only sea 
water of the transmitters tracked, falls completely out of line with the other transmitters. The Dana 
transmitter also displays unexpectedly good temperature insensitivity considering the length of the 
path. 

V. Conclusions 

The results from this survey (even ignoring the systematic 5 ps error) clearly indicate that the GPS 
time transfer capability is superior to  that of the Loran-C system for absolute timing accuracy, and 
that even with the most careful calibration of the Lorall-C receiver delay and propagation path, 
inexplicable TOA biases remain which are larger than the variations across all of the transmitters. 
Much more data covering years would be needed to show that these biases were stable enough to be 
removed with a one time site calibration. 

The syntonization of the transmissions is excellent, all showing low parts in 1013 offsets versus the 
USNO master clock. With the exception of the Searchlight transmitter, all of the transmissions exhibit 
timing stabilities over the entire period of less than 300 ns RMS which is at the observed levels of GPS 
under SA. As previously mentioned though, the Loran-C phase instabilities take place over a much 
greater time interval than those being forced onto the GPS signals under SA, providing far better 
medium to short term frequency stability. This is shown in Figure 13 where 780 second observations 
of the Loran-C received fractional frequency offsets have been combined in a RMS sense and plotted 
versus transmitter and range/square root power ratio. From this data it can be seen that all but the 
most distant transmitters offer better than three parts in 10'' stability at this averaging time. It is in 
the frequency control area where GPSJLoran-C interoperation will offer some synergistic advantages 
over GPS alone under SA. 

Synchronization of the chains to UTC as required by Public Law 100-223 has obviously not been 
accomplished at  this time. 
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F I G ,  5--Loran-C TOfl's, 3 Hour/24 Hour 
Dwells vs Antenna Tempevatuve 
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F I G ,  11--Loran-C R e s l d u a l  RMS vs .  R/SP 
f r o m  Tlme/Temp, Regression 
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F I G o  12--Loran-C 8 (USNO-TOA ) / S T  vs  Range 
f rom Time/Temp. R e q r e s s i o n  
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QUESTIONS AND ANSWERS 

Dr Winkler, U. S, Naval Observatory: I would like to make some conlrnents regarding your 
interesting presentation. Number one, your conclusions are completely consistent with my own. I think 
that you have done an excellent job. Number two, I would suggest that, in addition to the disturbances 
and causes for noise which you have mentioned, there is one which is particularly important in the 
Washington metropolitan area. That is interference. Interference, as it comes on and goes off, will, 
depending on the position of the filters in the preamplifiers, affect the bias in the receivers. This 
is quite a problem and it is part of our efforts to improve our capabilities in our monitoring. That 
leads me to the third point and that is your conclusion that the Public Law requirement has not 
been realized. I would say 'not yet been realized' because there are considerable efforts going on 
which have been hampered by the lack of funding. Congress passed a law without regular and well 
organized funding procedure. Under the funding limitations which now exist, the problems of truly 
synchronizing all of the chains to  within 100 nanoseconds has only been partially attacked. Part of 
the problem, as you have seen, is the 5 microsecond ambiguity. That has a historical reason. Many of 
the loop antennas which were used in the past had the arrow pointed in the wrong direction. If you 
have stations which have the 5 microsecond offset, my recommendation would be to  simply turn the 
loop around and the receiver will lock on. Except, it not quite as simple as that because the offset 
also affects the envelope synchronization. You have alluded to that problem. Let me say that all these 
things have to be precisely nailed down before you can make an adjustment. As funding becomes 
available, these questions will be resolved. 
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Abstract 

This very preliminaryreport briefly presents the first results on the time transfer experiments between 
TUG (Graz, Austria) and OCA (Grasse, France) using common view GPS, and two-way sfations at both 
sites. The present data, providing a rms of the clock offsets of 2 to 3 nanoseconds for a three months period, 
have to be further analysed before any conclusions on the respective precision and accuracy of these 
techniques can be drawn. 

Two years after its start, the LASSO experiment is finaly giving its first results at TUG and OCA. The 
first analysis of three common sessions permitted us to conclude that the LASSO package on board of 
Meteosat P2 is working staisfactorily, and that time transfer using this method should provide clock offsets 
at better than I nanosecond precision, and clock rates at better then I G-12 s/s in a 5 to 10 minutes session. 
A new method for extracting this information from the raw data sent by LASSO should enhance the 
performances of this experiment, exploiting the stability of the on-board oscillator. 
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days 

Fig. 2 - Plot of the clock offsets differences determined using GPS and two-way at TUG and OCA. The period 
shown covers three months from 1990 June 22 up to October 10. The rms of the differences (bias removed) 
is 2.5 ns..differences 

2 shows a plot of the differences of the clock offsets 
obtained using both the GPS and two-way techni- 
ques. These results are very preliminary. Many 
things have to be looked at, especially the way in 
which the GPS data are interpolated to match the 
epoch of the two-way sessions. More on this analy- 
sis will be presented in a subsequent paper. 

3 - LASSO 

3.1 - How does it work ? 

On board a geosynchronous satellite, 
Meteosat P2, an active package is able to detect 
and record oby an event-timer the arrival time of 
a laser pulse sent from a ground-based station. Re- 
troreflectors, installed above the receiver, send back 
to the transmining station part of the incoming light, 
so that the station can record the start and return 
time of the laser pulse. 

Both firing and echo times are measured 

using the station time scale, but the detection time 
on board of Meteosat is determined using an 
oscillator which is stable enough to insurethat there 
will be a drift of less than one nanosecond in afew 
milliseconds. For comparing the time scales at two 
different Earth stations, it is suff icient to organize the 
firing times at both sites so that the arrival times at 
LASSO be within a few milliseconds. By its specifi- 
cations, the on-board oscillator should not intro- 
duce any error at the nanosecond level. Direct 
clock comparison is achieved every time two 
pulses from two different stations give two detec- 
tion times on board the satellite in acommon window 
(that is, within a few milliseconds ...), when one also 
has an echo time at each participating station. Fig. 
3 gives a schematic view of the time transfer method 
used for LASSO. 

A short time after the launch of 



Meteosat P2, echoes were obtalned at the OCA 
Lunar iriser bianyrisg stalron. A few months were 
sufilcrent to be sure that the LASSO package was 
worktng properly, aRer the correction of encoding 
errors In the data transmission between the satell~le 
and the Earlh. W ~ l h  the time passlng and the 
aMemprs from various sltes remalnlng unsuccesf- 
sul, it became ciear that only a few staiions were 
able to get echoes from Meteosat P2. Beside the 
OCA Lunar Laser Ranging (LLR) station, for 
which a satellite, even geosynchronous, is an 
easy target, only theTUG satellite station, equipped 
especially for LASSO with a ruby laser, and the 
Katzively station (Crimea, USSR), (another potential 
LLR site), can really contribute to LASSO as a two- 
way station. Both of these stations are able to get 
both detection on-board Meteosat, and echoes 
from its retroreflectors. 

The first echoes, as well as on-board 
detections, were obtained with TUG station in 
September 1989. In late October 1989, Meteosat 
P2 was moved to 50" West, in order to provide 

meleorolog~cal lnformal~on lo  the Un~ted States. 
Two stations (Mc Donald, Texas, and Universiv of 
Ma~yland / Goddard Space Fl~ghP Center opt~cal 
facility, Greenbelt, Maryland) started t o  study how to 
work w~th USSO, and OCA LLR station obtained 
echoes In spite ofthevery low position of t he  satellite 
as seen from Grasse (1 9" elevation). Meteosat P2 
started a journey back over E u r ~ p e  in late 
December 1989, and a new European phase of 
LASSO has been organized in January 1990. 

Due to various problems in Graz, only OCA 
LLR station ranged successfully LASSO between 
January and August. TUG was back at work at that 
time, as well as Katzively. The latter station got 
echoes in September, and the first common ses- 
sions with both TUG and OCA finally succeeded on 
1990 November 7 and 8. 

3.3 The first results 
The following analysis has been made using 

the processing of the satellite raw data files made at 
OCA for the sessions of November 7 and 8 1990. 

Laser station A Laser station B Control center 

tB 
Fig. 3 - A  schematic view of the MSSO experiment, The time transfer is performed through the on-board os- 
cillator which provides an i17termediate time scale for the determination of the offset of the station clocks. 



From these files, and using the station data , it is twice as large as that for the echo times (in station 
possible to identify triplets, i.e. laser pulse start time, time scale), and still much below 1 ns. The conclu- 
detection time on LASSO and echo time backat the sion is that the LASSO equipmefit doesnt degrade 
considered station, for a given session typically 10 too much the laser signal, and is really suitable for a 
minutes long. These triplet data lead lo the identifi- sub-nanosecond liming. 
cation of common windows, a couple of tripletsfrorn Using these "Iiplels, only 12 common win- 
TUG and OCA with close detection rimes on the dowshave beenfoundfor November 8firsesession. 
satellite. It leadsfo I2 individual clock offset determinations 

which are plotted on Fig. 7. The rms of these values 
In order to check the quality of the LASSO against a linearfit overthe four minutes of the run is 

package in terms of time stability, the echo times 4 ns, and comes mainly from the poor resolution of 
have been analysed, and compared to the detection the Graz time measurements at the time of the 
times (on the on-board time scale) at a given station. session. The same analysis made on three ses- 
Fig. 4 show show these echo times look for TUG as sions on November 7yields to a rms of 5 nsover 100 
a function of the firing times. The high rms found minutes and 12 common windows. 
after a polynomial fit is as high as the rms values 
found using the detection times with the same data. 
Ilt simply reflects the fact that TUG used at that time 3.4 Another approach 
(this is no longer the case) an event timer with only 
a 10 ns resolution. The same analysis with OCA Since the beginning of LASSO in 1988, it 
results (Fig. 5 and 6) shows that the rms values for appeared from the detection times recorded on 
the detection times (in LASSO time scale) is only board that the oscillator is quite stable over 10 

0 100 200 300 400 500 
secondg _ _. - .  

Fig. 4 - Plot of the residuals on the range measurements relative to a polynomial fit - First session on 1990 Nov. 
8 - TUG data. The high rms, 4.7 ns, reflects the poor resolution (1 0 ns) of the event-timer used at that time in 
- 



0 100 200 300 400 500 
seconds 

Fig. 5 - Plot of the residuals on the range measurements relative to a polynomial fit - First session on 1990 Nov. 
8 - OCA data. The rms, 0.33 ns, is typical of ranging measurements made on satellites with the OCAICERGA 
Lunar Laser Ranging station. 

0 100 200 300 400 500 
seconds 

Fig. 6 - Plot of the residuals on the on-board detection times as a function of the firing times relative to a 
polynsmial fit - First session on 1990 Nov. 8 - OCA data. The rms, 0.67 ns, is only twice as large as that for the 
echo times. It shows that the jitters on board of LASSO are largely at a sub-nanosecond level, and that the 
oscillator has no suspect behaviour. 



minutes. As only a small number of common win- 
dows are seen in a session (1 2 for 10 minutes on 
Noverrlher 8, 1990), an  other treatment of the data 
was made at OCA in order to exploit the high 
number of triplets obtained (37 from TUG and 59 
from OCA) and to use the good quality of the obser- 
verd MSSQ time scale. At every session (5 to 10 
minutes), the triplets from a given station are used 
for determining both the LASSO oscillator rate and 
the offset relative to the on-site clock. The difference 
between the clock offsets relative to the same LAS- 
SO scale will provide the clock offset between the 
two stations. The rate of a clock compared to the 
other one could also be determined if the data are 
sufficiently accurate, or the analysis could enforce 
the clock rates at the two sites to be equal. 

Table 1 presents the results of this global 
analysis using the sessions on November 7 and 8 
compared to those obtained with the common win- 
dows analysis previously planned for LASSO 
analysis. It is clear that the uncertainty on the clock 

offsets is much smaller with the global analysis, 
mainly because the number of data used is much 
larger. TheTUG poor timings dnesnr permit to reach 
the precision of LASSO. This precision should, from 
the results obtained using OCA data, be less than 
half a nanosecond lor the clock offset, and 10 -l s/ 
s for the clock rate. 

3.5 Conclusion 

Experiments in the near future, with a TUG 
station using a subnanosecond resolution event 
timer, should confirm that a time transfer at a subna- 
nosecond level can beachieved with LASSO. Other 
stations could be involved, like Katzively (USSR) and 
Wettzell (Germany). After a calibration of the three 
methods used simultaneously, (GPS, two-way and 
LASSO), a comparison of their precision and accu- 
racy could be possible at the nanosecond level, 
assuming that a H2 maser is available at the concer- 
ned stations. As both two-way time transfer and 

seconds 

Fig. 7 - Plot of the clock offsets between TUG and OCA determined using 72 LASSO common windows on 
the first session of 1990 Nov. 8. The scaRer of the results is mainly dominated by the poor TUG timing 
resolution at the time of the session. 
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USSO act like a snapshot of the clock offset at a In the middle of 1991, Melessat P2 could be 
given epoch, the only way to compare them at the moved again at 50" West, permiwing a time transfer 
nanosecond level is lo ernploy a rime keeping experiulent between Europe (OCA) and Un~led 
device, like a: maser, able to reach less than one na- States. Waiting for this eventual move, the months 
nosecond over two or three days. However OCA to come will be used as much as possibleto achieve 
and WeEzell are the only sites at whrch a maser is ir-i time transfer bemeen the European sltes able to 
operation. range Meteosat P2. 

Table 1 - Preliminary global analysis of the four sessions on 1990 Nov. 7 and 8, where data were obtained 
at TUG, OCA and on-board Meteosat P2. Each session is 5 to 10 minutes long. Further studies have to be 
made on the processing sf these first LASSO data, but these preliminary results demonstrate that USSO time 
transfer is possible at subnanosecond level, and clock rate measurements in a session at befler than 10"? 

Session time (UTC) 

Triplet n u ~ b e r  OCA 
I1 I1 TUG 

With same clock rate 
at TUG and OCA 

With different clock rates 
at TUG and OCA 

Clock offset (ns) 

1990 Now. 7 

19h 25 19h 45 22 h 05 

15 23 61 
37 18 17 

Nov. 8 

19h 35 

59 
37 



RECENT DEVELOPMENTS OF LORAN-C IN 
EUROPE 

Sigfrido Leschiutta Enrico Rubiola 

Politecnico di Torino 
Torino, Italy 

Summary 

Even if recent developments, both technical and political, are affecting the satellite GPS and GLONASS 
navigation systems, alone, in conjunction, or with a possible civilian overlay via INMARSAT or other 
satellites, the time proven that Loran-C can be still a viable solution for many problems. 

The aims of this paper are twofold, to  present a panorama of the most recent developments in the 
World and mostly in Europe, and to consider some technical aspects of two problems regarding the 
Mediterranean Sea cha,in. 

This chain is at moment based on four stations, two in Italy, one in Spain and in Turkey. The 
fate of the station in Turkey is known, in the sense that this station will not operate when the U.S. 
support will cease; the future of the Spanish station it is not yet known, while Italy has expressed its 
intention to  operate the two remaining stations. Consequently two problems are to be solved if i t  will 
be needed to assure a t  least the coverage of Italy and of the eastern Mediterranean Sea. 

1 Recent Developments of Loran-C 

Since this paper is unique during this XXIV PTTI Meeting in addressing Loran-C topics, i t  seems 
appropriate to present an overview of the recent developments of this navigation system. 

In order to avoid misunderstandings, care will be taken by differentiating between activities u.n- 
derwa.y, existing programs and tentntive studies. 

1.1 America 

As regards the America.n continent, starting from North, Canada is taking an active part in the 
North-European Loran-C Policy Group - to be introduced later in section 2.2.2 - in order to  secure, 
by the possible upgrading of a station, a better coverage of the waters south of Greenland. 

A research activity is performed [I] in order to validate, using GPS, the distortion of the Loran-C 
grid due to variations of the secondary phase factor, for land navigation applications. 

In the U.S.A., as it is well known, for mid 1991 i t  is expected the coast to coast coverage of the 
continental States. 

Along the large industrial production of airborne Loran-C navigators, combined Loran-C/GPS 
receivers were announced and there a.re hopes that a suitable combination of GPS with Loran-C could 
became the sole mean for air navigation in order to aba.ndon, in some future, the system VORJDME. 



Tests were performed on the use of GPS to obtain the Loran-C secondary phase errors [2] for land 
navigation. 

In Mexico some studies are being performed in regard to a possible Natlorral coverage. 
In Venezuela a decision was taken to instdl a national chain with four stations covering the whale 

Country and its coastal areas with emphasis on the inland waterways, such as the Or~noco river. 
In Brazil, very preliminary iilvestigalions into coverage for the Amazon basin are underway. 
No other activities are known in southern America. 

1.2 Asia 

In Asia, starting from the far east, studies are underway in Korea,  also with on-field measurements, 
concerning the upgrading of the two existing stations witch have been take over by Korea, and the 
possibility to obtain a national chain, with the construction of an additional station. 

J a p a n  hosts four stations and, following in some extent the approach of France, is reported to 
considering the build-up of a national chain, mostly for defense purposes; a t  any rate the take-over of 
the existing stations is planned in a few years time. 

In China ,  were in the recent years a chain was constructed in the southern part of the Yellow 
Sea, another chain with three stations is under construction in the northern part of the coastline to 
complete its eastern coastal coverage. Since some years a powerful Loran-C station (not a chain) is 
active inland in the Shaanxi province. 

Consequently, if Korea will go along with its plans, a continuous coverage will be secured along all 
the approaches of Asia from the Pacific Ocean. 

A technical working group  has been formed with representative from China, USSR, South- 
Korea and Japan in order to  coordinate present and future Loran-C activities in the area. Chairman 
of this working Group is the Secretary General of IALA. IALA stands for International Association 
of Lighthouses Authorities, an informal Organization, with seat in Paris, formed by representatives of 
all the seafaring nations. 

As regards North-Pacific, it is worth to  be noticed the agreement reached on May 1988 between 
U.S.A. and USSR for a joint operation of their Lora,n-C/CHAIKA chains in North Pacific ocean and the 
Bering Sea areas. Following this agreement, to be realized in two steps between 1990 and 1992 a joint 
radionavigation chain will be formed using stations in Attu, Alaska, Petropavlovsk, Aleksandrovsk, 
and Kurilsk. 

India  has decided the installation of two short range Loran-C chains along the eastern and western 
coast of the subcontinent, to replace the DECCA chains covering the approaches of Calcutta and 
Bombay. 

In the Arabic Peninsula, one of the two existing chains was temporarily turned off before the 
current confrontation. It  is expected to be returned in operation soon. 

A short range Loran-C chain is being installed in Dubai, to support a vehicle location system 
already in operation there, which previously had relied on the Saudi system signals.. 

In Africa, Egypt  is keeping in service the low-power Loran-C chain formed by three stations and 
serving the Suez Canal. 

The news gathered in this two sections were collected attending various meetings, or excerpted 
from the U.S. Radio Navigation Plan (1988 issue), the open literature, the IALA Reports [3,4,5,6,7], 



the Volumes of CCTR, the Records of TF'RB, the ""Wild Goose Ga,zetteV and from conversations with 
individuals active in the field. 

2-1 S i t u a t i o n  Prior t o  1985 

The coverage of European waters prior 1985, is reported in every receiver manual, and was based on 
the North Sea and the Mediterranean Sea chains. 

In the late eighties the Ukrainian or Bielorussian CHAIKA chain was officially recorded in the IFRB 
(International Frequency Registration Board) and CCIR (Comitk Consult atif International pour les 
Radiocommunications) publications, but the coordinates of two stations only were given at that time: 

Briansk 53'13' N 34'24' E 
Syzran 320111 N 49'46' E 

This chain has the GRI of 80.0 ms and is formed by four stations; their signals are well received in 
our Laboratory, located in North-West of Italy. 

The European coverage of Loran-C about 1985 is qualitatively given in Fig. 1. 

2.2 Situation After 1985 

In 1985, started the activity of two L0ra.n-C stations in France, to be used in the p-p mode, mostly 
for military purposes. Obviously these two stations, if operated with the Group Repetition Rate (or 
with a double rate) of a nearby chain, can constitute a standaxd hyperbolic Loran-C chain. 

The news of the U.S.A. decision to terminate at some time around 1994 the direct or indirect 
support of the chains operating outside the U.S.A. territories, had meanwhile promoted in 1984, the 
formation of a North-European Loran-C Working Group, under the Chairmanship of Mr. Steenset, 
deputy Director General of the Norwegian Defense Communication and Data Services Administrations 
(NODECA). Mr. I<. Enerstadt of Norway being the secretary of the Group. 

2.2.1 The Nort h-European Working Group 

The terms of reference of the Group were: 

e to study future requirements for Loran-C chains in the North Atlantic and Norwegian Sea areas, 

e to investigate on other navigation options, present or future, 

e to study, if Loran-C should be retained, all the relevant technical problems, in the phases of 
transition and operation, 

e to study the organization of future system operation and administration, including chain control 
and allocation of responsibilities, 

o to propose an operation structure, with a relevant budget, 

e to formulate proposals about the repa.rtition of the financial charges between the various Nations. 



The Final Report, July 1985, concluded with the followi~lg recommendations: 

I. The present Loran-C system i1-i Nortl~errl  Ellrope, should continue to  opetate beyond 1994. 

2. An Organization, as indicated in the Report, should be appointed / established. 

3. A Meeting with representatives from the involved Countries should be called to reach agreement 
a,s t o  the formation and term of reference, of the necessa.ry mechanism to have the Organization 
recommended, 

4. Norway should take the initiative t o  call the proposed meeting. 

That Meeting was called in Oslo in May 1987, when a Loran-C Policy Group was formally established. 

2.2.2 The North-European Policy Group 

The aims of this Group were as follows: 

1. To seek agreement between Nations concerned in the continued operation and enhancement of 
the present Loran-C system in N.W. Europe. Such agreement to  include take over of present 
U.S. Coast Guard Loran-C Stations in the area, utilization of non-U.S.A. stations and Loran-C 
stations to  be established and operation on a cooperative basis. 

2. To agree and sign a memorandum of understanding between Governments participating in the 
System before proceeding with the actual work. 

The present membership of this Policy Group with the status of a full member is Canada, Denmark, 
France, Germany, Iceland, Ireland, Norway, U.K., and, as observer, U.S.A., the Commission of the 
European Communities in Brussels and IALA. 

The Working and the Policy groups meet in total eleven times (the last in Oslo in July 1990, the 
next in Ottawa in January 1991), and at the moment the text of a Memorandum of Understanding is 
available and discussed. 

2.2.3 Two timing approaches: System Area Monitors, Versus Time of Transmission 

Of particular interest for the Time and Time interval community is the fact that the system control, 
as proposed for the three planned chains, is not based in the traditional System Area Monitors (SAM) 
approach - monitoring stations located in specific points and charged to maintain mutual and internal 
synchronization of the chain - but on the so-called Time Of Transmission (TOT) concept. Following 
this approach the clocks of all the stations are referred independently to a common reference, such as 
UTC. 

Both approaches, SAM and TOT are equally good in monitoring the transmitters timing errors. 
As regards the variations in the propagation delays, SAM enables error minimization, but only 

in selected areas, while TOT distributes errors more evenly. TOT is more costly in the implemen- 
tation (more atomic clocks and GPS receivers, but the running cost is less. The TOT approach can 
present some drawbacks for Time users and Geophysicist, but can provide historical data for delays 
of propagation. 

In U.K., in an official press release in April 1990 of the Department of Transport, it was announced 
that, at the termination of the public support for the DECCA System, U.K. will participate in the 



Loran-6 coverage of North-West of Europe sea with a new station in Nortll-East of the Country. This 
decision will bold if certain consiclela'rions will be mct ,  One of these conditions was that Loran-C 
system should preserve its international flavor and that an acceptable repartition of the charges will 
be found. 

If these conditions are not me& ,.I<. may reconsider its position. 

In the proposals of the Policy Group, is also planned the construction of a,n additiona,l station in 
Ireland. This later station, operating with the two French transmitters and with the southernmost 
station of the North Sea Chain in Sylt, could cover the Channel, the Gulf of Biscay and in general all 
the western approaches of Europe. 

2.2.4 A New Chain in Eastern Europe? 

For land and air navigation, some activity is performed Eastern Europe. Indeed a new CHAIKA 
chain is planned between Eastern Germany, Hungary and Bulgaria; the planned positions of this new 
proposed chain were: 

Eastern Germany Damgarten 12'27' E 54'15' N 
Hungary Esztergam 18'45' E 47'46' N 
Hungary Kunmadaras 20'48' E 47'26' N 
Bulgaria Pleven 25'04' E 43'20' N 

No news are available about the status of the new proposed chain nor about the consequences of recent 
political changes. At any rate it can be stated that, at least from July-August 1990, no activity was 
observed from our Laboratory at the GRI of 49.60 ms, proposed for the new chain. 

2.2.5 An Iberian Chain? 

Inside IALA, a small working group, composed by France, Portugal, Spain and U.K. was formed with 
the task to  study the possibility and the interest, with a station in north-west of Spain, or possibly 
in the Azores, t o  cover the Portuguese waters and the access to  the Mediterranean from the Atlantic 
0 cean. 

A station in Ortegal, in N.W. Spain, with the southernmost French station Soustons and with 
Estartit, the westernmost of the Mediterranean, double rated, could indeed cover the Iberian peninsula. 

The Group should prepare a financial and technical report no later than March 1991, with practical 
chain configurations, meeting the requirements for Iberian and Atlantic area, including Azores and 
Canaries. 

A possible coverage, for Europe, Mediterranean excluded, is qualitatively given in Fig. 2. 

2.3 Mediterranean Sea Chain 

Always inside IALA another group, with the chairmanship of Italy, is studying the future of the 
chain in the Mediterranean area. The membership of this Group includes all the Nation around the 
Mediterranean Sea, with the exception of Cyprus, Israel, Lebanon, and Turkey . 
Concerning the Nations hosting at  the moment the chain: 

Italy (two stations) has announced in 1988 the intention to assume the opera.tion of the stations when 
the U.S. support will cease, 



Turkey (one station) has announced in 1990, that the service will not continue, 

Spain (one station), has not, insofar, anilounced oEcially any the decisiorz, but informally, the opinioll 
is that, provided some support will be granted and the operations of the two Italian stations will 
be secured, the activity of the Estartit station will be extended. 

If the above scenario will become reality, two situations are to be considered : 

1. if the operations of Estartit station will not secured, Italy will have to  make a decision, whether 
to drop the coverage of Loran-C around Italy, or to form a national chain with the two existing 
stations of Sellia Maria and Lampedusa and the addition of a third new station, 

2. if the coverage of central-eastern Mediterranean must be ensured, another new station in the 
area must be erected. 

The technical aspects only of possible solutions to  the two problems will be presented in what follows. 

3 A New Transmitter, Where? 

As well known, a Loran-C transmitter is to  be placed in on an high conductivity soil in order to 
achieve a reasonable radiated to loss power ratio. This is due also to the dimensions of the practical 
antennas, that are small compared to the wavelength (3 km); a "small" antenna presents a "low" 
radiation resistance and consequently the overall resistance of the earth system must be as "low" as 
possible. 

Only a few places with suitable soil conductivity exist in the eastern Mediterranean. Keeping in 
mind that signal coverage and geometrical dilution of precision requirements are to  be met, the set of 
possible places is further reduced. As regards the Italian solution, more severe constraints arise from 
the Country shape. 

Some hypothesis are considered here and summarized in Fig. 3 and Table 1, in which the approx- 
imate considered positions are given, along the existing M, X, Y and 2. 

Stations C, T ,  N or E are proposed as a possible replacement for the Turkish Y. 
If a fully national system is indeed to be implemented, V or W can be chosen, in conjunction with 

the existing M and X. One of these stations was initially proposed as a possible extension of the chain, 
and a technical study is available [3]. 

A transmitter located around Genova (north west Italy), as sometimes proposed in [8], has not been 
considered because of the soil conductivity of the area; moreover, being the region highly populated, 
it would be very difficult to find a site. 

Finally, political consideration, not included here, could still reduce the set of possible sites. 

4 Coverage and Related Problems 

4.1 Signal Strength 

The groundwave signal strength is evaluated for all the proposed and existing stations using a computer 
program especially written for this purpose. The program is based on the data available in the CCIR 
report 717-1 [9], converted in a digital map with a resolution of 0.5' in latitude and longitude, and 
the method therein proposed for mixed paths. 



Table 1: Existing and proposed Loran-C transmitters in the Mediterranean area. 

The proposed transmitters are supposed to be quite similar to  the existing ones, with the same 
radiated power and 190 m top vertical monopole; only Lampedusa (Y) is different. 

The output of the program is the groundwave electric field for all the transmitters, evaluated at 
each cross point of a lo spaced grid for the region 5-35' W and 30-50' N. 

4.2 Noise 

A single value of the atmospheric noise is adopted in the whole analysis, 47.5 dB over 1 pV/m in a 
two sided band of 20 kHz. This figure, ba.sed on the CCIR report 322-2 [lo] and taken from an earlier 
analysis [3], is evaluated for the point 40' N,  15' E, in the middle of the region shown in Fig. 3. It is 
the average noise power in the worst case as regards the season (Summer and Autumn) and daytime 
(00 . . .04 Local Time). 

The average value, versus the season and daytime, spans over about 30 dB; upper and lower 
deciles, in the same conditions, are 10-15 dB apart from the average. In the whole area the variations 
of the average value never exceed 2-3 dB. The man made noise and the coherent interferences are not 
considered here. 

4.3 Geometry 

The relation between positioning and timing errors, known as GDOP (geometrical dilution of preci- 
sion), involves two concepts: 

Sensitivity. Considering two transmitters, the sensitivity S is the ratio of positioning error vector p 
divided by the timing error t ,  and is given by S = c/2 cos $; S is a vector perpendicular to the 
hyperbola, c the speed of light, $ the angle at the receiver site delimited by the direction lines 
towards the transmitters. 

Crossing angles. Being the position obtained a s  the intersection of two hyperbolae, each generated 
by a couple of transmitters, its error is the sum of the two vectors given by the sensitivities and 
the timing errors. 



It is a common practice to  evaluate the GDOP with a scalar formula, assuming that  timing errors are 
originated by Gaussian white noise, uncorrelated for each time difference. 

hl our op~nion the GDOP sl-iould be coilsidered as the sum of two error vectors because the most 
inlporta~lt sources of errors are the systematic or seasonal propagation effects, t l t a t a r e  not white 
noise. Moreover, the white noises on the two time differences are correlated because one transmitter 
is common. 

5 Two Hypothesis for the Future of the Chain 

5.1 A National Navigation System for Italy 

A national system, based on Sellia, Lampedusa and W will provide a fair signal t o  noise ratio, as 
shown in Fig. 4. Most of the national area lies in the shadowed area, where the evaluated SIN ratio is 
10 dB or better. Since most receivers work reasonably with S/N = 0 dB, there is a sufficient margin. 

The geometrical dilution of precision is shown in Fig.5, where the module and angle of the sensi- 
tivities are plotted fol. the triad M-X-W. 

The extreme north-eastern Italy and a small southern region near the continuation of the line from 
X to M are not covered because of the sensitivity. In most of the peninsular area the sensitivity spans 
from 200 to 500 m/ns and the crossing angles are near 90°, which is the best. In a small region, at 
south west of Sardinia island, the positioning will be difficult because of the crossing angle near 180°, 
despite of the "good" sensitivity and SIN. 

The solution V, not shown, will provide a slightly better signal coverage, but the north eastern 
blind area will considerably increased and shifted from outside to the Country. 

5.2 A Loran-C Coverage for Eastern Mediterrailean 

In the case that the central-eastern basin of Mediterranean should be covered, four possible sites were 
investigated: these sites are listed in Table 1 and shown in Fig. 3. In all the cases the criteria of 
sections 3 and 4 were ta,ken into account. 

As regards station C, in the north coast of Crete island, there are some flat lands along the sea 
side , the same conditions are met for station T planned in the North-East border of Greece, about 
230 km West of the present site of Y station. 

The two proposed sites in Egypt were chosen with the following criteria; the eastern site in order to 
cover most of the eastern basin of the Mediterranean, the western one because the former "Egyptian" 
site would require an high power transmitter, being the baseline with the master of about 1700 km. 

The investigations about geometrical and signal to noise problems, were repeated for all the pro- 
posed sites, using as a Master the present one. 

From the investigations, it seem that the best site is C, on the island of Crete, because the resulting 
baselines are adequate and the geometry of the first Mediterranean Sea chain - before the shift of 
Matratin station in Libya to Lampedusa - is somehow restored. 

In Fig. 6, for this latter solution are given the plots of constant signallnoise ratio, including the 
existing M and X. In the shadowed areas, the sensitivities are less or equal than 600 and 1000 m/ps. 

From the results of this study, it can be pointed out that with only one additional station both of 
the problems cannot be solved. 



Obviously, if the new proposed chain in Bulgary a,ild frungary will beca.me a reality, the problem 
should be fully reconsidered. 

6 Final Remarks 

It must be stressed that in this ai~alysis nor econonlical nor political cortsiderationls were taken in to 
account. 

Moreover, this research was supported by University founds only and no implication must be made 
about a possible constructio~l of any of the considered stations. 

Political considerations apart, it can be stressed that  Loran-C still provides an useful service and 
that  is t o  be considered as an economical solutio~l when a regional navigation service must be provided. 
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Figure 1: Loran-C european coverage in 1985. 
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Figure 3: Existing and proposed Loran-C transmitters in the Mediterranean area. 

Figure 4: Calculated S I N  ratio for the hypothesis of an Italian national system in which the station 
W is added. 
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QUESTIONS AND ANSWERS 

Unidentified Questioner: I understand that this band from 90 to 100 kiloHertz is allocated 
differently in Europe than it is in the United States. 

Professor Leschiutta: You are completely right. That is a problem, but it can be solved. I am 
not speaking about metrological use, but about those who are interested in navigation. 



On the Line Q Degradation in Hydrogen Masers 

&. Ge Besnies, G. Wusca, H. Schweda 
Observatoire de Neuchgtel, Switzerland 

Abstract 
In hydrogen masers, the atomic resonance quality factor is largely determined by the properties of the 

Teflon coating on the quartz storage bulb. Normally a good Teflon coating will last many years. On 

the other hand, there may be a relatively fast degradation of the quality factor if the Teflon coating is 

bad. This paper updates a series of observations and measurements pe$ormed on an hydrogen maser 

that haa' successively a baa' and a good T@on coating. 

1.0 Introduction: A Pathological Case 

In hydrogen masers, the atomic resonance quality factor is largely determined by the properties of the 

Teflon coating on the quartz storage bulb. Normally a good Teflon coating will last many years and 

will show an extremely slow degradation of the atomic quality factor. On the other hand, once upon a 

time the Teflon coating happens to be "bad" which is characterized by a reasonable initial value of the 

atomic line quality factor followed by a fast degradation. The physico-chemical composition and 

structure of Teflon coatings is not well known. Empirical evidence shows that the atomic hydrogen 

consumed during normal maser operation plays a role in the degradation mechanism of a bad coating 

[I] and that the curing process is as important as the raw material in the preparation of a successful 

Teflon coating. This paper updates a series of observations and measurements performed on our hy- 

drogen maser EFOS-7, operated in Sweden at Onsala Space Observatory, that had successively a bad 

and a good Teflon coating [2]. 

2.0 The Effect of Air on a Bad Teflon Coating 

In the past, we observed once that any intervention on a certain maser would temporarily cure its 

amplitude decay problem, whatever the intervention was. It was finally suspected that the simple fact 

of exposing the storage bulb to air, during the intervention, would temporarily improve the quality 

factor. More recently this past observation lead us to deliberately try the experiment on a maser that 

suffered a fast degradation of the line Q. The only intervention made on the maser between the 2 

measurements of the quality factor reported below consisted of filling the maser with air and then 



pumping dawns again. The atomic line qualjty factor was 1.20~109 before and 1.44~109 after expo- 

sure to air. The cme px~dueed by expsure to air was temporay and the decay continued as before. 

Figure 1 
Atomic Line Quality Factor vs Time 

3.0 The Time Behavior of a Bad Teflon Coating 

The effect of a bad Teflon coating on the maser behavior was observed for several months. Figure 1 

shows the evolution of the line Q starting just after the re-coating of the storage bulb. The origin of 

the time axis is the first day of oscillation. It can be observed that there is a decelerating degradation, 

during the first days, and then the degradation rate stabilizes, Figure 2 shows a linear regression of 

the linear part of the line Q degradation. The equation of the linear regression is as follows: Q = 

1.9528~109 - 3 . 7 0 5 2 ~ 1 0 ~  t [day]. The relative degradation rate is 0.19 %/day. Figure 3 shows the 

amplitude of the maser signal versus time. By amplitude we mean the detected peak amplitude at the 

5.7 kHz last IF in the receiver. Again there is a decelerating decay, at first, and then the rate of decay 

stabilizes. The amplitude steps are due to hydrogen pressure resettings. Figure 4 shows the linear part 

of the curve with the amplitude steps conrected by translation of the constant hydrogen pressure seg- 
ments. A linear regression of the data points yields: A [V] - 11.741 - 4.0735~10-~  t [day]. The rela- 



tive rate of decay is 0.35 %/day. Figure 5 shows the normalized frequency y(t) =. Av(t)/vo. The beat 

frequency Av(t) was measured by comparing the ma.ses frequency vo with the -Frequency of a refer- 

ence maser. 

t [day] 
Figure 2 

Linear Part of Atomic Line Q vs Time 

A periodical spin-exchange tuning of the cavity showed that the microwave cavity was not drifting. 

The big frequency step on the curve is due to the initial spin-exchange tuning of the microwave cav- 

ity. The small steps are due to the imperfect resetting of the varactor voltage after each verification of 

the correct spin-exchange tuning. Figure 6 shows the y versus t curve with the frequency steps cor- 

rected by translation of the constant cavity tuning segments. The residual frequency change is approx- 
imately logarithmic. The analytic curve shown on the figure is given by: y(t) = -1.7693~10-12 + 
2.8426 LOG(t [day]). If the frequency change were due exclusively to the time varying cavity pulling 

effect associated with the line Q degradation, one would expect a linear drift. Thus the observed non- 

linear drift seems to indicate a wall shift evolution associated with the Teflon degradation. 



Figure 3 
Signal Amplitude vs Time 

4.0 Discussion: Present Situation 

The storage bulb of the same maser described above was re-coated and put back into operation with 

the same hydrogen dissociator as before. The signal is now higher (-104 dBm, i.e. 12.0 V amplitude 

peak at the 5,7 kHz last IF) Ior a smaller hydrogen flux (0.1 mBar of hydrogen in the dissociator, i.e. 
Vp = 6,5 [V] at the pirani gauge output, with a @ 0.15 mm x 1.5 mm collimator). After several 

months of operation there is no sign of signal decay. This means that the bad coating was entirely re- 

sponsible for the signal decay observed before. The fact that the signal is now stronger for a lower 

hydrogen pressure in the dissociator is a sign that, as expected, the threshold flux is lower with the 
good coating. The operating quality factor is now stabilizing at about Q = 23x109 (with 0.1 mBar in 

the dissociator) with an initial value of Q = 2.5~109 as shown on figure 7. 



t [day] 
Figure 4 

Signal Amplitude vs Time 
Corrected for Constant Hydrogen Pressure 

5.0 Conclusion: Investigations at ON on the Teflon Coating 

The properties of the coating and possible ways to test the Teflon before actual use in a maser are 

under investigation at Neuchiitel Observatory. From a practical point of view, we believe that it is 

equally important to control both the properties of the initial Teflon coating solution as well as the 

conditions of the drying and curing process if reliable coatings are to be produced. 

For example, the thickness of the coating is determined by the concentration of the Teflon resin in the 

coating solution. The concentration may be estimated from a measurement of the specific weight of 

the commercial solution which is normally about 1.42 according to Du Pont. Our experience shows 

that the actual Teflon resin concentration may vary largely from sample to sample, simply because the 

solution has a tendency to separate when stored for some time. The solution is originally conditioned 

by Du Pont into 13 kg buckets. If a sample of the solution is poured from a large to a small con- 

tainer, which is always the case since a few cubic centimeters are sufficient for the coating of a stor- 

age bulb, the concentration of the sample is strongly dependent upon the storage time of the large 



container if the solution is not pedectly mixed before pouring. On the other band, the commercial 

solution cannot be stored for more than a few months because the residual of the initiator , left after 

the polymelization process, causes the solution to separate. Therefore it is not possible to select a 

good solution and keep it forever for the coating of future masers. 

t [day] 
Figure 5 

Normalized Frequency y vs Time 

In conclusion there is a definite need for a method that would permit to determine the performance of 

a coating without actually testing it into an oscillating maser. The possibility of testing coating sam- 

ples with Electron Spin Resonance (ESR), Infrared Spectroscopy (IS) and Photon Spectroscopy 

(XPS) is now under investigation at Neuchiitel Observatory. Preliminary results with ESR testing 

shows that there is a sizable difference in free electron spins between different Teflon samples. 

However we suspect that the differences are determined more by the curing process than by a differ- 

ence of composition between different batches of the Teflon solution. A very tight control of all the 

parameters of the curing process would be necessary in order to demonstrate differences between dif- 

ferent Teflon batches. 



t [day] 
Figure 6 

y vs Time 
Corrected for Constant Cavity Tuning 

[ I ]  Mattison E. M., Vessot R.F.C., Bain C., Wasserman S., Whiteside G. "Surface Interaction o f  

Atomic Hydrogen with Teflon," Proc. 41st Annual Symposium on Frequency Control, 

Philadelphia, May 1987, pp. 95-98. 

[2] Bernier L.G., Busca G., "Some Results on the Line Q Degradation in Hydrogen Masers", 4th 

European Time and Frequency Forum, Neuch$tel, March 1990, pp. 713-7 14. 

Acknowledgements 

We  want to thank Prof. Schweiger of the Laboratorium fur Physikalische Chemie, ETH Zurich, for 

his ESR measurements on the Teflon samples and Joel Ellde'r of Onsala Space Observatory in 

Sweden for his field line Q measurements on the EFOS-7 maser. 



t [day] 
Figure 7 

Atomic Line Q with Good Coating 
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