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2. **Introduction**

The Plasma Diagnostics Package (PDP) is a spacecraft which was designed and built at The University of Iowa and which contained several scientific instruments. These instruments were used for measuring shuttle orbiter environmental parameters—temperature, pressure and potential—and plasma parameters—electric and magnetic fields; electron density, irregularity spectra and temperature; ion composition, density, temperature, energy distribution and beam direction; electrostatic and electromagnetic plasma wave spectra; and energy and pitch angle distribution of energetic ions and electrons. The PDP has flown on two space shuttle flights to date.

The first flight of the PDP took place from March 22, 1982 to March 27, 1982 on shuttle mission STS-3. The PDP was a part of the NASA/Office of Space Science payload (OSS-1), which contained instruments for conducting experiments in the disciplines of astronomy, space plasma physics and life science. Approximately 40 hours of data were obtained from the PDP's pallet location and 15 hours from the 50-foot Remote Manipulator System (RMS). During OSS-1 Iowa coordinated several joint experiments with the Stanford University/Utah State University Vehicle Charging and Potential (VCAP) Experiment, particularly during operations of the 1 keV, 50 ma Fast Pulse Electron Generator (FPEG).

The second PDP flight took place from July 29, 1985 to August 6, 1985 on shuttle mission STS/51F. On this flight the PDP was a part of Spacelab 2, a laboratory designed for conducting research in the areas of Solar, Atmospheric and Plasma Physics; High-Energy Astrophysics; Infrared Astronomy; Technology; and Life Sciences. During Spacelab 2 the PDP obtained about 70 hours of data from its pallet location and 65 hours from the RMS. In addition, 6 hours of data were obtained while the PDP was a free-flying satellite out to a distance of almost 500 m from the shuttle orbiter. As on OSS-1, joint experiments were conducted with the VCAP experiment.
The interpretation of both the OSS-1 and Spacelab 2 PDP results in terms of large space structure plasma interactions was the focus of the work performed under the subject grant.

3. Summary of Research Results

A brief summary of some of the major results of the research conducted under this grant is contained below.

3.1 Spacelab 2 Review Paper

A PDP review paper describing the PDP spacecraft, its instrumentation, and its operation on Spacelab 2 was written by W. S. Kurth, the Principal Investigator under this grant, and L. A. Frank in 1988. This paper also contains a summary of the scientific results up to the time at which it was written. The citation for this paper and a copy of the paper itself can be found later in this report.

3.2 Wake Studies

A study of the orbiter's wake was first completed using OSS-1 Langmuir probe data. For the near wake deep density depletions were seen accompanied by sharp increases in temperature with the regions showing the strongest gradients often being characterized by intense plasma turbulence. These same results for the near wake were obtained using data from the Langmuir Probe on Spacelab 2. Here, the key result was a smooth, well-defined structure in density which was highlighted at the boundaries with sharply elevated temperatures. The structure showed asymmetries which were probably due to the effects of the terrestrial magnetic field imposed at various angles with respect to the velocity vector. Other variations observed appear to be related to the large outgassing rate of the orbiter; at times the wake was dominated by contaminant ions. For the far wake, d > about 30 m, the density depletion effects were small and lacked the large-scale turbulence one might expect far downstream from the orbiter. Of particular
significance was a slight density enhancement 100 m downstream of the orbiter directly on wake axis, which may be indicative of crossing streams of ions. The Spacelab 2 wake results were compared to the POLAR wake model with favorable results. For $d > 30$ m the agreement is very good. For $d < 30$ m the model underestimates the density by as much as an order of magnitude. It was concluded that outgassing from the orbiter can be a substantial contributor to the wake density in the near zone of the orbiter.

3.3 Chemical Releases

Chemical releases associated with the normal maintenance and operation of the shuttle, i.e., water dumps, flash evaporator operations, and thruster firings, were first studied on OSS-1. Associated with all of the releases were enhanced levels of electrostatic noise primarily below the lower hybrid resonance frequency and the detection of energetic ions, up to several hundred eV. It is thought that the newly created ions (formed by the ionization of neutral contaminants of the orbiter) are picked-up by the motion of the magnetic field past the craft and form a ring distribution that is unstable to lower hybrid resonance waves. The anisotropic distribution of these picked-up ions may explain why plasma wave observations show an intense band of electrostatic turbulence associated with various types of gas releases from the orbiter. The frequency range of these waves is below about 10 kHz and the region of greatest intensity is downstream from the orbiter. The topic of picked up ions will be discussed in more detail in Section 3.4.

Water dumps were looked at more closely using Spacelab 2 Langmuir Probe data. It was found that a strong increase in the level of turbulence near the orbiter is seen during the water dump. The spectrum of the fluctuations peaks at the lowest frequencies measured (a few Hertz) and extends up to a few kilohertz, near
the lower hybrid frequency. Two possible mechanisms for producing this
turbulence are the ion-plasma instability and the Ott-Farley instability.

A study of the effect of thruster firings on spacecraft potential has not been
completed as yet. However, it is known that thruster firings generally tend to
drive the potential more negative although a few events have caused the opposite
effect. In particular, it is noted that thruster firings which took place during FPEG
sequences, which produce a more positive spacecraft potential, often tend to drive
the potential even more positive.

3.4 Contamination Cloud

Observations by the Lepedea, pressure gauge, ion mass spectrometer, and
retarding potential analyzer on both PDP flights indicate that the orbiter is
accompanied in orbit by an extensive gas cloud composed of orbiter contaminants,
primarily water. As mentioned in Section 3.3 these water molecules are ionized in
the gas cloud around the orbiter, picked up by the magnetic field sweeping through
the cloud at about 8 km/s, and thus are given a highly anisotropic distribution
known as a ring distribution. Lepedea measurements indicate a neutral water
production rate of the order of $10^{22} \text{s}^{-1}$ from the orbiter (or about 200 kg) over an
eight day mission. Most of the pick-up occurs within a sphere of about 100 m
radius, but with the primary pick-up occurring in the region downstream from the
orbiter. Measurements at a distance of 200 m give pick-up ion densities of about
$200 \text{ cm}^{-3}$ upstream and, as high as $10^4 \text{ cm}^{-3}$ downstream from the orbiter. The
ring distribution is unstable to plasma waves and could be responsible for the
production of the broadband electrostatic waves observed in the vicinity of the
orbiter on both flights. This noise typically extends with a relatively flat spectrum
from a few Hz to 20 or 30 kHz. The broadband electric field strength is about 10
mV/m. The noise is generally strongest in the region downstream of the orbiter, although high intensities are also observed near magnetic conjunctions.

Another strong indication that the waves are driven by the water pick-up ions is that "mushroom" spectral features have been identified in the plasma wave data. The top of a mushroom feature is formed by a band of lower hybrid frequency waves, while the base of the mushroom is formed by low frequency waves whose frequency bandwidth increases to meet the lower hybrid frequency band at the apex of the mushroom. These mushroom spectral features are centered near times when the orbiter's velocity relative to the ionospheric plasma is perpendicular to the ionospheric magnetic field and when the PDP is downstream from the orbiter. More nearly parallel flows are characterized by low wave levels. The near zone waves (within about 10 m of the orbiter while the PDP was on the RMS) were also studied. As in the case of the far zone, these waves show a pronounced amplitude and frequency variation depending on the ratio of the orbiter's velocity parallel to \( B \), to its velocity relative to the ionospheric plasma. When this quantity is near its maximum, very low wave levels and small frequency extents are observed; whereas when this quantity is near zero, the highest wave levels and extents in frequency are observed. This implies that the waves are plausibly driven by water pick-up ions and that nonlinear effects may be important in understanding the evolution of the waves.

Antenna interference patterns in wideband spectra have provided a new method of determining the wavelength and direction of propagation of short wavelength electrostatic waves. Two distinct patterns have been identified: one is produced by zero frequency emissions, the other is associated with lower hybrid waves. Both types of waves are believed to be produced by the pick-up ions associated with charge exchange ionization of the neutral gas cloud around the orbiter. In another study it is argued that the newly ionized water ions may be
represented as a ring-beam distribution to a first approximation. Using plasma parameters from various PDP instruments, a dispersion equation was derived for electrostatic waves in this magnetized plasma.

It also appears in some cases that the contamination cloud can screen the orbiter from the usual motional \( \mathbf{V} \times \mathbf{B} \) electric field by a system of currents associated with the contaminant ions. The currents are driven by the motional electric field which displaces the ions created in charge exchange reactions with the ambient \( \mathrm{O}^+ \) ions. The pick-up current, which screens the motional field is closed by field-aligned currents which are carried by a propagating Alfvén wave.

3.5 Electron Beam Studies

During the time that the PDP was a free-flying satellite on Spacelab 2, the electron generator (FPEG) was used to produce a 1-keV electron beam. The primary electron beam was not observed because the orbiter could not attain the accuracy necessary to put the FPEG and PDP on the same magnetic field lines. However, when the PDP was on field lines which were directly downstream from the orbiter/beam field line by as much as 150 m, a sheet of electrons scattered by the injected beam formed in the wake of the shuttle were observed. The electron distribution function of the electrons in this sheet is generally field aligned and forms a secondary electron beam. Coincidentally, with the observations of the electron beam were observations of intense broadband electrostatic waves at frequencies up to about 10 kHz. These intense waves were detected close to the magnetic field line threading the beam generator and a thin, magnetically-aligned sheet in the wake of the orbiter. The thickness of this sheet of returning electrons was about 20 m. Numerical simulations show that electrons can be accelerated in the direction opposite of the beam velocity as a result of wave-particle interactions. The simulations also show that the relative drift of the electrons and
ambient ions can drive the ion acoustic instability. The ion distribution suggests a spacecraft charge of about 5 to 10 v. The electric field probe observed significant effects only when the PDP was directly downstream from the beam. Within 40 m of the beam, the observations suggest the energetic electrons are more or less isotropic. However, in the region from 80 to 170 m downstream, the signal can be explained if the energetic electrons are primarily returning back down the field line.

In yet another study involving DC electron beams emitted from the FPEG on Spacelab 2, antenna interference patterns which were seen in wideband spectrograms at frequencies from 0-30 kHz were analyzed to determine wave direction, wavelength, the dispersion relation, and the location of the source region of these short wavelength waves. The observed waves associated with the FPEG events have a linear dispersion relation very similar to that of ion acoustic waves. The waves were confirmed to be oblique ion acoustic waves which are generated by the returning background electrons.

Another study of the interaction of an electron beam with the ionospheric plasma involved the analysis of whistler-mode waves known as VLF hiss generated by the electron beam. By comparing the emissivity of the beam to various theories for the wave generation, the conclusion was reached that the generation mechanism is a coherent Cerenkov process and, in turn, implies that bunching of the electrons in the beam must be occurring. An expression was then derived that describes the coherent Cerenkov radiated power from a group of test particles in a plasma medium moving parallel to a magnetic field. A detailed model of the coherent Cerenkov emission process from the beam was developed.
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INTERACTION OF THE SPACE SHUTTLE ORBITER WITH THE IONOSPHERIC PLASMA
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ABSTRACT
The Plasma Diagnostics Package (PDP), which flew as part of the NASA Office of Space Science (OSS-1) payload on STS-3 consisted of an instrument complement capable of characterizing the plasma environment in and around the Space Shuttle Orbiter. These measurements coupled with those made by the Vehicle Charging and Potential (VCAP) experiment also on OSS-1, as well as diagnostics from subsequent flights, provide insight into the effects a large vehicle such as the Orbiter has on the ionospheric plasma. Modification of the environment by contamination such as Orbiter outgassing, thruster operation and water dumps results in altered neutral pressure, modified plasma density and an altered chemical composition. The physical size and velocity of the Orbiter vehicle produces a plasma wake, generates electric fields, results in surface effects and generates broadband electrostatic noise.

Keywords: Large Vehicle Interaction, Wake, Ionospheric Plasma, Shuttle Environment

1. INTRODUCTION
1.1 Background

Until the flight of STS-3 in March 1982 little opportunity was available to study the interactions of a vehicle whose scale was large compared to an ion gyroradius and that was moving at a high velocity with respect to a relatively dense and cool plasma. Table 1 summarizes the plasma parameters in the F2 ionosphere and includes Orbiter parameters of interest.

Extensive theoretical work has been done on the problem of plasma wakes. Stone (Ref. 1) provides an excellent summary of this research and more recently Samir et al (Ref. 2) have studied the expansion of a plasma into a vacuum and discussed such phenomena as ion streams, rarefaction waves, and plasma instabilities and suggest appropriate in situ measurements on the space shuttle.

1.2 Instrumentation

Instruments aboard the Plasma Diagnostics Package (PDP) were designed to measure thermal particle densities and temperatures, energetic particle distribution functions, electric and magnetic fields, and electrostatic and electromagnetic waves. Table 2 lists the complement of instruments aboard this experiment and the parameters they measure. The PDP was designed both for on pallet measurements and as an RMS (Remote Manipulator System) probe. The PDP was lifted out of the bay with the RMS and maneuvered around the Orbiter in sequences designed to measure the electric and magnetic fields, electrostatic and electromagnetic waves as well as the thermal and energetic particle environment.

Other investigations of interest to this discussion that were part of the OSS-1 payload were the VCAP (Vehicle Charging and Potential) experiment and the PPEG (Fast Pulse Electron Gun). (For a complete description of the OSS-1 experiment complement see Neupert et al Ref. 3.) The VCAP investigation consisted of charge and current probes (primarily for measuring vehicle capacitance with respect to the plasma), a Langmuir Probe (LP) for measurement of electron density and temperature, and a Spherical Retarding Potential Analyzer (SRPA) for ion density and temperature.

1.3 The STS-3 Mission

Since STS-3 was still a flight test mission, the payload had a low priority for selection of flight attitude and the one chosen as a compromise for the payload/orbiter objectives lead to difficulties in sorting out day/night and ram/wake
effects. The attitude of the Orbiter for all of the POP data presented here is referred to as Nose-To-Sun (NTS) with a 200 orb roll (see Figure 1). This attitude results in a cyclic ram/wake cycle for instruments in the payload bay such that maximum ram occurs around ascending node and maximum wake at descending node.

Effects of the Space Shuttle Orbiter on the ionospheric plasma will be discussed in two parts. The first is induced contamination which will be treated only briefly and the second are effects induced by the vehicle's size, velocity and electrical properties.

Electromagnetically, the Orbiter is relatively clean. Shawhan and Murphy (Ref. 4) indicated that both transmitters and unintentional interference are well below Interface Control Document specs. The predominant noise turned out to be the ubiquitous broad band electrostatic noise which will be discussed in the next section.

The principle form of modification via contamination takes the form of chemical releases. These chemicals; water, nitrogen, hydrogen and traces of other heavier molecules, enter the ionosphere as a result of Orbiter outgassing, thruster firings, and water dumps. In a discussion of the pressure environment, Shawhan and Murphy (Ref. 5) pointed to high payload bay outgassing rates that bring neutral pressure to 4 x 10^-5 torr when the doors are closed in orbit. The gas cloud did not decrease significantly as the mission progressed evidenced by enhanced pressures when the payload bay was turned "top-to-sun" on the sixth day of the mission.

A Bennett Ion Mass Spectrometer utilizing retarding potentials was capable of separating the ambient ionospheric ions from those released by the Orbiter. Results reported by Grebowski et al (Ref. 6) indicate that the expected O+ ion is predominant, but that there is a significant amount of H2O+, H2+ and CO2+. Narcisi et al (Ref. 7) on a subsequent shuttle flight, confirm the presence of high concentrations of H2O+ and noted that at times over one-half of the ambient O+ has been converted to H2O by a reaction with water vapor in the Orbiter vicinity.

This molecular contamination is accentuated by thruster operation. The dominant neutral species
released by the N2O or hydrazine attitude control thrusters: H2O (32% mole fraction), N2 (31%) and H2 (17%). These neutral act to deplete the surrounding plasma by means of recombination reactions. Narcisi et al. reported an order of magnitude decrease in ambient 0 density when thrusters are fired. In a detailed report summarizing the observed effects of thrusters on the local plasma, Murphy et al. (Ref. 9) pointed to plasma turbulence, momentary increases in pressure and electron density as well as enhancement of broadband electrostatic noise that were associated with thruster events. Thruster shifts in spacecraft potential were also noted with the admonition that events were extremely variable and depended on Orbiter orientation as well as the location of the thruster with respect to the sensor.

3. INTERACTIONS RESULTING FROM VEHICLE MOTION

3.1 The Plasma Wake

As can be seen in Table 1, the size and speed of the Orbiter enables it to produce a significant plasma wake. Several investigators have measured ion and electron energies and densities in this wake. Raitt and Siskind (Ref. 9) reported four orders of magnitude decrease in the electron density in the near wake and noted elevated temperatures of ~ 4000°K. They had difficulty in getting reliable temperature measurements because of the severe plasma turbulence present near the Orbiter which had not been seen on small spacecraft. Data reduction for the POP Langmuir Probe is still in a preliminary state, but comparisons with Raitt's data (Ref. 9) from the VCAP investigation has provided a cross calibration point and qualitative agreement is good. Figure 2 shows the measured electron density as a function of attack angle from the POP data. An angle of 0° corresponds to ram condition (payload bay pointing into velocity vector) and 180° is wake condition. Since these data have an absolute scale that is uncertain by a factor of 2 to 5, they are primarily noteworthy in that the 4 orders of magnitude depletions are also evident. Measurements made by the POP on the 3MS arm at distances 5 to 10 meters from the payload bay show depletions which are narrower in spatial extent and of only 2 to 3 orders of magnitude. Since maximum ram occurs at approximately sunrise and maximum wake at sunset, the correction for day/night density differences is unnecessary to first order.

Stone et al. (Ref. 10) reported differential ion flow measurements made with the PDP while on the RMS. Ion streams up to 40° from the angle of attack and 10% of the full ram current density were observed. These secondary streams had not been previously observed and are as yet unexplained.

4. VEHICLE CHARGING AND ASSOCIATED ELECTRIC FIELDS

Several experimentors have measured vehicle potential at F2 region altitudes and low inclination orbits. Shawhan and Murphy (Ref. 5) measured the potential of two spherical floating probes with respect to the Orbiter chassis and reported potentials of several volts with no electron gun operation. Murphy et al. (Ref. 8) observed a dramatic shift in this vehicle potential accompanied by rapid changes in the electric field when thrusters fire.

![Figure 2](image-url)
Hoth Haftt and Siskind (Ref. 9) and Shawhan and Murphy (Ref. 5) reported the potentials measured by their plasma probes are consistent with $v \times b \cdot l$ charging effects where $L$ is the distance between the main engine nozzles (the principle exposed conducting surface) and the probes. Any passive charging due to energetic electrons or similar sources appeared to be negligible and was a minor perturbation to the overall $v \times b$ effect.

5. OPTICAL EMISSIONS

One of the surprises of the STS-3, was the discovery by Banks et al (Ref. 11) of the presence of a glow near the ram surface of the vehicle. This glow, which may be due to a chemical reaction near the surface of the vehicle, has a brightness of 10K Rayleighs or greater. The precise brightness depends on the wavelength of the emission. This glow is not entirely unprecedented and has been reported from Atmospheric Explorer (AE) observations at low altitude. Yee and Abreu (Ref. 12) in a detailed study attributed the AE results to an interaction of atomic oxygen with the vehicle surface.

Papadopoulos (Ref. 13) speculated that the shuttle glow was a critical ionization phenomena and proposed a series of measurements to determine if the shuttle behaves like an artificial comet.

POP observations on STS-3 indicated a surface pressure enhancement on the ram side of the vehicle as great as a factor of 200 over ambient (Ref. 5). These enhanced pressures would be consistent with chemical interaction on or near the vehicle surface since they are 2 to 3 times greater than pressure enhancements in the normal supersonic shock front.

Recent flights of hand-held spectrometers should lead to confirmation of the Yee and Abreu, or Papadopoulos explanation or perhaps a new theory. The glow seems most pronounced at lower altitudes and Banks et al (Ref. 11) also report that the glow is enhanced during and for a brief period following thruster operations.

6. ELECTROSTATIC NOISE

The most intense emission observed at any frequency by the PDP plasma wave receivers has been called Broadband Orbiter Generated Electro Static (BOGES) noise. The characteristics of this noise as briefly reported by Shawhan and Murphy (Ref. 4) are summarized in Table 3. The Table has been divided into two columns designated "above" and "below" the presumed Lower Hybrid Resonance (LHR) frequency. The marked difference in degree of polarization of these electrostatic waves is illustrated in Figure 3. Note the sharp peaks in emissions above LHR at oblique angles to the magnetic field. The lower frequency waves show virtually no polarization. These observations were made while the PDP was being maneuvered on the RMS arm and were well out of the payload bay. At no time did the RMS move the PDP far enough from the Orbiter to see a noticeable decrease in the intensity of this noise. Figure 4 illustrates that BOGES noise is relatively intense anytime the PDP is out of the deep wake and the small variations seen are believed to be local geometry effects not related to the plasma density as measured at the PDP. Note also the data in Figure 4 indicate that high frequencies disappear first and reappear last as the PDP passes through the wake condition. This is generally true for all cases although there is considerable variability from orbit to orbit on the details. For example, if spectrograms like Figure 4 taken 12 hours apart are compared, there are considerable differences in the details of the behavior close to maximum wake. The only difference in these cases is the magnetic field direction at that point in the orbit which infers that the generation or propagation of these waves depends on the magnetic field between the source of the emission and the detector. Another characteristic of this noise is that it is well correlated with $\Delta N/N$ turbulence as measured with the PDP Langmuir Probe. Peak $\Delta N/N$ values of 1-3% are observed when the noise is most intense. This turbulence and associated noise is increased by thruster operations and water dumps.

Waves of a similar nature near and below the LHR frequency have been reported by Koskinen et al (Ref. 14) on the Swedish 529 Barium-GEOS Sounding Rocket.

Table 3

<table>
<thead>
<tr>
<th>Below LHR</th>
<th>Above LHR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Broadband: approximately 30 Hz to 200 kHz with 50 to 70 dB variation over orbit</td>
<td>Evidence of increasing polarization at higher frequencies</td>
</tr>
<tr>
<td>2. Peak spectral density occurs at 100-300 Hz and is approximately 80 dB $\mu$V/m/Hz$^{1/2}$</td>
<td>Peak intensities occur when E-field sensor axis is 30-45 degrees from B-field alignment</td>
</tr>
<tr>
<td>3. Well correlated with plasma turbulence as measured by $\Delta N/N$ spectrum</td>
<td>E-field intensity as high as 0.1 V/m at 100 kHz observed</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Below LHR</th>
<th>Above LHR</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Noise present for virtually whole orbit but modulated by attitude and B-field orientation of orbiter</td>
<td></td>
</tr>
<tr>
<td>- No evidence of significant polarization</td>
<td></td>
</tr>
<tr>
<td>- Seems to disappear completely only when PDP is in orbiter wake</td>
<td></td>
</tr>
<tr>
<td>- Primarily electrostatic</td>
<td></td>
</tr>
</tbody>
</table>
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Several explanations are available (Ref. 14) for the phenomenon observed on this and other rocket flights, but they do not adequately explain all characteristics of the BOGES noise observed on the STS Orbiter. Kintner et al (Ref. 15) described ion acoustic noise during a chemical release which they attributed to ion-ion streaming between Ca+ and ambient ions. Considering the observation of ion streams by Stone (Ref. 10) this may be a candidate for explaining the Shuttle induced noise. It is important to note that neither of these observations have a spectrum quite like the BOGES noise observed on STS-3. Much theoretical work is being done at present dealing with this problem. Papadopoulos (Ref. 16) is working to explain the noise spectrum by a critical ionization velocity phenomena driven by plasma instabilities. Initial agreement looks good and results will soon be published. Parrish et al (Ref. 17) have taken another approach seeking to use strong turbulence theory to produce hydrodynamic ion acoustic waves. Present observational data may not be sufficient to choose the correct theory but additional experimentation on Spacelab-2 should lead to a better understanding of this phenomena.

7. SUMMARY

The flight of the Shuttle Orbiter through the ionosphere has proved to be an interesting plasma physics experiment. Discovery of the vehicle glow, secondary ion streams, BOGES noise and other associated phenomena are leading to an increased understanding of the F2 ionospheric physics and chemistry. The flights of Spacelab-1 (1983) and Spacelab-2 (1985) carry plasma diagnostics as well as electron and ion guns to stimulate plasma interactions and study Orbiter charging. Further theoretical work on the instabilities creating BOGES noise and the physics of the Orbiter wake will provide further guidance for the experiments on these missions and ultimately for a Space Plasma Lab mission in the 1987 timeframe.
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INTRODUCTION

Artificially produced electron beams have been used extensively during the past decade as a means of probing the magnetosphere (ref. 1), and more recently as a means of actively controlling spacecraft potential (ref. 2). Experimentation in these areas has proven valuable, yet at times confusing, due to the interaction of the electron beam with the ambient plasma. The OSS-I/STS-3 Mission in March 1982 provided a unique opportunity to study beam-plasma interactions at an altitude of 240 km. On board for this mission was a Fast Pulse Electron Generator (FPEG), which served as part of Utah State University's Vehicle Charging and Potential experiment. Measurements made by the Plasma Diagnostics Package (PDP) while extended on the Orbiter RMS show modifications of the ion and electron energy distributions during electron beam injection.

In this paper, some of the observations made by charged particle detectors are discussed and related to measurements of Orbiter potential. The paper is divided into three sections. A brief description of several of the PDP instruments appears first, followed by a section describing the joint PDP/FPEG experiment. The third section consists of observations made during electron beam injection.

INSTRUMENTATION

The PDP carries a wide range of instruments for the measurement of pressure, waves, fields, and particles. A discussion of these instruments and some of the preliminary results of the mission can be found in Shawhan et al. (ref. 3). Of interest for this discussion are the charged particle detectors, and to a lesser extent, instruments used to measure electric potential and the geomagnetic field in the vicinity of the Orbiter.

The Low Energy Proton and Electron Differential Energy Analyzer (LEPEDEA) is a curved plate detector capable of detecting ions and electrons with energies between 2 eV and 36 keV. It is nearly identical to instruments flown on ISEE-1 and ISEE-2. The energy resolution of LEPEDEA is $\Delta E/E = 0.16$, and 1.6 sec. is required for a complete energy scan. The LEPEDEA fields of view are shown in figure 1. The seven detectors are sampled simultaneously and together have a field of view of 6 degrees by 162 degrees.

*This work is supported by NASA/Lewis Research Grant No. NAG3-449
An electron fluxmeter is also included in the PDP for detection of electrons. This instrument samples the electron flux independent of energy ten times per second. The fluxmeter is directed opposite to the LEPEDEA. It has a wide field of view with low angular resolution.

Electric fields were measured by two 20 cm spherical probes separated by 1.6m. The average potential between these spheres was measured relative to Orbiter ground with a range of ±8.2v. When the PDP was extended on the RMS, this potential was a measure of the plasma potential in the vicinity of the PDP.

A triaxial fluxgate magnetometer was used to measure magnetic fields. The magnetometer sampled the magnetic field 10 times each second, along each of its 3 axes with a resolution of ±12 mgauss.

THE JOINT PDP/FPEG EXPERIMENT

Joint operations between the PDP and the FPEG were conducted while the Orbiter was in a nose-to-sun attitude with a roll rate of twice per orbit (see figure 2). For the experiment discussed in this paper, the FPEG emitted a 50-mA, 1-keV, unmodulated electron beam. A total of eleven emissions occurred under both daytime and nighttime conditions and at various injection pitch angles with each emission approximately fifteen minutes in duration. During these injections, the PDP was deployed on the Orbiter RMS and moved about the Orbiter in an effort to locate the beam.

The primary instrument for location of the beam was an electron fluxmeter located on the opposite side of the PDP from the LEPEDEA. During the search for the beam, the fluxmeter was pointed downward toward the FPEG aperture in the Orbiter bay which left the LEPEDEA looking away from the electron beam. Because of this orientation, the LEPEDEA did not detect primary beam electrons. At times, however, the PDP was rotated through 90 degrees about its spin axis (see figure 1) which allowed the LEPEDEA to view a range of particle pitch angles including primary particles.

OBSERVATIONS

Because of changing Orbiter attitude (twice per orbit roll rate) and variations in the geomagnetic field over the course of an orbit, a wide range of injection pitch angles were observed. Calculations by J. Sojka of Utah State University show that for injection pitch angles greater than about 60 degrees (depending on the precise beam-orbiter orientation), the beam intercepted the Orbiter surface. At angles less than this the beam escaped. Qualitative analysis of charged particle and potential measurements made by the PDP support this analysis.

Ambient electrons (photoelectrons) were detected with energies up to about 80 eV during the day and 10 eV at night, while ions were seen at energies principally below 10 eV during both day and night. During beam injection at angles less than 30 degrees, intense fluxes of electrons were detected at energies up to the primary beam energy of 1 keV. Virtually no ions were seen at these times. Enhanced electron fluxes were observed at all points accessible to the PDP. However, due to the limited reach of the RMS, no measurements were made at distances greater
than 7m from the beam. For beam injection, at angles greater than 60 degrees, the measured ion and electron fluxes often resembled the flux seen with the beam off.

Measurements of Orbiter potential during small angle injection also differed from the ambient case. When the beam was off, the Orbiter potential relative to the nearby plasma remained $< \pm 8.2v$ consistent with $V \times B \cdot L$ (ref. 3). When the beam was injected at less than 30 degrees, the potential was offscale and positive, and dropped below the maximum measurable value of 8.2v only at the maximum distance from the beam of 7m. Potentials during large angle injections were generally nearer to those measured with the beam off.

The observations tend to support the claim that the beam did escape from the near vicinity of the Orbiter for small angle injection, but did not at larger angles. The enhanced electron flux and elevated potential associated with small angle injection may be due to escape of the beam. If this is so, the large angle conditions which were so similar to ambient conditions could be due to the electron beam impacting the Orbiter rather than escaping. In this case, almost all of the beam current is collected so that the disturbance is localized and the Orbiter does not need to charge.

Figure 3 shows the measured flux during one of these rotations which took place at a distance of 7m from the center of the beam. Since this distance is roughly twice the gyroradius of a 1 keV electron travelling perpendicular to the magnetic field, these measurements must be of electrons outside of the primary beam. The angles shown in figure 3 are the pitch angles of electrons as they were detected by the LEPEDEA. Angles greater than 90 degrees correspond to electrons travelling down the field lines from the direction in which the beam was injected. Angles less than 90 degrees indicate electrons moving up the field in the same direction as the outgoing beam. Although pitch angles less than 30 degrees and greater than 140 degrees were not sampled, this figure seems to show a net return of electrons along the field lines from the direction in which the beam was injected indicating that more current returns from the upper hemisphere during upwards injection than from the lower.

Based on this preliminary analysis of measurements made during electron beam emission, it appears that the electron beam did escape from the Orbiter. These escapes induced positive Orbiter potentials, and were associated with enhanced fluxes of electrons. During escape of the beam, there is evidence that there was a net flow of electrons along the magnetic field from the direction in which the beam was injected.
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Electron flux 7 m from the beam (2 eV < E < 36 keV).
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INTRODUCTION

The third Space Shuttle flight on Columbia carried instrumentation to measure thermal plasma density and temperature. Two separate investigations, the Plasma Diagnostics Package (PDP) and the Vehicle Charging and Potential Experiment (VCAP), carried a Langmuir Probe, and the VCAP also included a Spherical Retarding Potential Analyzer (SRPA). The Langmuir Probe on the PDP made measurements while the PDP was attached to the pallet in the Orbiter bay and while the PDP was articulated by the RMS. Only those measurements made while the PDP is in the payload bay are discussed here since the VCAP instrumentation remains in the payload bay at all times and the two measurements are compared.

Figure 1 illustrates the location of the PDP and VCAP instrumentation on the science payload pallet.

The principle thrust of this paper is to discuss the wake behind a large structure (in this case the Space Shuttle Orbiter) flying through the ionospheric plasma. Much theoretical work has been done regarding plasma wakes (ref. 1) and to a certain extent laboratory plasmas have provided an experimental and measurement basis set for this theory. The instrumentation on this mission gives the first data taken with a large vehicle in the ionospheric laboratory.

First, the PDP Langmuir Probe and its data set will be presented, then the VCAP Langmuir Probe and SRPA with associated data. A discussion of agreement between the two data sets is then followed by some other PDP data which infers an even lower wake density.

Lastly, conclusions, caveats and a description of future work which will further advance the measurement techniques and data set are put forth.

PDP LANGMUIR PROBE RESULTS

The PDP Langmuir Probe is a 6 cm diameter gold-plated sphere which is operated in two modes, the AN/N mode and the swept mode. The swept mode which is of concern

*This work is supported by NASA/Lewis Research Grant No. NAC3-449
The science pallet configuration on STS-3 showing the location of the instrumentation in question.
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Figure 1

Here is a 120 step voltage sweep which lasts 1.2 seconds and is executed 5 times per minute. The nominal density range of the probe is approximately $5 \times 10^2$ to $5 \times 10^5$ cm$^{-3}$, the precise sensitivity depending on temperature. Operating in this mode, the Langmuir Probe has a current voltage characteristic whose slope is proportional to $1/T_e$ and which has a "knee" in the curve proportional to $N_e$.

There are two limitations to the PDP Langmuir Probe measurements. The first occurs when the plasma is too dense to really see the entire knee of the curve resulting in instrument saturation and an underestimate of density. The second occurs when the plasma temperature is too high and density too low to get a reliable slope resulting in only an upper bound on density and lower bound on temperature.

Figure 2 illustrates the electron density and temperature for one orbit as a function of vehicle attitude. (The data is repeated for a second orbit to provide clarity for the graph and illustrate a periodicity which is real). The vehicle attitude is described by $\theta_1$ and $\theta_2$ which are illustrated at the top of the figure. Maximum wake occurs when the vehicle flies tail first with the plasma ramming into the Orbiter belly (e.g. GMT 83:20:48). At this point in time, the vehicle is flying a nose-to-sun attitude with a 2 times orbit roll. (See figure 2 in the paper "Suprathermal Plasma Observed on the STS-3 Mission by the Plasma Diagnostics..."
Package, by Paterson et al. (ref. 2) in this issue for a description of this attitude.) This results in a once per orbit ram/wake cycle which is evident in figure 2 by the e\(^{-}\) density and neutral density (pressure) measurements.

Several important observations summarize figure 2:

1. Although density is near ambient while the payload bay is neither pointing directly into the velocity vector or into the wake, there is evidence that the density may be 2 to 10 times ambient when the bay points close to the velocity vector. The probe saturates making reliable measurement above \(2 \times 10^5\) difficult. The region cross hatched in figure 2 is where this higher density regime is encountered.

2. Density decreases rapidly as the Orbiter rolls into wake condition.

3. The minimum reliable measurement of density with the PDP probe is approximately \(5 \times 10^2/cm^3\). At least another order of magnitude decrease is required to pull the sweep totally offscale which is subsequently observed to happen. The sweep remains offscale for approximately 25 minutes centered around 83:20:48.

4. During all non-wake conditions, the temperature remains relatively constant at about 1000° (±30%).

5. Temperature rises rapidly as density decreases.

6. The highest reliable temperatures occur at 6000°K. However, the trend continues suggesting temperatures in excess of 7000°K in the deep wake.

It is also worthwhile to note that in near ram condition the neutral density (pressure) was almost two orders of magnitude above ambient ionospheric conditions and fell below \(10^{-7}\) torr (the instrument sensitivity limit) during wake conditions.

THE VCAP LANGMUIR PROBE AND SRPA

Data on the characteristics of the ambient thermal plasma are extracted from the probes using a technique similar to that described by Raitt et al. (ref. 3). This AC technique employed for the probes enables direct measurement of the second derivative of the SRPA current-voltage characteristic and the first derivative of the LP current-voltage characteristic.

The SRPA signal is obtained by adding two sinusoidal AC signals (at 8.5 kHz and 10.7 kHz) to a sawtooth sweep voltage. The probe current is passed through a narrow band amplifier that selects the difference frequency of 2.2 kHz, which is a measure of the non-linearity of the probe current-voltage characteristic, and results in a signal proportional to the second derivative of the current-voltage characteristic. Two ac current ranges are available: one from -76 dB to -24 dB and the other from -40 dB to 0 dB relative to \(10^{-7}\) amp rms. Each successive sweep of the probe alternates between the two ranges. Since the sweep period is 17 seconds the complete dynamic range is covered each 34 seconds.
Summary of PDP Langmuir Probe electron density and temperature as function of vehicle attitude. Neutral pressure measurements are included for reference. The cross-hatched areas are where the probe sweep saturates and the routine used to calculate $N_e$ under-estimates density by as much as an order of magnitude.
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Figure 2
The LP has only one AC signal (at 3.2 kHz) added to the sweep voltage. The amplitude of the alternating component of the probe current derived by using a narrow band amplifier tuned to 3.2 kHz enables the first derivative of the current voltage characteristic to be measured directly. A single dynamic current range, from -80 dB to +10 dB relative to $10^{-6}$ amp rms, is used for all sweeps. The range of the sawtooth voltage is from -2 V to +3 V, the period and phase of the sweep being synchronized to the SRPA sweep.

Figure 3 illustrates data taken under similar conditions as that taken by the PDP, although at a different time. In this case the vehicle attitude is different, but the same angles are used to characterize the direction of the velocity vector. The addition of the dark bar on this figure serves to show when day and night occur during the orbit.

The results of the Langmuir Probe (dotted line) and SRPA (solid line) generally confirm results of the PDP Langmuir Probe. VCAP Langmuir Probe temperatures are not plotted, but the following results are notable:

1. Close to ambient (1000°K) ionspheric temperatures are measured during non-wake condition.
2. As the Orbiter rolls into wake, a turbulence at all frequencies adds noise to the 3.2 kHz LP first derivative, but measurements indicate an increase in temperature to beyond 4000°K.

VCAP LP densities indicate the following:

1. An upper bound of electron density when the paylaod bay faces close to the velocity vector is $10^7$/cm$^3$.
2. Density during wake conditions drops to below the instrument sensitivity of $10^4$ e/cm$^3$.

The SRPA measurements are difficult to interpret since the peak in the second derivative as a function of sweep voltage for the dominant ionspheric $O^+$ ion is often contaminated by locally produced $H_2O^+$ and $NO^+$. When the $O^+$ peak is clearly observable, several observations prevail:

1. Densities consistent with ambient ionspheric $O^+$ are observed for most conditions which shall be referred to as non-wake.
2. > 2 orders of magnitude depletion occurs in the near wake.

ADDITIONAL EVIDENCE FOR LARGE DEPLETION

Additional evidence for a many order of magnitude depletion in the electron density in the near wake is provided by what amounts to a sounder experiment. Recall that the VCAP SRPA is excited with a signal at 8.5 and 10.7 kHz. The PDP contains a 16 channel ($\pm 15\%$ bandwidth) spectrum analyzer capable of detecting electrostatic or electromagnetic waves over a frequency range from 30 Hz to 178 kHz. The instrument has a saturation of approximately 1 V/m electric field amplitude and a usable dynamic range of about 95 dB.
Summary of VCAP Langmuir Probe (dotted line) and SRPA (solid line) results as a function of vehicle attitude.

\[ \theta_1 = \text{PITCH ANGLE} \]
\[ \theta_2 = \text{AZIMUTH ANGLE} \]

Figure 3
During most of the orbit, the Spectrum Analyzer output is dominated by broadband orbiter generated electrostatic noise, (ref. 4) thruster firings or other events. Figure 4 illustrates that as the wake boundary is approached, the electrostatic noise disappears in all channels simultaneously and as the payload bay is immersed deeper in the orbiter's wake a signal in the 10 kHz channel grows to a point of dominance in the spectrum. This in fact is the VCAP SRPA signal. As the density drops so that the plasma frequency nears or drops below 10.7 kHz, this signal can propagate to the PDP sensor. Detailed calculations and modeling are being done taking field strengths and sensor separation into account, but preliminary work suggests that although the PDP Langmuir Probe infers densities, \(< 50/cm^3\), the density probably drops at least another order of magnitude to \(< 5/cm^3\). This would be approximately six orders of magnitude of plasma depletion in the near wake from that measured under ram condition.

The VLF electric field spectrum showing the increasing intensity of the received SRPA signal.
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Figure 4

**SUMMARY**

Although measurements are still in a primitive state, several conclusions can be drawn from the STS-3 PDP and VCAP data.

1. Ram conditions seem to result in a higher than expected electron density.
2. Density depletions of at least 4 orders of magnitude in the wake plasma are observed and there is evidence to suggest this depletion may be as high as six orders of magnitude.

3. Effective temperature measured by the thermal plasma probes indicate an increase in electron temperature in the wake to $> 6000^\circ$K.

4. The thermal ions are excluded rapidly as the orbiter bay rolls into wake and only those locally produced H$_2$O$^+$ and NO$^+$ are measurable.

5. Both LP's and the SRPA indicate a degree of plasma density or velocity turbulence which peaks in the transition region between ram and wake.

Several concerns about these measurements are that: first, the VCAP probes' outputs are often contaminated by the turbulence which causes bias in the data; second, the ability of the PDP LP to measure density and temperature reliably beyond a certain limited range is questionable; and third, whether the sounder experiment setup between the VCAP SRPA and PDP Spectrum Analyzer is "calibratable" is still an open question.

The first concern is being worked and there is confidence that corrections for the turbulence can be computed. Recall that the PDP LP has a DN/N mode which can provide upper bounds on the turbulence within a given frequency band.

The second concern, which applies to a lesser degree to the VCAP LP, is harder to solve. As the density decreases and temperature increases, the size of the probe in relation to a debye length and thermal electron gyroradius changes drastically. This means that approximations used to derive temperature and density are no longer valid and new formulations must be used. A long-term research effort is underway to better understand the behavior of swept probes in these extreme regimes. (See ref. 5 for a description of the probe theory). Meanwhile, effort has been made to include data in this report derived from regimes where approximations hold. Thus, the densities and temperatures are probably good to a factor of two.

It is encouraging to note that when comparisons are made to measurements made by the DE satellite, which flew through the same altitude and latitude regime within the same day, general agreement is found. The DE data show dayside conditions of $N_e = 9 -1.1 \times 10^5$/cm$^3$ and $T_e = 1500^\circ - 2000^\circ$ while the PDP and VCAP data taken dayside out of wake and also out of maximum ram condition indicate $N_e = 2$ to $10 \times 10^5$/cm$^3$ and $T_e = 1000^\circ$ ($\pm$30%).

The third concern is currently being worked and if the "sounder" is calibratable, it should provide valuable input for theory.

The fact that elevated temperatures are observed in the near wake of a spacecraft is not without precedence. Samir et al. (ref. 6) found evidence for elevated electron temperatures in the wake of Explorer 31, a much smaller vehicle than the Shuttle Orbiter.

Additional measurements by the PDP and VCAP instruments will be made on Spacelab-2 where detailed experiments have been designed to study the structure of the wake out to approximately one kilometer from the vehicle.
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The Plasma Diagnostics Package, which was flown aboard STS 3 as part of the Office of Space Science first shuttle payload (OSS 1), recorded the effects of various chemical releases from the orbiter. Changes in the plasma environment were observed to occur during flash evaporator system releases, water dumps, and maneuvering thruster operations. During flash evaporator operations, broadband orbiter-generated electrostatic noise was enhanced, and plasma density irregularities (ΔN/N) were observed to increase by 3-30 times with a spectrum which rose steeply and peaked below 6 Hz. Ions with energies up to several hundred eV were also observed during one flash evaporator operation. In the case of water dumps, background electrostatic noise was enhanced at frequencies below about 3 kHz and suppressed at frequencies above 3 kHz during the dump, and ΔN/N was also seen to increase by 5-6 times. Various changes in the plasma environment were effected by primary and vernier thruster operations, including increases in electron density by as much as 3 orders of magnitude, neutral pressure increases to as high as 10^-4 torr from the nominal 10^-7 torr, and perturbations in the spacecraft potential by several volts, particularly when measured in relation to the plasma potential in the wake. Thruster activity also stimulated electrostatic noise with a spectrum which peaked at approximately 0.5 kHz. In addition, ions with energies up to 1 keV were seen during some thruster events.

1. INTRODUCTION

Since the first space shuttle launch, in April of 1981, considerable interest has been generated in ionospheric modifications exerted by the shuttle, both during launch and during orbital operations. The effects of rocket exhaust on the ionosphere have been studied and recorded in considerable detail since Booker [1961] first reported a local diminution in ionization density forming a hole through the F region associated with the firing of Vanguard II in 1959. A review of the findings to date, particularly with regard to large space systems, was given by Rote [1980] and included such environmental effects as plasma depletion, temperature change, and airglow excitation. A brief history of rocket-induced perturbations upon the upper atmosphere was also given by Mendillo [1980]. In addition, he described a method for assessing how the space shuttle's engines would affect the ionosphere in the vicinity of the engine burns. A review of the effects on the ionosphere due to the deliberate release of known quantities of highly reactive chemicals such as H2O and CO2 was given by Pongratz [1981]. The environmental impact on the D and E regions of the ionosphere of chronic discharges of water vapor from large rockets was investigated by Forbes [1980]. While most of the previously mentioned papers deal with large-scale chemical releases, whether planned releases for scientific study or whether released as a result of rocket transit through the ionosphere, shuttle-produced chemical releases, although much smaller by comparison, do perturb the environment near the shuttle. These perturbations tend to be more localized than the large-scale releases; however, they do affect the ambient ionosphere and therefore help us understand the effects of larger releases. On the other hand, it is important to understand the distinction between these two types of releases.

The foregoing discussion of large-scale releases provides the impetus and background for studying the smaller shuttle-produced releases.

The purpose of this paper is to present observational evidence of ionospheric modification by using data taken by the Plasma Diagnostics Package (PDP) [Neupert et al., 1982] during Space Shuttle orbiter chemical releases. The space shuttle is an ideal vehicle for experiments involving ionospheric modification. Not only does it initiate chemical releases, but it also provides the platform from which to monitor the effect of those releases. While not intended to be scientific ventures, the orbiter water dumps, flash evaporator system (FES) releases and thruster operations are, in effect, chemical releases. It is to be understood that the study of these effects is limited to the near vicinity of the orbiter and indeed to the gaseous and plasma envelope of the shuttle itself. However, the measurements of the effects should not be ignored simply because they cannot tell us what the end result of the release will be. The first few seconds of any release are very important in that many of the critical chemical reactions and kinetic effects happen during that time. By being in the bay of the shuttle near the point of release, the first few seconds of these releases can be studied in detail giving us a clue to the early chemistry that takes place in larger releases. An underlying theme of this paper is that orbiter operations produce effects which are measurable by a wide range of instruments. Hence, it is obvious that a potential shuttle experimenter should be aware of the nonambient nature of the ionosphere in close proximity to his or her detectors.

An outline of the paper is as follows: Section 2 contains STS 3 mission and operational considerations, including an overview of orbit and ionospheric characteristics, shuttle operations, and PDP instrumentation. The observations of the effects of flash evaporator system releases, water dumps, and thruster operations are presented in Section 3. Finally, some concluding remarks and possible explanations for the physical processes involved are offered in Section 4.
Fig. 1. Plasma Diagnostics Package in pallet location as part of the Office of Space Science first shuttle payload. The various wave sensors are identified on the Plasma Diagnostics Package.

2. MISSION AND OPERATIONAL CONSIDERATIONS

2.1. STS-3 Mission

During March 22–30, 1982, the Plasma Diagnostics Package was flown on the third space shuttle mission (STS 3) as part of the Office of Space Science (OSS 1) first shuttle payload [Neupert et al., 1982]. Figure 1 shows the OSS 1 instruments as they were mounted on the aft pallet and points out the external sensors on the PDP. The orbiter was placed in a circular orbit at an altitude of 241 km and an inclination of 38°, which resulted in an orbit period of approximately 1½ h. The STS 3 mission’s primary objective was to analyze the orbiter’s operation over a wide range of thermal extremes; thus many different orbiter attitudes were achieved. Eighty hours out of approximately 192 were spent in a nose-to-sun attitude to cause low temperature extremes in the engine compartments, with a roll rate which was twice the orbit rate (see Figure 2); this attitude interval was when most of the PDP data were taken. At the ascending node (equator crossing moving northward), the orbiter attitude was such that atmospheric gases were ramming into the bay. As the orbiter headed toward descending node and night, it completely blocked the flow of gases into the bay, and a wake condition prevailed in and just above the bay.

2.2. Ionospheric Characteristics

Using satellite measurements as well as numerical models, the F2 region of the ionosphere can be characterized as follows: It extends from approximately 225 to 400 km with a neutral component of \( \leq 10^9 \text{ cm}^{-3} \) and an average plasma density of \( 10^5–10^6 \text{ cm}^{-3} \). The dominant ion of this region is \( \text{O}^+ \), which is created by ionizing UV, and the dominant neutral is \( \text{O} \). In addition, \( \text{N}_2 \) and \( \text{O}_2 \) are important constituents since they are believed to play an important role in the principal loss process of the \( \text{O}^+ \) ion [Banks and Kockarts, 1973].

2.3. Shuttle Operations

During orbital operations the flash evaporator may discharge water to supplement heat rejection when the orbiter attitude is thermally unfavorable. A secondary function of the evaporator is to expend excess potable water produced by the fuel cells that has accumulated in the potable water tanks. The vaporized water produced by the FES during these two processes is discharged through two thrust-balancing sonic nozzles, one on each side of the aft fuselage, which are known as topping FES vents (see Figure 3). An FES plume study was conducted in June of 1978 at Johnson Space Center (S. Jacobs, personal communication, 1984). The results of this study were inconclusive owing to some of the equipment malfunctioning and the fact that the tests took place in a large chamber with many exposed cold surfaces. However, these tests did suggest that 100% water vapor (no particulates) was released by the FES during topping releases. In fact, the FES topping system was specifically designed to be 100% efficient at releasing steam. No crews of any shuttle flights to date have reported seeing any particulates released through the FES topping vents.
The water vapor is discharged in pulses with a variable pulse rate and a pulse width equal to \(200 \pm 30\) ms. The maximum pulse rate is 4 Hz at 22.7 kg/h [Hamilton Standard Engineering, 1982]. For example, for an average FES release of 2.3 kg/hr., the pulse rate is 0.4 Hz, which means every \(2\frac{1}{2}\) s there is a 0.2-s pulse of water vapor and a 2.3-s gap. It should be noted that a plot of mass flow rate versus pulse rate is not linear since mass flow rate also depends on feedwater pressure. Therefore if the mass flow rate is known, only an estimate of the pulse rate can be obtained. The plume expands along the \(\pm Y_0\) axes of the orbiter and in some cases is reflected by the wings [European Space Agency (ESA), 1982]. A high-load FES vent is also pointed out on Figure 3 which was used primarily at the beginning and end of the mission when the payload bay doors were closed. During the STS 3 mission there were 20 FES releases of varying lengths from a minute to more than 2 h. The PDP was turned on during four of these FES releases, all of which were topping FES releases. Table 1 lists these releases and the location of the PDP.

Water management on the orbiter includes storing, distributing, and disposing of excess water generated by the fuel cells. This excess water is dumped overboard in a nonpropulsive fashion at predetermined times [ESA, 1982]. The water relief vent for water dumps is located on the port side, rearward of the forward bulkhead and about 1.5 m down from the door hinge (see Figure 3). A total of nine water dumps were made during the mission, each of which lasted for approximately 45 min to an hour. The average dump rate was 64 kg/h, with the amount of water being dumped varying from 41 to 93 kg. Most of the water dumps began around sunset and ended shortly after sunrise. The water dumped at night turned to ice upon release. The ice sublimated as the Orbiter passed into sunlight.

The Reaction Control System (RCS) is used on the orbiter to control attitude. The system consists of 38 primary (395 kg) thrusters and 6 vernier (11 kg) thrusters. Figure 3 shows the location of these thrusters from a side view. Both verniers and primaries are located in the front and rear of the orbiter. In this view the circular designation means the thrust is directed sideways, and the oval means the thrust is directed down. The other side of the orbiter has a matching set of these thrusters. In addition, there are a set of primaries which thrust up and forward in the front of the orbiter and a set of primaries which thrust up and back in the rear of the orbiter. Because of the location and direction of thrust of some of the RCS thrusters, a certain number of the thruster plume molecules are reflected off orbiter surfaces [ESA, 1982] as well as returned to payload instruments, resulting in contamination [Ehlers, 1984].

Table 2 shows thruster plume characteristics for both the vernier and primary thrusters, including composition of the exhaust and numbers of ions and neutrals ejected in a typical firing (while maintaining orbit) and in a long firing event (while maneuvering to a new orbit attitude). It should be noted that the stated composition of the exhaust plume, both neutral and ionic, is based on thermodynamic equilibrium calculations since actual measurements are very difficult to make. These predictions are the result of a thermodynamic one-dimensional model program called CONTAM III, which was
developed for the purpose of predicting plume contamination effects [Hoffman and Hetrick, 1982]. The model does not take into account kinetic effects, chemical reactions, or charge interchanges that may occur immediately after a thruster firing. Thus, although such ions as CO$_2^-$ are unstable and predicted to be a part of the thruster exhaust, these ions most likely undergo immediate chemical reactions with other components of the exhaust or even neutrals and ions present in the ionosphere. We would also like to point out the following regarding Table 2: (1) MMH-NO$_3$ is only a suspected constituent of the plume and is believed to be a condensable, and (2) Only the most dominant ions (mole fraction $>10^{-10}$) are listed in the table. The model actually predicts several other ions to be present, such as OH$^+$ and NO$_2^-$; however, the maximum mole fraction of each of these ions is predicted to be $<10^{-10}$, and thus we have not included them in the table. The velocity of the exhaust gases at all points in the plume after all energy has been converted is predicted to be 3.5 km/s based on a given temperature of approximately 3000° K (using the CONTAM III model). During the mission, there were over 40,000 thruster firings of varying lengths from 0.08 s to tens of seconds. When the PDP was turned on and taking data, nearly all of these firings as well as every FES release and water dump were evident in the data through one or more measured parameters.

### 2.4. PDP Instrumentation

A primary objective of the PDP was to measure aspects of the orbiter's induced environment both in the payload bay at the pallet level and above the bay to a 15-m height through use of the Remote Manipulator System (RMS). The PDP carried a complement of 14 instruments that measured electrostatic and electromagnetic waves, dc magnetic and electric fields, ion composition and flow, ion and electron energy distribution functions, plasma temperature and density, and neutral pressure. Some of the instruments which showed effects during chemical releases are briefly described below. A more detailed description of the instrument complement, the associated receiver systems, and the range of measurements possible can be found in works by Shawhan et al. [1984a, b].

A 5-cm-diameter, gold-plated spherical Langmuir Probe measured electron density and temperature and electron density irregularities (AN/N) in the frequency range 0-40 Hz. Two spectrum analyzers were used to look at electrostatic and electromagnetic waves and AN/N irregularities in the frequency range 31 Hz to 178 kHz. One of the spectrum analyzers was dedicated to observing the electric component of waves using a double probe with two 20-cm-diameter black spherical sensors separated by 1.6 m. The other analyzer was periodically switched between the electric dipole antenna, the magnetic search coil, and the Langmuir Probe (see Figure 1 for location of these sensors on the PDP). The dc electric fields in the range $\pm 4.8$ V/m were measured using the electric dipole antenna, and spacecraft potential with range $\pm 8.2$ V was measured by taking the average potential between the two spheres with respect to the PDP ground, which was the same as the orbiter ground. A cold cathode ionization gauge measured ambient pressures from $10^{-7}$ to $10^{-3}$ torr. Finally, pitch angle and flux of energetic electrons and ions with energies 2 eV to 36 keV were detected with a low-energy proton and electron differential energy analyzer.

### 3. Observations

#### 3.1. Flash Evaporator System Releases

Figure 4 provides Langmuir Probe and plasma wave data taken during the 2-min FES release on day 82 (UT) under daytime conditions. The top panel shows that for every 1.6-s sample plotted during the release the Langmuir Probe saw peak to peak voltage outputs which covered the full dynamic range of the instrument. By applying a fast Fourier transform (FFT) algorithm to these data, the AN/N plasma turbulence spectrum shown at the top of Figure 5 was obtained. This spectrum shows that the turbulence was increased by as much as 30 times over background below 10 Hz and increased by approximately 3 times at frequencies 10-40 Hz. The FES release spectrum was seen to rise steeply below 6 Hz and peak at approximately 0.5 Hz, which was, in all probability, the pulse rate of the FES release at this time. The basis for this assumption will be discussed at the end of this subsection.

### Table 1. STS 3 FES Water Usage

<table>
<thead>
<tr>
<th>Day</th>
<th>UT</th>
<th>Duration, h min</th>
<th>Type</th>
<th>Location of PDP</th>
<th>Usage, kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>82</td>
<td>0117:58</td>
<td>0:02</td>
<td>Topping</td>
<td>Pallet</td>
<td>&lt;.45</td>
</tr>
<tr>
<td>85</td>
<td>1230:00</td>
<td>2:32</td>
<td>Topping</td>
<td>RMS*</td>
<td>26</td>
</tr>
<tr>
<td>85</td>
<td>1501:44</td>
<td>1:30</td>
<td>Topping</td>
<td>RMS</td>
<td>15</td>
</tr>
<tr>
<td>86</td>
<td>2010:00</td>
<td>0:01</td>
<td>Topping</td>
<td>Pallet</td>
<td>&lt;.45</td>
</tr>
</tbody>
</table>

*Remote Manipulator System Arm

#### Table 2. Thruster Plume Characteristics

<table>
<thead>
<tr>
<th>Species Molecular Weight</th>
<th>Mole Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$O</td>
<td>18</td>
</tr>
<tr>
<td>N$_2$</td>
<td>28</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>44</td>
</tr>
<tr>
<td>O$_2$</td>
<td>32</td>
</tr>
<tr>
<td>CO</td>
<td>28</td>
</tr>
<tr>
<td>H$_2$</td>
<td>2</td>
</tr>
<tr>
<td>H$_3$</td>
<td>1</td>
</tr>
<tr>
<td>MMH-NO$_3$</td>
<td>108</td>
</tr>
</tbody>
</table>

**Composition, Neutrals**

<table>
<thead>
<tr>
<th>Species Molecular Weight</th>
<th>Mole Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO$_2^-$</td>
<td>30</td>
</tr>
<tr>
<td>CO$_2^+$</td>
<td>44</td>
</tr>
<tr>
<td>OH$^-$</td>
<td>17</td>
</tr>
<tr>
<td>Electrons</td>
<td>--</td>
</tr>
</tbody>
</table>

**Total Number of Neutrals and Ions Ejected**

<table>
<thead>
<tr>
<th>Thruster (PRCS)</th>
<th>Number of Neutrals</th>
<th>Number of Ions (Electrons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VRCS</td>
<td>$1.3 \times 10^{25}$</td>
<td>$3.1 \times 10^{17}$</td>
</tr>
<tr>
<td>PRCS</td>
<td>$1.7 \times 10^{46}$</td>
<td>$3.8 \times 10^{18}$</td>
</tr>
</tbody>
</table>

*Based on 2 firings ejecting 163 g over 2 s.
†Based on 14 firings ejecting 2100 g over 30 s.
‡Based on 1 firing ejecting 114 g over 80 ms.
§Based on 5 firings ejecting 682 g over 720 ms.
Associated with the $\Delta N/N$ increase was an enhancement in the background orbiter-generated electrostatic noise [Shawhan et al., 1984b], which in panel 2 of Figure 4 was shown to be $10^{-2}$ V/m at 1 kHz before the release. The average value of the 1-kHz electric field (based on the average seen during each 1.6-s sample) during the release rose only slightly while the peak value (the maximum encountered during each 1.6-s sample) was at least half an order of magnitude greater than before the release. An effect in the electric field during FES releases was seen at all frequencies from 31 Hz to 31 kHz and sometimes as great as 100 kHz, depending on Orbiter attitude and on day/night and ram/wake conditions. The bottom half of Figure 5 shows electric field spectral density for the FES release on day 82. It can be seen here that electric field spectral density was clearly enhanced by as much as 20 dB up to 31 kHz. Other data available show there were no obvious effects on the wave magnetic field, spacecraft potential, dc electric field, or neutral pressure.

The FES release discussed above took place during the nose-to-sun attitude. It is apparent from Figure 1 that the PDP sensors, i.e., Langmuir Probe and electric field sensors, were located well inside the bay and were shielded by other instrument packages from flow in some directions. Since the plume of water vapor expands along the $\pm Y_0$ axes of the orbiter, a more ideal location for the PDP would be on the RMS near the back of the orbiter. Of the two releases that took place while the PDS was on the RMS, essentially the same effects as noted above were seen. In addition, a pulsing effect was seen in the fluxes of low-energy electrons and ions. This was particularly obvious in the ion data when the PDP was on the RMS near the back of the orbiter as seen in Figure 6a. At this time, which was shortly after noon, we saw a pulsing effect in the ion fluxes up to about 1 keV. A line plot of counts versus time for 92.1-eV ions, shown at the bottom of this figure, clearly shows the variation.

A careful analysis of the data, which showed a cycle of about 5/min, the sweep time of the particle detector (1.4 s plus 0.2 s rest), and the pulse rate of the flash evaporator system (which we know to be less than 4 Hz) indicated that the pulsing effect was due to a beat frequency between the sweep of the particle detector and the FES pulse rate. In fact, computer modeling has shown that a FES pulse rate of 1.8 Hz would give a spectrum similar to that shown at the top of Figure 6a. In addition, output amplitude versus time from the Langmuir Probe clearly showed a periodic variation at 1.8 Hz for this release (see Figure 6b), and the $\Delta N/N$ plasma turbulence spectrum peaked between 1½ and 2 Hz. A pulse rate of 1.8 Hz for the FES at this time is consistent with what engineering models from Hamilton Standard predict (A. Decrasantis, personal communication, 1984). The production of hot ions up to 1 keV is not yet fully understood; however, a few remarks concerning a mechanism which could possibly explain this phenomenon are given in Section 4.

### 3.2. Water Dumps

Figure 7 is a plot which shows Langmuir Probe and plasma wave measurements as a water dumping operation ended. The water dump had begun 35 min prior to the beginning of this plot. The end of the dump was characterized by an abrupt decrease in $\Delta N/N$ turbulence at 1654 UT on day 83. A total of 42 kg of water was dumped at an average dump rate of 65 kg/hr. Panel 1 shows that during the water dump the Langmuir Probe recorded peak to peak voltage outputs which covered the full dynamic range of the instrument. At water shut-off the voltage output dropped to background level almost immediately, which was the case with FES releases. However,
the turbulence spectrum was much broader and extended to higher frequencies than that observed during FES operations as shown at the top of Figure 8. Plasma turbulence appeared to be increased 5 to 6 times over background at all frequencies 0-40 Hz.

Panel 2 of Figure 7 shows that the background noise at 0.178 kHz had been elevated slightly during the water dump. Figure 8 shows that in fact, amplitudes at all frequencies up to about 3 kHz were elevated during the dump and amplitudes at all frequencies from 3 to 100 kHz were suppressed. However, this spectrum depression was not seen in the FES releases as shown at the bottom of Figure 5. It should be noted that sunrise occurred at approximately 1651 UT on day 83 in Figure 7, which is also a near-ram condition. Even though the water dump had begun during nighttime conditions, peak to peak voltage outputs covering the full dynamic range from the Langmuir Probe were seen during most of the dump. A water dump that occurred on day 84 also showed similar effects. As seen in Figure 9, the beginning of this water dump at 0111 was evident only at the low frequencies, possibly because the bay was in a wake condition at this time and the orbiter-generated noise was almost absent. The near lack of effects seen when the electrostatic noise was absent might imply that the effect of the water dump was not to generate the noise but merely to amplify it if it was already present. Wave magnetic field, spacecraft potential, and dc electric field were not affected by the water dumps, as was the case with FES releases. However, neutral pressure appeared to be affected only during that part of the orbit in which density was lowest, i.e., in wake. During this part of the orbit, neutral pressure readings were slightly greater with water being dumped than without it.

Smiddy et al. [1983] reported that on another shuttle mission during a water dump there was a $\Delta N/N$ increase at frequencies between 30 and 503 Hz, an enhancement of electrostatic noise, a decrease in the spacecraft potential, and an unchanged dc field. With the exception of a decrease in spacecraft potential the results seem to be similar to those of the PDP.

3.3. Thruster Operations

Most of the plasma effects observed by the PDP during thruster firings are shown in Figure 10. This plot covers a 10-min time period during the daytime (sunset occurred at 1540) with the payload bay in a near-wake condition up to 1536 and during which several primary thrusters were fired. The PDP was in the bay at this time, but the effects were similar when the PDP was on the RMS. Note that the PDP provided a resolution of 1.6 s for most of these measurements, which was considerably longer than the typical 80-ms firing of...
a primary thruster. When thrusters fired, the Langmuir Probe, which responded to variations in the electron density near the PDP, typically saw peak to peak voltage outputs which covered the full dynamic range of the instrument with frequency components in the 0- to 40-Hz range (see Panel 1 of Figure 10). In addition, the Langmuir Probe measured electron density. As shown in Panel 2, the density was seen to increase by 2-3 orders of magnitude every time a thruster fired. Please note that the absolute density scale as labeled is still subject to revision at this time. However, the relative change seen in density with every thruster firing will be unchanged should the scale be revised. At the same time the electric field at frequencies from 30 Hz to $\simeq 10$ kHz was seen to increase by almost 2 orders of magnitude to 0.1 V/m. The 1-kHz channel, which is representative, is shown in Panel 3. In the fourth and fifth panels, low-energy ions (58.9 eV) and electrons (2.56 eV) are displayed which showed increases in flux with nearly every thruster firing up to 1536. Ions with energies up to 1 keV were seen with some thruster firings during the mission. Pressure spikes (Panel 6) were seen for several firings, with some producing increases up to $2 \times 10^{-6}$ torr. Pressure spikes up to $10^{-5}$ torr were observed during certain thruster firings tests [Shawhan et al., 1984b]. The resolution of the pressure gauge is 1.6 s, which explains why many of the thruster firings showed no effect on pressure. In Panel 7 the potential of the PDP spacecraft and orbiter with respect to the plasma (SC POT.) shows a 2-V change with each firing up to 1536. The electric field in the vicinity of the PDP ($E_{DPP}$) was occasionally perturbed by as much as 1 V/m. Finally, Panel 8 shows that only primary thrusters were fired during this 10-min time period. The firing of one thruster is indicated by a half line, with a full line indicating the firing of two or more thrusters at approximately the same time.

As mentioned in the preceding paragraph, electron density was seen to increase by 2-3 orders of magnitude during a thruster firing. This effect was most pronounced, however, when the orbiter was in a wake condition, i.e., low initial density ($< 10^3$ cm$^{-3}$). At higher electron density ($> 10^5$ cm$^{-3}$) and thus at a different attitude a thruster firing tended to reduce the density. In addition, the ion mass spectrometer which was flown on the PDP [Grebowsky et al., 1983] saw order of magnitude enhancements in H$_2$O$^+$ and NO$^+$ during thruster firings. Although NO$^+$ is a constituent of the exhaust
plume (see Table 2), these momentary enhancements of NO are most likely due to the reaction $O^+ + N_2 \rightarrow NO^+ + N$, which takes place at the rate of $1.3 \times 10^{-12} \text{ cm}^3/\text{s}$ [Ferguson, 1973]. Thus, it is the dominant neutral $N_2$ constituent of the plume which reacts with the ambient $O^+$ to produce the enhanced NO$^+$. Likewise, the $H_2O^+$ must be produced by charge exchange between ambient $O^+$ and neutral water, which is a dominant constituent of the plume. It should be noted that the lack of effects in the ion and electron data and in the electric field and spacecraft potential after 1536 was certainly a result of the payload bay coming out of wake and/or approaching the day/night terminator.

Vernier thruster firings produced the same effects as noted above, although in many cases the effects were minimized owing to the smaller amount of gas being ejected. Some vernier thruster firings are noted on Figures 4, 7, and 9. The spikes seen in the $\Delta N/N$ data (panel 1) in Figures 4 and 7 and not noted as thruster firings are an instrumental effect and are in no way related to thruster firings. In addition, the turbulence spectrum and electric field spectral density spectrum for a vernier thruster firing are shown in Figure 11. These plots have been reported on other shuttle flights [Smiddy et al., 1983; McMahon et al., 1983; and Narcisi et al., 1983].

4. Discussion and Conclusions

The Space Shuttle perturbs the ambient ionosphere in many ways as it carries out its planned missions. A foreknowledge of these perturbations will aid all researchers who wish to use the shuttle as a platform from which to conduct their experiments, whether they be astronomy-related or physics-related experiments. The results of the PDP on STS 3, as presented in this paper, show clearly the early effects on the ionosphere of shuttle-produced chemical releases. These results are valuable in helping to understand the early effects on the ambient ionosphere of the larger releases from rockets for which measurements close to the release are nearly impossible. A summary of the effects observed by the PDP and possible explanations for them are as follows.

4.1. Flash Evaporator System Releases

The flash evaporator system released vaporized water at a variable pulse rate. During this time the plasma density irregularities ($\Delta N/N$) were increased by 3–30 times. In addition, the fast Fourier transform of the Langmuir Probe data showed a spectrum that rose steeply and peaked below 6 Hz, in agreement with the possible pulse rates, and extended to 40 Hz, which was the limit of the detector. At the same time the plasma wave data (Figure 4) showed an enhancement in the background orbiter-generated electrostatic noise at fre-
Fig. 11. DAV plasma turbulence spectrum and electric field spectral density for the vernier thruster firings shown in Figure 4. The DAV N spectrum was elevated over background at frequencies from 0 to 40 Hz. The bottom plot shows that electrostatic noise was stimulated at all frequencies up to about 10 kHz. The spectrum peaked at about 0.5 kHz. Zero dB corresponds to 1 V²/M²/Hz.

quencies 30 Hz to 31 kHz and as high as 100 kHz depending on the orbit and attitude characteristics. Figure 6a illustrates the periodic variation in energetic ion particle flux which was consistent with an FES pulse rate of 1.8 Hz. The fact that this variation exists is evidence that the time scale of the onset of plasma modification by the water vapor was fast. For releases of only a few grams of water vapor per pulse the plume dispersed rapidly (within a few seconds), which reasonably explains the decay time of any plasma effect. The fast (<1 s) onset time is consistent with the O⁺H₂O charge exchange reaction which occurs at the kinetic rate \(2.4 \times 10^{-9} \text{ cm}^2/\text{s}\) [Ferguson, 1973]. The fact that this charge exchange reaction occurs 1000 times faster than the dominant \(F\) region O⁺ loss process [Mendillo et al., 1975] causes it to dominate the local ionospheric chemistry.

Additional evidence of the rapidity of the plasma/H₂O interaction is provided by the Lagopedo ionospheric depletion experiments conducted in September 1977 [Pongratz et al., 1978; Sjolander and Szuszczewicz, 1979] which involved releasing water vapor into the \(F\) region of the ionosphere. These experiments confirmed that charge exchange and dissociative recombinations took place shortly after the releases and persisted for nearly a half hour. The hole was nearly isotropic and Gaussian in profile, with a thickness at half depletions of 60 km.

Day versus night effects are summarized by Bernhardt [1976] when he states that water vapor is acceptable as a daytime release from the Shuttle but loses efficiency at creating a hole in the plasma at night owing to its condensation into ice crystals upon release. Zinn and Sutherland [1980] pointed out that such ice crystals have an evaporative lifetime of about 5 min, which is long enough for them to traverse a great distance (kilometers) before they evaporate. This would seem to indicate that the PDP should see little or no change in electron or ion flux during night releases. This prediction can neither be confirmed nor denied for the case of FES operation since not enough data were taken under appropriate conditions.

During the time the PDP was on the RMS (see Figures 6a and 6b) the flash evaporator was releasing an average of 0.6 g of water vapor each time it pulsed. This means that approximately \(4 \times 10^{22}\) water vapor molecules were being released every second. Because this release is pulsed and occurs in vapor form, the FES should be very efficient at creating a plasma hole at \(F\) region altitudes. The PDP data taken during the daytime support this. Section 4.4 further examines the plasma/H₂O physics, seeking to understand the phenomenon which would take place after the charge exchange reaction occurs.

4.2. Water Dumps

Plasma effects noted during water dumps include increased pressure in the shuttle wake, plasma turbulence increases at all frequencies up to 40 Hz, and enhancement of the background orbiter-generated electrostatic noise at frequencies from 30 Hz to approximately 3 kHz and a suppression at frequencies above 3 kHz. This observation is consistent with a theory proposed by Papadopoulos [1984], which attributes the broadband electrostatic noise and glow phenomena to lower hybrid drift instabilities driven by plasma density gradients. When the bay is in ram and thus the density is very high (\(\sim 10^{6} \text{ cm}^{-3}\)), there appears to be a critical frequency which determines whether the background orbiter-generated electrostatic noise is enhanced or suppressed. PDP data show this critical frequency to be approximately 3–4 kHz, which is near the lower hybrid resonance frequency. Electromagnetic noise was recorded during the large liquid water release at 105 km on the second flight test of the Saturn booster in 1962 [Debus et al., 1964]. Signal strength measurements during that release at frequencies ranging from 10 kHz to 230 MHz indicated that radio frequency waves generated by electrical discharge were associated with the cloud that developed after the release.

It is expected that liquid water would be less efficient at creating a plasma hole in the ionosphere than vaporized water since at release, only a small amount would be vaporized and the remainder would become ice particles, as was the case with the Saturn booster experiment [Debus et al., 1964]. In view of the PDP measurements and the releases which were recorded during STS 3 it is not possible to state whether or not liquid water was less efficient at creating a hole than vaporized water.

4.3. Thruster Operations

Finally, a summary of the effects of thruster firings includes the following: an increase in plasma turbulence over the 0- to 40-Hz spectrum, increases or decreases in electron density which were orbit dependent, enhancement of the background electrostatic noise from 30 Hz to above 10 kHz, neutral pressure spikes up to \(10^{-4}\) torr, perturbations to the spacecraft potential by as much as 2 V and to the dc electric field by as much as 1 V/m primarily under wake conditions, and occasional changes in the low-energy ion and/or electron fluxes. It is likely that the enhancement in electron density during thruster firings, which was seen primarily during the times when the orbiter was in a wake condition, was due to ion scattering into the wake as a result of the high pressure gas cloud which surrounded the shuttle and to other chemical reactions. With regard to the high-energy ions and electrons which were seen during some thruster firings, it is not possible,
4.4. Physics in a Cloud of Water

Further examination of the physics which could take place in a cloud of water (from FES releases, water dumps, or thruster operation) released into the ionosphere hints at some possible explanations for the observed phenomena.

Charge exchange between the ambient O\(^+\) ions moving at 8 km/s relative to the H\(_2\)O molecules in a plume produces stationary H\(_3\)O\(^+\) ions (in the reference frame of the plume) and fast O atoms which are rapidly lost from the plume. Since in this moving frame there is a motional electric field \(E = -V \times B = 2 \text{ mV/m}\), the newly created ions experience a force \(F \propto E + V \times B\). The subsequent motion is cycloidal, thus the guiding centers of the H\(_3\)O\(^+\) ions are displaced in the direction of the electric field. This displacement contributes a current, the so-called pickup current [Goertz, 1980], which will lead to a buildup of charge at the end of the plume. These charges will partially screen the motional electric field from the inside of the magnetic flux tube connected to the plume. The electric field in the plume must then be calculated by balancing the pickup current with field aligned currents carried by Alfvén waves [Goertz, 1980].

It can be shown that if the plume is fairly dense, N\(_{\text{H}_2\text{O}} \geq 10^{16} \text{ cm}^{-3}\), (which would occur during the first few tenths of a second after an FES release) the electric field in the plume flux tube (PFT) is significantly reduced.

Ambient ions overtaken by the Alfvén wave will be accelerated perpendicularly to the magnetic field and form a ring distribution in velocity space. In addition, ambient O atoms entering this nearly field-free region are photoionized and also form a ring distribution in velocity space which is unstable to electrostatic waves [Harris, 1959]. It is known that such a ring distribution will quasilinearly diffuse in velocity space with a characteristic time that is inversely proportional to the density of the ambient plasma [Kulygin et al., 1971].

It needs to be investigated quantitatively what the plasma density and composition is in the PFT and whether the O\(^+\) ions stay in the plume long enough to be affected by charge exchange with the H\(_2\)O molecules. If charge exchange occurs before the O\(^+\) ions leave the plume along magnetic field lines, the ring distribution may not be strong enough to cause rapid growth of electrostatic waves and heating.

In addition to the foregoing, we would like to point out that it has been suggested that the observed spacecraft potential changes, electrostatic noise, and plasma turbulence during FES releases may be due to nozzle spray electrification (triboelectric effects). While this is an interesting suggestion, its investigation is beyond the scope of this paper. The paper's main purpose is to present observational evidence of effects noted during shuttle-produced chemical releases and to suggest possible explanations for the effects observed. In light of this, a thorough study of all of the suggested explanations contained in this paper needs to be undertaken.

Further measurements by the Plasma Diagnostics Package coordinated with ground-based observations, both of which are investigations of the SpaceLab 2 mission scheduled for a July 1985 launch, will provide an opportunity to further study the plasma/H\(_2\)O interactions through orbiter chemical releases. In situ measurements by the PDP will be extended to the regime around the orbiter far beyond the reaches of the RMS (the PDP will be released as a free-flying satellite) and coordinated with simultaneous ground observations to provide much more extensive input to theory. Further, it is hoped that the measurements obtained by the PDP on SpaceLab 2 will aid other experimenters who plan to use the space shuttle as an experimental platform.
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Abstract—A Langmuir probe flown as part of the Plasma Diagnostics Package aboard the third space shuttle flight was used to determine electron densities, temperatures and plasma potential in the vicinity of the shuttle orbiter. Measurements taken both in the cargo bay and 10 m above the cargo bay on the Remote Manipulator System arm are consistent with small satellite and laboratory results in that reduced densities and elevated temperatures are observed in the shuttle wake. The primary difference in the shuttle measurements is one of magnitude, i.e. orders of magnitude density decreases and factor of five temperature enhancements.

Analysis of data taken in AN/N mode (used to measure plasma density fluctuations) reveals large plasma fluctuations with a significant spectral component up through the lower-hybrid frequency. The peak amplitude of this AN/N turbulence can be as high as a few percent, and the most intense turbulence seems to occur near regions with a steep gradient in plasma pressure.

1. INTRODUCTION

Measurements of temperature and densities behind a body immersed in a flowing plasma which have thus far been reported in the literature can be divided into three categories: (1) those obtained in the laboratory under controlled conditions, (2) those obtained in the wake of small scientific satellites, and (3) those recently reported from experiments aboard the space shuttle (Raitt et al., 1984; Siskine et al., 1984). This paper will discuss the plasma parameter measurements made by the Plasma Diagnostics Package (PDP) which flew as part of the third shuttle payload.

Subdividing plasma measurements in this way is quite natural, since these categories correspond to an ever-increasing ratio of object size to Debye length. Laboratory measurements have typically achieved scaling in the range of $10^3$--$10^4 \lambda_D$ (Stone, 1981). Measurements from small satellites (e.g. Samir and Willmore, 1965) and the Gemini-Agena (Troy et al., 1970) rocket experiment have been in a range of up to $100 \lambda_D$, while the space shuttle has typical dimensions on the order of 1000 \lambda_D. For the F-region in which the orbiter typically flies, densities of $10^6$ cm$^{-3}$ and temperatures of 1000 K are common. There are some other variables which complicate the picture and make comparisons between the small satellite and shuttle cases more difficult: namely, the small satellites are typically conducting bodies, whereas the shuttle is primarily an insulator on surfaces exposed to the plasma; also, there is evidence to indicate that the shuttle outgassing products constitute a large portion of the neutral atmosphere (Shawhan et al., 1984) near the vehicle. This neutral gas may be enough to alter details of the wake structure. Despite these difficulties, measurements by the PDP Langmuir probe indicate an overall consistency with the information provided by data from small satellites and laboratory experiments.

This paper will discuss in detail the methodology of the shuttle observations and then summarize the results within the framework of previous experiments.

2. INSTRUMENTATION

The PDP Langmuir probe is a relatively simple instrument which has two operational modes, the first as an electron density/temperature measurement tool, the second as a diagnostic for AN/N fluctuations in electron density over the frequency range 0.5--40 Hz. The instrument uses a 6 cm diameter gold-plated spherical sensor mounted on a fixed boom approximately 30 cm from the body of the PDP. The location of the probe is illustrated in Fig. 1. The electronics operates in two modes, alternated by a timing signal generated by the PDP spacecraft encoder. The total cycle lasts for approximately 13 s and consists of a 12-s "lock" period where the probe is held at +10 V relative to the PDP chassis, followed by a 1-s 120-sample sweep from +10 to −5 V. Figure 2 illustrates this cycle. During the lock cycle, the probe is in the AN/N mode and the output current fluctuations are sensed by a logarithmic sensor and sampled through
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FIG. 1 A SIMPLIFIED DIAGRAM OF THE PDP STRUCTURE SHOWS THE LOCATION OF THE LANGMUIR PROBE ON A BOOM APPROXIMATELY 30 CM IN LENGTH.

three filters: 1 Hz low pass, 1-6 Hz bandpass, and 6-40 Hz bandpass. A fourth filter (30 Hz high pass) routes the output to a wide-band receiver and spectrum analyzer which, when in the Langmuir probe mode (51.2 s out of a total sensor switching cycle of 409.6 s), can look at details of the current fluctuations up to a frequency of 178 kHz. The sample rates of the filters were adjusted such that the Nyquist criterion was satisfied, that is 5, 20 and 120 Hz, respectively, for the first three filters. The 30 Hz high-pass filter which was sampled by the spectrum analyzer was peak detected and each of the 16 channels sampled once each 1.6 s.

The voltage sweep cycle of the probe had a step size of 0.125 V, which is relatively coarse for a plasma with ambient temperatures of 1000 K and presented some difficulties which will be discussed later. The probe was sampled once each voltage step. Since the probe steps from +10 to −5 V and then jumps back to +10 V, it was not possible to check for possible hysteresis effects on the probe. The output of this mode is a voltage, proportional to log of the current, vs sweep voltage. Unlike the probe described by Raitt et al. (1984), no differentiation takes place: the probe, in fact, works much like manually swept probes used in the laboratory giving the I-V (current-voltage) curve directly.

A word is in order about the reference potential for the Langmuir probe. The voltage on the probe is referenced to the PDP chassis. The PDP chassis is grounded to the orbiter both while in the payload bay and on the Remote Manipulator System (RMS) arm.

FIG. 2 THE LANGMUIR PROBE INSTRUMENT CYCLE HAD A PERIOD OF 12.8 S (EIGHT MAJOR DATA FRAMES). At the end of the cycle, a sweep consisting of a series of 0.125 V steps is driven by a 120 Hz clock. The wide sweep range accommodates swings in the PDP potential due to charging effects.
The process of deriving electron temperature, density and plasma potential from a Langmuir $I$-$V$ characteristic is straightforward in the ideal case but has several limitations in practice that the reader needs to be aware of in order to fairly judge the results of this research.

As noted previously, the Langmuir probe is stepped from $+10$ to $-5$ V in 0.125 V increments with its current sampled at each step. Even though this voltage range extends well below the floating potential, the electronics uses a transistor's base-emitter junction to detect directly the log of the current and therefore cannot measure negative (ion) current. Thus, we see two fundamental limitations in the probe design which were engineering compromises necessary for operation in the uncertain shuttle environment.

The relatively large step size (0.125 V) implies there will not be very many samples of current in the retardation region for typical ionospheric electron temperatures of $\sim 0.1$ eV. For example, at a density of $\sim 10^4$ cm$^{-3}$, the electron current at plasma potential for our probe would be $I_e \approx 10^{-7} A$. Considering that the minimum detectable current for the electronics is $10^{-9} A$ approximately six points would lie on the electron retardation region of the characteristic. Clearly at densities $< 10^5$ cm$^{-3}$ it would not be possible to accurately determine temperatures. The software used to calculate temperature and density thus uses a number of first and second derivative tests to determine if a statistically significant number of points lie beyond the "knee" of the curve and in the retardation region of the characteristic. If statistically good fits are not possible, the analysis of that sweep is halted and the data are written to a "bad record" file where records are examined further by hand. Comparison of machine calculations to those done by hand for a large number of sweeps over the full range of these data were used to refine the "intelligence" of the software to a point where high confidence can be placed in the results.

The second limitation, the fact that the probe does not measure ion current, results in an underestimate of temperature and overestimate of density at high ambient densities. To see why this is so we look at two sample sweeps in detail.

Figure 3 illustrates a log-$I$ vs $V$ curve taken at 21:47:38 U.T. yielding electron "density" of $\sim 1 \times 10^9$ and "temperature" of $\sim 2600$ K. In this particular case, the dotted lines are fit by the computer routine and the plasma density (proportional to saturation current), temperature and plasma potential determined accordingly. What is the effect of the unmeasured ion current? Once the measured current falls below a certain threshold, the ion current may become a significant portion of it. Since the ion current subtracts from the electron current, the measured current is less than it would be if only electron current were present, thus increasing the slope of the curve and causing the computed temperature to be too low. An upper bound for the ion current can be calculated as $I_i = A \cdot \eta \cdot n_i \cdot r$, where $A$ is the projected area of the probe, $n_i$ the ion density, $\eta$ the elementary charge and $r$, the shuttle velocity through the plasma. For the case in Fig. 3, the ion current would be $3.6 \times 10^{-12} A$, or $3.6 \times 10^{-3} A$, a correction which is below the instrument sensitivity. As one can see from Fig. 3, the corrected and uncorrected slopes are indistinguishable.

Since the ion current is variable—it depends on ram-wake conditions, detailed geometry in the payload bay, etc.—it was found that no consistently accurate correction could be calculated and implemented under all conditions. Therefore, the decision was made to let the software fit the data uncorrected for ion current, and determine instead what worst-case effect this has on the calculated "temperature" and "density". In these data, presented in the next section, the reader will find that, under ram conditions, densities are high by about a factor of two

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current sensor</td>
<td>$0.1 \mu A$ to $1 mA$</td>
</tr>
<tr>
<td>$T_e$</td>
<td>(800 - 5000 K)</td>
</tr>
<tr>
<td>$n_e$</td>
<td>$(10^7 - 10^4 \text{cm}^{-3})$</td>
</tr>
<tr>
<td>$\Delta V/N$</td>
<td></td>
</tr>
<tr>
<td>$&lt; 1$ Hz</td>
<td>$1.8 \times 10^6$%</td>
</tr>
<tr>
<td>$1$ Hz</td>
<td>$0.12 - 30%$</td>
</tr>
<tr>
<td>$6 - 40$ Hz</td>
<td>$0.012 - 3%$</td>
</tr>
<tr>
<td>$&gt; 30$ Hz (spectrum analyzer)</td>
<td>$-30$ to $-80$ dB $\Delta V/N$</td>
</tr>
</tbody>
</table>

Thus the probe is swept with respect to orbiter chassis ground and a measurement of the potential of the vehicle with respect to the plasma is possible. This is relevant considering that the orbiter is primarily an insulating body and its principal conducting surfaces are the engine nozzles at the rear of the vehicle.

The sensitivities and dynamic ranges of the two modes of the Langmuir probe are summarized in Table 1. It should be noted that it is difficult to state an absolute temperature measurement range since that range is density dependent. For that reason, the current sensitivity of the log current sensor is given as the primary specification, with temperature and density dynamic ranges in parentheses.

3. DATA ANALYSIS

TABLE 1. LANGMUIR PROBE PERFORMANCE PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current sensor</td>
<td>$0.1 \mu A$ to $1 mA$</td>
</tr>
<tr>
<td>$T_e$</td>
<td>(800 - 5000 K)</td>
</tr>
<tr>
<td>$n_e$</td>
<td>$(10^7 - 10^4 \text{cm}^{-3})$</td>
</tr>
<tr>
<td>$\Delta V/N$</td>
<td></td>
</tr>
<tr>
<td>$&lt; 1$ Hz</td>
<td>$1.8 \times 10^6$%</td>
</tr>
<tr>
<td>$1$ Hz</td>
<td>$0.12 - 30%$</td>
</tr>
<tr>
<td>$6 - 40$ Hz</td>
<td>$0.012 - 3%$</td>
</tr>
<tr>
<td>$&gt; 30$ Hz (spectrum analyzer)</td>
<td>$-30$ to $-80$ dB $\Delta V/N$</td>
</tr>
</tbody>
</table>
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and temperatures correspondingly low by ambient daytime ionosphere standards. It is important to realize that no elaborate physics need be invoked to explain these results; it is simply an ion current effect. The above formula can be used to calculate ion current, but one must keep in mind that due to lower ion densities in wake and semi-wake conditions and the fact that ions impacting the probe under these conditions must have a velocity less than $v_s$, the calculation gives an upper limit valid only in undisturbed plasma flow regions (ram).

Figure 4 illustrates data taken in these ram conditions and shows the effect of correcting for ion current which is not negligible in this case ($\mathcal{J} \sim 1.4 \times 10^{-3} A$. A look at the effect under various conditions gives the following general rule for the underestimate of temperature as a function of actual ambient electron density:

\[ 10^5 \text{ cm}^{-3} \rightarrow 100\% ; \quad 10^6 \text{ cm}^{-3} \rightarrow 50\% ; \quad \text{and} \quad 10^7 \text{ cm}^{-3} \rightarrow \text{negligible.} \]

These effects are accounted for in the plots of the next section by the dashed lines which illustrate the best mean solution for density and temperature consistent with the above rule.

Fortunately, although extremely low densities cannot be accurately measured and high densities have ion current corrections, the range for most of the interesting physics of the wake region discussed here remains free of instrumental limitations.

4. OBSERVATIONS

We will first present a summary of a representative sample of our observations and then discuss each in detail. Details of the STS-3 flight, where these measurements were made, can be found in Shawhan et al. (1984). The important aspects from the point of view of this paper are that the orbiter flew just below the peak in the $F$-region in a 240 km circular orbit at an inclination of 37°. Measurements presented here
Measurements of plasma parameters in vicinity of space shuttle

Fig. 4. A Langmuir log I vs V curve at a density of $10^6$ needs significant correction for ion current.

In this case, the value of ion current is $\sim 1.4 \times 10^{-4}$ A so no data points are available below that value in the corrected curve. The correction of slightly more than a factor of two in temperature implies a corresponding decrease in the estimate of density since $n_i \propto 1/\sqrt{T_e}$.

were taken either while the PDP was stowed in the cargo bay or while it was deployed on the RMS arm 5-10 m above the bay. The location of the PDP in these two cases is illustrated in Figs 5 and 6.

Electron temperature and density are shown as a function of universal time (U.T.) in Fig. 7 for the case of the PDP in the cargo bay. The obvious periodic structure which repeats four times across the plot is due to the "ram-wake cycle" which resulted from a slow orbiter roll about its x-axis (nose-to-tail axis). In order to relate the observed density and temperature variations to the vehicle attitude, we need to set up a coordinate system to describe the direction of plasma flow. This coordinate system is illustrated at the bottom of Fig. 8, which is the attitude plot for the same time period as Fig. 7. The "pitch" angle of plasma flow is $\theta_p$. When $\theta_p = 0^\circ$, the plasma flows at the orbiter from its underside; when $\theta_p = 180^\circ$, the plasma is streaming directly down into the cargo bay. The immediate correlation between plasma density and $\theta_p$ is evident when comparing Figs 7 and 8. The azimuth angle of the plasma flow is $\theta_a$ and is measured counterclockwise from the nose (as viewed from above the orbiter). Sensitivity to $\theta_a$ is evident only when the angle $\theta_a$ is near 90°. This is primarily due to the vertical stabilizer and other large structures in the cargo bay near the PDP.

The magnitude of the density depletions in Fig. 7, which is greater than three orders of magnitude, is striking. It should be recalled that the computational method used to determine density and temperature is halted when too little of the I-V curve is available for unambiguous interpretation (see Section 3). The probe current is usually at least one order of magnitude above the probe threshold of detectability at this point but continues to fall rapidly until no current is detected at any sweep voltage. Thus, the three orders of magnitude depletion is a conservative estimate of the density change and in reality the $n_i = N_{wake}/N_{ambient}$ probably extends into the $10^{-4}$ or $10^{-5}$ range. It should
FIG. 5. THE OSS-1 payload for the third shuttle flight had the PDP positioned such that the Langmuir probe was approximately at still level in the cargo bay. The VCAP instrumentation is also highlighted. Note that large structures such as the Thermal Cannister Experiment, only inches from the Langmuir probe, complicate geometry in the analysis of plasma flow in the payload bay.

be noted in Fig. 7 that the dotted lines represent a correction for ram ion current to the probe and no real density enhancement or temperature depression in ram is believed to be present, compared to standard ionospheric conditions.

The next and perhaps more interesting result is the remarkable temperature enhancement seen as the probe enters the wake region. The fact that the temperature shows no evidence of "leveling off" at a stable value before calculations are stopped (refer to the gaps in the data at ~ 21:30 and 22:08 U.T.) implies that temperature may rise considerably higher in the extreme rarefaction region. Since the probe voltage has a step size of 0.125 V, it is inherently less accurate at determining low temperatures in the range of 1000 K (0.1 eV) (see Section 3), but that accuracy improves as the temperature rises and statistical fits to the straight line portion of the $I-V$ curve are very good. In summary, although the absolute accuracy of the probe in measurements of temperature is probably no better than 50%, and the low end temperatures are underestimated, the trend in Fig. 7 is apparent and cannot be attributed to instrumental effects.

To determine the variation of the density depletion in the wake region as a function of distance behind the vehicle, it is useful to compare the above results obtained while the PDP was in the payload bay with those obtained while on the RMS at a distance of 10 m above the payload bay. This is, of course, equivalent to having a probe further behind the obscuring plate in the laboratory experiments or mounting a sensor on the boom of a small satellite.

Figure 9 shows data from one orbit while the PDP is on the RMS arm. Figure 10 is the corresponding orbiter attitude. Note that the density rarefraction from ~ 17:00 to 17:20 U.T. is not nearly as pronounced as those in Fig. 7 and that the temperature enhancement is also less dramatic. The fine structure in the plot (sharp peaks of a few minutes duration) correlates well with the predicted wake of the PDP.
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**Electron Temperature**

**Electron Density**

Fig. 7. Electron temperature and density measurements taken while the PDP is in the orbiter bay are dominated by the wake structure resulting from a Passive Thermal Control (PTC) attitude, which rolls the orbiter about an axis through its nose at a rate of 24 min⁻¹. The low-end temperatures are underestimated by approximately a factor of two by processing software (see Section 3 for details). Dotted lines represent ion current corrections.

**Orbiter Attitude**

**Pitch Angle (Degrees)**

**Azimuth Angle (Degrees)**

Fig. 8. \( \theta_1 \) and \( \theta_2 \) indicate the plasma flow vectors for the time period illustrated in Fig. 7. The ram-wake effect is dominated by \( \theta_1 \), the "pitch" angle or co-elevation of the flow. When \( \theta_1 \) is less than 90°, the flow is from underneath the orbiter and the PDP is in the plasma wake. \( \theta_2 \) has little effect except when \( \theta_1 \) is near 90°.
Fig. 9. Electron temperature and density measurements on the RMS do not show the deep wake observed in the payload bay, but indicate the superposition of a shallower orbiter wake combined with a wake due to the PDP itself as it is rotated on the RMS. Note that low end temperatures are underestimated (see Section 3 for details). Dotted lines represent corrections due to ion current.

1982 DAY 085 PDP LANGMUIR PROBE DATA

Fig. 10. The orbiter attitude during the time interval for data shown in Fig. 9 was "nose-to-sun" with an 8 min⁻¹ roll. This resulted in a once-per-orbit "ram wake" cycle as illustrated by the $\theta_1$ and $\theta_2$ plasma flow vectors.
Measurements of plasma parameters in vicinity of space shuttle 1001 and RMS. Since the PDP was being rotated while on the RMS, the orientation of the Langmuir probe with respect to plasma flow around the PDP and RMS (angle of attack) varies, producing this fine structure variation. It would be useful to compare these data to those from the small satellite category since the PDP is approximately 1 m in diameter and the RMS is approximately 0.3 m in diameter. Again, as with Fig. 7, the dotted line represents temperature and density measurements corrected for worst-case ion current.

The third set of raw data which this paper will address is the AN/N output. The plasma turbulence (Raitt et al., 1984) present in the vicinity of the shuttle has received some attention, and understanding its nature can give us greater insight into the special problems associated with large vehicles interacting with the ionospheric plasma. Figure 11(a) is a plot of the RMS value (averaged over 1.6 s) of AN/N in the 6-40 Hz region. This plot covers the same time period as Figs 7 and 8 and was taken while the PDP was in the orbiter's payload bay. The turbulence in this

![Graphs showing RMS, LOG PRESSURE, and ELECTRON TEMPERATURE data.](Fig. 11. (a) The RMS value of the percentage of density fluctuations (ΔN/N) in the frequency range 6-40 Hz is plotted for the same time period as the Fig. 7 data. Note the peaks have a "double-humped" character with maxima at rising and falling edges of the electron temperature curve. (b) Density and temperature in the plasma yields a value proportional to electron pressure. Note that maxima in (a) correlate well with the steepest pressure gradients. (c) The temperature data from Fig. 7 have been replotted for ease of comparison to (a).)
frequency range is not observed to be highest in ram as reported by Raitt et al. (1984) but highest, generally, in a transition zone between ram and wake. For ease of comparison, the temperature and pressure are also shown in Fig. 11, and one can see a "double-humped" character to the noise, the two peaks appearing more or less at the beginning and end of the wake boundary.

In order to understand the nature of this turbulence, its frequency spectrum needs to be examined as well. Figure 12 is a plot of the Fast Fourier Transform (FFT) of the turbulence from 1 to 40 Hz. The spectrum shows little structure and a typical magnitude of $\Delta N/N$ at any given frequency is less than 1%. Extended frequency analysis up to 178 kHz has been done by using the special Langmuir probe mode on the spectrum analyzer. The noise shows a relatively flat spectral response up through the lower hybrid resonance frequency. This extended analysis has been combined with that at low frequency and a typical spectrum shown in Fig. 13.

5. DISCUSSION AND COMPARISON WITH PREVIOUS RESULTS

Since measurements of the wake characteristics of very large objects are quite new, an assessment needs to be made of how these observations stand against the following: (1) instrumental or systematic problems, (2) other measurements, and (3) predictions from theory and the scaling of observations made in a regime where the object is much smaller.

The Langmuir probe instrument itself seems to perform well. The probe is believed to be quite clean due to atomic oxygen bombardment. It is also relevant that there seemed to be no significant shift in data over the time frame of the mission, leading one to believe the probe condition is a constant. Although absolute accuracy is difficult to achieve, the probe gives (after correcting for ion current) temperatures and densities within approximately 50% of the expected values at peak F-region altitudes and since it is the change in density and temperature which is significant here, the absolute accuracy is not at issue. Further evidence that the probe is measuring plasma characteristics correctly is given in Fig. 14. Here we have plotted the plasma potential as measured by the Langmuir probe, the floating potential as measured by dual-floating probes on the PDP and the difference between plasma and floating potential ($AV$) for the same time interval as the data plotted in Fig. 7. Note that the "cusps" or increases in $AV$ correspond to the wake region and are consistent with the increasing plasma temperature observed there. These regions of increasingly negative plasma potential have been observed in the laboratory and are a principal mechanism driving the self-similar ion expansion that has been studied by several investigators (Raychaudhuri et al., 1986). Thus, even without actually measuring the slope of the log $I$ vs $V$ curve to determine temperature, we can independently verify that temperature must, in fact, be increasing at these times.

Comparison with other measurements must first take place where spacecraft scales are similar. The Gemini, Agana, Explorer 31 and AE-C spacecraft (Medved, 1969; Samir and Wrenn, 1972; Samir and Fonde, 1981) were similar in size to the PDP and sampled regions of similar plasma density at comparable Mach number. The temperature and density data shown in Fig. 9 while the PDP is on the RMS arm show small-scale depletions in density (~ 50%)
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![Graphs showing plasma potential, floating potential, and potential difference over time.](image)

FIG. 14. THE TOP TWO PANELS ARE A COMPARISON OF THE PLASMA POTENTIAL DATA MEASURED BY THE LANGMUIR PROBE WITH THE FLOATING POTENTIAL MEASURED BY THE SPHERICAL FLOATING PROBES. The third panel is a plot of plasma potential minus floating potential and should be proportional to the plasma temperature. Note the 1-2 V offset is consistent with that expected in this temperature density regime but is periodically enhanced during wake encounters.

and increases in temperature (50–100%), which are entirely consistent with the previous results on small spacecraft.

Comparison of our results to those of Siskind et al. (1984), which were also made on the STS-3, shows both experiments agree on the magnitude of electron density depletions. However, while the PDP Langmuir probe indicates an elevated temperature in wake, Siskind et al. (1984) interpret the VCAP Langmuir probe data to indicate an elevated temperature in ram. Although the PDP and VCAP instruments were not always operating simultaneously, data were taken under similar circumstances and general agreement would be expected. Samir et al. (1986) have systematically compared the results of laboratory and small satellite experiments, as well as the predictions of several theories, to the Siskind et al. (1984) data. They state that "No electron temperature enhancement, known to the authors, has been found for ram conditions on small satellites. Therefore, we submit that the results of Siskind et al. (1984) and Siskind (1983) are in contrast with all earlier results." While the PDP Langmuir probe temperature measurements are contrary to the Siskind et al. (1984) measurements.
they do agree with the majority of other experimental results.

It is difficult to scale measurements from bodies of the 50–100 10^3 size range to those of the orbiter, but the enhancement in T_e has been seen to be a function of body size up through the Gemini-Agena experiment. Plasma chamber experiments performed by Oran et al. (1975), Illiano and Storey (1974) and Stone (1981) all indicate temperature enhancement in the near wake. In particular, Stone (1981) carried the measurements farther downstream and supports the result that the temperature enhancement is a near-wake phenomenon, extending spatially downstream only to about z = SR_w, where S = Mach number and R_w = body size. This is consistent with the comparison made between our pallet and RMS data. At a distance of ≤ R_w downstream, the density depletion was only two orders of magnitude and the temperature enhancement was only ~ 100%, compared to more than three orders of magnitude density depletions and factors of five temperature enhancement seen in the near wake during pallet measurements. This suggests that a rough scaling law may indeed work for objects the size of the shuttle orbiter, at least for the gross wake structure.

An explanation for the elevated electron temperature observed in the wake of orbiting spacecraft has been addressed by various authors (e.g. Samir and Wrenn, 1972, Troy, 1975; Gurevich et al., 1973). It has been speculated that the hot electrons may result: (1) from a selection effect by the negative potential generally found in the spacecraft wake, or (2) from energization of the electrons by wave-particle interactions in the plasma turbulence present in or near the wake. A third and alternative explanation, which does not involve turbulence, may be along the lines indicated by Fried and Wong (1966) to explain ion cooling when ions from a high potential expand into a low-potential region in a laboratory double-plasma device. In the case of an orbiting spacecraft, electrons reaching the spacecraft within the wake would be nearly adiabatically compressed (and heated) as they enter the low-potential region attached, at the wake, to the spacecraft. Simple estimates indicate that this effect may account for the observed heating.

The final observation to discuss is that of the plasma turbulence. Turbulence similar to that reported herein has been observed in the wake region of other satellites, e.g. Ariel I (Samir and Wilmore, 1965). The PDP Langmuir probe results again seem inconsistent with those of Siskind et al. (1984) in that Siskind et al. report this turbulence to be greatest in ram, whereas the PDP results show that the turbulence is generally greatest in the transition region between ram and wake. The key difference in the observations may be due to the spectral content of the noise. Components between 2 and 3 kHz which is the frequency range observed by Siskind et al. with the VCAP instrumentation region may show a different ram–wake dependence than those in the 60–40 Hz frequency range plotted in Fig. 12. Since the whole spectrum of turbulence is only available when the 16-channel spectrum analyzer is in Langmuir probe mode (approximately 1 min out of every 8), a study of the spectral dependence vs angle of attack has not been possible.
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A Review of the Findings of the Plasma Diagnostic Package and Associated Laboratory Experiments: Implications of Large Body/Plasma Interactions for Future Space Technology
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1.0 Introduction

The purpose of this report is to review the discoveries and experiments of the Plasma Diagnostic Package (PDP) on the OSS 1 and Spacelab 2 missions, to compare these results with those of other space and laboratory experiments, and to discuss the implications for the understanding of large body interactions in a LEO plasma environment. The paper is logically divided into three sections. First a brief review of the PDP investigation, its instrumentation and experiments is presented. Next a summary of PDP results along with a comparison of those results with similar space or laboratory experiments is given. Last of all the implications of these results in terms of understanding fundamental physical processes that take place with large bodies in LEO is discussed and experiments to deal with these vital questions are suggested.

2.0 PDP instrumentation and experiments

The PDP is a small cylindrical satellite with a complement of instruments designed to measure plasma density and temperature, give ion composition, temperature and flow direction, provide complete electron and ion distribution functions, and measure electron flux from electron beams. In addition to these comprehensive particle measurements the PDP contains instrumentation to provide a complete set of single axis wave and field measurements. Waves (both electric and magnetic) are measured from approximately $10^1$ to $10^5$ Hz and electric fields are measured both at DC and from $10^1$ to $10^7$ Hz. A complete description of the PDP instrumentation is available in Shawhan 1984c.

The PDP was designed not only as a satellite, but because it was to be flown and deployed from the Orbiter; it was also capable of measuring the plasma environment in and around the orbiter bay by being maneuvered through various positions on the Shuttle Remote Manipulator System (RMS) arm. The initial experiments and measurements made by the PDP on the OSS-1 (STS-3) Mission were all made either in the payload bay on a pallet or within approximately 10 meters of the bay on the RMS. As will be seen in the next section these early shuttle experiments helped provide insight into the shuttle orbiter environment, conducted the first orbiter-based active plasma experiments, and provided some of the first insights in large body interactions at LEO. In addition, the OSS-1 experiments provided the baseline from which many of the future detailed interaction issues could be addressed. Spacelab 2, which repeated (with some modifications) some of the OSS-1 experiments and extended the range of interaction studies to nearly a kilometer from the orbiter, benefited greatly from the earlier OSS-1 experience. The PDP investigation was initiated by Prof. Stanley D. Shawhan (who is now at NASA Headquarters) and is currently under the leadership of Prof. Louis A. Frank at the University of Iowa. Other members of the PDP team...
include Donald A. Gurnett and Nicola D'Angelo (U. of Iowa), Noble H. Stone, David L. Reasoner (NASA/MSFC) and Joseph M. Grebowsky (NASA/GSFC). Numerous other scientists and engineers both at the U. of Iowa and NASA have played a major role in the program since its inception in 1978.

3.0 The early results

Early papers from the OSS-1/PDP program focused on defining the environment of the shuttle orbiter. This environment was a critical question mark in the eyes of many future users of the shuttle particularly in the areas of contamination, plasma, and electromagnetic environment.

3.1 The neutral environment

Early measurements of the neutral pressure environment of the orbiter revealed that the ambient pressure at orbital altitudes was only obtainable in the near wake of the vehicle and then only after a long period of outgassing. Even after seven days in orbit, pressure averaged at least an order of magnitude greater than ambient (Shawhan, 1984c). Not until Spacelab-2 analysis was available would the probable source of such a large vapor cloud be revealed.

More detailed investigation of the source of large pressure enhancements led to the study of thruster operations. It was reported that the thrusters (in particular Primary RCS and to a much less degree Vernier RCS) introduce major changes in plasma density, ion composition, neutral density, electric fields, and electrostatic plasma waves (Shawhan, 1984c; Murphy, 1983; Pickett, 1985). Other investigators have since reported similar results noting neutral density increase of up to $10^{18}/m^3$ inside the payload bay ($\sim 7 \times 10^{-5}$ Torr) with NO a major component of the enhancement (Wulf, 1986).

3.2 The plasma environment

The plasma density and apparent DC electric field shifts observed near the orbiter are not yet totally understood but may be related to interactions of the neutral constituent of the gas plume with the ambient plasma or to the plasma component per se.

Grebowsky et al. (1983) reported the surprising result that $H_2O^+$ is a major constituent of the plasma near the orbiter sometimes even dominating the ambient $O^+$ ionsphere. The source of these water ions is believed to be in charge exchange reactions between the ambient $O^+$ ions and a cloud of $H_2O$ molecules generated by outgassing around the orbiter. This $H_2O$ cloud may indeed be a major contributor to the enhanced neutral pressure environment.

The plasma environment near the orbiter not only has an altered ion composition but reveals the influence of a large body moving supersonically through its medium. Stone et al. (1986) observe the ions streaming by the orbiter and study in detail the structure of the wake behind the vehicle. They took particular note of multiple "beams" of ions with different apparent source directions and theorize that this is consistent with not only an additional source of ions close to the orbiter but may imply an E-field sheath associated with a boundary between the ion source region and the undisturbed plasma. It could in fact be that this additional source region is consistent
with observations of Grebowsky (1983) on the production of $H_2O^+$ near the orbiter.

Reasoner et al. (1986) have underscored the problem of making reliable ambient ionospheric density/temperature measurements near the orbiter. Combinations of contaminant ions, plasma turbulence generating heating, and ram/wake effects make it imperative to move well away from the orbiter before relying on an RPA to reliably characterize the ionosphere. This observation is of course consistent with all previously discussed results.

Electron densities and temperatures near the orbiter are reported by Murphy et al. (1986). To first order electron densities are dominated by the ram/wake effects associated with large bodies. The orbiter is not only large compared to the Debye length ($10^3 - 10^4 \lambda_D$) but also large compared to the electron and ion gyroradius. This size results in the investigation of a unique and unexplored region in parameter space and creates perhaps more questions than it answers. Murphy et al. (1986) report density depletions of as much as 5 orders of magnitude in the near wake of the orbiter (within the payload bay) and less dramatic though significant depletions of 1-2 orders of magnitudes at distances reachable by the RMS. Moreover, apparent temperature enhancements of $\gtrsim$ factors of 5 are observed in the wake transition region. This transition region is also characterized by plasma "turbulence" with $A/N$ values of typically several per cent. Secondary effects controlling the electron density spatial variation involve: 1.) the possible enhancement of electron density in ram (compared to ambient), Shawhan (1984c), Raitt (1984); 2.) the effect of the neutral cloud around the vehicle and the photoionization of that cloud, Pickett (1985); 3.) the role of the magnetic field both in the filling in of the wake and the production of $V \times B$ potentials in the orbiter reference frame.

3.3 Electromagnetic environment

The AC and DC electric and magnetic fields on and near the orbiter are driven by two sources: 1.) orbiter EMI associated with the hardware per se; 2.) fields associated with the interaction between the orbiter and its environment.

The orbiter EMI under JSC's leadership and Rockwell's cooperation proved to be much more benign than the original ICD specifications would indicate. Shawhan (1984b) and Murphy (1984b) reported in detail the measurements of that environment. By using the PDP's sensitive plasma wave receivers and various RMS maneuvering sequences a "map" of orbiter EMI revealed that the environment was dominated not by orbiter generated noise but by plasma interaction noise. This Broadband Orbiter Generated Electrostatic (BOGES) noise (Shawhan, 1984b) seemed to be associated with plasma turbulence around the orbiter and had field strengths as great as $0.1 \text{ v/m}$ with a relatively flat spectrum up to $\sim 10 \text{ kHz}$. Although the exact mechanism was not understood, Murphy et al. (1984a), suspecting that it was similar to the turbulence observed by the Langmuir probe, indicated that it was noise of relatively short wavelength ($\lesssim 1 \text{ m}$). This noise was observed to be enhanced by any sort of gas release (thruster, water dump, etc.) implicating the gas cloud as a production mechanism. Theoretical work by Papadopolous (1984) suggested that the gas...
cloud may provide the "fuel" for enhanced plasma densities by the critical ionization velocity phenomenon and may be intimately involved in the production of this BOGES noise.

Thus we see that the understanding and characterization of the orbiter environment requires detailed investigation of the inter-reactions between the orbiter body, its contaminant cloud, and the ionospheric plasma.

For purposes of completeness it should also be emphasized that a large part of both the OSS-1 and Spacelab-2 missions were devoted to detailed study of the behavior and interactions of an electron beam propagating in the ionosphere. These studies were conducted jointly with the Vehicle Charging and Potential (VCAP) experiment (Banks, 1986). The OSS-1 results are reviewed by Banks (1986) and Shawhan (1984a). Since another paper in this proceedings describes the VCAP/PDP results in detail no further discussion will be given here.

4.0 Spacelab 2, laboratory results, and the emerging picture

Many of the results discussed above began to be published after the Spacelab-2 mission which was launched in July 1985 but early results had a significant influence on the science objectives and experiment planning of Spacelab-2. The landmark nature of the plasma experiments of Spacelab-2 will gradually emerge over the next several years and, in particular, the importance of the PDP free-flight activity, described briefly below, in understanding large vehicle interactions, will become quite obvious. This is especially true in light of the hiatus of Spacelab type missions in the coming years.

After performing about 12 hours worth of experiments on the RMS which consisted of wake studies, EMI surveys, and joint experiments with VCAP, the PDP was prep for release as a sub-satellite of the orbiter. The PDP free-flight scenario consisted of approximately 6 hours of complex maneuvers by the shuttle orbiter which controlled, in a carefully planned sequence, the relative positions of the PDP and orbiter.

First, a release and break-away maneuver moved the PDP down the "throat" of the orbiter wake to a distance of ~ 100 meters. After several station-keeping experiments the orbiter began a "fly-around" of the PDP. Part of the fly-around was executed in plane so the PDP would transit the orbiter wake at distances from 40 to 200 meters. The other part of the fly-around was out of plane moving the orbiter above and behind the PDP and targeting two flux-tube-connections (FTC's) per orbit. These FTC's were planned so that they occurred out of the orbiter's wake with one in the daytime ionosphere and one at night. The FTC's were quite successful in placing the PDP and the orbiter on the same magnetic field line at a relative distance of ~ 200 meters. These FTC's were believed to be accurate to within several meters at best to a little more than 10 meters at worst. After two "fly-abouts" and several wake transits were completed the orbiter approached and captured the PDP along the velocity vector, again allowing the PDP to examine the near wake. Dealing with topics as a continuation and refinement of the OSS-1 results we first discuss the neutral environment.
4.1 **Neutral environment and the contaminant gas cloud**

Further measurements by the PDP neutral pressure gauge taken during pallet operations verified the high pressure environment due to early on-orbit outgassing. Analysis of vernier thruster operations verified that only the aft down pointing verniers affected pressure in the bay (Pickett, 1986). No further observations of primaries are possible because of an instrument malfunction. A strong point to be made from Pickett's observations are that large instruments which vent gases can also have dramatic effects of the payload bay environment, raising pressure to as high as $10^{-5}$ Torr. The orbiter's outgassing is now known to have a major effect on the local environment.

The contaminant ion gas cloud observations were extended to $\sim 0.5$ km from the orbiter. Grebowsky, 1986 observed contaminant $H_2O^+$ ions in all directions around the orbiter. The presence of contaminant NO and $O_2^+$ ions was also reported. It is important to note that the dominant ion in the wake of the shuttle appeared to be $H_2O^+$ instead of ambient $O^+$.

If these ions are created by change exchange with $O^+$ analysis of their distribution function would indicate a ring in velocity space. Reports by Paterson, 1986 provide evidence that this is indeed the case and an attempt to model the outgassing and chemical reactions associated with it is currently under way. Observations of the Infrared telescope on Spacelab-2 may provide additional data on outgassing rates and the structure of the water cloud which appears to surround the vehicle.

4.2 **Further studies of the orbiter wake**

Investigation of the structure and dynamics of the orbiter wake both on the RMS and as a free flyer are being continued. More detailed examination of the wake turbulence indicate that the magnetic field orientation may affect the structure of the turbulent zone (Tribble, 1986). Comparisons of the electron density observed in the wake are being made with predictions of the NASA POLAR code (Katz et al., 1984) and early results indicate the code may be quite accurate at predicting at least the first order effects on electron density. The details associated with magnetic field effects, the role of the plasma turbulence and pick up ions, and processes which produce the heated electrons (Murphy, 1986) still must be investigated. Although a detailed review of wake investigations conducted both in the laboratory and in space is presented elsewhere in the proceedings it is relevant to discuss briefly some laboratory results which complement the Spacelab studies.

4.3 **Complementary laboratory investigations**

In addition to observing the wake region behind large objects as they pass through the near earth plasma, it is found profitable to perform laboratory experiments in order to gain some insight into the plasma-wake environment. Although the parameters may not scale directly to the plasma that has been examined above, such experiments suggest new avenues for the spacetlab investigations of the future. Herein, we shall review a few recent experiments performed in laboratory plasma environments whose volume is of the order one cubic meter, possessing plasma numbers of $n_e = n_i = 10^6 - 10^8$ electrons/cm$^3$; $T_e = 1-3$ eV and $T_i < T_e/10$. 
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Alikhanov et al. (1971) studied the flow into the wake region created by a flowing plasma passing a rectangular plate that was at floating potential. In an extended study, Eselevich and Fainshtein (1980) noted that the expansion of the plasma from the undisturbed region into the wake could be modeled with a self similar description. This can be understood from the governing fluid equations of continuity

\[ \frac{\partial n}{\partial z} + \frac{\partial (nv)}{\partial x} = 0 \]

and motion

\[ \frac{\partial \delta}{\partial z} + \frac{\delta v}{\partial x} = -c_s^2 \frac{\partial (\ln n)}{\partial x} \]

where the quasineutral plasma has been assumed to be moving as a beam in the z direction with a velocity of \( v_b \). The ion acoustic velocity is \( c_s \). These equations are identical to the problem of a neutral gas or a quasineutral plasma expanding into a vacuum and solutions in terms of the self similar variable \( \zeta = x/(z/v_b) \) can be obtained. The POLAR model discussed previously uses such a quasineutral approximation. Similar results concerning the self similar expansion into the wake region behind a grounded metal plate were reported by Wright et al. (1985). In the very near wake region where quasineutrality would be violated, it was found that the potential would be the important self similar dependent variable by Diebold et al. (1986). In this case, the dependent self similar variable becomes \( \zeta = x/(z/v_b)^2 \) as shown by Lonngren and Hershkowitz (1979).

As the wake region has a lower density than the ambient flowing plasma, one might conjecture that the electrons due to their higher mobility would rapidly enter the wake, creating an electric field which would accelerate the ions to velocities greater than the ion acoustic velocity. The accelerated ions have been noted in the experiments of Wright et al. (1985), (1986) and Raychaudhuri et al. (1986). The potential well that would result from such a space charge was observed in the orbiter wake by Murphy et al. (1986). That the electrons can speed ahead of the ions was recently detected by Chan et al. (1986). Ions could also enter the wake region by being deflected around the perturbing objects as was recently noted by D'Angelo and Merlino (1986a), (1986b) in an experiment performed in a plasma in a weak magnetic field oriented in the direction of the plasma flow. These experiments show results reminiscent of those by Stone 1986 where streams of converging ions were observed behind the orbiter. Finally, a series of experiments designed to examine the flow of plasma around magnetized objects has been described by Hill et al. (1986). These would be related to the TERRELLA type of experiments except that the present experiments were performed in a very low \( \beta \) plasma environment (\( \beta = 10^{-4} \)). A general characteristic of the observations in this experiment was that the magnetic object "appeared" to be larger for the electrons than the ions since the electron wake had dimensions that were larger than the ion wake.

Hence, we see that the laboratory experiment provides a controllable environment in which to suggest future paths for space experiments or to explain certain space observations. Future work needs to better define the role of the magnetic field and the charge on the object in question. It should be noted however that it is difficult to simulate in the laboratory conditions similar to the orbiter where the magnetic field can be perpendicular to the flow vector and where gas cloud interactions modify the
4.4 Electromagnetic environment and active experiments

Further definition of the electromagnetic environment has shown that the BOGES noise extends as far from the orbiter as the PDP observed, and was strongest along field lines connecting to the orbiter and in the turbulent wake zone (Gurnett, 1986a). Gurnett has also verified that the noise is electrostatic in nature and has very short wavelength. Considerable theoretical efforts are currently underway to determine the fundamental process creating such noise.

Of further interest may be a series of joint experiments with VCAP where, during two flux tube connection experiments, dramatic comparisons to the physics of whistler mode radiation in auroral arcs has been discovered (Gurnett, 1986b).

Further active experiments conducted by using the orbiter OMS engines to produce a cloud of water vapor and deplete the ionosphere (Mendillo, 1981; Mendillo et al., 1978) showed significant plasma depletion, as measured in the orbiter payload bay, recovering on the timescale of seconds after engine shutdown (Tribble et al. 1985). Tribble also reported a high level of plasma "turbulence" which lasted tens of seconds indicating the presence of instabilities. This phenomenon may be similar to that observed by RCS ignition and reported by Murphy et al., 1984a, and Shawhan et al., 1984b.

5.0 Summary

It is important, with such a wide range of data, to put together an emerging picture of the Shuttle orbiter interactions and then systematically address the experiments which need to be conducted in order to further the science/technology of large body interactions.

Although laboratory and small satellite observations can shed light on details of wake structures, and the electric fields associated with them, large bodies such as the orbiter pose some unique problems. Is the orbiter a comet? In many respects, there are similarities. It definitely carries its own gas cloud and understanding how large objects such as the orbiter, platforms, or space station interact with the plasma demands on more than a scaling of laboratory experiments.

Part of the interactions around large objects are due to the "scale size" effect while others are distinctly interrelated to outgassed products and the change in the balance of the ambient chemical equilibrium. As described by Grebowsky et al., 1986, the instrumentation required to completely disgrace the ionospheric chemistry and simultaneously determine all key plasma parameters requires careful consideration of the specific problems the spacecraft must study. The PDP is only a first generation experiment with instrumentation that was not optimized for studies such as "comet" problems.

Future experiments must be designed both for space and in complementary laboratory setting which can, if not solve the following problems, at least determine by appropriate empirical means their impact on future technologies. These problems include:
1. What is the effect of gas clouds associated with large objects on their interaction with the neutral atmosphere and plasma?

a. How does the cloud affect the wake fill process?

b. Is the orbiter cloud large enough to create a pick-up current of such magnitude that it partially screens the motional electric field? (Pickett, et al., 1985; Goertz, 1980; Katz et al., 1984).

c. For large objects such as space station, could the energy dissipation associated with such a cloud create significant anomalous drag?

d. How does the cloud affect the charge neutralization process and current loops associated with tethers, or particle beams?

e. What is the effect of such a cloud on the operation of a plasma contactor?

2. The interactions of large structures with the ionosphere through electromotive forces associated with differential charging, absolute charging, and closed current loops are not well understood.

3. The phenomena of vehicle glow, its relationship with the plasma, the neutral cloud and the interacting surface has given rise to conflicting theories with insufficient data to resolve the issue. (Green, 1985)

4. Understanding of the total picture associated with large body wakes involves more than models of electron and ion density. Wave particle interactions, atmospheric chemistry, vehicle charge, and magnetic fields must be included in the analysis.

5. Joint particle beam experiments such as those between PDP and VCAP have raised many questions about the propagation of beams from structures like the orbiter. This is an immature experiment because until SL-2 no experiments (other than short sounding rocket flights) have provided remote diagnostics on such beams. (See the paper by Banks et al. in this proceedings for more detail.)

6.0 Recommendations

The Challenger accident has dealt a severe setback to the space experiments associated with large body/plasma interactions. It is unfortunate that the space station is set to proceed on course with little opportunity in the next 6 years for detailed study of the technical issues that should be resolved before it proceeds.

Studying such problems requires a commitment by NASA to a program which must involve the development of instrumentation adequate to measure the appropriate parameters, flights of opportunity within the next five to six years for such instruments, support of working groups consisting of experimentalists who may have relevant data from past missions and theorists attempting to model the phenomena and, last of all, well designed and executed laboratory experiments.
Last of all it is of paramount importance that those scientists and engineers evolved with the state of the art of large body interactions, gas cloud dynamics, high voltage effects, etc. have effective knowledge transfer to those individuals and organizations making the design decisions of the future.
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PLASMA WAVE TURBULENCE AROUND THE SHUTTLE: RESULTS FROM THE SPACELAB-2 FLIGHT
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Abstract. During the Spacelab-2 flight, which occurred from July 29 to August 6, 1985, a spacecraft called the Plasma Diagnostics Package (PDP) was released from the shuttle to explore the plasma environment around the shuttle. The plasma wave instrument on the PDP detected a region of intense broadband turbulence around the shuttle at frequencies extending from a few Hz to about 10 kHz. The noise has broadband intensities ranging from 1 to 5 mV/m and was observed at distances of up to 400 m from the shuttle. The highest intensities occurred in the region downstream of the shuttle and along magnetic field lines passing near the shuttle. The intensities also tended to increase during periods of high thruster activity, which provides strong evidence that the noise is caused by an interaction of the ionosphere with gaseous emissions from the shuttle, similar in many respects to the interaction of a comet with the solar wind. Antenna interference patterns observed in the broadband data show that the wavelength of the turbulence is very short, a few meters or less.

Introduction

In this report we describe plasma wave turbulence observed around the shuttle by a spacecraft called the Plasma Diagnostics Package (PDP) which was released from the shuttle during the Spacelab-2 flight. The PDP was designed and constructed at the University of Iowa and is a reflight of the same spacecraft previously flown on the STS-3 flight [Shawhan et al., 1984a]. On STS-3 the PDP was carried on the remote manipulator arm, which restricted the measurements to about 15 meters from the shuttle. The principal new feature of the Spacelab-2 flight is that the PDP was released from the shuttle, thereby providing measurements at much greater distances. During the free-flight phase of the mission, the shuttle was maneuvered to provide two complete fly-arounds of the PDP at radial distances out to about 400 meters. The fly-arounds provided measurements both upstream and downstream of the shuttle, and along the magnetic field line through the shuttle. In addition to the fly-arounds, a series of maneuvers, called wake transits, were performed to survey the wake region directly downstream of the shuttle.

Included among the various experiments on the PDP was a plasma wave receiver designed to measure electric and magnetic disturbances produced by the motion of the shuttle through the ionosphere. The results presented here are mainly from this instrument. For a description of this and other instruments on the PDP, see Shawhan [1982]. The Spacelab-2 mission, which was launched on July 29, 1985, was flown in a nearly circular low-inclination orbit with a nominal altitude of 325 km and an inclination of 49.5°. The PDP was in free flight for a roughly 6-hour period, from 0010 to 0620 UT on August 1, 1985.
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Observations

An electric field spectrogram showing the plasma wave intensities during the first of the two fly-arounds is shown in the bottom panel of Figure 1. The shuttle position relative to the PDP is given by the x, y, z coordinates at the bottom of each plot. The +z axis is directed downward toward the center of the Earth, the x axis is in the orbital plane with the positive axis in the direction of motion, and the y axis completes the right-handed coordinate system. The electric field spectral density, $E^2/\Delta f$, is indicated by the color code, with blue being least intense and red being most intense. The white line labeled $f_{ce}$ is the electron cyclotron frequency, which is a basic characteristic frequency of the plasma. The points labeled 1 and 2 at the top of the spectrogram indicate magnetic conjunctions, which are times when the shuttle was maneuvered to intercept a magnetic field line through the PDP.

The spectrogram shows two types of noise. At selected times during the flight an electron gun on the shuttle was used to inject a beam of electrons into the ionosphere for purposes of studying beam-plasma interactions. This beam produced the series of whistler-mode emissions identified as "electron beam emissions" in Figure 1. These emissions have been described in a previous series of papers [Gurnett et al., 1986; Bush et al., 1987; Farrell et al., 1988] and will not be discussed further. In addition to the electron beam emissions, a broad band of noise can be seen at frequencies below about $10^4$ Hz. No comparable type of noise is evident in the magnetic field spectrogram. From the known noise level of the magnetic antenna, the ratio of the electric field energy density to the magnetic field energy density is found to be at least 10 to 100, which is much larger than would be expected for any known electromagnetic mode of propagation. Therefore, the noise is electrostatic. The same type of noise was detected on the STS-3 mission [Shawhan et al., 1984b; 1984c], and is usually referred to as "broadband electrostatic noise."

As can be seen, the broadband electrostatic noise consists of many impulsive short-term variations superimposed on a slowly varying, nearly continuous background. Most of the impulsive variations can be associated with thruster firings. For comparison, the rate of gas ejection from the thrusters averaged over one-minute intervals is shown in the top panel of Figure 1. Major trajectory correction maneuvers, which typically involve gas injection rates of $10^2$ to $10^3$ gm/sec over periods of 30 sec or more, almost always produce an intense burst of broadband noise. Examples of such maneuvers occur near the first magnetic conjunction, at 0157 and 0204 UT. In addition to the trajectory correction maneuvers, an almost continuous level of thruster activity occurs in association with minor attitude corrections. These firings, which have durations of about 80 msec and occur at a rate of several per minute, may be responsible for the nearly continuous low level of noise that is present most of the time.

Comparisons of the electric field spectrograms from the two fly-arounds and the wake transits indicate that the intensity varies systematically with the position of the PDP relative to the shuttle. This dependence is illustrated in Figure 2 which shows the x-z projection of the shuttle trajectory relative to the...
PDP. The solid black dots show the regions where the broadband electric field strength, integrated from 35 Hz to 31 kHz, exceeds 1 mV/m. As can be seen, the electrostatic noise tends to be strongest and most persistent along the +x axis, when the PDP is downstream of the shuttle, and weakest along the -x axis, when the PDP is upstream of the shuttle. The noise is also strong near the four magnetic conjunctions, which are labeled 1 through 4 in Figure 2.

The interpretation of the noise enhancements near the magnetic conjunctions is complicated by the fact that the thruster firing rate tends to be higher in these regions as the shuttle was maneuvered to intercept the magnetic field line through the PDP. Nevertheless, we believe that the intensification in this region is controlled to some degree by the magnetic field geometry. As evidence of this relationship note that thruster firings when the PDP is upstream of the shuttle, for example at 0216 and 0224 UT (see Figure 1), do not have nearly as large an effect as thruster firings near the magnetic conjunction, for example at 0157 and 0204 UT. Also, even when the gas ejection rate is low, for example from 0159 to 0203 UT, the noise level in the magnetic conjunction region is higher than for comparable gas ejection rates when the PDP is upstream of the shuttle.

Representative electric field spectrums of the broadband electrostatic noise are shown in Figure 3. The top panel shows two spectrums selected from near the first and second magnetic conjunctions.
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Fig. 3. Selected spectrums of the broadband noise near the first and second magnetic conjunctions, and at two positions in the wake region downstream of the shuttle.

Fig. 3. Selected spectrums of the broadband noise near the first and second magnetic conjunctions, and at two positions in the wake region downstream of the shuttle. All four spectrums are remarkably similar. Typically, the spectrum is almost flat from 10 Hz to about 10^4 Hz, and then drops below the instrument noise level by 10^6 Hz. Sometimes a peak can be seen at a frequency of a few kHz, which is near the lower hybrid resonance frequency. This peak can be seen at various times in Figure 1, for example at 0150 and 0255 UT. The broadband electric field strength during the most intense thruster-related events ranges from about 2 to 5 mV/m. The nearly continuous background level in the wake region directly downstream of the shuttle is about 1 to 2 mV/m.

High-resolution wideband spectrograms of the electrostatic noise sometimes show a "fingerprint" pattern that repeats with a period of one-half of the spacecraft rotation period. An example of such a pattern is shown in Figure 4. This type of spin modulation pattern is well known in space plasma wave data and is an antenna pattern effect caused by wavefronts or rays. The broadband electric field strength during the most intense thruster-related events ranges from about 2 to 5 mV/m. The nearly continuous background level in the wake region directly downstream of the shuttle is about 1 to 2 mV/m.

High-resolution wideband spectrograms of the electrostatic noise sometimes show a "fingerprint" pattern that repeats with a period of one-half of the spacecraft rotation period. An example of such a pattern is shown in Figure 4. This type of spin modulation pattern is well known in space plasma wave data and is an antenna pattern effect caused by wavefronts or rays. The broadband electric field strength during the most intense thruster-related events ranges from about 2 to 5 mV/m. The nearly continuous background level in the wake region directly downstream of the shuttle is about 1 to 2 mV/m.

The close correlation between thruster firings and enhancements in the broadband electrostatic noise provides a strong indication that the noise is associated with neutral gas emissions from the shuttle. Previous measurements (Shawhan et al., 1984; 1984c; Pickett et al., 1985) have shown that the shuttle is surrounded by a neutral gas cloud with pressures as much as 10^3 to 10^4 above ambient. This gas cloud originates from a variety of transient and steady-state sources including thruster firings, water dumping, outgassing of water absorbed in the tiles, and leaks from pressurized compartments on the shuttle. The fact that the electrostatic noise displays both an impulsive component as well as a nearly steady component simply reflects the complex time variability of these various sources.

Since a neutral atom does not interact with an electric field, some mechanism is needed to generate the noise. This mechanism is believed to be charge exchange between the shuttle gas cloud and the surrounding ionosphere. Studies of the plasma distribution around the shuttle by Paterson and Frank (1987) and Frank et al. (1988) show that the shuttle is surrounded by an excited distribution of \(H_2O^+\) ions and other heavy ions. These ions are believed to be produced by charge exchange between the shuttle gas cloud, which is primarily \(H_2O\) and ionospheric \(O^+\) ions, which are streaming by at ~ 8 km/s. Once ionized, the newly born \(H_2O^+\) ions are immediately accelerated by the \(V \times B\) electric field and carried downstream, more or less as illustrated in Figure 5.

The pick-up process causes two effects that could possibly account for the intense electrostatic noise observed around the shuttle. First, since the newly born ions are moving with respect to the ionosphere, these ions produce a beam or ring-like velocity distribution that should be highly unstable (Kraul and Trivelpiece, 1973). Papadopoulos, 1984). Second, the pick-up process produces both perpendicular and parallel currents, \(j_p\) and \(j_{||}\), which ultimately must close in the ionosphere via an Alfvén wave, more or less as shown in Figure 5. If the current density exceeds a critical value, then current-driven electrostatic waves could be excited, similar to the processes that are believed to occur in the auroral zone (Kindel and Kennel, 1971). Just which mechanism provides the free-energy...
source for generating the intense electrostatic noise around the shuttle remains to be established. The unstable ion distributions associated with the pick-up ions appears to be the best possibility, since current-driven instabilities usually have a rather high threshold. However, the enhanced noise intensities near the magnetic conjunctions suggest that field-aligned currents may play some role. Although the main energization of the pick-up ions comes from acceleration by the $\mathbf{V} \times \mathbf{B}$ electric field, the electrostatic turbulence may play an important role in thermalizing these ion distributions.

In comparing these results with other measurements, it is interesting to note the very close similarity between the noise observed near the shuttle and the electrostatic noise observed near the AMPTE artificial comet (Gurnett et al., 1985, 1986) and the cometa Giacobini-Zinner (Scarf et al., 1986), and Halley (Grard, 1986). Since charge exchange and ion pick-up are believed to be one of the dominant processes in the interaction of a comet with the solar wind, it appears that the interaction of the shuttle with the ionosphere may have a close similarity to the plasma processes occurring near a comet.

Acknowledgements. The research at the University of Iowa was supported by NASA through contract NAS8-32807, and grants NGL 16-001-043 and NAG3-449.

References


Shawhan, S. D., Description of the plasma diagnostics package (PDP) for the OOS-1 shuttle mission and JSC chamber test in conjunction with the fast pulse electron gun (FPEG), Artificial Particle Beams in Space Plasma Studies, ed. B. Grandel, Plenum, New York, 419-430, 1982.


(Received: April 26, 1988, accepted May 26, 1988)
Exposed High-Voltage Source Effect on the Potential of an Ionospheric Satellite
A. C. Tribble, N. D'Angelo, G. B. Murphy, J. S. Pickett, J. T. Steinberg

Reprinted from
Journal of Spacecraft and Rockets
Volume 25, Number 1, January-February 1988, Pages 64-69
AMERICAN INSTITUTE OF AERONAUTICS AND ASTRONAUTICS, INC.
370 L'ENFANT PROMENADE, SW • WASHINGTON, DC 20024
Exposed High-Voltage Source Effect on the Potential of an Ionospheric Satellite
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A pulsed, high-voltage source, which is able to draw a current from the surrounding plasma, is seen to induce large changes in the potential of an ionospheric satellite (the Iowa Plasma Diagnostics Package flown on Space Shuttle flight STS-51F). This, in turn, may affect the operation of other instruments that use the chassis of the satellite as a ground for electrical circuits. The magnitude of the change in satellite potential is dependent upon both the orientation of the high-voltage source, relative to the plasma flow, and the characteristics of the high-voltage source. When the satellite is grounded to the Shuttle Orbiter, this effect is sufficient to change the potential of the Orbiter by a small, but noticeable, amount.

Nomenclature

- \( A_e \) = surface area of the PDP that will collect electrons
- \( A_i \) = surface area of the PDP that will collect ions
- \( e \) = charge of the electron
- \( h \) = height of the main body of the PDP
- \( h' \) = height of the “top cap” of the PDP
- \( I_{e,\text{ins}} \) = electron current collected by all of the PDP’s instruments
- \( I_{e,\text{pr}} \) = electron current collected by the Langmuir probe
- \( I_{e,\text{LEP}} \) = electron current collected by the LEPDEA
- \( I_{e,\text{sc}} \) = electron current collected by the PDP chassis
- \( I_{i,\text{sc}} \) = ion current collected by all of the PDP’s instruments
- \( I_i \) = ion current collected by the PDP chassis
- \( k \) = Boltzmann’s constant
- \( m_e \) = mass of the electron
- \( n_e \) = electron density
- \( n_i \) = ion density
- \( r \) = radius of the main body of the PDP
- \( r' \) = radius of the “top cap” of the PDP
- \( T_e \) = electron temperature
- \( v_o \) = orbital velocity of the PDP

Introduction

A SPACECRAFT traveling in the Earth’s ionosphere has no external electrical ground available for it to use as a reference for potential measurements. As a consequence, such spacecraft are susceptible to different types of charging phenomena that may alter the potential of the spacecraft chassis.1,2 From July 29 to August 6, 1985, a satellite designed and built by the University of Iowa’s Department of Physics and Astronomy, the Plasma Diagnostics Package (PDP), was flown as part of the Spacelab 2 payload on Space Shuttle flight STS-51F at an altitude of 325 km. The PDP is a cylindrical spacecraft 106.68 cm (42 in.) in diameter and 66.04 cm (26 in.) in height composed of 14 different instruments designed to study the plasma and electromagnetic environment near the Shuttle Orbiter. A diagram is shown in Fig. 1.

The PDP skins are constructed of aluminum and are covered by multilayered insulation (MLI) blankets followed by an outer dielectric layer of beta cloth (teflon-coated fiberglass) overlaid with a conducting aluminum wire mesh electrically grounded to the chassis of the PDP via bolts and staples through the MLI. The MLI consists of a singly aluminized kapton layer on the outside (aluminum sides facing inward) and 10 layers of doubly aluminized mylar separated by dacron net on the inside with grounding straps used to electrically bond the MLI to the structure.

During the Spacelab 2 mission, the PDP made measurements from the payload bay, from the Remote Manipulator System boom, and from the PDP boom structure. A diagram of the PDP with booms deployed is shown in Fig. 1.
System (RMS), and for a period of 6 h as a free-flying subsatellite. This paper will show how some of the measurements made with a Langmuir probe and a dc Electric Fields instrument (utilizing the E-field spheres) on the PDP were affected by a pulsed, high-voltage source (LEPEDEA).

**Instrumentation**

A Langmuir probe on the PDP was used to make measurements of electron temperature, electron density, fluctuations in the electron density, and plasma potential. The Langmuir probe consisted of a 3-cm-diam spherical, gold-plated sensor and supporting circuitry. This circuitry was designed to alternate between two modes, which we refer to as the sweep mode and the lock mode.

During the sweep mode the bias voltage of the Langmuir probe was swept from 10 to -5 V, relative to the chassis of the PDP, in discrete steps of 0.125 V at a rate of 120 steps/s. A graph of the log of the current collected by the Langmuir probe during this time as a function of the bias voltage is typically referred to as a Langmuir curve. As shown, for example, by Huddleston and Leonard, a Langmuir curve allows us to calculate the electron density, electron temperature, and plasma potential. An example of a typical Langmuir curve is shown in Fig. 2a. In Fig. 2a and in all subsequent figures, the times given are in Universal Time (UT).

Following the sweep mode, the bias voltage on the Langmuir probe returned to 10 V where it remained for 11.8 s. During this time, the data collected by the probe, which were again sampled at a rate of 120 steps/s, allow us to measure electron density fluctuations. An example of the lock mode data, sampled through a 6-40-Hz filter, is shown in Fig. 2b. A Langmuir probe similar to the one used on the Spacelab 2 mission is discussed in more detail by Murphy et al.

The dc Electric Fields instrument on the PDP consisted of two spherical unbiased high-impedance probes and associated electronics. The two sensors are visible in Fig. 1 and are labeled E-field spheres. In this paper, we are concerned with only one type of dc measurement that was made. The average of the dc potentials of the two spheres, $V_1$ and $V_2$, relative to the chassis of the PDP, $(V_1 + V_2)/2$, was measured once every 1.6 s. It is important to note that the measurements made by the Langmuir probe and the dc Electric Fields instrument complement each other in that the Langmuir probe was a low-impedance sensor that measured current at a controlled bias level and the dc Electric Fields instrument utilized high-impedance floating probes that measured the potential at near-zero current.

The last instrument that will be discussed in this paper is the Low Energy Proton Electron Differential Energy Analyzer (LEPEDEA). As can be seen in Fig. 1, the LEPEDEA was mounted on the circumference of the PDP. It has two particle collectors open to the ionosphere, one designed to detect electrons and the other, ions. The two openings are separated by a curved plate to which a pulsed high-voltage is applied. The combined cross-sectional area of the openings to the electron and ion detectors is 6.69 cm² (1.04 in²). The high-voltage plate is 5.26 cm (2.07 in.) wide and extends into the LEPEDEA for a distance of 9 cm (3.57 in.). At time $t = 0$, the bias voltage on the LEPEDEA plate switched from 0 to 2.2 kV, relative to the chassis of the PDP, where it remained for 0.2 s. During the following 1.4 s, the bias voltage then decayed exponentially with a 1/e time of 0.16 s, the entire cycle requiring 1.6 s. The operation of the LEPEDEA is discussed in more detail by Frank et al.

**Anomalous Results**

During the 6 h of free flight, an anomaly was detected in both the sweep and lock mode data collected by the Langmuir probe. An example is shown in Fig. 3. Figure 3a indicates that the normal Langmuir curve is interrupted by a "bite out" in the current collection. This bite out always maximizes approximately 0.2 s after the start of the voltage sweep.

Further examination of a series of Langmuir curves indicates that the magnitude of the anomaly is dependent upon the orientation of the PDP, which was spinning about its cylindrical axis with an inertial period of 13.06 s. This orientation is defined by a phase angle, which is the angle between the velocity vector of the PDP and the vector that points from the center of the PDP to the Langmuir probe.
In this figure, the PDP is rotating counterclockwise in the plane of the paper. The Langmuir probe entered the sweep mode every 12.8 s. Consequently, if the PDP started a voltage sweep when the phase angle was $-180$ deg, the next sweep would have begun when the phase angle was $-172.9$ deg. The difference in phase angles occurred because the PDP rotates through $352.9$ deg in 12.80 s. Therefore, even though the PDP is rotating in a counterclockwise direction, a graph of phase angle at the start of a sweep mode vs time would show the Langmuir probe apparently precessing in a clockwise direction. A series of Langmuir curves that shows the dependence of the anomaly on the phase angle is shown in Fig. 5. These data indicate that the anomaly maximized at a phase angle of about $-55$ deg.

As seen in Fig. 3b, the lock mode data indicate that some type of interference, which we hereafter refer to as noise, was affecting the Langmuir probe once every 1.6 s. The anomaly in the lock mode data was present even during times when the PDP was grounded to the RMS of the Shuttle Orbiter. However, the magnitude of the resulting anomaly was reduced in comparison to that seen during free flight.

Like the Langmuir probe measurements, the dc potential measurements taken during free flight also had an unexpected character. As is shown in Fig. 6, the average potential of the spheres relative to the PDP varied with the spin phase of the spacecraft. In Fig. 6, the potential between the spheres and the PDP varied by about 2.1 V over the spin cycle. At other times during free flight, this variation in potential was as much as 3.0 V, depending on the local plasma conditions. The variation in potential always reached its maximum positive value when the phase angle of the Langmuir probe was about $-55$ deg.

**Source of the Interference**

Several reasons led us to believe that the noise detected by the Langmuir probe during PDP free flight was not due to an instrument malfunction. First, at all other times throughout the mission, the probe appeared to function as expected, and no anomaly was detected until data reduction had begun. Second, noise seen by the DC Electric Fields Instrument was coincident in time with the noise seen by the Langmuir probe. Also significant was the fact that the Langmuir probe noise occurred with a period of 1.6 s. This is important in that several instruments on the PDP were designed so that one complete “cycle” would require 1.6 s. As was mentioned previously, the LEPEDEA is just such an instrument. The temporal relation between the bias voltage on the LEPEDEA and the bias voltage on the Langmuir probe is illustrated in Fig. 7. The “ringing” detected in the lock mode data occurred at precisely the times that the bias voltage on the LEPEDEA switched from 0 to 2.2 kV. This, and the fact that, throughout the mission, whenever the LEPEDEA was turned off, the anomalies seen by the Langmuir probe and the DC Electric Fields Instrument disappeared, led us to believe that, in some way, the LEPEDEA was responsible for the anomalous data.

This suspicion was strengthened by the fact that the phase-angle dependence, Fig. 5, shows strong indications of being a dependence upon the orientation of the LEPEDEA. In Fig. 5, we see that the Langmuir curves, which have an anomalous character, occur between a phase angle of about $-110$ and $30$ deg. This corresponds to time when the LEPEDEA phase angle was between $-53$ and $87$ deg. Sweeps taken when the Langmuir probe phase angle was $-55$ deg corresponded to times when the LEPEDEA was approximately in ram. Thus, the anomalies were largest when the LEPEDEA was in the ram of the plasma flow and smallest when it was in wake. The reason for this dependence will be discussed in the next section.

**Discussion**

When working with laboratory plasmas, it is possible to use an externally grounded electrode, whose potential will not change, as a reference point for potential measurements.
mounted on it as a "double probe," following the method originally proposed by Johnson and Malter. When two probes are biased with respect to one another but insulated from ground, the entire system will "float." An important consequence of this is that the total current collected by the system must be zero. That is, any electron current collected by the system must be balanced by an equal ion current. In our case, the condition that the system be floating is

\[ I_{e, w} + I_{e, m} - I_{e, s} = 0 \]  

where \( I_{e, w} \) and \( I_{e, m} \) are defined as the ion and electron currents to the PDP spacecraft structure and the instruments, respectively. We are able to obtain expressions for \( I_{e, w} \) and \( I_{e, m} \) in the following manner.

After release from the Shuttle, the PDP had an orbital velocity of about 7.7 km/s. Analysis of the uncompensated Langmuir probe data indicated that the electrons had a typical temperature of about 2500 K and a typical density of \( 1.5 \times 10^{18} \) cm\(^{-3} \), in general agreement with previous measurements. If we assume that the ions and electrons are in thermal equilibrium, we find that the thermal velocity of an electron was about 180 km/s and the thermal velocity of atomic oxygen, the predominant ion in the F\(_2\) region, about \( 1.1 \) km/s. Since the orbital velocity of the PDP was approximately a factor of 7 greater than the thermal velocity of the ions, most of the ions would have impacted the PDP on the side facing the ram of the plasma flow, the ion current thus consisting of the ions swept out by the front surface of the PDP. The equation describing ion current collection by the spacecraft is

\[ I_{e, w} = A_n e n_{i} v_{o} \]  

where \( A_n \) is the front surface area of the PDP, \( e \) the charge of the ion, \( n_{i} \) the ambient ion density (we assume \( n_{i} = n_{e} \)), and \( v_{o} \) the orbital velocity of the PDP. Since the ion current consists of those ions that are rammed out by the motion of the PDP, we will approximate \( A_n \) by \( 2 \pi r h \), where \( r \) and \( h \) are the radius and height of the main body of the PDP, and \( r' \), \( h' \) are the radius and height of the "top cap." Fig. 1.

The thermal velocity of the electrons is greater than the orbital velocity of the PDP by almost a factor of 25. Consequently, all surfaces of the PDP will collect electron current, not just the ram side. We assume that the electrons had a Maxwellian distribution given by

\[ f_e(v) = n_e \left( \frac{m_e}{2kT_e} \right)^{1/2} \exp \left[ -\frac{m_e v^2}{2kT_e} \right] \]  

The electron current to the PDP at a potential \( V \) less than the plasma potential \( V_{pr} \), and measured relative to \( V_{pr} \), consists of those electrons with energies greater than \( eV \) that strike the PDP, and is given by

\[ I_{e, w} = A_n e n_{e} \left( \frac{kT_e}{2\pi m_e} \right)^{1/2} \exp \left[ \frac{eV}{kT_e} \right] \]  

where \( A_n \) is the surface area of the PDP that will collect electrons, \( e \) the charge on the electron, \( n_{e} \) the electron density, \( k \) Boltzmann's constant, \( T_e \) the electron temperature, and \( m_e \) the electron mass. Since the electrons may strike all surfaces of the PDP, we approximate \( A_n \) by \( 2\pi x^2 + 2\pi rh + 2\pi r' h' \).

We now need expressions for \( I_{e, pr} \) and \( I_{e, m} \). The cross-sectional collecting areas of all of the instruments on the PDP are several orders of magnitude smaller than \( A_n \); consequently, we should be justified in neglecting \( I_{e, m} \) altogether. The only instruments on the PDP expected to draw significant amounts of electron current from the plasma, due to their positive bias voltages, are the Langmuir probe and the LEPEDEA. We can rewrite Eq. (1) as

\[ I_{e, w} - I_{e, s} - \frac{I_{e, pr} + I_{e, pr}}{eV}, \]  

where the subscripts pr and LEP refer to current collected by the Langmuir probe and LEPEDEA, respectively. We can solve the preceding equation to determine the potential of the chassis of the PDP. Since the LEPEDEA has a very small collecting area and its bias voltage is large only for about 0.3 s, during most of its 1.6-s operational cycle it should draw negligible current from the ionosphere. Therefore, we will first solve for the floating potential by setting \( I_{e, LEP} \) to zero. Substituting Eqs. (2) and (4) into Eq. (5), with \( I_{e, LEP} \) set to zero, we find that the "floating potential" of the PDP is given by

\[ V = \frac{kT_e}{e} \left[ \frac{A_n e n_{e} - I_{e, pr}}{A_n e n_{e} (kT_e/2\pi m_e)^{1/2}} \right] \]  

Using the values for \( n_{e}, T_e \), and the additional constants given in Table 1, we may determine the nominal floating potential of the PDP once we know \( I_{e, pr} \). Analysis of Langmuir curves collected under the plasma conditions listed in Table 1 reveals that the corresponding value of \( I_{e, pr} \) is approximately 14 \( \mu A \), which would give a value of \(-0.90 \) V for the floating potential of the PDP. The resulting magnitudes of \( I_{e, w} \) and \( I_{e, m} \) would be about 93 and 107 \( \mu A \), respectively. Ignoring the presence of \( I_{e, pr} \), i.e., setting \( I_{e, pr} \) to zero, would have given a value for \( V_{o} \) of \(-0.86 \) V. As we shall see momentarily, a change of 0.04 V is about 2 orders of magnitude smaller than the effect that is responsible for the appearance of the anomalous data. Consequently, we would be justified in ignoring \( I_{e, pr} \) altogether.

We turn next to the intervals when the LEPEDEA voltage was large and positive. As was mentioned previously, we believe that the cause of the anomalous data discussed in the preceding sections was somehow related to the operation of the LEPEDEA. The most likely explanation for the appearance of the anomalous Langmuir curves is that the bias voltage of the Langmuir probe, relative to the plasma, was changing unexpectedly during the course of a sweep. One other possible explanation, that the conditions in the plasma itself were changing, was not supported by data from other instruments on the PDP. An examination of all anomalous Langmuir curves showed that, by the time the Langmuir probe bias voltage had stepped to 4 V, the cause of the anomaly seemed to have subsided, as the remainder of the anomalous Langmuir curve appeared nominal. Under the assumption that whatever was responsible for the anomaly had completely subsided by the time the probe's bias voltage was 4 V and that the conditions in the plasma remained unchanged during the course of a sweep, we were able to analyze the anomalous sweeps as follows. The Langmuir curve shown in Fig. 8 was taken when the plasma conditions were similar to those given in Table 1. In this figure, when the bias voltage of the Langmuir probe was 9 V, the probe collected about 6 \( \mu A \) of current from the plasma. Under normal conditions we would not collect this current until the bias voltage of the probe was 7.3 V. Therefore, we conclude that, at the time the probe bias voltage was supposed to be 9 V, relative to the original floating potential of the PDP, it was actually 7.3 V. As is shown in Fig. 9, this procedure allowed us to determine the potential of the PDP, relative to the original floating potential.

Table 1 Constants used in the calculation of the floating potential

<table>
<thead>
<tr>
<th>Geometry of satellite:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron collecting area ( A_n ), m(^2)</td>
<td>4.395</td>
</tr>
<tr>
<td>Ion collecting area ( A_n ), m(^2)</td>
<td>0.830</td>
</tr>
<tr>
<td>Height of main body ( h ), cm (in.)</td>
<td>66.04 (26)</td>
</tr>
<tr>
<td>Height of &quot;top cap&quot; ( h' ), cm (in.)</td>
<td>21.97 (8.65)</td>
</tr>
<tr>
<td>Radius of main body ( r ), cm (in.)</td>
<td>53.34 (21)</td>
</tr>
<tr>
<td>Radius of &quot;top cap&quot; ( r' ), cm (in.)</td>
<td>28.58 (11.25)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Orbital parameters:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron density ( n_e ), ( 10^6 ) cm(^{-3})</td>
<td>1</td>
</tr>
<tr>
<td>Ion density ( n_i ), ( 10^6 ) cm(^{-3})</td>
<td>1</td>
</tr>
<tr>
<td>Electron temperature ( T_e ), K</td>
<td>2500</td>
</tr>
<tr>
<td>Orbital velocity of PDP ( v_o ), km/s</td>
<td>7.7</td>
</tr>
</tbody>
</table>
potential, as a function of time. (This cannot be done with the average dc potential measurements by the E-field spheres, since the dc potential is sampled only once every 1.6 s.) The potential of the PDP dropped for about 0.2 s after the beginning of a sweep and then spent the next 0.2 s recovering to its original value. The implications of this are as follows.

Recall that the current balance equation, Eq. (5), must be satisfied at all times. We have four currents contributing to current balance. \( I_{\text{dc}} \) is a constant, depending on the floating potential of the PDP, \( I_{\text{dc}} \) depends on the floating potential, which we can determine as in Fig. 9, and \( I_{\text{dc}} \) was measured directly. This allows us to solve for our remaining unknown, \( I_{\text{dc}} \).

A graph of \( I_{\text{dc}} \) as a function of time, assuming the plasma conditions given in Table 1, is given in Fig. 10. Time \( t = 0 \) is the time when the bias voltage on the LEPEDEA switches from 0 to 2.2 kV. Due to the sampling rate of the Langmuir probe data, 120 Hz, we were unable to determine the form of \( I_{\text{dc}} \) between 0 and 0.050 s. Consequently, this portion of the graph has been left blank. Also, we were unable to obtain \( I_{\text{dc}} \) after about 0.4 s, since it was difficult to establish with any accuracy when the predominant source of electron current changed from \( I_{\text{dc}} \) to \( I_{\text{dc}} \).

In spite of these difficulties, the significance of Fig. 10 is that it shows conclusively that the LEPEDEA must be drawing significant amounts of electron current from the ionosphere. At \( t = 0.2 \) s, the LEPEDEA is drawing about 100 μA of electron current, compared with 107 μA for the magnitude of \( I_{\text{dc}} \). Thus, the LEPEDEA current is large enough that the potential of the PDP must drop by several volts in order to maintain current balance. In the example presented here, \( n_p = 1 \times 10^5 \text{ cm}^{-3}, T_e = 2500 \text{ K}, \) the potential of the PDP dropped by about 4 V. However, in some cases, when the Langmuir probe phase angle was about \(-55\) deg, the resulting Langmuir curves indicated an even larger drop in spacecraft potential, Fig. 5. Also, by comparing the magnitude of the noise seen in the lock mode data during these worst-case events with the noise seen when the plasma conditions were similar to those in Fig. 8, we believe that, in some cases, the potential of the PDP may have dropped by as much as 10 V.

The previous discussion indicates that it is current collection by the LEPEDEA that is responsible for the anomalous data reported by both the Langmuir probe and the dc Electric Fields instrument. We must now show that this can explain the actual appearance of the anomalous data and also the dependence of the anomaly on the phase angle. We begin with a discussion of the Langmuir probe sweep mode data. As was shown in Fig. 7, the bias voltage on the LEPEDEA switches from 0 to 2.2 kV at the same time that the Langmuir probe enters the sweep mode. However, as was shown in Fig. 9, the maximum change in spacecraft potential does not occur until 0.2 s after the start of the sweep. This 0.2-s delay occurs because at \( t = 0 \) the bias voltage on the LEPEDEA switches from 0 to 2.2 kV and remains at this level for 0.2 s. The situation is similar to what happens when one charges a capacitor. At \( t = 0 \), the LEPEDEA bias voltage is large and positive, thus the LEPEDEA can draw a large electron current from the ionosphere and the PDP begins to charge to a negative potential. At \( t = 0.2 \) s, the bias voltage on the LEPEDEA begins to decrease. Consequently, the electron current collected by the LEPEDEA also decreases and the PDP begins to "discharge" to its original potential.

As can be seen in Fig. 9, the PDP potential wave form appears "rounded off" at early times. We have examined the possibility that this rounding could be related to a spacecraft-plasma circuit. Based on an electron density of \( 1 \times 10^5 \text{ cm}^{-3} \), we calculate a plasma sheath resistance of about \( 10 \Omega \), ignoring magnetic field effects. If the rounding off of the spacecraft potential waveform occurred because the current to the spacecraft could only vary with a time constant given by \( t = L/R = 0.2 \) s or \( t = RC = 0.2 \) s, for a simple circuit this would require values for the inductance \( L \) or the capacitance \( C \), which are unrealistically large. Similarly, an examination of the Langmuir probe circuit gives no indication that any of its components could be responsible for producing the effect either. We have been informed that the LEPEDEA voltage form was nominal in the high-voltage range during the time of observation, consequently, a satisfactory explanation of the PDP potential waveform is lacking.

The appearance of the lock mode (6-40 Hz) data is understood as follows. As was shown in Fig. 9, we were able to deduce the potential of the chassis of the PDP, as a function of time, after the voltage pulse to the LEPEDEA. Consequently, we also know that the actual bias voltage of the Langmuir probe would be, relative to the plasma, during the lock mode. This is shown in Fig. 11a, where time \( t = 0 \) again corresponds to the start of the voltage pulse on the LEPEDEA and the plasma conditions are those given in Table 1. Using a nominal Langmuir curve, Fig. 2a, we then determine the current collected by the Langmuir probe during the lock mode by reversing the process illustrated in Fig. 8. The current curve in the lock mode is shown in Fig. 11b for the initial 1.0 s of the 1.6-s cycle of the LEPEDEA voltage. By taking the fast
Fig. 11 Actual Langmuir probe bias voltage during the lock mode, relative to the original floating potential (a) and computation of the current collected by the Langmuir probe during lock mode (b). Time $t = 0$ corresponds to the time when the LEPEDEA bias voltage switched from 0 to 2.2 kV.

Fourier transform of these data, Fig. 11b, we then isolate the contribution of the 6-40-Hz components, see Fig. 12. In comparing Fig. 12 with Fig. 3b, we notice that the general oscillatory form seen in Fig. 12 is very similar to that seen in the actual data, although the finer details appear somewhat different. We should note that, in an attempt to recreate the ringing seen in Fig. 3b, we have ignored the presence of any random fluctuations, and, thus, cannot expect that prediction, Fig. 12, to agree entirely with the actual data, Fig. 3b.

Next, we need to explain the dependence that the anomaly has on the orientation of the PDP. As was previously mentioned, the magnitude of the anomaly recorded by both the Langmuir probe and the dc Electric Fields instrument maximizes whenever the LEPEDEA is in ram. We would expect the LEPEDEA to draw less current when the local electron density, i.e., the electron density near its opening, is small, and more current when the local electron density is large. If we ignore $I_{lep}$ we may rewrite Eq. (5) as

$$I_{lep} = e n_e (\theta) f(V)$$

$$= e n_e (A_{lep} - A_{ele} [k_T/2m_e]^{1/2} \exp(K/V)]$$

(7)

where $n_e (\theta)$ is the local electron density "seen" by the LEPEDEA, $\theta$ the LEPEDEA phase angle, and $f(V)$ some function of its bias voltage. It is well established that the wake of an ionospheric satellite is a region of depleted electron densities. Therefore, when the LEPEDEA is facing the wake of the PDP, the local electron density, $n_e (\theta)$, will be significantly less than the local electron density seen in ram. Thus, the magnitude of $I_{lep}$ when the LEPEDEA is in the wake will be correspondingly reduced and current balance will be achieved with virtually no change in spacecraft potential. Consequently, no anomaly is detected when the LEPEDEA is in the wake.

Finally, the measurements of the average potential on the E-field spheres, relative to the chassis of the PDP, can also be easily understood. With the LEPEDEA voltage pulsed to 2.2 kV, the potential between the PDP (which becomes more negative) and the spheres (still close to the original floating potential) must increase. We note that this potential measurement was taken once every 1.6 s and always 0.166 s after the LEPEDEA voltage pulse. We can compare the potential change measured by the dc Electric Fields instrument with that determined from the Langmuir probe as in Fig. 9. In so doing, we find that the former is generally somewhat smaller than the latter, an effect due to low-pass filtering in the dc Electric Fields instrument. The Langmuir probe measurements and the dc potential measurements are, however, in general agreement.

**Conclusions**

Our experience suggests that an exposed, positive high-voltage source on an ionospheric satellite can act as a source of electron current to the spacecraft chassis. This may, in turn, affect the operation of other instruments that use the chassis of the satellite as an electrical ground by altering the spacecraft potential. This change in spacecraft potential is dependent upon the orientation of the high-voltage source, relative to the plasma flow. It is believed that this problem can be minimized in the future by placing a grounded grid on the opening of the high-voltage source so as to limit the collection of thermal electrons.

The fact that the effect was also detectable in the lock mode data when the PDP was grounded to the Orbiter indicates that the pulse of electron current collected by the LEPEDEA was sufficient to change the potential of the Shuttle by a small, but noticeable, amount. Most of the body of the Shuttle is covered with an insulating material. The area of the Shuttle believed to be most responsible for current collection is the main engines. Because the surface area of the main engines is approximately one order of magnitude greater than that of the PDP, the current pulse to the LEPEDEA may have shifted the potential of the Orbiter by as much as -1 V when the main engines were in the Orbiter's wake. If the potential of the Orbiter had shifted by more than -1 V the appearance of the Langmuir probe sweep mode data would have been affected. Since this did not occur, -1 V is an upper bound on the change in potential of the Shuttle.
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The Plasma Wake of the Shuttle Orbiter

G. B. Murphy, D. L. Reasoner, A. Tribble, N. D'Angelo, J. S. Pickett, and W. S. Kurth

Department of Physics and Astronomy, The University of Iowa, Iowa City

One of the objectives of the Plasma Diagnostics Package (PDP) instrumentation on Spacelab 2 was to obtain information about the plasma wake of the shuttle orbiter. We present plasma density and electron temperature data obtained (1) while the PDP was attached to the shuttle remote manipulator system and (2) while the PDP was a free-flying satellite. Wake crossings by the PDP from ~40 m to ~240 m behind the orbiter provide information about the structure of the mid and far wake of the orbiter. As expected, the wake is characterized by density depressions, relative to the ambient ionospheric plasma, and by enhancements of the electron temperature, particularly in the near and mid wake. The observed electron temperature enhancements appear to be in line with previous spacecraft observations.

INTRODUCTION

For many years, wakes of bodies of different sizes and shapes in supersonic plasma flows have been studied both experimentally and theoretically. The experimental work has been performed both in the laboratory [e.g., Stone, 1979, 1981a, b; Bogashchenko et al., 1971; Schmitt, 1973; Merlino and D'Angelo, 1987] and on various ionospheric spacecraft [e.g., Samit and Wrewn, 1972; Stone et al., 1986; Shawhan et al., 1984; Murphy et al., 1986; Raitt et al., 1987; Reasoner et al., 1986]. For a review of the theoretical work (and an extensive bibliography), see, for example, Stone [1979].

Both ionospheric observations and laboratory experiments are generally performed under the conditions $C_i \ll v \ll v_{\text{th},i}$, where $C_i$ is the ion acoustic speed, $v_{\text{th},i}$ is the electron thermal speed, and $v$ is the speed of plasma flow relative to the "body." Thus the plasma flow is supersonic ($M = v/C_i \gg 1$) in relation to the ions but slow in relation to the electron thermal motion.

Other parameters characterizing the plasma flow--body interaction are (1) the ratio $L/A_D$, between the body transverse dimension $L$ and the Debye length $A_D$, and (2) the ratio $L/p_i$, where $p_i$ is the ion gyroradius. In laboratory experiments the ratio $L/A_D$ is $\sim 10^2$ [e.g., Schmitt, 1973; Merlino and D'Angelo, 1987]. This is also true for spacecraft of ~1-m size, interacting with the F region ionospheric plasma ($A_D \approx 1$ cm). For the case of the shuttle orbiter, with dimensions transverse to the plasma flow of 10--15 m, the ratio $L/A_D$ is $\sim 10^3$.

As far as the ratio $L/p_i$ is concerned, a direct comparison of conditions prevailing in the laboratory with those realized in spacecraft/plasma interaction may not be entirely meaningful, since in the laboratory experiments performed so far, the plasma flow was always magnetic field aligned, while in the case of a spacecraft in the ionosphere the angle between the Earth's magnetic field and the flow varies over a wide range. However, for orientation purposes, it may still be useful to compare the $L/p_i$ of some laboratory experiments with those of different spacecraft. In the $Q$-machine experiment of Schmitt [1973], $L/p_i \approx 1$, while in the argon plasma of Merlino and D'Angelo [1987], $L/p_i = 0.1$. For a typical F region O$^+$ ion, $p_i \approx 5$ m. Thus with a spacecraft of about 1-m size, $L/p_i = 0.2$. In the case of the shuttle orbiter, on the other hand, since $L \approx 10$--15 m, we have $L/p_i = 2$--3.

This paper is organized as follows: The second section ("experiment") contains a brief description of the relevant experimental conditions during the Spacelab 2 mission. In the third section ("observations") the observations of the shuttle plasma wake are described. Finally, the fourth section ("discussion") presents a discussion of the results.

EXPERIMENT

The Plasma Diagnostics Package (PDP), a small recoverable scientific satellite designed and built at the University of Iowa, was one of 13 experiments aboard Spacelab 2 on Shuttle 5IF in July--August 1985. One of its principal objectives was to determine the characteristics of the wake associated with plasma flow past a large-scale structure such as the orbiter. The plasma conditions and some other typical parameters for the Spacelab 2 mission are given in Table 1.

A description of the PDP and its instrumentation can be found in the work of Shawhan et al. [1984]. The present paper will focus on electron density and temperature data collected by the Langmuir probe (LP) instrument similar to the one described by Murphy et al. [1986] and ion density measurements taken by the retarding potential analyzer (RPA) described by Reasoner et al. [1986]. It will enlarge the database of previous shuttle investigations, such as those of Murphy et al. [1986], Stone et al. [1986], and Raitt et al. [1987].

Two sets of experiments were performed during the mission, which enabled the PDP to investigate the orbiter wake at downstream distances ranging from ~10 m to ~240 m. The first set of observations was designed to study the near wake, while the second was devoted to an investigation of the mid and far wake:

1. For a study of the near wake, the PDP was positioned by the remote manipulator system (RMS) at approximately 10 m directly above the orbiter cargo bay (Figure 1). The orbiter then underwent a slow roll, at the rate of 1 degree per second, so that the PDP would pass alternately from the ram of the plasma flow into the orbiter wake, 9 times during a
TABLE I. Typical Parameters for Spacelab 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron density ( n_e ), cm(^{-3} )</td>
<td>( 1 - 5 \times 10^7 )</td>
</tr>
</tbody>
</table>
| Electron T, (and ion T,)
  temperature \( T_e \), \( T_i \), °K | 2500              |
| Debye length \( \lambda_D \), cm  | 1                 |
| Ion acoustic speed \( C_s \), km/s | 2.3               |
| Electron thermal speed \( v_{th,e} \), km/s | 200               |
| Orbital velocity \( v_o \), km/s  | 7.7               |
| Orbital altitude \( h \), km      | 320               |
| Ion plasma frequency \( f_{pi} \), MHz | 17-38             |
| Ion gyroradius \( \rho_i \), m     | 5                 |

1-hour period. This allowed us to explore the near wake of the orbiter by crossing it repeatedly across its narrowest dimension (along the \( Y \) axis in Figure 1). The coordinate system shown in Figure 1 is a noninertial frame, moving along with the shuttle in its orbit, with, at all times, \( Y \) positive downward toward nadir, \( Z \) positive in the direction of the orbiter velocity vector (opposite to plasma flow), and the \( X \) axis completing the right-handed coordinate system.

2. For a study of the mid and far wake, a second set of experiments was performed during a 6-hour period, during which the PDP was released from the orbiter and operated as a spin-stabilized satellite. For this portion of the flight, the shuttle was rotated to fly "nose up." A coordinate system more appropriate during the PDP free flight is obtained by a \( -90^\circ \) rotation about the \( Z \) axis shown in Figure 1, i.e., \( X' \) positive upward toward zenith, \( Z' \) positive in the direction of the orbiter velocity vector, and the \( Y' \) axis completing the right-handed coordinate system. Note, however, that in Figure 2 the PDP is at the origin of this coordinate system, with the shuttle moving in the \( X'Z' \) plane. The orbiter performed a series of maneuvers designed to cause the PDP to pass through the orbiter wake at varying distances downstream. All of these wake crossings occurred close (within \( \sim 10 \) m) to the shuttle orbital plane (the \( X'Z' \) plane), so that the shuttle wake was explored along its widest dimension. At the end of the 6-hour free flight period the orbiter approached the PDP, which was then recaptured by the RMS.

Two portions of the free flight period were studied separately, namely: (1) the orbiter back-away maneuver in which, after releasing the PDP from the RMS, the orbiter separated along the velocity vector, and (2) several PDP transits of the shuttle wake, as the orbiter performed an "elliptical fly-around." These maneuvers are illustrated in Figure 2a, while the wake transits resulting from fly-around are highlighted and numbered in Figure 2b.

The trajectory reconstruction for Figure 2 was done using a procedure discussed by Huysman and Pieniazek [1985] and Pieniazek [1985]. The reconstructed trajectory is believed to be accurate to a typical 1-sigma sphere of \( \sim 10 \) m diameter. Reconstruction of the trajectory during back-away out to approximately 40 m was performed by integration of the separation velocity obtained from on-board navigation software.

**Observations**

We begin this section by showing LP electron density and temperature data obtained during the orbiter roll maneuver, with the PDP on the RMS as shown in Figure 1. Figure 3a shows the density measured by the Langmuir probe as a function of the phase angle \( \Phi \) defined as the angle between
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**Fig. 1.** The orbiter roll maneuver. The position of the PDP with respect to the orbiter is fixed, but the PDP is rotated about an axis parallel to the orbiter's \( X \) axis to maintain constant orientation to the velocity vector (except for the first orbiter roll). The orbiter's \( X \) axis is perpendicular to the orbit plane.
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Fig. 2. (a) The entire 6-hour PDP free flight. The orbiter has been rotated (it flies nose up); the $X'$ axis now points toward zenith, and the $Z'$ axis points along the orbiter velocity. Thus the $X'Z'$ plane is the orbital plane. The PDP is at the origin of the coordinate system, and the times of interest for the mid and far wake study occur when the orbiter is within the shaded region. Note that unlike laboratory experiments, the object (orbiter) is moved here around the probe (PDP). (b) The "wake transits" are enlarged and labeled 1 through 4 for future reference. The orbiter-PDP distance varies along $Z'$ from $-40$ m to $-240$ m.

the orbiter velocity vector and a line joining the "center" of the orbiter with the center of the PDP. A phase angle equal to zero thus means that the PDP is in ram, while for an angle of $180^\circ$ the PDP is at the center of the orbiter wake. The density depression associated with the orbiter wake is clearly seen near $\Phi = 180^\circ$, while two less deep depressions are also present at $\Phi = 50^\circ$ and $320^\circ$. These latter features are associated with two smaller wakes produced by the RMS "wrist" grappled to the top of the PDP. For each of the following 360° orbiter rolls the PDP was continuously rotated by the RMS so as to avoid that the Langmuir Probe be affected by either the wake of the RMS or of the PDP. With this last arrangement, only the orbiter wake was detected. Figure 3b shows the electron temperature, as a function of phase angle, for the same orbiter roll as Figure 3a. Large temperature enhancements are seen in the orbiter wake, and smaller enhancements in the RMS wakes.

Figure 4 presents measurements of the wake density for another orbiter roll. Here the abscissa is expressed as distance, in meters, from wake center, and the density is expressed in terms of the ram (or ambient) density.

We turn next to measurements performed after the PDP was released from the orbiter and operated as a spin-stabilized satellite (see the second section ("experiment"), point 2). Figure 5a shows the observed electron and ion densities during the back-away maneuver as functions of UT. The dots are the electron density (small periodic depressions are seen for the times the boom-mounted probe
passes through the wake of the spinning PDP. The ion density is shown only for times during spin-up of the PDP when the ion instrument is pointed in the ram direction ("plus" symbols). Between 0014 and 0020 UT the RPA and LP data agree to ~10%. The dot-dash curve in Figure 5a represents the orbiter-PDP distance, in meters, during back-away. For purposes of comparison, Figure 5b shows the electron density as a function of time one orbit later when the PDP was far from the orbiter. The portion of the orbit referred to here extends from ~15° to ~40° latitude in early afternoon local time. Evidently, some of the density variation seen in Figure 5a must be interpreted as normal variations along the orbit. However, the density depression between 0010 UT and approximately 0020 UT in Figure 5a must be associated with the orbiter near wake.

Finally, Figure 6 shows electron and ion density data in the mid and far wake of the orbiter, obtained during the orbiter "fly-around" maneuver (see the second section, point 2). The wake transits (WT) 3, 4, 2, and 1 are arranged in order of increasing downstream distance between the PDP and the orbiter. The "ambient" density, indicated by the dashed lines, is obtained by simple interpolation from the opposite sides of the wake (WT 1 and 2) or by actually measuring the densities, with the PDP out of the orbiter wake, one orbit later (WT 3) or one orbit earlier (WT 4). Knowledge of the unperturbed "ambient" density allows us to estimate the maximum density depression for each wake transit. We thus estimate $N_{\text{wake}}/N_{\text{ambient}}$ to be 0.18 for WT 3, 0.87 for WT 4, 0.61 for WT 2, and 0.8 for WT 1.

**Discussion**

We have presented electron and ion data obtained by two instruments on The University of Iowa Plasma Diagnostics Package flown on Shuttle 51F in July-August 1985. Two sets of experiments were performed to study (1) the near wake and (2) the mid and far wake of the shuttle orbiter. For the near-wake study the PDP was held by the remote manipulator system at approximately 10 m directly above the cargo bay, while the orbiter rotated around its X axis. This made it possible to cross repeatedly (nine times) the shuttle near wake. For the mid- and far-wake study the PDP was released from the orbiter and operated as a free-flying satellite. The orbiter then performed a series of maneuvers which allowed the PDP to obtain information on the orbiter wake at various distances from the orbiter.

The near-wake observations (Figures 3 and 4) show a deep wake behind the orbiter, with the plasma density dropping, on the axis of the wake, to values more than 3 orders of magnitude below the ram density. The electron temperature is seen to rise in the wake by a factor of ~3 relative to the ram temperature of ~2000 K. Both results are in line with those reported for a previous shuttle flight by Murphy et al. [1986].

On that occasion the PDP was located in the shuttle bay, while the shuttle revolved around its X axis.

Coming next to that portion of the mission in which the PDP operated as a free-flying satellite, we deal separately with the back-away maneuver (see Figure 5 for the density data) and with wake crossings at mid and far distances from the orbiter (see Figure 6).

The data in Figure 5 show good agreement between the electron and the ion density measurements. In the first 10 min or so of the back-away maneuver the density rises by 1-2 orders of magnitude as the PDP leaves the shuttle deep (near) wake. This result is, of course, in agreement with expectations. However, the plasma density measured when the PDP is still at a distance of ~10 m from the shuttle is, in this case (see Figure 5a), more than 1 order of magnitude larger than the density measured, on wake axis, with the PDP on the RMS (see Figures 3 and 4). A possible reason for the discrepancy may be a large contaminant ion population.
being present in one case but not (or to a smaller extent) in the other. A number of authors have investigated the contaminant ion population in the vicinity of the orbiter. Hunton and Calo [1985] observe that at a particular time early in the STS-4 mission, ion species in the orbiter bay consisted of 36% ambient O⁺, 13% H₂O⁺, and 48% H₂O⁺. Shawhan et al. [1984] indicate payload bay pressures in the 10⁻⁹ torr range near ram, which would be consistent with high outgassing rates. Pickett et al. [1985] report on the effects of chemical releases by the orbiter FES, thrusters and outgassing, consistent with a halo of H₂O⁺ pickup ions around the orbiter. Grebowsky et al. [1987] discuss the ion composition measurements made with a Bennett ion mass spectrometer which was also a part of the PDP instrumentation. In a study of the ion composition they find the first ion peak detected after PDP release (at a distance from the orbiter of ~12-15 m) to be H₂O⁺, not O⁺. In fact, O⁺ does not become the dominant ion species until the PDP is at a distance of ~25 m.

We comment, finally, on the data of Figure 6, namely, the wake crossings at distances from the orbiter in the range ~40 m to ~240 m. The most obvious feature of this set of wake crossings is that as distance from the orbiter increases, the density depression on the axis of the wake (relative to the ambient ionospheric density) becomes less and less noticeable, as expected. One exception to this general trend is represented, however, by WT 4 (at ~100 m downstream), where the observed density is larger than at WT 2 (~125 m) and WT 1 (~240 m). It seems unlikely that the density determination in WT 4 is in error to the extent that would be needed to remove the exceptional behavior. Thus one is justified in looking for a physical mechanism that may help in explaining the relatively high density near the center of WT 4.

No ion species data are available to us for WT 4; so contaminant ions may not be totally ruled out. As discussed above, these contaminants are time variable and can repre-
a few \( \lambda_d \) of the edge of a thin disk would receive enough transverse momentum for their subsequent trajectories to converge on the axis of the wake, at some distance \( l \) downstream, determined by the initial velocity of the ions, the potential of the disk \( V_p \), and its radius \( R \). One finds [Merlino and D'Angelo, 1987] that

\[
I = R \frac{E_i}{V_p}
\]

where \( E_i \) is the ion beam energy.

In the case of the shuttle the role of the "thin" object interacting with the plasma flow would be played by the radiators at the door edges. If we now take \( V_p \) negative, with \( |V_p| \sim k T_e \sim 0.2 \text{ eV}, E_i \sim 5 \text{ eV}, \text{ and } R \sim 5 \text{ m} \), we obtain \( l \sim 125 \text{ m} \). This is of the order of the distance downstream from the orbiter (WT 4) where the "anomalous" density was observed. We note, in addition, that the ion focusing effect observed by Merlino and D'Angelo [1987], with a body potential of \((-2kT_e/e)\), was a very prominent one (see, for example, Figure 6). However, the prominence of this effect would be expected to increase with an increase of the parameter \( \lambda_d R \) between the Debye length and the body transverse dimension, since a larger \( \lambda_d \) means that more ions come close enough to the negatively charged body to be deflected. As was noted in the introduction, \( \lambda_d R \sim 10^{-3} \) for the case of the shuttle, while \( \lambda_d R \sim 10^{-2} \) for the experiment of Merlino and D'Angelo [1987]. The focusing effect should then be less pronounced (although still observable) in the former case. It is also worth keeping in mind that, as was discussed in the introduction, the ratio between the orbiter size and an \( O^+ \) gyroradius is \( L/R \sim 2-3 \), while the corresponding ratio in the laboratory experiment is only \( \sim 0.1 \). In addition, the plasma flow in the laboratory is magnetic field aligned, while in the shuttle-ionosphere interaction the angle between the shuttle velocity and the Earth's magnetic field varies over a wide range.
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Gaseous Environment of the Shuttle Early in the Spacelab 2 Mission

Jolene S. Pickett,* Gerald B. Murphy,* and William S. Kurth†
University of Iowa, Iowa City, Iowa

A cold-cathode ionization gage was flown on Space Shuttle flight STS-51F as part of the Spacelab 2 payload. Neutral pressure data that were taken in the payload bay during the first few hours on orbit are presented. These data show that when the payload bay is oriented such that the atmospheric gases are ramming into it, the pressure rises to a peak of $4 \times 10^{-4}$ Torr. Pressure is also slightly higher during the sunlit portion of each orbit. Outgassing of the payload bay causes the pressure to be elevated to a few times $10^{-4}$ Torr early in the mission.

In addition, several effects on pressure have been identified that are due to chemical releases. Substantial increases (50-150%) are seen during another experiment's gas purge. Orbiter chemical-release effects include:

- Pressure increases of approximately $2 \times 10^{-4}$ Torr due to Orbital Maneuvering System (OMS) burns, minor perturbations in pressure due to vernier thruster firings and little or no increase in pressure due to water dumps.

- In the case of vernier thruster firings, effects are seen only from down-firing thrusters in the back of the Orbiter, which are probably due to reflection of thruster gases off Orbiter surfaces.

Introduction

The Plasma Diagnostics Package (PDP) is a cylindrical subsatellite that has flown on two Space Shuttle flights to date. The PDP carried a complement of 14 instruments, including a cold-cathode ionization gage that measured various plasma parameters. Data were taken in the payload bay and on the Remote Manipulator System (RMS) arm on both flights and as a free-flying satellite on its most recent shuttle flight.

The PDP first flew on STS-3 (Space Shuttle Columbia) as part of the Office of Space Science's first payload (OSS-1) from March 22-30, 1982. The pressure gage on that flight obtained approximately 100 h of neutral pressure measurements from two locations: in the payload bay and on the RMS arm up to 15 m (≈ 50 ft) from the Orbiter. Neutral pressure results from that flight may be found in Shawhan et al. and Shawhan and Murphy.

The PDP's second flight was on STS-51F (Space Shuttle Challenger) as part of the Spacelab 2 (SL-2) payload from July 29-Aug. 6, 1985. On this flight the pressure gage obtained only 3 h of data on the first day of the mission due to a mechanical failure in the gage electronics box, which occurred 7.5 h after launch. However, these data were obtained during a time in which other instruments were being activated, the payload bay was still outgassing, and two OMS burns occurred. For these reasons, these data are vital in understanding the neutral pressure environment of the Space Shuttle early in a mission.

Instrumentation

The vacuum measurement system on the PDP utilizes a cold-cathode magnetron gage similar in configuration to the Redhead magnetron gage developed in the late 1950's. The gage aperture contains a baffle to prevent ram effects of neutrals and ions. A 6-in. extension tube is added to the aperture to allow access to the orbiter payload bay pressure environment outside the PDP skin. The gage works on the principle that a discharge current in a transverse magnetic field is dependent on the pressure of the gas. The gage transforms the vacuum-input signal into a 0-5 V output signal that is proportional to the logarithm of the input pressure. The range of the instrument on SL-2 was $10^{-7}$-$10^{-3}$ Torr of equivalent nitrogen pressure. The sampling frequency of the pressure gage on SL-2 was 20 Hz.

Since all of the data presented here were obtained while the PDP was located in the payload bay, it is important to know the orientation of the pressure gage. Figure 1 shows the PDP in its stowed (i.e., pallet) configuration. As may be seen, the pressure gage tube is located near the bottom of the spacecraft and points in a direction midway between starboard and aft of the Orbiter. The extension tube exits the PDP skin 45 deg to the radial direction. The tube aperture is only 0.5 in. from the PDP skin at its closest point. Figure 2 shows the location of the PDP within the SL-2 payload. It is obvious from this figure that other experiments closely surround the pressure gage. In fact, the pressure gage looks directly at the Infrared Telescope (IRT) instrumentation, which is located only a few inches from the PDP structure. This is in contrast to the pressure gage on OSS-1 that had an open field of view in the middle of the pallet where no other instrument was mounted close to it.

Neutral Pressure Results

Orbit-related Effects

A plot of the 3 h of neutral pressure data obtained by the PDP cold-cathode ionization gage on Spacelab 2 is shown in Fig. 3. This plot shows neutral pressure in Torr (equivalent N₂) vs time. The time of this plot, which begins about 4.5 h after launch, is from 0130 to 0430 Greenwich Mean Time (GMT) on day 211 of 1985. The pressure gage actually received power at 0107 GMT. At this time the payload bay is rapidly rotating into the ram of the gas flow, reaching maximum ram at 0302 GMT, and then gradually rotating out of it as indicated by the angle of attack in Fig. 3. The angle of attack is defined as the angle between the $-Z$ axis of the orbiter (up from the payload bay) and the velocity vector. Thus, maximum ram is
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obtained at an angle of attack equal to 0 deg and deep wake at 180 deg. During the ram event centered at 0302 GMT, the pressure is seen to rise rapidly and then gradually decrease to its previous level, indicating a dependence on the direction of gas flow with respect to the payload bay. The rise actually begins to occur during a 1-min interval of lower pressure, which will be explained in the following section. The PDP is in wake at 0203–0206 GMT, but this wake appears to have no significant effect on pressure. The entire payload bay is briefly in a deep-wake condition (i.e., angle of attack equal to 180 deg) around 0250 GMT, but, once again, no significant effect is noted.

It is also evident that there is some outgassing in the payload bay since ambient pressure for an altitude around 300 km would be \( \leq 10^{-7} \) Torr, and contributions from ram flow would only increase the pressure to about \( 1 \times 10^{-6} \) Torr. Also evident are the brief, random one-order of magnitude increases in pressure to about \( 2 \times 10^{-5} \) Torr throughout the plot. These increases are believed to be due to outgassing in the gage itself. This effect was also seen on the OSS-I flight and during thermal-vacuum testing prior to the SL-2 launch.

There is also an indication in Fig. 3 that the neutral pressure in the payload bay is slightly less on the nightside than on the day. For example, the slight rise in pressure (approximately 50%) seen at 0350 GMT is probably attributable to the shuttle entering daylight.

Payload-related Effects

One of the more striking features of the plot shown in Fig. 3 is a periodic variation in pressure that begins at 0216:44 GMT. At this time the pressure is seen to rise, thus beginning a cycle of 20 min at a higher pressure and 1 min at the lower pressure that was being recorded before the cycle began. Subsequent to the flight it was discovered that at about 0216:00 GMT the Cosmic Ray Nuclei Experiment (CRNE) of the Univ. of Chicago, shown in Fig. 2, began a gas purge that consisted of releasing a mixture of 80% N₂ and 20% CO₂ for 20 min, pausing for 1 min, and then releasing the gas for another 20 min, etc. The amount of gas being released was about 500 l/h. Its composition changed from the N₂, CO₂ 20 min, pausing for 1 rain, and the releasing the gas for subsequent to the flight it was discovered that at about 0216:00 GMT the pressure is seen to rise, thus beginning a cycle of 20 min at a higher pressur_ and 1 rain at the lower pressur_ GMT. At this time the pressure is seen to rise, thus beginning a cycle of 20 min at a higher pressure and 1 rain at the lower pressure that was being recorded before the cycle began. Subsequent to the flight it was discovered that at about 0216:00 GMT the Cosmic Ray Nuclei Experiment (CRNE) of the Univ. of Chicago, shown in Fig. 2, began a gas purge that consisted of releasing a mixture of 80% N₂ and 20% CO₂ for 20 min, pausing for 1 min, and then releasing the gas for another 20 min, etc. The amount of gas being released was about 500 l/h. Its composition changed from the N₂, CO₂
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energy). Assuming this to be the case, the sensitivity of the gage to atomic oxygen would be $\approx 0.5$. This implies that the increase in pressure due to the CRNE release is only around 50% rather than 150% for the case of a water-dominated environment.

At least two other experiments on SL-2—the Infrared Telescope (IRT) from the Smithsonian Astrophysical Observatory and Super Fluid Helium Experiment (SFHE) from the Jet Propulsion Laboratory—were steadily venting helium at the sill of the Orbiter payload bay at the rate of 20-30 mg/s (approximately 0.4-0.6 l/h at STP). The relative sensitivity of He normalized to N$_2$ for this stage is 0.15. The effects, if any, from helium ventings, cannot be determined.

Another effect on the pressure that we believe may be due to one of the other experiments located in the payload bay is shown in Fig. 4. This plot covers 30 min from 0200-0230 GMT on day 211. At about 0205 GMT we see a square wave pattern in the data with a period of about 3.5 min. At about 0216:00 GMT the square wave begins to look more like a rectified sine wave with a period of about 0.5 min. (Note that the jump at 0216:44 GMT is the result of the CRNE gas purge.) We considered the possibility that the scanning IRT, which is located very close to the pressure sensor, was the cause of this effect; however, available data appear to rule this out. The drop to zero output seen at 0204 GMT is probably an indication of the impending mechanical failure.

**Orbiter-related Effects**

Figure 5 shows the effects of two types of chemical releases associated with thruster activity on the Orbiter: a continuous firing of two vernier thrusters, which takes place over about 1.1 s, and an Orbital Maneuvering System (OMS) burn. The effect of the OMS-3 burn, which was used on SL-2 to circularize the orbit at approximately 325 km altitude, begins at 0230:27 GMT during daylight, lasts for about 35 s, and is directed antiparallel to the velocity vector. This burn raises the neutral pressure by about a factor of 2 up to $7 \times 10^{-6}$ Torr. Once the OMS engines are shut off, the pressure returns to its previous level after only 3-4 s. Acceleration data from the SFHE experiment[8] show a sharp drop at 0231:01.0 GMT until about 0231:07.7 GMT and then an exponential decay that approaches zero at about 0231:05 GMT, which is consistent with the pressure data. The reason for the pressure spike (lasting about 0.5 s) at the beginning of the burn is not known. However, the post-mission flightcrew report[11] states that exceptional ignition transients were associated with all OMS burns on STS-51F with the exception of the final deorbit burn. The ignition transient was termed a “hard light” by the crew and was manifested by larger than normal acceleration at the beginning of the burn. The report states further that Johnson Space Center has been unable to confirm this effect or show a cause for it. It is possible that the momentary sharp pressure increase to $10^{-5}$ Torr, seen at the beginning of the OMS-3 burn, is related to the effect reported by the crew.

Another OMS burn that occurs at 0322:17 GMT during nighttime (not shown in Fig. 5) and that is directed antiparallel to the velocity vector over Millstone Hill Observatory in Westford, Massachusetts also raises the pressure by about a factor of 2 over its preburn level. The pressure spike is also present at the beginning of this burn. We are not able to determine the recovery time associated with this burn since there is a data dropout that begins in the middle of the burn and lasts well past engine shutdown. During the two OMS burns just discussed, both OMS engines were fired, each of which has a thrust of 26,688 N (6000 lb) and burn at a rate of about 85.27 N/s (19.17 lb/s) using a propellant of monomethylhydrazine (MMH) as fuel and nitrogen tetroxide (N$_2$O$_4$) as an oxidizer.

The Reaction Control System (RCS) thruster firings, pointed out at 0229:38 GMT in Fig. 5, are vernier thrusters, which have a thrust of 111 N (25 lb) and use a propellant of MMH/N$_2$O$_4$. The effect of this series of continuous firings is to raise the neutral pressure in the vicinity of the payload bay by only a small amount. A more detailed analysis of all thruster firings that occur during the time in which pressure data were taken was done in order to determine whether specific thrusters affect the pressure more than others. The authors ascertained that no primary RCS thrusters, which have a thrust of 3870 N (870 lb), were fired during the 3 h of interest. That leaves only six vernier thrusters. Two of them are located in the nose section of the Orbiter and have thrust vectors that point down and slightly starboard or port (F5R, F5L). The remaining four are in the RCS pods in the tail section of the Orbiter. Two of these four are located on the starboard side and point in the starboard (or +Y) direction (R5R) and down along +Z (R5D). The other two in the tail section are on the port side of the Orbiter and point in the port (or -Y) direction (R5L) and down along +Z (L5D).

Figure 6 is a 2-min plot that shows two sets of vernier thruster firings. Notice that at 0202:22 GMT, the continuous firing of two vernier thrusters in the back of the Orbiter for a period of 2.8 s has a noticeable effect on the pressure, whereas the continuous firing of one forward and one aft vernier for a period of 2.1 s has no effect. Our analysis of all thruster firings from 0130-0430 GMT on day 211 shows that all vernier thruster firings from the back of the Orbiter that involve
thrust vectors directed down along the Orbiter + Z axis (R5D, L5D), produce similar effects on neutral pressure as those shown in Fig. 6 at 02:02:22 GMT, Vernier thruster firings from the front directed down and slightly out (F5R, F5L) and from the back directed along the +/− Y axes (R5R, L5L) have little or no effect on the neutral pressure as shown in Fig. 6.

Other factors that may be important in the study of thruster-firing effects are discussed in the following section. More details on the thrusters and their effects on the ionosphere during the OSS-I flight are provided in Refs. 12 and 13.

Finally, an Orbiter water dump that begins at 04:14 GMT (see Fig. 3) and continues for about 40 min may be the cause of the slight increase in pressure seen at about that time. However, because the angle of attack has significantly started to decrease and the pressure increase is so slight, no definite conclusions can be drawn.

Discussion and Conclusions

The unusually long time taken for the pressure gage to begin to ionize (about 30 min) may be related to several factors, such as the length of time it was stored at sea level, the temperature at which it was powered up, and the degree to which it has been contaminated during preflight testing. The PDP was at sea level for a considerable length of time due to its integration into the SL-2 payload at Kennedy Space Center over a year prior to launch. The temperature of the deck on which the pressure gage was mounted was about 20°C at the time it was powered up on orbit, and so temperature was probably not a factor. One of the biggest factors could have been that the pressure gage was not cleaned after completion of all preflight testing and prior to launch. Thus, it is possible that contamination may have contributed to the delay in onset of ionization.

Neutral pressure in the payload bay depends to a great extent on the orientation of the gas flow to it and to a lesser extent on the day/night conditions prevailing at the time. SL-2 results show slightly higher pressures during daytime than nighttime, which is in accord with the MSIS-83 atmospheric model, and enhancements in the pressure under ram conditions. The wake conditions encountered produce no significant effects on the pressure probably due to payload bay outgassing. OSS-1 results show a definite modulation in the pressure from ram to wake conditions. This effect has also been reported by Yanagisawa et al. from measurements obtained by a BN-type ionization pressure gage that was part of the SEPAC investigation flown on Spacelab 1.

A relation is given by Hedin et al. for determining ram pressure for a gage consisting of an enclosure with a small entrance hole or orifice. Hedin et al. state that if the diameter of the entrance hole is large compared to the length of the hole, but small with respect to the mean free path of the gas, and the gas in the gage comes to thermal equilibrium with the walls of the gage, the result is

$$n_i = n_e \left( \frac{T_e}{T_i} \right)^{\frac{1}{2}} F(S)$$  \(1\)

where

$$n_i = \text{number density of particles in gage}$$
$$n_e = \text{ambient particle number density}$$
$$T_e = \text{temperature of gage walls}$$
$$T_i = \text{ambient temperature}$$

$$F(S) = \exp \left( -S^2 \right) + \operatorname{erf} \left( 1 + \frac{S}{\sqrt{2}} \right)$$  \(2\)

For the one maximum ram condition on SL-2 (03:02 GMT), the authors ran the MSIS-83 atmospheric model and found that $$P_e = 7.7 \times 10^{-6} \ \text{Torr}, \ T_e = 894 \ \text{K}, \ \text{and} \ C_{po} = 1.07 \ \text{km/s}.$$ At 03:02 GMT, $$T_e \approx 293 \ \text{K}$$ and $$V = \text{orbiter velocity normal to gage opening}$$

$$C_{po} = \text{most probable speed of ambient particles}$$

The significance of Eq. (1) is that the number of particles entering the gage per unit time is equal to those leaving. Substituting gage pressure $$P_g$$ and ambient pressure $$P_e$$ for $$n_i$$ and $$n_e$$, respectively, in Eq. (1) we obtain

$$P_g = P_e \left( \frac{T_e}{T_i} \right)^{\frac{1}{2}} F(S)$$  \(3\)

Outgassing in the payload bay and ram flow to the bay as discussed above cause the neutral pressure in the bay to be elevated to a few times $$10^{-6} \ \text{Torr}$$ early in the mission. Shawhan et al. state that it took nearly 24 h for the payload bay to outgas to the ambient level on OSS-1. Koch reports that pressure measurements obtained by an identical pressure gage to the PDP's as a part of the IRT investigation on SL-2 are around an order of magnitude higher than the PDP's. However, the IRT pressure gage, including sensor, were located inside a box that had only a 2-in.-diam opening at the top. Due to the greatly decreased volume of this box compared to the relative openness of the payload bay and the outgassing within the box itself, it is expected that the IRT gage would obtain consistently higher pressure measurements than the PDP gage. Scialdone derived an equation for open-bay pressure as a function of time based on previous measurements from the payload bay. The pressure for open bay is

$$P(t) = 1.3 \times 10^{-5} \ t^{-1} \ \text{(Torr)}$$  \(4\)

where $$t$$ is in hours and greater than 0240 MET (Mission Elapsed Time). The data shown in this paper appear to follow
this relationship until the CRNE gas purge begins. Scialdone states that the outgassing pressure will vary depending on temperatures of outgassing materials, which are related to the angle of the payload bay to the sun and length of time at that angle.

Experiments that release gas in the operation of their instruments can and do affect the neutral pressure environment in the payload bay. These gas releases, together with outgassing of the payload bay and ram flow pressure enhancements early in a shuttle mission, can lead to a substantial increase in the neutral pressure over ambient.

Orbiter OMS burns on SL-2 are shown to increase the neutral pressure in the payload bay by a factor of 2. A review of PDP pressure gage data from OSS-1 shows no increase in pressure during the two OMS burns that occur late in the mission. However, these two burns are performed under ram conditions that produce higher pressures than those shown to be associated with OMS burns. Further, the pressure spikes seen at the beginning of the SL-2 OMS burns are not present at the beginning of the OSS-1 burns. However, the sampling frequency was only 1 Hz on the earlier flight. Thus, if these sharp pressure increases, which last about 0.5 s, are present, they would probably not be evident in the data. Narcisi et al. report similar results to those shown in the present paper for OMS burns. Their instrument, a quadrupole mass spectrometer flown on an early shuttle flight, shows the spike at the beginning of the burn, a pressure pulse of about $10^{-8}$ Torr, and a return to background in 1–2 s.

Although no primary thrusters are fired during the time of interest on SL-2, it is important to mention them since they can affect neutral pressure more than an OMS burn. The L2U primary thruster firing sequence that occurs during the OSS-1 flight raises the pressure to $3 \times 10^{-4}$ Torr. This sequence consists of the pulsed firing of two primary thrusters in the back and the continuous firing of one in the front, all of which have thrust vectors that point up (parallel to the Orbiter $-Z$ axis).

Even though the emission rate for the OMS firing is twice as great as for the combination of the three up-firing primary thrusters, the OMS burn on SL-2 causes pressure in the payload bay to rise to a value that is at least 1.5 orders of magnitude less than that for the L2U primary thruster sequence test. There are several factors that probably contribute to this. The L2U sequence takes place when the payload bay is in the wake of the orbiter. There is probably some reflection of the thruster plumes of the two primaries in the back off of the vertical stabilizer. Further, the PDP is closer to the primary thruster plumes than to the OMS plumes, thus having a better position to see any backscatter from the plumes and their interactions with each other. Finally, the PDP is in a more open environment during the L2U event on OSS-1.

A summary of the questions that must be given consideration in order to adequately analyze the effects from any thruster firings are the following:

1) Is the payload bay in wake or ram? If in wake, any measurements during thruster firings will probably show a much greater pressure increase in a relative sense than at nonwake times due to the lower background pressure in the wake. If in ram, effects may not be seen at all if ram pressure is extremely high.

2) What is the location of the pressure gage with respect to each thruster? The closer the gage is to the thruster and its exhaust plumes, the greater the possibility of recording an effect due to backscatter from the plume. This means that the emission pattern of the plume is also important. For instance, the exhaust plume of the primary thrusters is much broader than that of the verniers. Coupled with this is that certain thruster plumes are reflected into the payload bay by various Orbiter surfaces, such as the wings, elevons, and vertical stabilizer. Another important consideration is the presence of barriers and obstructions between the pressure gage and the thruster, which may tend to hinder the gage's ability to detect an effect.

3) What is the direction of the velocity vector with respect to the thrust vector? Although no one has yet done a thorough study of this, the possibility exists that a thruster fired upstream of the Orbiter may have a different effect than one fired downstream. If such an effect was detected for a thruster fired upstream, it would most likely be a second-order effect. Although the velocity of the Orbiter is much greater than the thrust exhaust, the thruster plume interacts with the environment on a much faster time scale.

4) How many thrusters are firing simultaneously? In the case of vernier thrusters, generally, two or three will fire simultaneously throughout a given period of time. It is, therefore, very difficult to determine the effects due to any one thruster. Thus, it is often necessary to study the effects of groups of thrusters, such as the down-pointing ones. In this connection it has been reported by Wulf and von Zahn that the simultaneous firing of several vernier thrusters produces higher signals than would be calculated for the sum of the individual contributions. Primary thrusters are more likely to be fired one at a time; however, they are not used as extensively on orbit as verniers and so the study of their effects may be limited.

In the authors' analysis of vernier thruster firing effects on neutral pressure, the following conclusions are drawn based on the above:

1) In general, vernier thruster firings are only minor perturbations to the pressure. Although the authors have no examples of firings while the payload bay is in wake, the ones made while in ram show a very small enhancement in pressure.

2) Effects observed from downward-pointing verniers (along + Z) in the back are probably due to the thruster plume impinging on Orbiter surfaces, such as the body flap, elevons, main engines, etc., and thus being reflected into the payload bay. The two forward-mounted vernier thrusters have a relatively unobstructed path in the primary direction of the expanding thruster plume compared to the aft verniers, which could partially explain why little or no effect is seen on neutral pressure during those firings. In addition, the location of the pressure gage on SL-2, well down in the center of the payload bay near other structures, may have been another factor, particularly for the aft, sideways-pointing verniers whose plumes can be reflected off the wings. It is not possible to do a thrust vector direction dependence analysis on the OSS-1 data set since the sampling frequency was only 1 Hz. However, the SL-2 thrust vector dependence results with regard to forward and aft downward-firing verniers are certainly borne out by Wulf and von Zahn, from neutral mass spectrometer results from the SPAS-01 subsatellite on the STS-41B flight, and by Narcisi et al. on an early shuttle flight. Their results for these thrusters differ from the SL-2 results only in that the effects they see are substantially greater. In addition, they see effects from port- and starboard-firing verniers that may be due, in part, to their instruments being located in a more advantageous position with respect to these thrusters than the SL-2 pressure gage.

3) No conclusions can be drawn with regard to the relationship of the velocity vector to the direction of thrust since the data set is limited.

4) No conclusions can be drawn with regard to the effects of one thruster firing vs several firing simultaneously since single-firing events were not available.

A definitive conclusion as to whether Orbiter water dumps affect the neutral pressure in the payload bay cannot be made since enough cases under varying conditions have not been tested. The data seem to indicate, however, that the effect, if any, is minimal. As reported by Pickett et al., neural pressure readings on OSS-1 are slightly greater with water being dumped than without when the payload bay is in wake. Narcisi et al. report that there is no increase in neutral pressure during a water dump.
Finally, a comment is in order with regard to the magnitude of effects seen by the SL-2 pressure gage vs those seen by other pressure monitors on this and other shuttle flights. Effects of thruster firings seen by the PDP pressure gage are less in magnitude than those seen on previous shuttle flights. This could be related to a number of things such as location of the sensor in relation to other instruments, Orbiter altitude and attitude, and degree of outgassing in the payload bay. In fact, had the PDP pressure gage on SL-2 been able to obtain measurements later in the flight when outgassing in the payload bay had decreased significantly, the relative effects of thruster firings, OMS burns, and payload bay into ram may have been much greater, although the absolute magnitude may have remained about the same due to the gage’s location in the bay. Further measurements on future Space Shuttle flights need to be made in order to adequately quantify the various effects on neutral pressure seen as a result of Orbiter and payload operations.
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Hot Ion Plasmas From the Cloud of Neutral Gases 
Surrounding the Space Shuttle 
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Large intensities of hot positive ions are observed out to distances of several hundred meters from the space shuttle Challenger (Spacelab 2) with a plasma analyzer on board a small free-flying satellite, the Plasma Diagnostics Package. This ion plasma is inferred to be generated by the charge exchange of ionospheric O\(^+\) ions with a large cloud of water molecules from the space shuttle. The measured ion density ranges from \(10^3\) to \(10^4\) ions cm\(^{-3}\). The hot ion plasma forms an ion trail in the wake of the space shuttle. A model for the water vapor cloud provides the basis for density estimates as high as \(10^4\) H\(_2\)O molecules cm\(^{-3}\) at a distance of 50 m from the space shuttle. Thus the space shuttle possesses a substantial coorbiting atmosphere. 

1. Introduction

We report on a series of measurements of hot ion plasmas in the vicinity of the space shuttle Challenger on August 1, 1985. These observations are made with a plasma instrument capable of determining the energy spectra of electrons and positive ions, separately and simultaneously, in the range of energy-per-unit charge extending from 2 V to 36 kV. This plasma analyzer is interfaced with other fields and plasma instrumentation in the free-flying, recoverable small satellite PDP, i.e., the Plasma Diagnostic Package.

The PDP spacecraft was one of the components of the Spacelab 2 mission flown on the space shuttle Challenger, referred to herein as the orbiter. Spacelab 2 was carried into orbit on July 29, 1985, and was landed on August 6, 1985. The orbital altitude and inclination were \(320\) km and \(49.5\)°, respectively. Instrumentation for the PDP includes the plasma analyzer, a Langmuir probe, an ion mass spectrometer, a retarding potential analyzer, a differential ion flux probe, a plasma wave receiver and electric field detector, an electron analyzer, a neutral pressure gauge, and radio receivers [Shaw & Lee, 1981]. The plasma analyzer is also known in the literature as a Lepedea (low energy proton and electron differential energy analyzer) [Frank et al., 1978]. The diameter (without booms) and height of the PDP are 1.1 and 1.3 m, respectively, and the total mass is 285 kg.

Prior to the Spacelab 2 flight the PDP was flown as part of the OSS 1 payload aboard the space shuttle Columbia [Shaw et al., 1984]. During that flight the PDP was operated, while berthed in the payload bay and in the immediate vicinity of the shuttle, by means of the remote manipulator system (RMS). During the Spacelab 2 mission the PDP also made measurements from within the bay and while attached to the RMS. In addition, the PDP was released from the orbiter and flown as an independent satellite. Release of the PDP occurred at 0010 UT on August 1, and retrieval was successfully accomplished at 0620 UT on the same day. Our present interest lies in the plasma observations during free flight of the PDP at distances ranging to \(400\) m from the orbiter. Remarkably intense, hot ion plasmas are found in the vicinity of the orbiter. We interpret these plasmas in terms of a dense cloud of neutral gases from and coorbiting with the orbiter.
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2. Observations of Pickup Ions

The electrostatic analyzers are constructed of concentric, spherical-segment plates, across which a known, variable potential is supplied in order to separate ions and electrons according to their energy-per-unit charge. Because it is necessary to measure the charged particle intensities with respect to both the directions of the local magnetic field \(B\) and of the instantaneous orbital velocity \(V\) of the orbiter and PDP, and because these directions vary as the spacecraft orbit Earth, the electrostatic analyzer is configured to utilize the rotation of the PDP spacecraft to measure the particle intensities from almost all directions. One analyzer each for positive ions and electrons employs seven detectors and one entrance aperture for measurements in seven directions in a wide, fan-shaped field of view. The plane of this field of view is aligned parallel to the spin axis of the PDP, such that, with the spin motion of this satellite, most of the \(4\pi\) sr solid angle for particle velocity vectors is observed with the plasma analyzer. Such surveys of the entire angular distributions of hot electron and ion plasmas are acquired once each spin period of the PDP spacecraft, 13.1 s.

After the release of the PDP from the RMS, the orbiter's primary and vernier thrusters were fired to increase the distance between the two spacecraft to 90 m. This separation was maintained until 0120 UT. At that time the crew began maneuvering the orbiter around the PDP. The orbiter was flown around the PDP twice, with each circuit taking place during one 90-min orbit of Earth. The trajectory of the orbiter relative to the PDP between 0130 and 0430 UT is depicted in Figure 1. This motion is shown projected into the orbital plane. The relative out-of-plane separation during this time was as large as 340 m and the total distance between the spacecraft ranged from 100 to 420 m. After these orbits the orbiter was flown several times across the path of the PDP, so that the PDP passed directly through the orbiter's wake. At 0527 UT, spin-down of the PDP was begun, and the PDP was subsequently captured with the RMS.

An example of the hot ion spectra observed in the vicinity of the orbiter is shown in Figure 2. The position of the free-flying PDP is at a distance of 280 m from the orbiter. The differential, directional intensities of positive ions as a function of energy-per-unit charge are shown in Figure 2. These measurements are taken in the direction parallel to the velocity vector of the spacecraft, i.e., as seen looking into the ram.
direction due to the spacecraft orbital motion. At these altitudes of \( \sim 320 \) km above Earth's surface, the primary ionspheric ion is \( O^+ \) [Banks and Kockarts, 1973]. Because the orbital velocity of the spacecraft is \( 7.8 \) km s\(^{-1}\), the ram energy-per-unit charge of the ambient \( O^+ \) ions is about \( 5 \) V. The large intensities of these \( O^+ \) ions can be seen in Figure 2. The characteristic thermal energies of the ambient ionspheric \( O^+ \) ions are \( \sim 0.1 \) eV, an energy less than that of the energy resolution of the hot plasma analyzer. Thus the presence of the ambient \( O^+ \) ions in the ionosphere is detected, but their temperatures and densities are not determined.

Large intensities of positive ions are detected at energies significantly greater than those expected for ambient ions. These hot ions are seen at energies-per-unit charge \( \gtrsim 10 \) V in Figure 2. Of particular interest is the maximum of the intensities at \( \sim 18 \) V and the significant intensities of hot ion plasmas extending to \( \sim 60 \) V. We show here that these ion velocity distributions are consistent with ion production by charge exchange in a large cloud of neutral gases that are outflowing from and coorbiting with the orbiter.

Consider the neutral gas cloud of the orbiter. There are a variety of sources of neutral gases from the orbiter, including waste water, water as a by-product of power generation by fuel cells, combustion from the orbiter thrusters for altitude control, and He from the cooling of the infrared telescope. The thrusters utilize the reaction between monomethyl hydrazine and \( N_2O_4 \), and several of the combustion products are \( H_2O, N_2, CO_2, \) and \( CO \) [Pickett et al., 1985].

Outgassing of volatiles, in particular \( H_2O \), is expected from the surfaces of the orbiter. These neutral gases should radially outflow from the orbiter at thermal speeds, around hundreds of meters per second. This cloud of neutral gases is moving with a bulk velocity of \( 7.8 \) km s\(^{-1}\), i.e., the orbiter orbital velocity, through the plasmas of Earth’s ionosphere. The densities of the ambient ionspheric ions are \( \sim 10^5-10^6 \) cm\(^{-3}\) at these altitudes and are sufficiently large to ionize a measurable fraction of the neutral molecules in the cloud by charge exchange, i.e., \( O^+ + H_2O \rightarrow O + H_2O^+ \). Momentum transfer is negligible. These positive ions produced by charge exchange are observed with our plasma instrument. After charge exchange the \( H_2O^+ \) ions do not coorbit with the orbiter gas cloud but are trapped in the terrestrial magnetic field by the Lorentz force, i.e., these ions form an ion trail in the wake of the orbiter. The motion of these so-called “pickup” ions in the reference frame of the orbiter and PDP are of interest for our present analysis. In this reference frame these ions appear to be executing cycloidal motion, with an average drift speed due to an electric field \( \mathbf{E} = -\mathbf{V} \times \mathbf{B} \). In other words, if the orbiter velocity \( \mathbf{V} \) is directed perpendicular to the local magnetic field \( \mathbf{B} \), then the apparent motion of the pickup ions is such that during one period of circular motion of the ion in the plane perpendicular to \( \mathbf{B} \), the ion speed increases to a maximum of twice \( \mathbf{V} \) and then decreases to values nearly zero. The average drift velocity of the ion with respect to the orbiter is \( -\mathbf{V} \) in the direction of the wake. As the angle \( \alpha \) between \( \mathbf{V} \) and \( \mathbf{B} \) decreases or increases from 90°, the maximum ion energy decreases in proportion to \( \sin^2 \alpha \). At angles near 0° and 180°, the energies of the pickup ions are sufficiently low that the pickup ions cannot be distinguished from ionspheric ions with the plasma analyzer. The phenomenon of pickup ions in magnetized plasmas moving with respect to neutral gases is of general interest to space plasma physics, e.g., the production of \( He^+ \) in the solar wind by infalling interstellar gas [Möbius et al., 1985], the formation of a plasma torus from volcanic gases of the Jovian satellite Io [Goertz, 1980], and the interaction of cometary comae with the solar wind [Ip and Axford, 1986; Ip et al., 1986; Mukai et al., 1986].

Two features of the distributions of pickup ions are noted here in the case of the orbiter, which is in motion nearly perpendicular to the magnetic field. First, because the maximum ion speed is twice the orbiter and PDP orbital speeds, the maximum energy of the ion is equal to 4 times that of an ambient ionspheric ion of the same mass as seen at the PDP. Second, in a coordinate system referenced to the velocity components of the observed ions in the rest frame of the orbiter, the distributions are pancake-shaped in a plane perpendicular to \( \mathbf{B} \) and are offset from the origin by the spacecraft velocity vector. For example, these ion velocity distributions are shown in Figure 3 as taken at 0208 UT on August 1, 1985. The distribution function for ion densities, i.e., ions per unit volume \( \Delta \mathbf{L} \Delta \mathbf{y} \Delta \mathbf{z} \), and per unit volume of velocity space \( \Delta \mathbf{v} \Delta \mathbf{r} \Delta \mathbf{u} \), is given for a plane perpendicular to the local magnetic field. The direction of the orbiter motion is approxi-
perpendicular to the magnetic field (the pancake distribution) with an offset from the coordinate origin (the average drift speed of the ions with respect to the orbiter and PDP). These are the expected signatures of pickup ions from the interaction of the ionosphere with the neutral gas cloud of the orbiter.

The species of the pickup ions are not directly determined with the plasma instrumentation but may be inferred from energy spectra, such as that shown in Figure 2. The energy-per-unit charge for the secondary peak is \( \sim 18 \text{ V} \). The most likely ion with this energy at twice the orbiter speed is \( \text{H}_2\text{O}^+ \). At higher energies, \( \geq 20 \text{ V} \), the ions are heavier, \( \text{CO}^+ , \text{CO}_2^+ \), and others from the thrusters. The identification of \( \text{H}_2\text{O}^+ \) as the dominant pickup ion in the lower mass range is in agreement with independent ion mass analyses at lower energies [Grebowsky et al., 1987]. This identification is also consistent with observations of neutral water [Carignan and Miller, 1983; Narcisi et al., 1983; Wulf and Von Zahn, 1986] and water ions [Grebowsky et al., 1983; Narcisi et al., 1983; Hunton and Calo, 1985] in the near vicinity of the orbiter during other shuttle flights.

3. Model of the Water Cloud

We can use the observations of the densities of pickup \( \text{H}_2\text{O}^+ \) ions to develop a model of the water vapor cloud that coorbits with the orbiter. We assume that the radial velocity of the water molecules from the orbiter is similar to that for thermal velocities corresponding to a temperature \( \sim 300 \text{ K} \), or \( \text{V}_r \sim 5 \times 10^4 \text{ cm s}^{-1} \). This velocity is much less than the spacecraft orbital velocity of \( \text{V} \sim 8 \times 10^7 \text{ cm s}^{-1} \). The water vapor expands radially outwards from the orbiter until the molecules collide with those of the ambient neutral atmosphere, primarily atomic oxygen, \( \text{O I} \). The densities of \( \text{O I} \) and \( \text{O}^+ \) are in the range of \( \sim 1-3 \times 10^8 \text{ cm}^{-3} \). The MSIS 83 model [Hedin, 1983] for the neutral ambient atmosphere is used for our calculations. To estimate the cross section for collisions of \( \text{H}_2\text{O} \) with \( \text{O I} \) we assume hard-sphere collisions and diameters of \( 4.6 \times 10^{-8} \text{ cm} \) for \( \text{H}_2\text{O} \) and \( 2.6 \times 10^{-8} \text{ cm} \) for \( \text{O I} \) [McDaniel, 1964], where the diameter for Ne is used for \( \text{O I} \). The cross section estimated in this way is \( 4 \times 10^{-16} \text{ cm}^2 \), and the mean free paths \( \Lambda \) are about 10 km. Thus relative to the orbiter, a water molecule moves an average distance \( d \approx \text{V}_r/\text{V} \Lambda \), or \( \sim 700 \text{ m} \), before its first collision with an atmospheric oxygen atom. From the continuity equation the number density of water molecules, \( \text{[H}_2\text{O]} \), then varies with radial distance \( R \) from the orbiter as

\[
\text{[H}_2\text{O]} = C(R_0/R)^2 \exp[-(R-R_0)/d] \tag{1}
\]

where \( R_0 \) is taken as 10 m, or the approximate linear dimension of the orbiter.

The relationship between the densities of pickup \( \text{H}_2\text{O}^+ \) ions and of the neutral water molecules must be found in order to determine the constant \( C \) in (1). The primary source of the \( \text{H}_2\text{O}^+ \) ions is charge exchange of \( \text{H}_2\text{O} \) with the ambient ionospheric \( \text{O}^+ \). Photoionization by solar ultraviolet radiation and impact ionization by atmospheric photoelectrons proceed at much slower rates. Because \( \text{O}^+ \) is the dominant ionospheric ion at the orbiter altitudes, the \( \text{O}^+ \) densities, \( \text{[O}^+] \), are taken to be equal to the electron densities that are simultaneously measured by the Langmuir probe on the PDP spacecraft [data courtesy of N. D'Angelo]. The cross section for the charge exchange \( \text{H}_2\text{O} + \text{O}^+ \rightarrow \text{H}_2\text{O}^+ + \text{O} \) appears uncertain. For the 5–10 eV energy of \( \text{O}^+ \) relative to the water cloud, values of \( 2.6 \times 10^{-15} \text{ cm}^2 \) [Turner and Rutherford, 1968] and 0.6...
The water vapor densities at 50 m from this example the orbiter velocity $V$ is perpendicular to the orbiter at closest approach parallel to the orbiter motion but is offset in such a manner and for the ion densities in its wake.

Calculations for the water vapor cloud surrounding the orbiter flight.

Assume that the water release rate from the orbiter is constant.

No major waste water releases occur during the PDP free-flight. The specific time for determining the H$_2$O density, $[\text{H}_2\text{O}]$, by numerical integration of ion velocity distributions, such as that shown in Figures 3 and 4. The specific time for determination of $[\text{H}_2\text{O}]$, and then $C$, is 0350 UT on August 1. If $[\text{H}_2\text{O}]$ is in units of molecules cm$^{-2}$, then $C = 4 \times 10^{10}$. The corresponding ionospheric density, as measured with the Langmuir probe, is $2 \times 10^{10}$ electrons cm$^{-2}$ (N. D’Angelo. private communication, 1986). For our following analyses we assume that the water release rate from the orbiter is constant. No major waste water releases occur during the PDP free-flight.

Figure 5 gives an example of the results from the model calculations for the water vapor cloud surrounding the orbiter and for the ion densities in its wake. The absissa is taken parallel to the orbiter motion but is offset in such a manner that this coordinate axis lies at a distance of 50 m from the orbiter at closest approach (at 0 km on absissa scale). For this example the orbiter velocity $V$ is perpendicular to the geomagnetic field $B$.

The water vapor densities at 50 m from the orbiter are large, $< 10^9$ H$_2$O molecules cm$^{-3}$, and greater than that of the ambient atmosphere. These densities decrease to $\sim 1$ cm$^{-3}$ at a distance of 8 km from the orbiter. The column density as seen from the orbiter is also large, $4 \times 10^{13}$ H$_2$O molecules cm$^{-2}$. This column density exceeds that corresponding to the threshold of the infrared telescope (IRT) in the bay of the orbiter by about an order of magnitude (Fazio, 1982). Column densities as observed with this helium-cooled IRT during the STS 2 mission ranged from $10^{13}$ to $10^{14}$ H$_2$O molecules cm$^{-2}$ (Koch et al., 1987). The rate of water release from the orbiter that is necessary to sustain the water cloud is $\sim 2.5 \times 10^{22}$ molecules s$^{-1}$. This rate implies a total water loss from the orbiter of 500 kg; if the rate is constant during the 8-day mission. If the space shuttle surface area is coarsely approximated by a sphere of 15-m radius, then this water loss is $\sim 18$ mg cm$^{-2}$. During the 8-day mission, a coarse estimate of the water loss by engine and thruster burns, flash evaporator, and water dumps is $\sim 3000$ kg. Although there are inaccuracies inherent in our simple model, such as those due to atmospheric ram effects in the immediate vicinity of the orbiter, this assessment of the properties of the neutral water cloud is probably accurate to within factors of about 3.

4. The Water Ion Trail

The computed water ion densities in the wake of the orbiter are also shown in Figure 5. The maximum H$_2$O$^+$ densities are in the range of $5\times$, of the ionospheric O$^+$ densities. This ion trail is long, $\sim 10$ km, and is expected to be dissipated primarily by recombination with electrons and the impact of the hot water ions with the ambient oxygen atoms. This latter loss term is not included in (2), which is used for the water ion and molecule densities at closer distances to the orbiter. The pickup ion velocity distributions are in substantial nonequilibrium with those of the ionospheric ions, a situation likely to drive plasma instabilities responsible for the generation of the observed broadband electrostatic noise in the wake (cf. Gurvett et al., 1986, 1988; Scarf et al., 1986). In order to obtain measurements of the unperturbed ionospheric plasmas, it is

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate, cm$^{-3}$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{O} + \text{O}^- \rightarrow \text{H}_2\text{O}^+ + \text{O}$</td>
<td>$\gamma_1 = 2 \times 10^9$</td>
</tr>
<tr>
<td>$\text{H}_2\text{O}^+ + \text{H}_2\text{O} \rightarrow \text{H}_3\text{O}^+ + \text{OH}$</td>
<td>$\gamma_2 = 1.7 \times 10^9$</td>
</tr>
<tr>
<td>$\text{H}_3\text{O}^+ + e^- \rightarrow \text{OH} + \text{H}$</td>
<td>$\alpha_1 = 1.7 \times 10^7$</td>
</tr>
<tr>
<td>$\text{H}_2\text{O}^+ + e^- \rightarrow \text{products}$</td>
<td>$\alpha_2 = 1.9 \times 10^7$</td>
</tr>
</tbody>
</table>
5. Observed Water Ion Densities

Observations of the densities of pickup \( \text{H}_2\text{O}^+ \) ions during approximately two Earth orbits of the PDP while this spacecraft is in free flight are shown in Figure 8. Also shown in Figure 8 are the calculated pickup ion densities as expected from the model of the water vapor cloud that surrounds the orbiter, as presented in our previous discussion. The water vapor cloud is assumed to be time-independent for this period. The position angle \( \theta \) is the angle between the velocity vector \( V \) of the spacecraft orbital motion and the direction from the orbiter to the PDP. The distance between the PDP and the orbiter is given as \( R \) in Figure 8. In order to compute the pickup ion densities from the model of the water vapor cloud, the ambient \( O^+ \) density is assumed to be equal to the ionospheric electron densities, as measured with the Langmuir probe on the PDP. Reliable measurements of these electron densities are not available during the two periods of ~0230-0250 UT and ~0405-0420 UT. The densities are assumed to be \( 10^5 \text{ cm}^{-3} \) for these two periods. Inspection of Figure 8 shows that there is general qualitative agreement between the observed and computed \( \text{H}_2\text{O}^+ \) densities and, for a substantial fraction of this series of observations, quantitative agreement as well. However, for certain time periods, e.g., 0310-0330 UT and 0445-0500 UT, discrepancies between observed and computed densities are evident. Such disparity may arise from a temporal fluctuation of the water vapor cloud of the orbiter or from our inability to accurately separate the pickup ion densities from those of the ambient ionosphere. The diurnal variations of pickup ion densities as seen in Figure 8 are primarily due to a similar variation of the ionospheric \( O^+ \) densities that charge exchange with the neutral water molecules along the path of the orbiter. No hot ion densities that greatly exceed those due to charge exchange are
found with our observations. The somewhat higher densities relative to those from the model during the period 0230–0250 UT do not exceed the observational uncertainties.

6. DISCUSSION

The velocity distributions of hot, positive ions observed during the PDP free flight are characteristic of ions picked up from a cloud of neutral gases coorbiting with the orbiter. Because the cloud moves with orbiter speed V through the ionosphere the ions form flat velocity distributions in the plane perpendicular to Earth’s magnetic field. Distributions of this type were observed throughout the free flight with densities ranging from ~30 to 10⁴ ions cm⁻³. In the reference frame of the spacecraft, these ions are expected to have a maximum energy 4 times greater than the energy of ionospheric ions of similar mass. The observed energy spectra indicate that the dominant ion species is most likely H₂O⁺, although more massive species appear to be present as well. This identification is consistent with measurements from the Ion Mass Spectrometer, which is also on board the PDP [Grebowsky et al., 1987]. From these observations we conclude that the orbiter is surrounded by a substantial cloud of neutral gases and that water is a major constituent of this cloud. We infer that the observed ions are produced primarily by reactions of gases within the cloud with ambient ionospheric ions, the dominant reaction being charge exchange between O⁺ and H₂O.

In contrast to the shell-like velocity distributions of pickup ions observed at comet Halley [Mukai et al., 1986; Wilken et al., 1987] and in the solar wind [Möbius et al., 1985], the pickup ions observed during the PDP free flight are seen to have retained their initial pancake-shaped distributions. These ions are swept from the neutral cloud by the terrestrial magnetic field. Because the time constant of recombination of H₂O⁺ with electrons is approximately 10 s, an ion tail with a length of ~10 km is expected to extend behind the orbiter. The Lorentz force on the ions acts transverse to the direction of the magnetic field, and the ion motion along the field is unaffected. In this way the ion tail can be driven either downward into the atmosphere or upward away from the atmosphere, depending on the relative orientation of B and V.

Our simple model of the water cloud and the ion chemistry within that cloud accounts for much of the variation observed for the pickup densities. We find that our assumption of radial flow at a constant rate is adequate in providing qualitative agreement between measured and calculated H₂O⁺ densities. In particular, no increase in flow seems to occur at sunset when orbiter surfaces are suddenly exposed to sunlight. Instead, the observed increase in H₂O⁺ density at sunrise appears to be due to the coincident increase in the density of ionospheric O⁺. Higher ion densities could also be the signature of another heating mechanism for ions in the water cloud of the orbiter. Enhanced ionization in the neutral water vapor cloud is not expected from the critical ionization velocity effect proposed by Alfvén [1954] for gases in bulk motion with respect to a plasma and with bulk speeds exceeding that corresponding to the ionization potential of the neutral molecules. The ionization potential for H₂O is 12.6 eV, and the kinetic energy of the H₂O molecules with respect to the ionospheric plasmas is only 5.7 eV.
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As part of the Spacelab 2 mission the plasma diagnostics package (PDP) was released from the shuttle as a free-flying satellite. The PDP carried a quasi-static electric field instrument which made differential voltage measurements between two floating probes. At various times during the free flight, an electron beam was ejected from the shuttle. Large differential voltages between the double probes were recorded in association with the electron beam. However, analysis indicates that these large signals are probably not caused by ambient electric fields. Instead, they can be explained by considering three effects: shadowing of the probes from streaming electrons by the PDP chassis, crossing of the PDP wake by the probes, and spatial gradients in the fluxes of energetic electrons reaching the probes. Plasma measurements on the PDP show that energetic electrons exist in a region 20 m wide and up to at least 170 m downstream from the electron beam. At 80 or more meters downstream from the beam, the double probe measurements show that the energetic electron flux is opposite to the injection direction, as would be expected for a secondary returning electron beam produced by scattering of the primary electron beam.

1. Introduction

As part of the Spacelab 2 mission, a spacecraft called the plasma diagnostics package (PDP) was released from the shuttle to survey the plasma environment around the orbiter. At various times, an electron beam was ejected from the shuttle so that the effects produced in the plasma might be studied. In this paper we report on efforts to measure the quasi-static electric fields in the plasma with the PDP, focusing on those times when the electron beam generator was operating. The PDP, a scientific instrument package containing 14 instruments, was designed and constructed at the University of Iowa, and is described by Shawhan [1982]. The electron beam generator, flown as part of the vehicle charging and potential (VCAP) experiment provided by Stanford University and Utah State University, is described by Banks et al. [1987]. The PDP and the electron beam generator were previously flown on the STS-3 flight [Shawhan et al., 1984].

Prior to the shuttle flights, a number of electron beam experiments were performed in plasma chambers and from rockets. The same PDP and the same electron beam generator later flown onboard Spacelab 2, quasi-static electric fields of the order of a few volts per meter were measured within a few meters of the beam in a large plasma chamber at Johnson Space Flight Center [Shawhan, 1982]. Denig [1982] questioned the reliability of these measurements because of the possibility of differential charging on the measuring probes, and because the fields seemed too large to be sustained in the given apparatus. Kellogg et al. [1982] also reported measuring fields of a few volts/m in a similar chamber test. Measurements of the quasi-static electric fields have also been reported in association with electron beams emitted from rockets in the ionosphere. In the Polar 5 experiment, fields of the order of 0.1 V/m were detected over 100 m away from the beam source [Jacobsen and Maynard, 1978]. During the Echo 6 experiment, Winckler and Erickson [1986] measured fields of the order of 0.2 V/m at a distance of 40 m from the flux tube on which the beam was expected to be centered. All the measurements mentioned here involved differential voltage measurements on floating probes. Considering the chamber and rocket experiments, we expected on the Spacelab 2 mission to detect fields on the order of 1 V/m associated with the electron beam.

The Spacelab 2 mission was launched into a nearly circular orbit, of inclination 49.5\(^\circ\), at a nominal altitude of 325 km. The PDP was in free flight roughly 6 hours, during which the shuttle performed two complete fly-arounds of the PDP. During the fly-around the shuttle was maneuvered to regions upstream and downstream of the PDP. The fly-around included several magnetic conjunctions during which the shuttle was targeted to pass through the magnetic field line passing through the PDP. The electron beam generator was operated at various times throughout the free flight, both in a steady (dc) mode, and in a pulsed mode. During several of these times large signals were detected by the quasi-static electric field instrument. The purpose of this paper is to describe the large signals associated with the electron beam firings and to determine the origin of these signals.

2. Instrumentation

The PDP quasi-static electric field instrument made potential measurements on two floating probes. These floating probes consisted of conducting spheres mounted on insulated...
booms on opposite sides of the spacecraft. The sphere-to-sphere separations was 3.89 m, and the diameter of the spheres was 10.2 cm. A diagram of the PDP, showing the dimensions of the main chassis and the locations of spherical probes 1 and 2, is presented in Figure 1. Two types of measurements were made: the differential voltage, \( V_{\text{diff}} \), between the two probes was measured at both a high gain and a low gain, and the average potential, \( V_{\text{ave}} \), of the two probes relative to the PDP chassis was measured. The following relations describe the two measurements:

\[
V_{\text{diff}} = V_2 - V_1 \\
V_{\text{ave}} = (V_2 + V_1)/2
\]

where \( V_1 \) and \( V_2 \) are respectively the potentials of sphere 1 and sphere 2 relative to the PDP chassis. Typically, the differential voltage divided by the antenna length is interpreted as a measurement of the electric field. The basic instrument parameters and dynamic ranges are given in Table 1. Since the floating potential of an object in a plasma is dependent on the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric field high gain range</td>
<td>± 0.064 V/m</td>
</tr>
<tr>
<td>Electric field high gain precision</td>
<td>± 0.51 mV/m</td>
</tr>
<tr>
<td>Electric field low gain range</td>
<td>± 2.0 V/m</td>
</tr>
<tr>
<td>Electric field low gain precision</td>
<td>± 0.017 V/m</td>
</tr>
<tr>
<td>Electric field sample rate</td>
<td>20.0 samples/s</td>
</tr>
<tr>
<td>Average potential range</td>
<td>± 8.0 V</td>
</tr>
<tr>
<td>Average potential sample interval</td>
<td>1.6 s/sample</td>
</tr>
<tr>
<td>Spherical probe separation</td>
<td>3.89 m</td>
</tr>
<tr>
<td>Spherical probe diameter</td>
<td>10.2 cm</td>
</tr>
</tbody>
</table>

**TABLE 1. Instrument Parameters and Dynamic Ranges**
surface materials, it is also important to describe the surface properties of the spacecraft and spheres. The PDP chassis was covered with a teflon-coated fiberglass cloth which in turn was covered with an aluminum mesh to provide a uniform conducting surface. Potential measurements were referenced to the aluminum mesh. The spherical antenna probes were coated with a conducting graphite-epoxy paint.

After release from the shuttle, the PDP was made to spin by the action of an inertia wheel within the PDP. When spinning at its maximum rate, the spacecraft had a spin period of 13.1 s. The spin axis was oriented approximately perpendicular to the orbital plane. Thus the spacecraft velocity vector lay approximately in the PDP spin plane.

The electron beam generator was mounted in the shuttle payload bay. A beam was produced as electrons emitted from a heated tungsten wire filament were accelerated through a 1-kV potential. The generator operated at beam currents of either 50 mA or 100 mA, producing either a steady or a pulsed beam. The beam was pulsed at frequencies up to 800 kHz.

3. Observations

During most of the free flight, the $V_{\text{diff}}$ signals were of the order of the induced potential due to the orbital motion of the spacecraft, $|V \times B| \cdot L$, where $V$ is the spacecraft velocity and $L$ is a vector pointing from sphere 2 to sphere 1. These signals were typically 0.4 and 0.8 V. The $V_{\text{aux}}$ signal was usually between zero and a few volts positive. That is, the PDP normally floated at a slightly lower potential than the antenna probes. The $V_{\text{aux}}$ signal also showed a periodic variation synchronous with the spacecraft spin period. The periodic variation was found to be related to the operation of the PDP low energy proton and electron differential energy analyzer (LEPEDEA) [Tribble et al., 1988]. The LEPEDEA utilized a current collecting plate whose voltage jumped to +2 kilovolts every 1.6 s. The plate collected a large thermal electron current, and the PDP potential decreased by several volts, recovering to its initial value within 1.0 s. The $V_{\text{aux}}$ signal was spin modulated because the degree of charging of the spacecraft was less when the LEPEDEA aperture faced the spacecraft wake, than when the aperture faced the ram direction. For the $V_{\text{aux}}$ measurement, a large negative potential on the PDP was equivalent to a large positive common mode signal on the probes. Because of limitations in the common mode rejection, the $V_{\text{aux}}$ signal was disturbed whenever the PDP potential exceeded several volts negative. The magnitude of the instrument output due to the common mode signal was generally much less than $|V \times B| \cdot L$. Thus the common mode signal was large enough to make the interpretation of the measurements difficult when the difference between the $V_{\text{aux}}$ and $|V \times B| \cdot L$ was small. However, for $V_{\text{diff}}$ signals larger than $|V \times B| \cdot L$, the common mode rejection problem was not important.

At five times during the free flight when the electron beam generator was operating, $V_{\text{aux}}$ signals were recorded that were significantly larger than $|V \times B| \cdot L$. The signals for these events are shown in Figure 2, and the events are numbered 1–5. At no other times during the PDP free flight were signals this large recorded. Of these five events, the beam was operated in a steady mode for three events, and in a pulsed mode for two events. The beam injection pitch angle varied widely among the events. Table 2 lists the beam operation mode, injection pitch angle, beam current, and several other important parameters regarding these five events.

The basic periodicity of the $V_{\text{diff}}$ signals in Figure 2 is due to the spinning of the spacecraft. In addition to the overall variation at the spin period, the signals have a number of unusual features. During event 1 the instrument saturates. Thus, the difference voltage on the probes is greater than 8 V, which corresponds to an inferred electric field strength in the spin...
Electron with pitch angle 90° is a reasonable approximation for the beam radius. For a 1-keV electron in a magnetic field of 0.25-0.5 G, the cyclotron radius is approximately 2-4 m.

The trajectories during the five large events are shown in Figure 3 as solid segments, and the trajectories during times when the beam generator was operating but the measured differential voltage was small (i.e., less than $|V \times B|$), are shown by the dashed lines. During events 1 and 2, the length of time the electron beam generator was turned on was longer than the length of time large signals were recorded, indicating that the spatial region over which large signals occur is limited. For each of events 3, 4, and 5, large signals were recorded for the entire period the beam generator was on.

Note that events 1-5 occur at times when the PDP was in a region downstream of the flux tube carrying the electron beam. Except briefly during event 1, the perpendicular distance from the PDP to the flux tube of the electron beam was much greater than the 2 to 4 m predicted beam radius, so that the PDP was well outside of the region of the primary beam. Events 1 and 2 occur when the PDP was closest to the flux tube of the electron beam, and are the largest in magnitude.

The average potential measurements for events 1-5 are

---

**TABLE 2. Beam Parameters, Sunlight Conditions, PDP Orientation**

<table>
<thead>
<tr>
<th>Event</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance from PDP to shuttle</td>
<td>206 m</td>
<td>218 m</td>
<td>93 m</td>
<td>90 m</td>
<td>235 m</td>
</tr>
<tr>
<td>Distance from PDP to flux tube of beam</td>
<td>26-3 m</td>
<td>9-40 m</td>
<td>87 m</td>
<td>84 m</td>
<td>143 m</td>
</tr>
<tr>
<td>Angle of B to spin plane</td>
<td>22.9°-23.6°</td>
<td>15.4°-15.7°</td>
<td>15.1°-19.4°</td>
<td>10.8°-12.1°</td>
<td>15.4°-16.6°</td>
</tr>
<tr>
<td>Day/night</td>
<td>day</td>
<td>night</td>
<td>night</td>
<td>night-sunrise</td>
<td>night-sunrise</td>
</tr>
<tr>
<td>Beam current</td>
<td>50 mA</td>
<td>100 mA</td>
<td>100 mA</td>
<td>100 mA</td>
<td>100 mA</td>
</tr>
<tr>
<td>Beam injection direction</td>
<td>down</td>
<td>up</td>
<td>down</td>
<td>up</td>
<td>up</td>
</tr>
<tr>
<td>Beam injection pitch angle</td>
<td>&lt;7.5°</td>
<td>2.4°-10°</td>
<td>54°-70°</td>
<td>68°-69°</td>
<td>38°-45°</td>
</tr>
<tr>
<td>Beam mode</td>
<td>dc</td>
<td>1.2 kHz</td>
<td>54 s dc</td>
<td>dc</td>
<td>dc</td>
</tr>
</tbody>
</table>

---

**Figure 3.** Dashed lines indicate the trajectory of PDP in the plane perpendicular to B during times of electron beam generator operation. The trajectories for events 1-5 are shown as solid segments. The origin represents the position of the magnetic field line on which the beam lies. $V_x$ is the component of velocity perpendicular to B.
shown in Figure 4. The largest changes in the average potential measurements associated with the electron beam are seen during events 1 and 2, where the average potential of the probes goes from positive values of +2 to +4 V to negative values of -2 to -4 V. The spin period variation of the signal discussed above can be seen in the graphs for events 1 and 2 during the times before and after the large negative excursions of the signal. During events 3, 4, and 5, the average potential does not change by a large amount, but the smooth spin period variation of the signal is disrupted.

4. INTERPRETATION

Because the determination of the quasi-static electric field with the PDP is based on measurements of the differential voltage between two floating probes, the results can be affected by energetic beam electrons striking the probes. It is easily shown that a small flux of energetic electrons may alter the floating potential of the probes by a large amount [Fahleson, 1967]. Arnoldy and Winckler [1981] reported a population of energetic electrons in the region around an electron beam, causing the floating potential of the Echo 3 rocket to become several volts negative. A similar observation was made on Echo 6 [Winckler et al. 1984]. Thus we might expect to find that the PDP potential is affected by energetic electrons around the beam. In fact, during each of events 1–5 discussed here, the LEPEDEA on the PDP detected energetic electrons at energies nearly up to the beam energy (W. R. Paterson, personal communication, 1987). Further, data from the PDP Langmuir probe seems to indicate that the PDP charged to at least -4.3 V during event 2, and to at least -7.6 V during event 1 (A. C. Tribble, personal communication, 1987). Therefore there is reason to suspect that the probes also charged. If the charging is different for the two probes, then $V_{diff}/L$ cannot be safely interpreted as a good measure of the electric field.

To determine the possible effect of energetic electrons on our measurements, we perform a simple calculation of the floating potential. This is done by considering the balance of currents to the object of concern (see, for example, Kasha [1969]). The possible current sources are (1) thermal (background) electrons, (2) thermal (background) ions swept up by the motion of the spacecraft, (3) energetic electrons (energies $\gg kT_e$), (4) energetic ions (energies $\gg 5.0$ eV, the ramming energy), (5) secondary electron emission, and (6) photoelectron emission. Measurements made with the LEPEDEA indicate the current from energetic ions is much less than that from the ramming ions (W. R. Paterson, personal communication, 1987), so this current can be neglected. The maximum secondary electron yields for aluminum (PDP surface material) and graphite (probe surface material), are 1.0 secondaries/primary for 300-eV primaries [Whetten, 1985]. Thus secondary production would reduce the negative charging effect of the energetic electrons by some fraction. Photoemission would also reduce the negative charging. But since we wish to obtain a worst case estimate of the spacecraft potential, we neglect both secondary production and photoemission. We consider then the following current balance equation for an object at potential $V < 0$:

$$A_e n_e e (1 - eV/E_i) - A_i n_i (kT_i / 2 m_i)^{1/2} \exp (eV/kT_i) - A_e J_e = 0 \quad (1)$$

The first term in the above equation includes the ion current due to the sweeping up of the ionospheric ions by the spacecraft motion plus some effect of the attraction of ions to the negatively charged object. The second term is the electron current from the thermal electrons. The third term is the current to the object due to energetic electrons. The variables in (1) are identified in Table 3.

Using the representative parameters given in Table 3, equation (1) was solved numerically for various values of $J_e$ and $n_e$. The floating potential was determined from (1) for both the
spherical probes and for the PDP chassis. The current collecting area of the PDP was taken to be its surface area. Unfortunately, the current collecting properties of the spacecraft body are complicated, and this estimate is to be taken only as a rough approximation. The solution for the floating potential as a function of the energetic electron current density is plotted in Figure 5. Measurements from the LEPEDEA during beam event 1 indicate that \( J_e \) was as high as \( 4 \times 10^{-4} \) amp/m\(^2\) (W. R. Paterson, personal communication, 1987). The Langmuir probe measurements indicate that during event 1, \( n_e \), was of the order of \( 1 \times 10^{11} \) m\(^{-3}\) (A. C. Tribble, personal communication, 1987). From Figure 5 one can see that under the conditions of event 1 the PDP floating potential could easily be lower than \(-10\) V. This is consistent with the Langmuir probe observation mentioned previously that the PDP charged to at least \(-7.6\) V during event 1. More importantly for the \( V_{df} \) measurements, under the conditions of event 1 differences in \( J_e \) on the order of \( 10^{-5} \) amp/m\(^2\) lead to floating potential differences on the probes of several volts. During events 2, 3, 4, and 5 the Langmuir probe measurements indicate that \( n_e \) was of the order of \( 1 \times 10^{10} \) m\(^{-3}\) (A. C. Tribble, personal communication, 1987). For this lower ambient density, Figure 5 shows that differences in \( J_e \) of the order of \( 10^{-6} \) amp/m\(^2\) lead to floating potential differences on the probes of several volts. Figure 5 also shows that for a fixed value of \( J_e \), small differences in the ambient plasma density lead to floating potential differences of several volts.

Using the differential voltage between the probes to infer electric field values can produce erroneous results if the two antenna probes receive different amounts of current from any of the various current sources. Current differences can occur if one of the probes is shielded by the PDP chassis from a current source, or if the plasma environment is nonuniform over the length of the antenna. During events 2, 3, 4, and 5 the peaks in \( V_{df} \) associated with specific orientations of the antenna with respect to the velocity and the magnetic field, and therefore can be primarily attributed to shadowing effects. Shadowing effects of this type were observed by Winckler et al. [1984] during the Echo 6 experiment. In that experiment, large signals at the payload spin frequency were attributed to shadowing of one probe from a magnetic field aligned plasma flow. At the time, the electric probes were stowed in the payload body. During events 3, 4, and 5 the “double peak” character of the signals indicates that two different shadowing effects are occurring. These two effects are discussed separately below.

For events 3, 4, and 5 one finds a voltage peak, and therefore a probable shadowing of one probe, when the antenna is aligned with the magnetic field projected onto the spin plane. Because the local ion larmor radius is much larger than the PDP, a shadowing along field lines suggests a shadowing of electrons. We explain the signal peak in the following manner. For events 3, 4, and 5 the beam was injected in the direction of B. At the time when the antenna was aligned with B in the spin plane, the probe on the boom pointing in the direction of \(-B\) was at a lower potential than the probe on the boom pointing in the direction of \(-B\). Thus we conclude that some energetic electrons are moving in the direction of \(-B\), and one probe is shielded from them. So, for the three events when the PDP is 80 or more meters from the beam, the energetic elec-

![Fig. 5. Solution of equation (1) using values from Table 3. Model of floating potential as a function of energetic electron current. Antenna probe and PDP chassis have different floating potentials because of their different current collecting surface areas.](image-url)
Electrons have a preferred direction, which is opposite to the injection direction. This explanation is consistent with the report by the LEPEDEA group of a secondary electron beam in the shuttle wake [Frank et al., 1987]. The shadowing of one probe from electrons moving down the field lines is pictured in Figure 6a. Consideration of Figure 6b shows that if the angle θ of the magnetic field to the spacecraft spin plane is too large, then shadowing along the field lines will not occur. The range of angles where shadowing is possible is θ < 20.4°. Referring to the values of θ listed in Table 2, one finds that shadowing along field lines is possible for events 2, 3, 4, and 5.

The energetic electrons moving down the field lines and charging the probes in events 3, 4, and 5, may be attributed to reflection of beam electrons by collisions with atmospheric neutrals, or to a beam plasma interaction. First, consider reflection of electrons by collisions. Given the distance of the PDP downstream from the beam for these events, and the spacecraft velocity, one can determine the time of flight for the energetic electrons to be around 10 to 20 ns. For 1-keV electrons, the corresponding total distance traveled is about 200 to 400 km. For comparison, the mean free path of electrons for collisions with oxygen atoms can be roughly estimated by $\lambda = 1/(n_o \sigma)$, where $n_o$ is the atomic oxygen density and $\sigma$ is the collision cross section. We use a value for $\sigma$ of $7 \times 10^{-16}$ cm$^2$, the total scattering cross section for 100 eV electrons measured by Sunshine et al. [1967]. At an altitude of 300 km, $n_o$ is approximately $10^8$ cm$^{-3}$ [Johnson, 1965], which yields a mean free path $\lambda \approx 140$ km. Because the atomic oxygen density is larger at lower altitudes, $\lambda$ will become shorter at lower altitudes. Thus for events 1 and 3 where the beam was injected downward, it is quite reasonable that electrons reflected by collisions with neutrals could reach the PDP. Since the atomic oxygen density is smaller at higher altitudes, $\lambda$ becomes longer at higher altitudes. At an altitude of 400 km, $n_o$ is approximately $10^7$ cm$^{-3}$, which yields $\lambda \approx 1400$ km. So for electrons injected upward, the effective mean free path will be $\approx 1400$ km. For events 2, 4, and 5 where the beam was injected upward, it may seem unlikely that the PDP could be affected by reflected electrons. However, it is not necessary that most of the beam particles be reflected. The solution of (1) showed that the measured signals are explained by differential energetic electron currents of the order of $10^{-6}$ amp/m$^2$, and this current can result from only a small percentage of beam particles being reflected. An alternative explanation for the presence of energetic electrons is considered by Wilhelm et al. [1985]. In the SCXI experiment, Wilhelm et al. measured energetic electrons in the region downstream of an electron beam. They discuss the possibility that the energetic electrons are the product of a beam plasma interaction. Both explanations are possible, and without a further more detailed analysis we cannot say which is correct.

A different shadowing effect occurs for events 2, 3, 4, and 5 when the antenna is aligned with the velocity vector. Because the local ion thermal speed is less than the spacecraft velocity, ions are swept up by the spacecraft motion. The electron thermal velocity is much greater than spacecraft velocity, so the electrons are not swept up. However, because quasi-neutrality must be maintained, both the ion and the electron densities are reduced behind the spacecraft, forming a plasma wake. The sweeping of the antenna through the wake as the PDP spins is indicated in Figure 6a. Because the velocity vector lies in the PDP spin plane as shown, the antenna always passes through the wake region. In order to estimate the plasma density in the wake at the location of the antenna probe, we use the self-similar solution for the expansion of a plasma into a vacuum as shown by Samir et al. [1983] and Singh and Schunk [1982]. In the standard treatment one assumes initially a plasma of density $N_o$ for the region $x < 0$, and a vacuum for the region $x > 0$. At time $t = 0$ the plasma is allowed to expand into the vacuum region. The solution for the density at later times is given by

$$N = N_o \exp \left[ \frac{x}{S_o t} + 1 \right]$$

(2)

where $S_o$ is the ion sound speed. To obtain an estimate of the density at the probe when the probe is in the wake, we use (2) and take for $x$ the radius of the PDP, $x = 0.53$ m, and for $t$ the time for the ionospheric plasma to flow a distance of half of the antenna length relative to the PDP, $t = 2.5 \times 10^{-4}$ s. Assuming an electron temperature of 0.2 eV, and assuming ions are atomic oxygen, the ion sound speed is estimated to be...
about 1.4 x 10^4 m/s, yielding a wake density

\[ N = 0.08 N_0 \]  

This solution corresponds to the expansion of the plasma in one direction only. The wake fills in from all directions, so we expect the density in the wake at the location of the antenna probe to be greater than 0.08 \( N_0 \) but still significantly less than \( N_0 \). Examination of Figure 5 shows that if both probes receive the same amount of energetic electron current, but one probe is in the wake where the density is lower, then the probe in the wake will be several volts lower in potential than the probe upstream. This explanation is consistent with the observed signals.

Event 1 does not lend itself to explanation in terms of probe shadowing, as the other events do. The angle \( \theta \) between the magnetic field and the spin plane (see Table 2) is greater than 20.4°, so that probes are not shadowed along field lines. Figure 2 shows that the peaks in voltage are not consistently centered about the times the antenna is aligned with the velocity vector or the magnetic field. The peaks are also broader than expected if due only to a shielding effect. Thus the signal is due either to a gradient in the fluxes of energetic electrons reaching the probes, or both a gradient in fluxes of energetic electrons and an electric field. We cannot rule out the possibility that we have measured the electric field. However, because the entire region where the large electric field signals and the energetic electrons are observed is only 20 meters wide (refer to Figure 3), gradients over the antenna length are expected. As will be discussed below, we consider it likely that the large \( V_{\text{diff}} \) signal in event 1 is caused mainly by a gradient in energetic electron fluxes.

In order to investigate the possible interpretation of the large signals associated with event 1, the \( V_{\text{diff}} \) signals were analyzed as follows. Due to the spacecraft rotation, the \( V_{\text{diff}} \) signal varies sinusoidally with the PDP spin period of 13.1 s, and we assume that \( V_{\text{diff}} \) attains peak value when the antenna is aligned with the direction of strongest gradient in the energetic electrons. The direction and relative magnitude of the gradient is then obtained by using a least squares method to fit a 13.1-s segment of the \( V_{\text{diff}} \) signal to the function

\[ F(t) = F_1 + F_2 \cos \left( \frac{2\pi t}{T} - \Phi \right) \]  

where \( T = 13.1 \) s, and \( F_1, F_2, \) and \( \Phi \) are parameters determined by the fit procedure. If the signal is interpreted as a measure of the gradient of the energetic electron flux, then the constant \( F_2 \) gives the magnitude of the gradient and \( \Phi \) gives the direction of the gradient in the spin plane. We do not expect the energetic electron flux to vary much along the direction of \( \mathbf{B} \), so we assume that the gradient lies in the plane perpendicular to \( \mathbf{B} \) and that we have measured the component of the gradient projected onto the PDP spin plane. Using this assumption, the magnitude of the gradient vector in the plane perpendicular to \( \mathbf{B} \) was determined. In order to establish a "goodness of fit" of the curve fit performed for each measurement, the following test variable was calculated:

\[ X = \left[ \sum (F(t) - x)^2(N - 3) \right]^{1/2}/F_2 \]  

where \( x \) is the \( V_{\text{diff}} \) signal at time \( t_n \) and \( N \) is the number of sample points used in one curve fit. Measurements were retained if \( X < 0.25 \), corresponding roughly to 25% error.

The vectors obtained by the above analysis are shown in Figure 7. The vectors are plotted along the trajectory of the PDP relative to the electron beam where the coordinate directions are the same as in Figure 3. The \( V_{\text{diff}} \) signals first become larger than \( |V \times B| \cdot L_1 \), and the gradient in the energetic electron flux becomes significant, when the PDP is about 10 m away from a line extending directly downstream from the center of the beam. The \( V_{\text{diff}} \) signal, and thus the gradient in the electron flux, become larger as the PDP gets closer to this line. The gradient vectors tend to point toward the line. The indicated picture is that of a region of energetic electrons downstream from the primary electron beam. The region is not homogeneous but rather the electron flux is peaked along the line extending directly downstream from the primary beam.

The presence of a gradient in energetic electron flux can account for the large magnitude (larger than 8 V) of the \( V_{\text{diff}} \) signals during event 1. If the magnitude of the gradient in \( J_{e} \) is estimated from the LEPEDEA measurements, then the \( V_{\text{diff}} \) signal that would result from such a gradient can be estimated. As stated previously, the LEPEDEA measured a peak value of \( J_{e} \) of about 4 \( \times 10^{-4} \) amp/m². We assume that the flux of energetic electrons is peaked on a line extending directly downstream from the center of the beam, and is symmetric about that line. Since the region where large signals are detected is about 20 m wide, the spatial gradient \( \Delta J_e/\Delta x \) is approximately \( (4 \times 10^{-4} \text{ amp/m}^2)/(10 \text{ m}) = 4 \times 10^{-5} \text{ amp/m} \). The resulting \( V_{\text{diff}} \) can be estimated by

\[ V_{\text{diff}} = (\Delta J_e/\Delta x)(AV/\Delta J_e)(L \sin \theta) \]  

where the quantity \( \Delta V/\Delta J_e \) must be determined from Figure 5. \( L \) is the antenna length, and \( \theta \) is the angle of \( \mathbf{B} \) to the spin plane. For \( n_{He} = 1 \times 10^{11} \text{ m}^{-3} \) and \( J_{e} > 4 \times 10^{-5} \text{ amp/m}^2 \), \( \Delta V/\Delta J_e \) is \(-1.6 \times 10^4 \text{ V/amp/m} \). The antenna length is 3.89 m (see Table 1) and \( \Theta \) is about 23° (see Table 2). Using equation (4) with the given values, we obtain \( V_{\text{diff}} \approx 9.7 \text{ V} \). Thus a gradient in the energetic electron flux of the magnitude indicated by the LEPEDEA measurements could easily produce the \( V_{\text{diff}} \) signals recorded during event 1.
Analysis of all five events suggests that energetic electrons are found in a region about 20 m wide extending up to 170 m downstream from the injected electron beam. Consideration of event 1 indicates that very close to the beam, there is a large spatial gradient in the energetic electron flux; the flux increases as one approaches the line extending directly downstream from the center of the beam. We expect that the energetic electron flux is symmetric about this line. For events 3, 4, and 5, in which the PDP was 80 or more meters away from the beam, the signals are explained by the presence of energetic electrons having a preferential direction of motion along the magnetic field line, but in a direction opposite to the beam injection.

Although the main features of the $V_{\text{eff}}$ signals during events 1–5 are understood in terms of the discussion given above, some features remain unexplained. For example, the voltage peaks during event 4 are bumps on a signal that is otherwise sinusoidal. The peaks in event 4 are explained by alignment of the antenna with the magnetic field or with the velocity vector in the presence of energetic electrons. However, the $V_{\text{eff}}$ signal for event 4 shown in Figure 2 would also provide a reasonably good fit to the function in (4). Yet, since the shadowing effects are apparent in the measurements, a fit of the signal to (4) would be difficult to interpret. It is not clear why event 4 has a more sinusoidal character than events 3 or 5. Similarly, the large peaks in the signal during event 2 can be attributed to alignment of the antenna with the velocity vector in the presence of energetic electrons, but the signal remains $>\|V \times B\|/L$ when the probes are not in the spacecraft wake.

Finally, we consider the average potential measurements. The measurements show that during periods of no beam operation, the average probe floating potential was several volts higher than the PDP chassis floating potential. The solution of (1) (see Figure 5) indicates that the probes should float to a potential which is much less than a volt higher than the PDP potential. During events 1 and 2 the average probe floating potential became lower than the PDP potential. The solution of (1) indicates that the average probe floating potential should always be higher than the PDP chassis potential. The reasons for these discrepancies are not clear. However, we speculate that explanation involves the properties of the PDP surface materials. In solving (1) for the PDP potential, we assumed the PDP to have a uniformly conducting surface. However the potential of the aluminum mesh on the PDP surface may be influenced by the fiberglass cloth which underlies it. The fiberglass cloth may be charging to a different potential than the aluminum mesh. Katz and Davis [1987] analyze some of the effects of the fiberglass cloth-aluminum mesh arrangement for the situation of the PDP attached to the shuttle. The ultimate effect on the mesh potential for the PDP in free flight is uncertain.

5. CONCLUSIONS

Our conclusion from this analysis is that the large signals measured by the PDP quasi-static electric field instrument during electron beam operation can primarily be attributed to three causes. First, at times when the electric antenna is aligned with the projection of the magnetic field into the spin plane, the spacecraft body shields one probe from energetic electrons moving along the magnetic field lines. The two probes receive different amounts of electron current, thereby causing large signals. Second, at times when energetic electrons are reaching both probes, but one probe is in the PDP wake, the wake produces asymmetries in the plasma density at the two probes, thereby causing large signals. Finally, spatial gradients in the energetic electron fluxes between the two antenna probes produce differences in the energetic electron current to the two probes, thereby causing large signals. When the electron beam generator is operating, energetic electrons are found in a region about 20 m wide and up to 170 m downstream from the injected electron beam. Because the region is so narrow, the spatial gradients are significant even over the length of the PDP antenna. For events 80 or more meters away from the beam, the electric field results are explained by the presence of energetic electrons having a preferential motion back down the magnetic field line on which the beam was injected.

On the Spacelab 2 mission, it was demonstrated that with the shuttle it is possible to carry out detailed studies of electron beam effects under carefully controlled conditions. Thus, it should be possible to obtain a good map of the electric field near an electron beam. However, our experience indicates that double probe floating potential measurements are not reliable in the region near the beam. The floating potential of an object in a region with substantial fluxes of energetic electrons can be many times $kT_e/e$ more negative than the plasma potential. A small difference in energetic electron current collected by each probe of a double probe system can then lead to differential voltages much higher than those due to any electric field in the plasma. Reliable potential measurements probably will require biased probes, such as described by Fahleson [1967], or emissive probes such as described by Bettiger [1965]. These active potential measurements are not as sensitive to energetic electrons. An example of a biased probe system is found on the ISEE-1 spacecraft [Mazer et al., 1978]. In general, though, active potential measurements have not been widely used because of the appealing simplicity of floating potential measurements. However, for future spacecraft electron beam experiments, active instead of passive potential measurements will probably have to be considered.
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The POLAR Code Wake Model: Comparison With in Situ Observations

G. Murphy
Jet Propulsion Laboratory, Pasadena, California

I. Katz
S-Cubed, La Jolla, California

Measurements of the ion and electron densities associated with the wake of the shuttle orbiter were made by the Plasma Diagnostics Package (PDP) during the 1985 Spacelab 2 mission. Cross sections of the wake at distances of 50-250 m downstream and measurements along the wake axis from 5 to 100 m were obtained. The POLAR wake model, developed for The Air Force Geophysics Laboratory to study charging of spacecraft in low-altitude high-inclination orbits, was used to perform a three-dimensional simulation of the plasma wake evaluated at points along relative trajectory of the PDP. The POLAR code uses several simplifying assumptions to predict wake densities. These include neglecting the magnetic field and assuming that the plasma is quasi-neutral. The code models plasma density ahead of the expansion front, using a neutral approximation, and models the plasma density behind the expansion front by using the self-similar solution of the expansion of a plasma into a vacuum. For cases where $T_e = T_i$, the front is not sharp and thermal motion can account for most of the expansion. This approach is computationally very efficient. The results presented here are the first known comparison between such a model and actual in situ data obtained for objects of scale size $= 10^4 \lambda_D$. Excellent qualitative and quantitative agreement are found at distances greater than $= 30$ m, indicating that at least to first order, the model’s approximations are justified. An intriguing disparity between the model and data suggests that the orbiter’s near-wake may be filled predominantly by a pick-up ion population created from neutral contaminants and that these would have to be included if accurate wake models of large gas-emitting objects are required.

INTRODUCTION

In this paper we discuss measurements made by the Plasma Diagnostics Package (PDP) during Spacelab 2, which are presented by Murphy et al. [1989], and compare those results with predictions from the Air Force Geophysics Laboratory (AFGL) POLAR wake code, which uses a complex geometric model of the orbiter and the self-similar solution of the expansion of a plasma into a vacuum as its model basis. Previous reports [Katz et al., 1985] have compared the predictions of POLAR to observations of $T_e \sim T_i$ plasmas in the laboratory.

Caution should be exercised in extending conclusions about the accuracy of the POLAR model to conclusions regarding verification of the underlying physical processes it contains. Several other investigations have studied the applicability of the self-similar mathematics [Samir et al., 1983; Raychaudhuri et al., 1986; Gurevich et al., 1969; Diebold et al., 1987; Kozima et al., 1988] to wakes. It is our purpose only to determine if POLAR provides a reasonable model for the wakes of “large” objects in the ionosphere, as it has for $T_e = T_i$ plasmas in the laboratory.

We describe briefly the POLAR model and review the physics it contains, compare the data with the model, and then discuss the range of validity of the code.

THE POLAR CODE

To develop a code that can adequately describe the plasma wake behind a large object, particularly one of complex geometry, careful consideration of assumptions and approximations are required, as are simplifications allowing for computational efficiency. The POLAR code has evolved with such considerations in mind. A detailed description of the POLAR wake model is given by Katz et al. [1985], and it is the purpose here only to review the basic physics and processes in POLAR so the reader may have some insight into the validity of the code.

The model of the wake structure used by POLAR depends on the position relative to the so-called ion front. This ion front marks the boundary where electron density begins to change on a scale commensurate with the Debye length and the ion density takes a sudden and dramatic drop. Several authors have discussed the relationship between the wake fill process and the theoretical problem of the expansion of a plasma into a vacuum. In particular, problems applicable to ionospheric conditions have been treated by Gurevich et al. [1966], Gurevich and Pitaevskii [1975], and Singh and Schunk [1982], to name a few.

The solution to the Vlassov-Poisson equation system is in general quite difficult to obtain, but for the expansion of a plasma into the void it can be solved explicitly [Gurevich et al., 1969]. Ahead of the ion front the plasma is treated as rarefied; its motion is controlled by the thermal spread in ion velocities. Behind the front the motion is controlled by the electron temperature and ion mass. Figure 1 illustrates these regimes and defines the coordinate system used.

The governing equations in the region behind the front, considering that electrons are more mobile than ions and that they maintain equilibrium with a local potential, are

\[ n_e = n_0 \exp \left( \frac{eV}{kT_i} \right) \]  
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Fig. 1. The POLAR wake code distinguishes three regions of interest. The ambient plasma, the region of self-similar model, and the neutral approximation spaces are bounded by the Mach cone $Z = -S_{0t}$ and ion front, respectively. The coordinate system used is consistent with equations (1) through (10).

\begin{align*}
\text{Continuity} & \quad \frac{\partial n_i}{\partial t} + \frac{\partial (n_i v)}{\partial z} = 0 \\
\text{Equation of motion} & \quad \frac{\partial v}{\partial t} + \frac{\partial (vuv)}{\partial z} = - e \phi - M \frac{v}{v} \\
\text{Poisson's equation} & \quad \frac{\partial^2 \phi}{\partial z^2} = \frac{4 \pi e (n_e - n_i)}{M}
\end{align*}

where

- $n_0$: ambient density;
- $n_i$: ion density;
- $n_e$: electron density;
- $T_e$: electron temperature;
- $e$: electron charge;
- $\phi$: local potential;
- $k$: Boltzmann's constant.

and where $z$ is a variable representing distance parallel to the front velocity or, in this case, perpendicular to the orbital velocity.

Crow et al. [1975] have numerically solved (1) through (4) to predict the position of the ion front. Katz et al. [1985] developed an analytical fit to the Crow results:

$$Z_F(t) = 2 \lambda_d \left( \omega t + \frac{1}{\alpha} \right) \ln \left( 1 + \omega \alpha t \right) - \omega t$$

$$- \left( 1 - \frac{0.429}{\alpha} \right) \left( \omega t - \frac{1}{\alpha} \ln \left( 1 + \omega \alpha t \right) \right)$$

where

$$\omega = \frac{(4 \pi n_0 e^2)^{1/2}}{M} \quad \lambda_d = \frac{(kT_e)^{1/2}}{4 \pi n_0 e^2}$$

are the ion plasma frequency and Debye length, respectively, and $\alpha$ is a free parameter determined to be $1.6$.

Katz et al. [1985] showed that this formula agrees well with laboratory data from Wright et al. [1985] and incorporated it in POLAR. Ahead of this front $Z_F$, the plasma is assumed to expand owing to thermal motion, the so-called "neutral approximation." Behind $Z_F$ the plasma evolves into a state which is self-similar [Chan et al., 1984]. The self-similar solution of (1)-(4) for $z > -S_{0t}$ is

$$n = n_0 \exp \left[ - \frac{z + S_{0t}}{S_{0t}} \right]$$

where $S_{0t} = (kT_e/M)^{1/2}$ is the ion acoustic speed.

The time variable is defined as

$$t = \frac{x}{V_0}$$

where $x$ is the distance behind the object (perpendicular to $z$) and $V_0$ is the orbital velocity. We define the self-similar variable $\xi$ as

$$\xi = \frac{z}{S_{0t}}$$

Thus the self-similar solution essentially states that between the region bounded in positive $z$ by the front $Z_F$ and in negative $z$ by the line $z = -S_{0t}$, the density rises exponentially to be equal to the ambient value along $z = -S_{0t}$. This is an intuitively reasonable result.

In summary, the wake routines in POLAR employ two limiting cases. (1) Ahead of the ion front the electric field is negligible and the motion of ions is identical to neutrals. (2) Behind the ion front, whose position is determined by (5), the quasi-neutral self-similar solution of (6) is implemented.

POLAR has routines which model accurately the geometry of the object, and the "neutral ion" trajectories are calculated from

$$f_d(x, v) = g(x, \Omega) f_0(v)$$

where $f_0(v)$ is the unperturbed distribution function for a drifting Maxwellian, and $g(x, \Omega)$ has value "0" if a ray starting from $x$ and going in the direction $\Omega$ would strike the vehicle and "1" if it would not.
data, since the model assumes a fixed background density of trajectory. The density ratio algorithm can address complex geometries but takes advantage of the smooth wake structure characteristic of ionosphere. The assumed model temperature is also a constant 2500 K. The observed temperature varies plus or minus \(\pm 25\%\) from this assumed value during times of interest. The wake transits were all planned to occur in the relatively stable dayside ionosphere, and over the time span of a given wake transit the background density is believed to be stable to \(\pm 10\%\) [Murphy et al., 1989]. In the following discussion we will always compare the observed density ratio during a wake transit to the percentage change predicted by the model.

Figure 3a plots the observed electron and ion density depression during the back-away maneuver, with a constant 10\(^6\) cm\(^{-3}\) as the reference density [Murphy et al., 1989]. The density chosen for normalization is arbitrary and does not affect the shape of the profile as long as it is constant. It is the shape and relative depth of the profile we wish to compare with POLAR. The dots in Figure 3a are the electron density (small periodic depressions result when the boom-mounted probe passes through the wake of the spinning PDP). The plus symbols are the ion density obtained once per spin cycle. During the back-away, the PDP and orbiter pass from a latitude of approximately \(-20\%\) to \(+30\%\) in early afternoon, local time. Figure 3a also shows the predicted normalized density calculated by the POLAR model described earlier. As can be seen, good agreement exists at distances from \(-30\%\) to \(+75\%\). It should also be noted that over the range of the data shown, the RPA and LP data agree on density within \(\pm 30\%\).

As discussed by Murphy et al. [1989], we cannot easily normalize to either the previous or following orbit, so we use a constant value of 10\(^6\) cm\(^{-3}\) for \(N_{\text{ambient}}\). This value appears to be the peak density observed after the PDP has left the wake approximately 1 hour and 40 min later. Over the relatively long period of this maneuver, the ionosphere has surely changed by more than \(10\%\), and this may explain the disparity after \(t = 20\) min, since the PDP to orbiter distance is changing relatively little. Figure 3b is a plot of the predicted density calculated by the IRI ionosphere model and the measured density one orbit later (same local time and latitude). Note that the gradual variations observed owing to changing local time and latitude are consistent with the general trend predicted by the IRI model.

Let us turn now to the wake transit observations. Table 1 lists the wake transits and compares the predicted and observed depletions as well as conditions at the time of the center of the wake. Note that in this entire range of \(-50\%\) to \(-250\%\) in the calculations and observations agree to within \(\pm 30\%\).

Since the orbiter has a complex geometry, the details of the wake structure at a distance of 45 m (WT 3) downstream may be affected. Figure 4 plots a detail of that wake transit observed after the PDP has left the wake approximately 1 hour and 40 min later. Over the relatively long period of this maneuver, the ionosphere has surely changed by more than \(10\%\), and this may explain the disparity after \(t = 20\) min, since the PDP to orbiter distance is changing relatively little. Figure 3b is a plot of the predicted density calculated by the IRI ionosphere model and the measured density one orbit later (same local time and latitude). Note that the gradual variations observed owing to changing local time and latitude are consistent with the general trend predicted by the IRI model.

**Comparison of Results**

Figure 2 is a plot of the normalized density as a function of time predicted by POLAR for the PDP/orbiter relative trajectory. The density ratio \(N_{\text{wake}}/N_{\text{ambient}}\) varies from approximately 0.9 for wake transit (WT 1), which is at a distance of 245 m, to 0.2 for the closest, WT 3, at 45 m.

One must be careful when comparing the model to the data, since the model assumes a fixed background density of 10\(^7\) cm\(^{-3}\), whereas the actual ionospheric density can and does vary considerably. The background density chosen for the model is typical of that observed in the dayside ionosphere. The assumed model temperature is also a constant 2500 K. The observed temperature varies plus or minus \(\pm 25\%\) from this assumed value during times of interest. The wake transits were all planned to occur in the relatively stable dayside ionosphere, and over the time span of a given wake transit the background density is believed to be stable to \(\pm 10\%\) [Murphy et al., 1989]. In the following discussion we will always compare the observed density ratio during a wake transit to the percentage change predicted by the model.

Figure 3a plots the observed electron and ion density depression during the back-away maneuver, with a constant 10\(^6\) cm\(^{-3}\) as the reference density [Murphy et al., 1989]. The density chosen for normalization is arbitrary and does not affect the shape of the profile as long as it is constant. It is the shape and relative depth of the profile we wish to compare with POLAR. The dots in Figure 3a are the electron density (small periodic depressions result when the boom-mounted probe passes through the wake of the spinning PDP). The plus symbols are the ion density obtained once per spin cycle. During the back-away, the PDP and orbiter pass from a latitude of approximately \(-20\%\) to \(+30\%\) in early afternoon, local time. Figure 3a also shows the predicted normalized density calculated by the POLAR model described earlier. As can be seen, good agreement exists at distances from \(-30\%\) to \(+75\%\). It should also be noted that over the range of the data shown, the RPA and LP data agree on density within \(\pm 30\%\).

As discussed by Murphy et al. [1989], we cannot easily normalize to either the previous or following orbit, so we use a constant value of 10\(^6\) cm\(^{-3}\) for \(N_{\text{ambient}}\). This value appears to be the peak density observed after the PDP has left the wake approximately 1 hour and 40 min later. Over the relatively long period of this maneuver, the ionosphere has surely changed by more than \(10\%\), and this may explain the disparity after \(t = 20\) min, since the PDP to orbiter distance is changing relatively little. Figure 3b is a plot of the predicted density calculated by the IRI ionosphere model and the measured density one orbit later (same local time and latitude). Note that the gradual variations observed owing to changing local time and latitude are consistent with the general trend predicted by the IRI model.

Let us turn now to the wake transit observations. Table 1 lists the wake transits and compares the predicted and observed depletions as well as conditions at the time of the center of the wake. Note that in this entire range of \(-50\%\) to \(-250\%\) in the calculations and observations agree to within \(\pm 30\%\).

Since the orbiter has a complex geometry, the details of the wake structure at a distance of 45 m (WT 3) downstream may be affected. Figure 4 plots a detail of that wake transit observed after the PDP has left the wake approximately 1 hour and 40 min later. Over the relatively long period of this maneuver, the ionosphere has surely changed by more than \(10\%\), and this may explain the disparity after \(t = 20\) min, since the PDP to orbiter distance is changing relatively little. Figure 3b is a plot of the predicted density calculated by the IRI ionosphere model and the measured density one orbit later (same local time and latitude). Note that the gradual variations observed owing to changing local time and latitude are consistent with the general trend predicted by the IRI model.
Fig. 3. Ion and electron data during the back-away are plotted in Figure 3a, normalized to \( n_e = 1 \times 10^5 \text{ cm}^{-3} \). Note the relatively good agreement between model and data between 30 and 75 m. Beyond \( t = 20 \) min (75 m), background density varies considerably, as is illustrated in Figure 3b, which includes data for one orbit later than Figure 3a, at approximately the same station-keeping position, superimposed on a predicted density for this orbit from the IRI ionosphere model.

[Murphy et al., 1989] so the model cannot be tested to an accuracy greater than that.

**DISCUSSION**

In examining the back-away density profile, we find three relevant observations from Figure 3.

1. Close to the orbiter (<30 m) the model underestimates the observed density by 1 to 2 orders of magnitude.

2. In the range 30–75 m the model predicts quite accurately the gradual increase in density until the time \( t = 20 \) min. (Figure 3). After \( t = 20 \) min the observed density seems to have a variation, which is not believed to be wake-related. These density changes result from ionospheric variability as the spacecraft approaches the dawn-dusk meridian plane and are predicted by empirical models such as IRI.

Considering the first observation, recall that the assumptions incorporated within the POLAR wake model require a quasi-neutral plasma, assume a self-similar solution, and neglect magnetic fields. Since the electron and ion densities observed even at the beginning of the release and back-away period agree within 10%, it would seem that quasi-neutrality would be valid. It has been shown by Chan et al. [1984] that after a few ion plasma periods (=0.1 ms in this case) the plasma expansion becomes self-similar. For the case of the shuttle orbiter, this takes place within the first \( \approx 1 \) m of the wake. The magnetic field, if it is to be considered for this

<table>
<thead>
<tr>
<th>Wake</th>
<th>Latitude, ( \text{deg} )</th>
<th>( T_e ), K</th>
<th>Distance, m</th>
<th>POLAR Normalized Density</th>
<th>Observed Normalized Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-35</td>
<td>2500</td>
<td>242</td>
<td>0.9</td>
<td>0.80</td>
</tr>
<tr>
<td>2</td>
<td>-45</td>
<td>3000</td>
<td>125</td>
<td>0.75</td>
<td>0.61</td>
</tr>
<tr>
<td>3</td>
<td>+10</td>
<td>1500</td>
<td>25</td>
<td>0.20</td>
<td>0.18</td>
</tr>
<tr>
<td>4</td>
<td>+35</td>
<td>2000</td>
<td>105</td>
<td>0.65</td>
<td>0.90</td>
</tr>
</tbody>
</table>
case, would always act to limit plasma flow, rather than enhance it. Therefore it too can be eliminated from serving as an explanation for the poor fit at less than 30 m.

The answer to the disparity between model and observation would seem to lie in the role played by contaminant ions. Murphy et al. [1989] discuss these ions and offers their presence as an explanation for the disparity between these data and that taken at similar distances while on the remote manipulator system (RMS).

Let us turn now to the 30- to 75-m distance region. The most dominant characteristic of both the data and model is the relatively smooth increase in density as the PDP moves axially along the orbiter wake.

This midwake region has been studied extensively in the laboratory and the wake-fill process depends strongly on the body size, body potential, and ratio of ambient ion to electron temperature. Stone [1981], Fournier and Picache [1975], Hester and Sonin [1970], and many others have performed laboratory experiments and observed fine structure in wakes, including ion density peaks along the wake axis and wavelike condensation disturbances. It is important, however, to note that for the case of large bodies in low earth orbit (LEO) (1) the body potential is not too different from the plasma potential (a few \( kT_e \), at most, since the body surface is an insulator and does not expose \( v \times B \) potential to the plasma); (2) the plasma is a cold Maxwellian (i.e., lev) and collisionless; and (3) the ambient ion and electron temperatures are close to being equal.

An excellent review of laboratory work before 1975 is given by Fournier and Picache [1975]. Another excellent review of the subject of expansion of plasma into the wake is given by Samir et al. [1983]. In these cases the authors agree with the basic finding of Gurevich and Plataevskii [1969] that the fine structure and ion peaks observed in certain laboratory investigations vanish as \( T_e \) approaches \( T_i \). We see in this case that in spite of (or perhaps because of) the effect of contaminant ions, we have a large-scale wake which is basically devoid of any fine structure, at least in the sense of total electron or ion density. It should be emphatically noted, however, that this does not imply knowing all there is to know about the wake structure. The overall plasma density is only the zeroth order parameter. Ion and electron composition [Grebowsky et al., 1987]; vector measurements of ion velocities [Stone et al., 1983, 1988]; electron temperature [Murphy et al., 1986; Raitt et al., 1984]; plasma turbulence [Raitt et al., 1984] all play roles in understanding the total physics of the wake structure for such a complex gas-emitting, large object.

As discussed earlier, the structural differences between predictions and observations after \( t \approx 20 \) min in Figure 3a are attributed to natural ionospheric variation (not modeled by POLAR). Figure 3b illustrates the density profile one orbit after the back-away maneuver and shows this similar structure.

Let us compare the model predictions to observations for WT 1 through WT 4. The agreement is quite remarkable and affirms that the "well-behaved" wake structures associated with \( T_e/T_i \approx 1 \) plasmas can be adequately modeled by the physics contained in the POLAR model. There is only one significant difference between model and data. WT 2, which occurs at \( \approx 125 \) m, seems to be considerably deeper than WT 4, which occurs at a little more than 100 m. Murphy et al. [1989] discuss this extensively, and we do not believe that, considering approximations made by the model and errors made in normalization, we could expect any better agreement. If the magnetic field, contaminant ions, and orbiter sheath do play some role, it is clear from both the model and the data that it must be a secondary one.

Studying the detail of WT 3 observations and POLAR's predicted profile, we also find good agreement. This is significant because at 45 m downstream the details of the orbiter geometry and its effect on the wake can not yet be "washed out" (the long dimension of the orbiter is \( \approx 36 \) m). The agreement between model and data seems to imply that the geometric assumptions are valid and that it is permissible to use the geometric correction factor calculated from the neutral flow model, at least to first order.

Note that the center of the predicted wake seems to be
offset slightly from that observed and that the predicted density gradient seems slightly greater than observed. Murphy et al. [1989] discuss the accuracy with which the trajectory reconstruction takes place. This offset error is consistent with that level of precision. It is also possible that errors in normalization (constant background assumed) could produce this effect.

The difference in density gradients may be due to a slightly different plasma temperature than that modeled or may be consistent with the role played by contaminant ions in the neutralization of the space charge electric field.

Electric field data is difficult to discern from the PDP measurements because of interference from another instrument, but J. Steinberg (private communication, March 1988) has examined data from the time period of WT 3 and finds an electric field which changes sign at the wake center. This field is within a factor of 2 of that expected from a self-similar expansion. No attempt has been made to compare the predicted field computed by POLAR to the actual data, since error bars on the data are rather large. The authors may examine this as well as the RMS data [Tribble et al., 1989] in more detail in a future paper. The RMS roll data may be more useful for comparison, since those data are taken at <10 m downstream, where the density depletion and electric fields are greater.

CONCLUSIONS

The sampling of PDP ion and electron densities verify that for ionospheric plasma conditions (T_e = T_i), the orbiter wake is relatively smooth in its structure from ~30 m to distances of ~250 m downstream. POLAR predicts this smooth wake structure and agrees with the observations to an accuracy of <30% (Table 1). For large and complex systems such as the orbiter, outgassed products may play a significant role in the structure of its wake at distances less than the characteristic body dimension. Adequate modeling in this regime requires input that details the outgassed species and rates, chemistry describing their interaction with the ionosphere, and inclusion of magnetic field to account for the pick-up ion population in the wake.

At midwake distances the magnetic field effects, if any, appear to be secondary to the dominant role of the electric field and thermal motion already modeled by POLAR in the wake-fill process. However, for slightly larger objects or high-inclination orbits the magnetic field may have to be considered if accurate results are required. In addition, the fundamental scientific questions associated with large-body wakes will eventually require its inclusion.

For comparisons between in situ observations and models such as POLAR to be meaningful at levels better than a few tens of percent, more than simple axial or planar profiles of density are needed. Future experiments will also require good background measurements and inclusion of vector ion velocity, electric field, and particle distribution functions.
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Coherent Cerenkov Radiation From the Spacelab 2 Electron Beam

W. M. FARRELL, D. A. GURNETT, AND C. K. GOERTZ

Department of Physics and Astronomy, University of Iowa, Iowa City

During the Spacelab 2 mission, a spacecraft called the Plasma Diagnostics Package (PDP) was released from the space shuttle to investigate the surrounding plasma environment. During an interval when the shuttle and PDP were magnetically connected, a continuous 1-keV/50-mA electron beam was ejected along a field line from an electron generator on board the shuttle. As the PDP flew by the beam, the PDP plasma wave instrument detected intense whistler mode radiation originating from the beam. It is believed that coherent Cerenkov radiation from bunches of beam electrons is responsible for the whistler mode radiation, where an electrostatic beam-plasma instability forms the coherently radiating bunches. In this paper a detailed model of the coherent Cerenkov emission process is presented. A one-dimensional computer simulation of the beam is used to model the expected phase space structure of the electrons, and power emitted from Cerenkov radiation is computed using an analytical expression. The calculated power from the modeled 200-m beam segment is $\approx 5 \times 10^{-9}$ W/Hz, which can easily account for the measured whistler mode wave power. The inclusion of coherent effects in the beam increases the wave powers by nearly 90 dB above incoherent power levels. These calculations demonstrate that a spontaneous emission process, alone, can account for the observed whistler mode wave powers.

1. Introduction

During the Spacelab 2 (SL 2) mission, intense whistler mode radiation from an electron beam ejected from the space shuttle was detected by radio receivers on board the Plasma Diagnostics Package (PDP) which was in free flight around the shuttle [Gurnett et al., 1986]. Simple calculations have indicated that coherent Cerenkov radiation emitted by bunches of beam electrons may produce such whistler mode signals [Bell, 1968; Farrell et al., 1988], with the bunches being formed by a beam-plasma instability. This paper presents a detailed model of this wave generation process, including a determination of the expected radiated power.

In July of 1985, the space shuttle carried the SL 2 payload into the upper ionosphere. One of the experiments on board was the University of Iowa's Plasma Diagnostics Package, which contained 10 experiments designed to study the plasma environment around the shuttle orbiter. Another experiment, the Vehicle Charging and Potential Experiment (VCAP), also flew on the mission to study the charging and potential of the shuttle. Part of this package included a fast pulsed electron generator (FPEG) designed to eject a 1-keV/50-mA electron beam.

The PDP was released from the shuttle for a 6-hour period on August 1, 1985, to investigate the plasma environment in an extended region around the shuttle. At specific times the PDP intersected geomagnetic field lines that connected to the shuttle orbiter. These times are known as magnetic conjunction. During one magnetic conjunction event, the FPEG, located in the shuttle cargo bay, continuously ejected a 1-keV/50-mA electron beam with a pitch angle that varied from 0 to 20°. The PDP, located 200 m from the shuttle, passed within 6 m of the magnetic flux tube containing the beam. During this magnetic conjunction, the PDP plasma wave instrument detected intense whistler mode radiation. Figure 1 displays a frequency-versus-time spectrogram from the PDP plasma wave instrument during the 1-keV/50-mA beam ejection (0330-0337 UT). The whistler mode emission is the funnel-shaped structure extending in frequency from about 30 kHz to about 1 MHz.

Whistler mode signals like those detected during the SL 2 beam ejection are commonly detected from both artificially and naturally created electron beams in the Earth's ionosphere. In particular, rocket-launched electron beam experiments performed in the 1970s clearly showed the occurrence of whistler mode radiation in association with injected electron beams (Cartwright and Kellogg [1974], Monson et al. [1976], and Dechambre et al. [1980], just to name a few). With the advent of the shuttle program, these experiments were continued at a new level of sophistication which was due, in part, to the diagnostics packages, such as the PDP, that could be placed in favorable positions relative to the ejected electron beams. During beam ejections from the shuttle, many strong LF and VLF emissions were detected [Shawhan et al., 1984; Beihin et al., 1984; Neubert et al., 1986], including intense whistler mode radiation [Gurnett et al., 1986; Farrell et al., 1988]. For a comprehensive review of the many wave modes excited by artificially generated electron beams, see Grandel [1982]. Besides artificial beams, whistler mode radiation called auroral hiss is also emitted from field-aligned electron beams that occur naturally in the auroral regions [Gurnett, 1960; Lin et al., 1984]. Like the whistler mode radiation detected from the SL 2 electron beam, these emissions appear funnel shaped on a radio spectrogram. It has been demonstrated that this shape results from a propagation effect of whistler mode waves with normal angles near the resonance cone [see Gurnett, 1983]. Based on the striking similarities between auroral hiss and the whistler mode radiation from the SL 2 electron beam, further investigation of the latter was performed.

In particular, the whistler mode emission from the 1-keV/50-mA SL 2 electron beam has been the subject of two studies [Gurnett et al., 1986; Farrell et al., 1988]. Evidence presented in both indicates that the emission is quasi-electrostatic and is propagating with wave normals near the resonance cone. The emission is also believed to be generated by a Landau resonance interaction, since its index of refrac-
 tion values are near those expected for such an interaction [Farrell et al., 1988] and $k \cdot v_b > 0$ [Gurnett et al., 1986]. The radiated whistler mode power from the first 200 m of the beam was calculated by integrating the Poynting flux through a surface that contained the PDP trajectory [Farrell et al., 1988]. The resulting power spectrum is displayed in Figure 2. Note that the power spectral density, $dP/df$, is $\sim 10^{-9}$ W/Hz. The total power radiated in the whistler mode from the 200-m beam segment has been estimated to be 1.6 mW, which corresponds to a linear emissivity of about $8 \times 10^{-6}$ W/m. Since the total power in the beam is 50 W, the beam converted only $3.2 \times 10^{-3}$ of its power to whistler mode radiation in the first 200 m of its trajectory.

Owing to the low efficiency of converting beam power to wave power, incoherent Cerenkov radiation from the beam electrons was initially considered as the source of the emission. However, the estimated power from this radiation process is $10^7$ times smaller than that detected [Farrell et al., 1988]. In reality, the beam cannot be considered an incoherent radiator since a beam-plasma instability is operating in the beam forming quasi-periodically spaced density perturbations or “bunches” which can radiate coherently. Therefore an emission process involving coherent Cerenkov radiation from these bunches was considered [Farrell et al., 1988]. Strong instability-related electrostatic turbulence near the local plasma frequency, $f_p$, was detected in the beam by the PDP plasma wave instrument. These waves interact with the beam and form the “bunches” which can spontaneously emit powerful Cerenkov radiation due to the increased coherence of the beam electrons. The Cerenkov radiation emitted from these coherent structures is then detected by the PDP plasma wave receiver as the whistler mode radiation. As demonstrated previously [Farrell et al., 1988], the frequency range of the emitted Cerenkov radiation closely corresponds to that of the detected whistler mode radiation, and the bunching may create enough coherence among the beam electrons to yield the measured wave powers.

In this paper we will present a model of the coherent Cerenkov radiation from a bunched electron beam like that on the SL 2 experiment. We note that there are other possible mechanisms for generating the whistler mode radiation, such as a whistler mode instability in the beam [Lin and Wong, 1988] or some nonlinear mode conversion process. However, we will only consider the coherent Cerenkov radiation model and attempt to demonstrate that this process alone can account for the measured wave powers. In section 2 an expression is derived that describes the coherent Cerenkov radiated power from a field-aligned electron beam. This expression...
will be applied to a model of the SL 2 electron beam obtained from a one-dimensional particle simulation, the results of which are outlined in section 3. In section 4, the power from the modeled beam is calculated and compared with the measured power in the whistler mode from the actual SL 2 electron beam.

2. Expression for the Radiated Power

In this section an expression is derived for the power emitted from an electron beam by a coherent Cerenkov radiation process. The derivation presented here is similar to that of Mansfield [1967], who calculated the radiated power from a single test particle in a plasma medium using the Fourier transforms of the source current and radiated electric field. Using a similar analytical technique, Harker and Banks [1983] derived an expression for the power radiated from a pulsed electron beam in a plasma medium which included coherent effects between the radiating electrons in the pulses. In their derivation it was assumed that all beam electrons traveled with the same velocity $\vec{v}$ in pulses of length $l$ with a distance $d$ separating each pulse and that the pulsing is imposed by the generator that produces the beam. Compared with the incoherently radiated power from a beam, the inclusion of coherent effects between radiating beam electrons in a pulse leads to much higher powers. The calculations performed in our analysis are similar to theirs, except that we are now considering the radiation from an initially continuous beam that becomes modulated or “bunched” owing to the beam-plasma instability.

In the derivation of the radiated power presented here, it is assumed that the beam is a line source radiator of electromagnetic radiation. This assumption is valid since the whistler mode wavelength $\lambda_{wm}$ is of the order of 20 m and is several times greater than the beam diameter $d$, which is at most 2 cm or about 6 m [Farrell et al., 1988]. As will soon be demonstrated, this assumption will allow the current from the field-aligned SL 2 electron beam to be adequately represented by a delta function.

We also assume that the beam electrons only act as test particles which do not significantly alter the ambient plasma medium. Consequently, the medium is represented by a homogeneous, cold, collisionless plasma in a static magnetic field, and the terms in the dielectric tensor $K$ describing the beam are not included. Very near the electron generator this assumption is probably not valid, since the SL 2 electron beam is overdense ($n_e > n_i$), and thus the beam-related terms in $K$ cannot be ignored. However, as pictures of shuttle-launched beams indicate [Banks and Raitt, 1988], the beams tend to expand and become tenuous as they propagate from their source. Gendrin [1974] has demonstrated that this expansion will cause an initially overdense beam to become underdense within a few meters from the point of injection, and it is in the underdense region where the test particle assumption is considered valid. From Banks and Raitt the expansion of a 1-keV 100-mA electron beam with an initial density of $n_e \approx 100n_i$ is about 15. At this expansion rate the average beam density can become less than that of the ambient at the first meter (or 100$\lambda_{ph}$) of the injection point. Note that the beam expands from the generator opening of a couple centimeters to at most 1–2 cyclotron radii [Gendrin, 1974; Banks and Raitt, 1988] and is never larger than the whistler mode wavelength. Consequently, the assumption of a line source radiator still applies even though the beam diameter is increasing.

We write the equation for a wave in a cold plasma including the external current source, $J_e(k, \omega)$, as

$$T \cdot E(k, \omega) = \frac{(J_e(k, \omega))}{\omega \epsilon_0}$$

where $T \cdot E(k, \omega) = \vec{n} \times \vec{j}(k, \omega) + K \cdot E(k, \omega)$ and $K$ is the cold plasma dielectric tensor. The form of the dielectric tensor used here can be found in the work of Mansfield [1967]. The electric field, $E(r, t)$, is obtained by taking the inverse Fourier transform of $E(k, \omega)$,

$$E(r, t) = \frac{1}{(2\pi)^3} \int T^{-1} \cdot J_e(k, \omega)e^{i\omega t - k \cdot r} dk d\omega$$

The current density can be expressed in a generalized form for a line source as

$$J_e(r, t) = \left( \hat{\xi}J_x(x, t) + \hat{\eta}J_y(y, t) + \hat{z}J_z(z, t) \right)$$

$$= \hat{x}(x - R_c \cos \omega_t t + R_s \sin \omega_t t + \ddot{z}z + \dot{z}z) - R_c \cos \omega_t t + R_s \sin \omega_t t + \ddot{z}z$$

where the beam displacement is

$$r = \hat{x}R_c \cos \omega_t t + \hat{z}R_s \sin \omega_t t + \ddot{z}z$$

and $R_c$ and $\omega_t$ are the cyclotron radius and frequency, respectively. The Fourier transform of this current is

$$J_e(k, \omega) = \frac{1}{(2\pi)^3} \int J_e(r, t)e^{i(k \cdot r - \omega t)} dr dt$$

$$= \frac{1}{(2\pi)^3} \int [\hat{x}J_x(x, t) + \hat{z}J_z(z, t)] \cdot e^{i(k \cdot r - \omega t)} e^{i(k \cdot r - \omega t)} dr dt$$

The exponential factors in the parentheses can be reexpressed as

$$e^{i(k \cdot r - \omega t)} = \sum_{n=-\infty}^{\infty} J_n(k, R_c)e^{i\omega n t}$$

and

$$e^{i(k \cdot r - \omega t)} = \sum_{n=-\infty}^{\infty} J_n(k, R_s)e^{i\omega n t}$$

The calculated power spectral density from the first 200 m of the beam in the whistler mode as a function of frequency.
where \( J_s \) is the \( s \) order Bessel function. Inserting these into (5) yields the following expression for the transformed current:

\[
\tilde{J}_d(k, \omega) = \frac{1}{(2\pi)^2} \int \int \tilde{J}_d(z, t) e^{i(k \cdot z - \omega t)} \, dz \, dt
\]

\[
\cdot \left[ \sum_{n} J_s(k_{n} R_{0}) e^{-i\omega t} \int \int \left. \frac{1}{\pi} \frac{J_s(k_{n} R_{0}) e^{i\omega t}}{\omega} \right|_{\omega=\omega_{\text{rad}}} \right] \, dz \, dt
\]

(7)

During the SL 2 beam firing, the beam pitch angle was at most 20°, and for a 3-min period, from 0332:30 to 0335:30 UT, it was less than 10°. As a consequence, \( V_0 > V \), which implies that \( J_d(z, t) \rightarrow J_d(z) \) and \( J_d(y, t) \). Also, \( R_0 = V_0/\omega \ll \ell_m \) and, therefore, the factors in the brackets in (7) are near unity. Equation (7) then becomes

\[
\tilde{J}_d(k, \omega) = \frac{2}{(2\pi)^2} \int \int J_d(z, t) e^{i(k \cdot z - \omega t)} \, dz \, dt
\]

(8)

Consider a group of particles ejected from a particle generator. Ideally, if all the particles are moving at the same velocity, \( V \), a simple transformation can be made to a frame moving with the particles, \( z = z - V t \). In this frame the current density does not depend explicitly on time.

\[
J_d(z, t) = J_d(z')
\]

(9)

and consequently, the beam particles appear stationary. In order to solve the time integral in (8), a transformation to \( z' \) is made where the current density is considered time independent. In reality, it is not expected that all particles have identical velocities (i.e., they may have a spread \( \Delta V \) about \( V \), and the validity of the power expression derived assuming (9) must be established for the particular case in question.

Assuming that a transformation can be made to a frame where \( V = 0 \), expression (8) becomes

\[
\tilde{J}_d(k, \omega) = \frac{2}{(2\pi)^2} \int \int J_d(z, t) e^{i(k \cdot z - \omega t)} \, dz \, dt
\]

(10)

The quantity \( \int \int J_d(z, t) e^{i(k \cdot z - \omega t)} \, dz \, dt \) is the Fourier transform of \( J_d(z) \). Using the definition of the delta function, \( \delta(k \cdot v - \omega) \), and the fact that \( k_s = n \omega \cos \theta_s \), (10) reduces to

\[
\tilde{J}_d(k, \omega) = \frac{2}{(2\pi)^2} (2\pi)^{1/2} J_d(k_s) \delta(n \omega \cos \theta_s - \omega)
\]

(11)

where \( \beta = V/c \).

In order to determine the radiated electric field, (11) is substituted into (2) to obtain

\[
\tilde{E}(r, t) = \frac{1}{(2\pi)^2 \epsilon_0} \int \int \left[ T^\dagger \cdot \mathbf{\hat{z}} \right] (2\pi)^{1/2} J_d(k_s) \delta(n \omega \cos \theta_s - \omega) e^{i \omega t - k \cdot r} \, dk \, d\omega
\]

(12)

Knowing the electric field and source current, an expression for the radiated power can now be found:

\[
P(t) = \int \tilde{E}(r) \cdot \tilde{J}_d(r) \, dr
\]

\[
= \frac{1}{(2\pi)^2 \epsilon_0} \int \int \left[ (2\pi)^{1/2} J_d(k_s) \delta(n \omega \cos \theta_s - \omega) e^{i \omega t - k \cdot r} \right] \cdot (2\pi)^{1/2} J_d(k_s) \delta(n \omega \cos \theta_s - \omega) e^{i \omega t - k \cdot r} \, dk \, d\omega \, d\phi
\]

(13)

where \( n^2(\omega^3/c^3) \) \( d\phi \) has been substituted for the element \( d\phi \) and the trivial integration over \( \phi \) has been performed. Integrating over \( \theta \), an integral of the form

\[
I = \int \tilde{E}(x) \delta(Ax - B) \, dx = \frac{\tilde{E}(x_0)}{A}
\]

must be solved, where \( A = |n \omega| B = \omega \), and \( x_0 = \cos \theta_0 = 1/n \beta \). It should be noted that to obtain a nonzero solution to the integral, the condition \( \cos \theta_0 = 1/n \beta \) must be satisfied, which is the Landau resonance condition. Upon evaluating the integral, the radiated power becomes

\[
P(t) = \frac{-i}{(2\pi)^2 \epsilon_0 c^3 \beta} \int \int \left[ (2 \pi \cdot T^{-1} \cdot \mathbf{\hat{z}}) J_d(k_s) \right] \delta(n \omega \cos \theta_s - \omega) e^{i \omega t - k \cdot r} \, dk \, d\omega
\]

(14)

From Mansfield, the quantity \( (2 \pi \cdot T^{-1} \cdot \mathbf{\hat{z}}) \) is

\[
(2 \pi \cdot T^{-1} \cdot \mathbf{\hat{z}}) = \frac{T_{33}(n)}{\epsilon_0(n^2 - n_z^2)(n_z - n_1^2)}
\]

(15)

where

\[
T_{33} = e_1^2 - e_2^2 - e_3^2 + (n_z - n_1^2) \cos^2 \theta_0
\]

(16)

\[
n_{1,2}^2 = [B \pm (B^2 - 4C \epsilon_0^2)/2]_{2 \epsilon_1}
\]

(17)

\[
B = (\frac{c^2}{V}) (e_3 - e_1) + e_2^2 - e_1^2 - e_1 e_3
\]

(18)

and

\[
C = (\frac{c^2}{V}) (e_1^2 - e_2^2 - e_1 e_3) + e_3(e_1^2 - e_2^2)
\]

(19)

Using the Plemelj formula, the complex integration over \( d\omega \) is performed to yield the final expression for the radiated power:

\[
P(t) = \frac{\tilde{E}(x_0)}{A} \int \int \left[ (2\pi)^{1/2} J_d(k_s) \delta(n \omega \cos \theta_s - \omega) e^{i \omega t - k \cdot r} \right] \cdot (2\pi)^{1/2} J_d(k_s) \delta(n \omega \cos \theta_s - \omega) e^{i \omega t - k \cdot r} \, dk \, d\omega
\]

(20)

Note that the radiated power is proportional to the square of the Fourier transform of the current density. This result is similar to that obtained by Harker and Banks [1983], who found that the radiated power varies as the square of the transform of the current pulses. Once the current density and its transform are known, it can be used in (20) to easily calculate the radiated power. We will use a modeled beam to obtain the beam current, \( J_d(z, t) \), since the available plasma instruments flown on the PDP cannot directly measure the electron bunching which occurs on time scales of \( 1/\omega_{pe} \sim 10^{-3} \) s. The results of the beam simulation are presented in the next section.

3. A One-Dimensional Electrostatic Simulation of the SL 2 Electron Beam

To obtain the required beam current, a one-dimensional electrostatic model of an electron beam propagating through an ambient plasma is simulated on a computer. A one-dimensional beam model was chosen, since the length scales being considered are very long, about 200 m (many thousand Debye lengths), and cannot be reasonably modeled using a two- or three-dimensional system owing to the practical limits on computer CPU time. In the one-dimensional model it is assumed that the velocity of the particles is directed along a
static magnetic field line, which allows the particle trajectories to be unaffected by this field. Since the SL 2 electron beam was nearly field aligned during injection, this assumption is acceptable. In this analysis we also assume that the magnitude of the electric field of the generated Cerenkov radiation is much smaller than that of the electrostatic wave generated within the beam, \( E_{\text{ES}} \gg E_{\text{RAD}} \). This assumption implies that the radiated electric field did not significantly alter the SL 2 beam electron trajectories and is consistent with the modeling of the beam where radiation field effects are neglected. This assumption is also consistent with observations made during the SL 2 experiment, where \( E_{\text{ES}} \approx 0.3 \) V/m in the beam while \( E_{\text{RAD}} \approx 10^{-3} \) V/m for the whistler mode waves.

The simulation is designed so that initially the system is charge neutral. The particles representing the ambient electrons can move freely; however, they are confined to the system by re-injection boundaries. Ambient electrons leaving the system at these boundaries are re-injected with a Gaussian-weighted velocity between zero and the electron thermal speed. The electron beam is represented by particles of negative charge that are injected into the system at the \( z = 0 \) boundary with velocities greater than the ambient electron thermal speed. In order to keep the net charge in the system equal to zero, a positive charge equal in magnitude to the amount of negative charge beam charge in the system is placed at the \( z = 0 \) boundary. This boundary charge draws a return flow of ambient electrons which, for low beam flux (\( n_b V_b A < n_e V_e A \)), is sufficient to keep the boundary almost completely neutralized.

In a one-dimensional simulation the particles are charged sheets of infinite extent in the transverse direction and of finite thickness (\( \sim \lambda_0 \)) along the direction being modeled. Consequently, the modeled beam has an infinite cross section. This infinite cross-section model, however, is contrary to the true SL 2 electron beam, which had a cross-sectional radius of no more than 6 m [Farrell et al., 1988]. Assuming such a model ignores finite radius electrostatic effects associated with the SL 2 electron beam and is only justified if the wavelength of the longitudinal electrostatic mode, \( \lambda_0 \) is less than the SL 2 electron beam diameter \( d \), which is not the case. Therefore we must demonstrate that the electrostatic nature of a finite radius beam, like the SL 2 electron beam, is similar to that of an infinite radius beam. To show this, a comparison will be made between our one-dimensional beam model and a two-dimensional radially finite beam model [Winglee and Pritchett, 1988] to verify such similarities.

Figure 3 displays a beam phase space configuration from Winglee and Pritchett’s [1988] two-dimensional simulation. In this model the beam is initially injected overdense (\( n_b/n_e = 4 \)). The ratio \( V_e/V_r \approx 20 \) and the figure displays the beam phase space after about \( 380 \lambda_0 \). Note that the wave-trapping structures created in the beam are very similar to those typically created in one-dimensional simulations of underdense beams.

![Fig. 3. Phase space configuration of beam electrons from Winglee and Pritchett’s [1988] two-dimensional simulation. In this model the beam is initially injected overdense (\( n_b/n_e = 4 \)). The ratio \( V_e/V_r \approx 20 \) and the figure displays the beam phase space after about \( 380 \lambda_0 \).](image)

In this region and beyond, the average beam density is reduced and the beam temperature is still relatively cold.

Figures 4a, 4b, and 4c display the beam phase space configur-
uration from our one-dimensional simulation after 50, 100, and $840\omega_{pe}^{-1}$, respectively. In this model, $n_p/n_e = 1/16$, $V_e/V_{th} = 20$, and the beam is initially cold at $z = 0$. Each unit of distance represents $2a_p$, or about 10 cm; thus Figure 4c displays the beam phase space configuration for a 200-m beam segment. The simulation was run for $840\omega_{pe}^{-1}$ to allow the transient front edge of the beam to leave the system. Consequently, the model displayed in Figure 4c represents the steady state beam. Note from the figures that the wave-particle trapping structures are similar to those of the two-dimensional beam displayed in Figure 3, implying that both are undergoing similar electrostatic interactions. Also note that the beam phase space configuration appears very similar to those modeled by Okuda et al. [1987], who performed a one-dimensional simulation similar to the one presented here.

Figures 5a, 5b, and 5c display the number of beam particles as a function of $z$ at times corresponding to those in Figure 4. Note from both Figures 4 and 5 that the beam is undergoing strong interactions with the background ionospheric medium. In the first 100 m ($z = 0$ to 1000), the beam-plasma instability is creating the classic trapping structures associated with such instabilities, which gives rise to significant perturbations in the density. Beyond 100 m ($z = 1000$), the beam is strongly thermalized, with the beam particles becoming randomized in phase space owing to the wave-particle interactions. Such randomization of the particles signifies the transfer of free energy from the beam to the electrostatic turbulence. Even though the beam becomes randomized, some significant density fluctuations are still present out past 100 m ($z = 1000$), as indicated in Figure 5c.

According to expression (20) the current density of the beam is needed to obtain the radiated power. Figure 6a displays the beam current density, $J_z(z, t = 840\omega_{pe}^{-1})$, in the 200-m beam segment. Note from the figure that current density perturbations are clearly evident in the beam. It is the radiative coherence within and between these perturbations that yield significant wave powers, since the randomized background beam component only contributes to the incoherent power level. Figure 6b displays the Fourier transform of the current, $J_z(k_x)$, as a function of $k_x$. The resulting transform appears as a white noise type $k$ spectra for $k_x > 20$; however, for $k_x < 20$, $J_z(k_x)$ appears to increase as $k_x$ decreases. The white noise type $k$ spectra found in $k_x > 20$ results from the randomized component of the electrons in the computer model. Although not feasible, if electrons with real mass and charge had been modeled, this noise would be significantly reduced. The average noise level was obtained by calculating the arithmetic average of the $J_z(k_x)$ values between 25.6 and 31.4. This level is represented by the line in Figure 6b. The increase in $J_z(k_x)$ found at $k_x < 20$ results from wave-particle interactions within the beam that create current density perturbations or "bunches." If bunching had not occurred, the simulated beam electrons would be completely randomized in phase space, and the resulting values of $J_z(k_x)$ would appear as white noise at all $k_x$ values.

4. Radiated Power From a Model of the SL 2 Electron Beam

Equation (20) will now be applied to the simulated SL 2 electron beam discussed in the last section. In applying this expression to waves propagating in the SL 2 electron beam environment, some further approximations can be made. Specifically, in the frequency range of consideration, $n_1 \approx n_2$, $n_1 = n$, where $n$ is the whistler mode index of refraction obtained from cold plasma theory, and $T_{32}(n_1) \approx 10^{3} T_{32}(n_2)$. Also, based on arguments of the typical density structure size in the beam, $J_z[k_z(n_2, \theta_0)] > J_z[k_z(n_1, \theta_0)]$. Consequently, the $k = 2$ term in the summation of (20) is very small and can be neglected. The radiated power can then be expressed as

$$P(t) = P \approx \frac{1}{8\pi\varepsilon_0 c^2 V_e^2} \int_{0}^{\infty} \left| \frac{\omega}{\omega_0 - \omega} \right| d\omega$$

where $k_x = n_c \cos \theta_0 \omega/c$. Note that $n_1 > n_2$, which makes the term in brackets positive for the frequency range considered. To derive (21), it was assumed that a frame of reference exists where the current density is time independent, and thus all current density perturbations propagate at the same speed, $V_e$. In this case, the transform of the current density is properly represented by (11), where the delta function specifies the propagation speed $V_e$ of the perturbations. In reality, however, all the perturbations may not be propagating at the same speed, and the validity of using (21) to estimate the coherent radiated power must be established. Consider a more realistic case where the density perturbations propagate with a speed $V_e \pm \Delta V$, where $\Delta V$ represents a velocity spread of the perturbations. In this case, the delta function in (11) should be replaced by a function that approximates this spread in velocity, such as a Gaussian function. As is demonstrated in the appendix, as long as this spread is not too great, the values of the radiated power are not significantly different from those obtained from perturbations all moving at identical velocities.

The velocity of the perturbations, $V_e$, must be determined in order to obtain a solution to (21). This velocity can be found by examining the spatial and temporal evolution of the current density perturbations in the simulation. By plotting the current density values above the average, $J_z(z, t) > 0.05 A$, as a function of $z$ and $t$, the evolution of the individual perturbations can be followed. Such a plot is displayed in Figure 7. From this figure we see that the current density perturbations drift from the injection point at nearly the initial beam speed of $1.89 \times 10^4$ m/s. However, not all the perturbations move at the same identical speed, since at certain times, merging of a number of perturbations occurs. Examples of such current density enhancements are at $x = 100$ m, $t = 2.1 \times 10^{-3}$ s and at $x = 85$ m, $t = 3 \times 10^{-3}$ s and are circled in the figure. It is the creation of these structures coupled with the perturbations near the injection boundary that yield the large values of $J_z(k_x)$ at small wave numbers ($k_x < 0.2$) shown in Figure 6b. The Fourier transform of the current density, $J_z(k_x, \omega)$, is displayed in Figure 8. Note from this figure that the most intense values of the current corresponding to the perturbations lie near $V_e = 1.89 \times 10^4$ m/s, which is represented by the solid line in the figure. We also see that there is a spread in these values about $V_e$, but this spread is not very large and (21) can be readily applied. It is interesting to note that even though the beam itself develops a significant velocity spread, as indicated in Figure 4, the perturbations which generate significant radiation continue to propagate at the injection speed with little spread.

Recently, Omura and Matsumoto [1988] suggested that the bunches in their two-dimensional periodic beam simulation quickly reached a "quasi-linear phase" where they became "smoothed out," and thus significant radiation from these bunches could not occur. In the simulation presented here, we
also see the bunches in the beam quickly reach this quasi-linear phase between 50 and 100 m from the injection point (see Figure 4). However, as is indicated in Figure 7, significant current density enhancements still exist out as far as 200 m, and these fluctuations affect the Cerenkov radiation. In particular, they couple to the strong perturbations found in the first 50 m, increasing the values of $J_x(k_x)$ in the whistler mode wave number regime (see Figure 6). This coupling effect is best mod-
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**Fig. 5.** Number of beam electrons as a function of $z$ at times corresponding to those of Figure 4. Note from all three figures that significant density perturbations are created in the beam.
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**Fig. 6.** Beam current density as a function of $z$ at $8400\omega_{ce}^{-1}$; (b) corresponding transform of this current. Note from Figure 6a that significant perturbations in the current density are present in the beam, which increases the values of $J_x(k_x)$ displayed in Figure 6b at wave numbers of less than 20.
have modeledtronst to impart enough perpendicular imomentum perfectly aligned withcompletely field aligned. Even if also be duebeam's radiator factor of from whistler mode wave power. It is clear from (90 decibels) above incoherent power levels and electrons figure spectra (represented by open circles) and measured whistler mode power. The log average of power spectral density values are plotted as a function of wave number varies from 0.01 to 31.1 kHz to 0.332 resonance condition. This waye number represents those of the whistle mode that satisfy the Landau resonance condition. This wave number varies from 0.01 at 31.1 kHz to 0.332 at 1 MHz. The current density values that correspond to these wave numbers are indicated in Figure 6b. Using (21) and the calculated values of \( J(k) \) with the noise level subtracted, the radiated power spectral density, \( dP/df \), from the modeled 200-m beam segment is evaluated. These power spectral density values are plotted as a function of wave frequency in Figure 9 (represented by crosses), along with the log average of these values (represented by the straight line). The calculated incoherent Cerenkov power spectra (represented by open circles) and measured whistler mode power spectra (represented by dots) from the 200-m SL 2 electron beam segment is also displayed in the figure. Note from the figure that the inclusion of coherent effects among the beam electrons increases the wave powers by nearly a factor of \( 10^9 \) (90 decibels) above incoherent power levels and yields values that are relatively close to the measured whistler mode powers. It is clear from the figure that coherent Cerenkov radiation from the beam can indeed account for the measured whistler mode wave power.

It can also be seen from Figure 9 that the calculated power from the modeled beam actually overestimates the measured power by a factor of 40. This overestimate may result from the fact that the SL 2 electron beam is not an ideal line source radiator as assumed in our analysis, and a more accurate estimate of the power may be obtained by including the beam's radial dimension. The overestimate of the power may also be due to the assumption that the beam electrons are completely field aligned. Even if the electron generator is perfectly aligned with the geomagnetic field, electrical and fluid edge effects between the beam and the generator orifice may impart enough perpendicular momentum to the beam electrons to reduce the size of the density perturbations as we have modeled them. Consequently, the radiated power will be reduced. Interactions between the beam electrons and neutrals may also impart significant perpendicular momentum to the beam electrons, which will again reduce the size of the density perturbations and the radiated power. It might be expected that Landau damping of the Cerenkov radiation as it propagates in the ionospheric plasma will also reduce wave powers; but it is suspected that this effect is not significant, since the Cerenkov wave phase speed from the current density perturbations is still well above the thermal velocity of the ionosphere. On the basis of the limiting assumptions used in our model, the calculated power should be considered as an upper limit of the possible whistler mode wave power. The effects mentioned above should all tend to reduce the beam's radiative coherence as compared to our one-dimensional model and, consequently, lower the radiated powers. Therefore it is not surprising that the powers obtained via the one-dimensional analysis are higher than those measured.

5. Conclusion

Previously, the measured power of the whistler mode waves emitted by a continuous electron beam ejected from the shuttle was found to be almost \( 10^7 \) greater than the expected power from an incoherent Cerenkov radiation process. Owing to this discrepancy, it was suggested that these waves might result from coherent Cerenkov radiation effects in a beam naturally modulated by a beam-plasma instability. In this case, the enhanced radiated power would result from the coherence between electrons in the instability-related density perturbations or "bunches."

In order to verify that this process is indeed viable, a one-dimensional electrostatic simulation of the beam was performed that verified the existence of the bunches. The coherent Cerenkov-radiated power from the modeled beam was then calculated using an analytical expression similar to that pre-

Fig. 8. To determine the velocity of the perturbations, the Fourier transform of the current density in time and space, \( J(k_x, \omega) \), was calculated and plotted as a function of \( k_x \) and \( \omega \). Note that the values lie near \( \omega k_x = 1.89 \times 10^7 \) m s.
It should be noted that two very critical assumptions were made to simplify the above analysis. The first assumption was that the beam could be treated as a line source radiator of the whistler mode waves and was invoked to obtain a manageable expression for the radiated power. Although the beam was not an ideal line source, the electromagnetic wavelengths were still significantly greater than the beam diameter, making the assumption valid. The second assumption is that similar electrostatic effects occur in beams of finite and infinite radius, which allowed us to model the beam using only a one-dimensional simulation. As was mentioned previously, a one-dimensional simulation was advantageous, since a long beam length was required. We demonstrated, via simulation, that the phase space structure of a two-dimensional, radially finite beam was indeed comparable to that of a one-dimensional beam. Without these two simplifying assumptions, the expression for the radiated power and the modeled beam could not have been used in the analysis.

Since we have demonstrated that a spontaneous emission process alone can account for the whistler mode wave powers, other more sophisticated emission processes operating in the beam, such as a whistler mode instability, are not required. Both a Cerenkov radiation process and a whistler mode instability could be present in the beam, but in this case, the powers from the Cerenkov process are at least comparable to those from the instability. Consequently, effects from spontaneous Cerenkov radiation processes cannot be ignored in the generation of the whistler mode waves from the SL 2 electron beam.

APPENDIX

As was mentioned in the text, all the current density perturbations or bunches in the modeled SL 2 electron beam are not propagating at exactly \( V' \), but, instead, propagate in a range of velocities, \( V' \pm \Delta V \), where \( \Delta V \) is the typical velocity spread. Consequently, in the frame moving with these bunches, they are not all stationary, as was assumed in the derivation of (21), but have second-order temporal variations that can alter the radiative coherence of the beam. The effect of these temporal variations on the radiated power can be accounted for by changing the delta function in (21) to a Gaussian function that represents the spread in bunch velocity. The corresponding transform of the current density in space and time is then written as

\[
J_x(k, \omega) = \frac{2}{(2\pi)^{3/2}} \int \left( 2\pi \right)^{1/2} J_x(k_z) e^{-\frac{1}{2} \omega^2} d\omega
\]

where \( J_x(k_z) \) is the spatial transform of the current density, \( a = k_z V' - \omega \), and \( t_0 \) is the typical coherence time scale of the temporal variations in the current density. If the transform of the current density is peaked at \( \omega/k_z = V' \) with little or no spread in \( \omega \) or \( k_z \), then the current density is properly represented by (11). However, as Figure 8 indicates, the transform of the current density, \( J_x(k_z, \omega) \), has some spread about \( V' = \omega/k_z = 1.89 \times 10^7 \text{ m/s} \). Consequently, this transform is best represented by (A1), where the Gaussian function is used to represent the spread in \( \omega \) and \( k_z \) space. Note as \( t_0 \rightarrow \infty \), (A1) and (11) become identical.

Following a similar analysis as was done previously, the power spectral density from a current density, \( J_x(k_z, \omega) \), with a

\[
\text{Fig. 9. Power spectra of the measured whistler mode radiation from the first 200 m of the SL 2 electron beam along with the calculated power spectra of the incoherent and coherent Cerenkov radiation from a 200-m beam segment. Note that the inclusion of coherent radiation effects increases the calculated powers near to those measured from the SL 2 electron beam. On the basis of these results, it is concluded that coherent Cerenkov radiation from a bunched electron beam can generate the detected whistler mode radiation.}
\]
spread is found to be
\[ \frac{dP}{d\omega_{\perp}} \bigg|_{\omega=\omega_{0}} = \int F(k_{\perp}, \omega_{0}) \frac{t_{0}}{2\pi^{1/2}} e^{-\frac{(\omega_{0} - \omega_{k})^{2}}{2\delta_{k}^{2}}} \, dk_{\perp} \]  
(A2)

where
\[ F(k_{\perp}, \omega_{0}) = \frac{1}{(2\pi)^{3/2}} \int (\xi \cdot T^{-1/2}) 2\pi J_{4}(k) J_{2}^{*}(k) \omega_{0} \, dn \]  
(A3)

Thus to obtain the power spectra density, a Gaussian-weighted integration of \( F(k_{\perp}, \omega_{0}) \) over \( dk_{\perp} \) must be performed. Using (13), a similar expression can be written when \( J_{1}(k_{\perp}, \omega) \) has no spread about \( \omega/\kappa = V_{s} \):
\[ \frac{dP}{d\omega_{\perp}} \bigg|_{\omega=\omega_{0}} = \int F(k_{\perp}, \omega_{0}) (k_{\perp} V_{s} - \omega_{0})^{\delta_{k}^{2}/(2\omega_{0}^{2})} \, dk_{\perp} \]  
\[ = \frac{F(k_{\perp}, \omega_{0})}{V_{s}} \]  
(\( \omega/\kappa = \omega_{0} V_{s} \), \( \delta_{k} \))  
(A4)

Expressions (A2) and (A4) should yield similar results as long as \( F(k, \omega_{0}) \) approximates \( F(k_{\perp}, \omega_{0}) \) in \( dk_{\perp} \). A numerical integration of (A2) was performed, and this result was indeed found to be true. The radiated power varied by only about 10% when considering a spread in \( J_{1}(k_{\perp}, \omega) \) equal to \( \kappa_{0} \). From these results it is evident that the radiated power does not vary significantly when considering a spread in \( J_{1}(k_{\perp}, \omega) \) about \( \omega/\kappa = V_{s} \). Consequently, the radiated power calculated using the much simpler expression (21) should be a sufficiently accurate estimate of the radiated power from the modeled beam.
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CONTAMINANT IONS AND WAVES IN THE SPACE STATION ENVIRONMENT

G. B. Murphy

Department of Physics and Astronomy
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Introduction

It is a difficult task to estimate, with any degree of certainty, the probable environment of any large space structure or system given that the system has not been firmly defined. This environment is a product of the natural environment and its interactions with that structure and system. We shall distinguish between the so-called induced environment, the molecular, particulate, photon and wave environment which results from the disturbing effects of a large object flying at orbital speeds through the ionosphere, and the contaminant environment which is produced when solids, liquids or gases are released from the system and interact with the induced environment in an array of chemical and physical processes. Our task is made particularly difficult by two important unknowns: a firm definition of the system and its contaminants; incomplete knowledge of the chemical and physical processes which can take place. In this paper we will address the probable plasma environment of Space Station. That is, we will discuss the particles (ions and electrons) and waves which will likely exist in the vicinity of the Space Station and how these may affect the operation of proposed experiments.

Differences between quiescent operational periods (as defined by JSC 30426) and non-operational periods as well as probable effects from Shuttle operations will also be discussed. Areas which need further work are identified and a course of action suggested.

Background

Much of our knowledge about the interactions between large bodies and the ionospheric plasma had, until the time before Shuttle flights, been obtained from observations aboard small scientific satellites and various scaled laboratory investigations. The recent era of Spacelab-type payloads aboard the Shuttle orbiter has provided a wealth of heretofore unobtainable information. The Shuttle is not only the largest body flown to date but, as was discovered over a period of time, carries with it a large gas cloud. The discovery of "Shuttle glow" (Ranka et al., 1983), broadband electrostatic noise (Shawhan et al., 1984a), heated electron populations (McMahan et al., 1983), a modified ion environment (Hunton and Carlo, 1985), and contaminant ions in the wake (Grebowsky et al., 1987) have begun to fill in pieces in what appears to be a complex puzzle associated with the large body induced environment and contaminant interactions. Recent studies of the neutral and ion population during thruster operations (Wulf and Von Zahn, 1986; Narcisi et al., 1983; Shawhan et al., 1984b), modification of the plasma during FES
operations and H₂O dumps (Pickett et al., 1985), the discovery of pick-up ions consistent with chemistry of the H₂O, O⁺ interaction (Paterson, 1987), as well as observations by neutral mass spectrometers (Wulf and Von Zahn, 1986; Miller, 1983), have helped to sort out the differences between interactions which are of the induced variety and those which result from release of contaminants by the orbiter. Observations by IR, optical, and UV instruments on board the orbiter (Torr, 1983; Torr and Torr, 1983; Koch et al., 1987), and by IR on the ground (Witteborn et al., 1987) have provided insight into the effects of both absorption and emission by this contaminant population. It is now clear as a result of these pathfinder experiments that in order to conduct experiments in plasma physics, provide long-term monitoring and a database for the ionosphere, observe astronomical targets over a broad range of wavelengths, and provide sensitive remote sensing capability, the Space Station environment must be cleaner than that of the orbiter in many respects. Much work has already been done in assessing just how clean that environment must be in order to meet the minimum science requirements (Space Station Payload Contamination Compatibility Workshop, 1987). It will be the purpose of this paper to assess what the particle and wave environment might be and whether the current specifications are adequate in this regard. This assessment will be based on current contamination control requirements, knowledge of proposed space station configuration, and our best guess about the scaling laws for certain plasma interactions.

Particle Environment

A number of investigators have studied the composition of the Shuttle ion environment and compared it to that which was expected of the natural environment at the orbiter altitude (Grebowsky et al., 1987; Siskind et al., 1984; Reasoner et al., 1986). The studies observe large amounts of H₂O⁺ which results from the rapid charge exchange reaction

\[ \text{H}_2\text{O} + \text{O}^+ \rightarrow \text{H}_2\text{O}^+ + \text{O} \]

as well as smaller amounts of H₃O⁺,

\[ \text{H}_2\text{O}^+ + \text{H}_2\text{O} \rightarrow \text{H}_3\text{O}^+ + \text{OH} \]

The amount of H₂O⁺ (and H₃O⁺) observed appears to be directly proportional to the surface temperature leading to the conclusion that most of this observed water is offgassed from Shuttle tiles or other porous surfaces (Narcisi et al., 1983). The amount of water can be estimated by neutral mass spectrometers but caution must be taken since frequently these instruments can only observe molecules which are scattered back toward the orbiter either by collisions with ambient molecules or the cloud itself. Several attempts have been made to estimate water density or by observing the ion population and then doing a kinetic analysis. This has been done with observations obtained within the orbiter bay (Narcisi, 1983) and with data which were obtained during the PDP free-flight on Spacelab 2 (Paterson, 1987). Other estimates have been obtained by observing the infrared signature and then estimating column densities (Koch et al., 1987). The remarkable thing about all of these methods is that although they have shown some decay in the amount of water during the lifetime of the mission and variation among missions, the neutral
observations, ion observations, and IR observations give a consistent picture which can be modeled within the accuracy of the known cross sections for the charge exchange reaction. The significance of this is that if we know one of the above parameters accurately, e.g., column density from IR observations, we can predict another, e.g., contaminant ion population, through a modeling of the chemistry and kinetics of the gas cloud. Several authors have developed models of this "gas-cloud" interaction; notably Patterson (1987) has modeled a steady state cloud and shown the production of H2O+ to scale with background O+ density and Hastings et al. (1987a) have developed time-dependent models of clouds which would be associated with a brief gas release, such as the opening of a gas relief valve or a thruster operation.

This contaminant ion population can be a source of several problems.

1. These ions create an additional wake which trails the object in a sense which is perpendicular to the magnetic field line instead of parallel to the velocity vector.

2. Depending on the nature of the ions they may result in a deposition problem on some surfaces facing the ram direction.

3. Depending on the excitation state of the ions, they may add to the IR, optical or UV spectrum which is sensed by a particular instrument.

4. The current created by these pick-up ions is believed to be responsible for plasma instabilities which enhance the background wave environment.

5. Molecules which have low ionization potential may be susceptible to the critical ionization velocity (CIV) process causing enhanced plasma density, production of wave turbulence, and possible photon emission.

Let us look at the above possibilities in light of Space Station operations. Although much of our shuttle experience has been gained by observing the H2O/O+ interaction, any process such as charge exchange, photoionization, ionization by CIV, etc., will produce the pick-up ion cloud and present a similar set of problems to experiments or the Space Station.

Figure 1 presents a cartoon of the composite nature of the Shuttle environment to illustrate the first point above. Superimposed on the induced environment (i.e., the neutral and plasma wake) is the wake produced by the pick-up ions. Generated in the orbiter rest frame they will appear to move past the vehicle perpendicular to field lines. Any experiment expecting to be in the neutral or plasma wake may in fact be in a location dominated by these contaminant ions. As mentioned in point 2, it is clear that these ions could interact with or stick to surfaces when they were presumed to be part of a freely expanding cloud. Possible surface degradation could result from the fact that they can strike the ram surfaces with near orbital velocity (their energy is dependent on the reaction that creates them as well as their mass). This implies chemistry which takes place in front of ram surfaces (e.g., glow) and that which takes place on surfaces must take these ions into account.

Regarding point 3, since these ions form an asymmetric distribution about the vehicle and since their column density is greatest in the wake direction, it is important to evaluate not only the atomic physics associated with the neutral molecule but its ionized and possibly excited state as well. If the
ionized species has a particular emission line which is undesirable optically, this may be particularly noticeable in the wake direction.

We will discuss in more detail the effects described by points 4 and 5 in the next section. Let us first, however, summarize the primary contributors to the ion environment.

Molecular contaminants resulting from outgassed or vented products can interact with the ambient population through several processes creating an ionized cloud which will trail behind the Space Station much like the tail of a comet. If the ionizable contaminants are held to levels well below that of the Shuttle (how much below will be discussed in the next section), the ion environment during operational periods should be acceptable to most experimenters. However, a very important gap exists in our knowledge. A study of the OSSA Space Station waste inventory (Hosley et al., 1986) reveals a large number of possible waste gas and liquid products. Although interactions of simple molecules like H2O, N2, and CO2 with the O+ plasma are reasonably well understood, the chemistry of this large possible “soup” of waste products involves many unknowns. It would seem prudent to assess the possible interaction of some of these waste gases by realistic laboratory experiments before deciding that they are allowable vent gases.

Wave Environment

It will be difficult to assess whether the wave environment described in JSC 30420 and JSC 30237 can be met in its entirety. Analysis of the wave environment aboard the orbiter based on PDP data from OSS 1 and Spacelab 2 have led to the emerging picture, again depicted by the cartoon of Figure 1, that the broadband noise environment may be dominated not by the induced environment associated with the large body interaction as was originally believed, but by production of waves by the gas cloud itself. If this is the case it may be possible to correlate the general level of this background noise to the density of the water cloud. In Figure 2, we present data that have been compiled from the published literature (Pickett et al., 1985). The level of noise at 1 kHz (chosen as typical of the broadband noise spectra for these data) is plotted for three different cases of “small” gas cloud releases. The level of uncertainty in the measurement of H2O density is represented by the vertical error bars. The three cases chosen represent almost 3 orders of magnitude in gas quantity. In all cases the dominant gas is H2O. The first is the H2O vapor cloud associated with the orbiter outgassing per se, the second an operation of the Flash Evaporator System (FES), and the third a typical operation of a VRCS thruster. In all cases the releases were on the dayside and in an ambient density of O+ plasma of ~10^5 cm^-3. Note that the data indicate that the noise is linearly proportional to the density of gas released. The best fit to the data is that the intensity (at 1 kHz) of electrostatic noise is proportional to the product of H2O and O+ density. The constant of proportionality is such that at a 1 g s^-1 release rate the measured electric field anywhere within the general interaction region will be ~1 mV m^-1 in a 150 Hz bandwidth. (150 Hz is the approximate bandwidth at which these measurements were made.) This law is certainly not absolute but leads the author to believe that most of the observed noise can be tied to this contaminant release. Further examination of turbulence measured by the Langmuir probe and electrostatic waves observed near the orbiter wake by the PDP on Spacelab 2 leads one to speculate that the wake.
Fig. 1. The neutral cloud of gas which expands from the orbiter undergoes chemical interactions such as charge exchange which results in an ion tail and creates plasma waves presumed to be driven by the ion currents.

Noise is dominant only in a region confined to the wake and wake boundaries and most wake noise observed elsewhere is dominated by the production of noise associated with instabilities resulting from ion pick-up current generated by the contaminant water cloud.

In order to properly scale this phenomena we must establish more firmly the instability that causes the wave growth and the process that saturates the
Fig. 2. Gas releases of three different magnitudes and the measured electrostatic noise show roughly a linear correlation. Estimates of outgassing rates for the first data point are a consensus of observations of inferred column density from IR and measurements of both ion and neutral densities. Emission rates of FES and VRCS are well defined.

instability. CIV may play a role in this process (Papadopoulos, 1984) but will again be very dependent on the gas composition. More experiments are required before we can definitely say that the above scaling law applies to molecules other than water, since the importance of a particular instability or CIV varies with molecular species.

Extrapolating this insight into the Space Station environment we are again led to conclude that the plasma environment will be acceptable and the JSC requirements met only during periods where ionizing components of the contaminant gases are minimized. Although the large modules and solar arrays may be a source of plasma noise generated by turbulence in their wake, at points midway along the transverse boom or on the upper or lower keel, this noise may be at an acceptable level at least for some geometric configurations of the velocity vector and magnetic field. Other sources of noise, currents carried by the structure to complete the $\mathbf{V} \times \mathbf{B}$ current loop (Hastings and Wang, 1987), radiation of noise by the cable trays or solar arrays or currents
(Hastings et al., 1987b), conduction of noise by sheath waves, etc. must be solved by appropriate design and are not within the scope of this discussion. What numerical limits must be placed on the ionizing contaminants in order to meet the JSC 30237 specification and provide an environment free of this source of noise? Examining JSC 30237 for the spec on broadband emission for systems at standard locations, we find that at 1 kHz we must be less than 103 dB uV m⁻¹ MHz⁻¹. Scaling to the 150 Hz bandwidth of the measurements taken in compiling Figure 2, we find that these emissions must be less than ~0.02 mV m⁻¹ which, using the linear scaling law of Figure 2, implies an emission rate of water of <20 mg s⁻¹. This should be manageable for a structure like the Space Station which will not be covered with a material that continually outgasses water. The mass release rate of other ionizable molecules could be scaled appropriately depending on their cross section for ionization. The sum total of all of these easily ionizable molecules would then have to be such that their emissions are below JSC 30237 specifications. This compares favorably with recommendations from the Space Station Payload Contamination Compatibility Workshop which recommended lower column densities of most species.

In January 1987 the OSHA contamination compatibility workshop recommended several changes in JSC 30426, which included lowering total acceptable column densities of O₂, N₂, and H₂, as well as noble gases and other UV and non-IR active molecules. A further specification should be included which defines ionizable gases and the acceptable release rates for them. Furthermore, it is very important that we gain a detailed understanding of the chemistry and physics of reactions which occur between the ambient environment and the large shopping list of molecules which may be released during the non-operational periods to insure that experiments and the Space Station hardware are not subjected to effects described earlier.

Non-Quiescent Environment

JSC 30426 states that the Space Station be capable of supporting quiescent operation periods of up to 14 days. This period of minimum perturbation is essential for many science investigations and any disturbances during this period, however minor, must be noted. It is not clear that the requirement to record such disturbances is fully satisfied. Section 5.0 simply states that "...monitoring of the environment to a limited extent will be required." Since the IOC phase Space Station will not be gravity gradient stable, some fine tuning of attitude will be required. Whether it is accomplished with jets only or some combination of jets and gyros is unclear. It is clear, however, that during the long "quiescent" periods there will undoubtedly be some disturbances whether they be occasional jet firings, experiment vents, purges, or relief valve operations, EVA crew activity, etc. A clear requirement to monitor specific critical aspects of the environment must be in place. Space Station elements must have a way of "notifying the system" of an impending disturbance. Some monitoring can and should be real time and some may only be required after the fact. Whether PIMS or some other monitoring package is responsible is yet to be determined but the requirement must be a system responsibility with data accessible to all.

Non-quiescent periods, such as Shuttle docking, will provide significant disturbances. It is the concensus of a number of independent observations that the Shuttle orbiter carries with it a large amount of contaminant material, particularly water. Column densities near the orbiter of 10¹² to
$10^{13}$ should be expected. There is some disagreement over the decay time of the associated cloud. IECM observations (STS-2, STS-3, STS-4) indicated an initial decay time of ~10 hours. However, Narcisi et al. (1983) has observed wide variations in the water density cloud with some overall decrease in H$_2$O density with time, but a much stronger correlation between density and surface temperature. Raicic (private communication, 1987) reports that an ion signature, characteristic of H$_2$O$^+$ in his retarding potential analyzer, practically disappeared by the end of mission 51F. (51F spent a lot of time in a hot attitude due to a several day long solar observation cycle.)

The conclusion that may be reached from all of this is that the amount of contamination that will be carried into the space station environment by the orbiter may be reduced by simply waiting some minimum period of time (224 hours) in a relatively hot attitude behind the station, then going to a cool attitude for several hours before beginning the approach and docking. Clearly it will not be possible to operate some experiments while the orbiter is in rendezvous phase, both because of the outgassed cloud and thruster plume impingement. Docking procedures which minimize plume impingement and thruster activity will be preferred. Operation of experiments while the orbiter is present may be possible and is dependent on the type of experiment.

Other disturbances to the environment, such as EVA activity, should be scheduled as much as is practical for the non-quiescent periods since gaseous products associated with the EVA suit can provide significant disturbances.

**Summary**

The developing requirements for Space Station must be responsive to the needs of the user and in line with the reality of Space Station logistics. They must also be internally consistent, be carried out to as full an extent as possible, and be "living documents" which can incorporate new knowledge as it becomes available. The PWG (Particle and Waves Working Group) has been responsive to the user's needs in writing requirements and assuring that the proper tools are in place to implement them. The definition and control of the particle, plasma, and wave environment has incorporated specific needs from a wide range of potential users. The Contamination Working Group has likewise been responsive and JSC 30426 reflects the panel's concern for the cleanliness of the Space Station environment for the user, the Station safety and longevity, and for the preservation of the delicate natural chemical balance of the ionosphere. It is not clear whether some oversight group such as the CWG will be responsible for continual evaluation and enforcement of the requirements. Some mechanism will be required to do this.

Only minor modifications to the documents may be required, but the importance of these modifications cannot be over emphasized. Let us first deal with recommendations to changes in JSC 30426:

(1) Incorporate specific requirements relating to easily ionizable molecules which contribute to the plasma environment. This should be stated in g s$^{-1}$ emission instead of column density; e.g. total water emission should be less than ~1 mg s$^{-1}$ for adequate margin. Other common gases which contribute to this environment are N$_2$, CO$_2$, and H$_2$, e.g.:
N₂ + O⁺ → N₂⁺ + O
N₂ + O⁺ → NO⁺ + N

(2) Analysis of proposed vented products during non-operational periods must be performed to determine if the proposed contaminants are acceptable.

(3) More specific requirements for monitoring the environment should be in place. These should include real time or "warn" flags for certain releases which must be accounted for in data analysis or known about ahead of time.

JSC 30252, the Plasma Effects Control Process Requirements Document, must be consistent with the expected contamination levels and reflect the difference between operational and non-operational periods. Further recommendations in regards to operational considerations are the following:

(1) The orbiter should be allowed to outgas for >24 hours before docking with the Station (the orbiter should be behind the Station).

(2) Procedures minimizing thruster activity and plume impingement should be implemented for docking activity.

(3) Any plan which includes continuous thrusting for reboost should be eliminated for environmental considerations.

(4) Brief gaseous releases, either by Station hardware or other equipment, must be minimized, documented, and made available in a common data base.

(5) EVA activity should be confined to non-quiescent periods whenever possible.

(6) It may be appropriate to include a section on operational guidelines in the JSC 30426 document.

Last of all, several recommendations regarding uncertainties about the physical processes involved are appropriate:

(1) The cross sections for charge exchange reactions of a broad range of molecules are not well known for O⁺ at 5 eV.

(2) The susceptibility of certain molecules to CIV at Space Station altitudes is unknown. Laboratory and Shuttle experiments are appropriate.

(3) The precise cause of "Shuttle glow" must be determined.

(4) Models which predict line-of-sight emissions and absorption must take into account possible ionized species that are present. In order to do this, accurate models of cross sections for reactions are required.

(5) The mechanism for production of broadband instabilities must be better understood so scaling laws can be used with more assurance.
All of the above physical considerations may also be applied to co-orbiting platforms. The environmental constraints may be similar or tighter depending on experiment complements.
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Spacelab 2 Plasma Diagnostics Package
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The Plasma Diagnostics Package (PDP) was one of 13 investigations that were a part of the Spacelab 2 mission that occurred during July 29-August 6, 1985. As its name implies, the PDP is equipped with a coordinated set of sensors and instruments designed to measure a wide range of parameters characterizing the ionospheric environment surrounding the Orbiter. The objectives of the investigation are to study the interaction of the Orbiter with the ionosphere, the interaction of an electron beam with the ionospheric plasma, and various naturally occurring ionospheric phenomena.

During the Spacelab 2 mission, the PDP was operated in its launch configuration in the payload bay, at various vantage points around the Orbiter while being maneuvered by the Remote Manipulator System (RMS), and at distances of up to about 400 m from the Orbiter while operating as a free-flying subsatellite of the Orbiter. In each of these operational configurations the PDP obtained measurements supporting the various scientific objectives. During much of the mission, the PDP was operated jointly with the plasma depletion and the vehicle charging and potential (VCAP) experiments for correlative studies.

The PDP had been flown previously on STS-3 as part of the first Office of Space Science (OSS-1) payload in March 1982. The instrument complement was similar to the Spacelab 2 PDP, although not identical, and observations were obtained only from the payload bay and the RMS. There was no provision for the PDP to operate as a free flyer on STS-3. Some of the primary conclusions obtained during the Spacelab 2 PDP flight are as follows:

1) The influence of the Shuttle Orbiter on the ionosphere extends beyond the 0.4-km region sampled by the PDP.
2) The Orbiter is surrounded by a water cloud that extends to distances as great as 8 km.
3) Ions formed by the “pickup” of contaminant water molecules are likely to be the source of intense, broadband electrostatic waves observed in the vicinity of the Shuttle Orbiter.
4) The Orbiter forms a well-developed wake in the ionosphere with a length of at least 250 m.
5) The injection of a 1-keV electron beam produces whistler mode waves analogous to very low frequency (VLF) hiss found naturally in conjunction with auroral electron beams.
6) The injection of the electron beam forms a narrow sheet of energetic electrons in the wake of the Orbiter that is accompanied by broadband electrostatic waves.

In this paper, we outline the general scientific objectives of the PDP for the Spacelab 2 mission, describe the PDP and its complement of instruments, provide an overview of the operations of the PDP during the mission, and summarize the results gained to date from the PDP.

Scientific Objectives

One of the major scientific objectives of the PDP investigation on Spacelab 2 was to characterize and understand the interaction of the Orbiter with the ionospheric environment through which it flies. The Orbiter is a large object; in fact, it is large with respect to virtually all of the important plasma scale lengths at its approximately 325-km altitude orbit, including the thermal ion gyroradius. Furthermore, the Orbiter moves with great speed through the ionospheric plasma, typically about 8 km/s. This situation provides the opportunity to study the formation of wakes and turbulence generated by a large body moving through the plasma. All previous satellite measurements were of much smaller bodies and often in plasma regimes with much larger scale sizes.

On Spacelab 2, the PDP carries out a coordinated set of wake observations at distances ranging from very close (i.e., a few meters) to nearly 400 m. In addition, the Orbiter provides its own set of active experiment opportunities in the form of chemical contamination experiments. The most obvious examples of these are the joint experiments with the Spacelab 2 plasma depletion experiment for which the PDP provides supporting in situ data for the ground-based observation of the effects of firing the Orbital Maneuvering System (OMS) engines in the plasma.

Another primary objective of the PDP on Spacelab 2 was to operate jointly with the Fast Pulse Electron Generator portion of the VCAP experiment provided by Stanford University and Utah State University. The primary purpose of VCAP was to investigate the interaction of an energetic (1 keV) beam of electrons with the ionospheric environment. This experiment has importance for the study of naturally occurring auroral phenomena observed elsewhere in the ionosphere but takes advantage of the active control of the electron beam to isolate various aspects of the beam-plasma interaction. The electron beam studies were also undertaken during STS-3, but Spacelab 2 offered experiments that benefited from the STS-3 RMS experience and the important opportunity to observe at distances a factor of 10 or more larger in the free-flight configuration.

Finally, it was planned to investigate naturally occurring ionospheric phenomena with the PDP while in free flight, but...
one of the most important discoveries of the Spacelab 2 PDP is that one must move much further away from the Orbiter than the 400-m distances achieved during Spacelab 2 to fully escape the influence of the Orbiter. Hence, the ambient ionospheric studies have been overshadowed by the Orbiter and electron beam interaction studies. It should be noted that some natural phenomena were observed, such as VLF whistlers, therefore, some such studies are still possible.

Instrumentation

Spacecraft Description

The PDP was designed and fabricated by the University of Iowa and is a unique Spacelab experiment in that it is designed to make observations while 1) attached to the Spacelab pallet in the payload bay, 2) being maneuvered about the Orbiter by the RMS, and 3) operating as an independent satellite in orbit near the Orbiter. To accomplish the third goal, the PDP had to be designed primarily as a free-flying satellite, but with provisions to be carried aloft within the payload bay and to be grappled and articulated by the RMS. Modifications late in the development of the PDP further allowed its recapture, preserving the possibility of reusing all or part of the spacecraft in future programs.

The PDP, shown in free flight during the Spacelab 2 mission in Fig. 1 and in schematic form in Fig. 2, is cylindrically shaped with a diameter of about 42 in. (1.07 m) and a weight of about 625 lb (284 kg). Various sensors are mounted on the four deployable booms, and numerous instruments have apertures through the spacecraft skin. The appendage at the top of the spacecraft is an electrical grapple fixture that allows the PDP to be manipulated by the RMS as well as operated electrically through cables in the RMS that are connected to a special switch panel on the aft flight deck of the Orbiter.

The small cylinder just below the grapple fixture contains a momentum wheel loaned by the Smithsonian Institution from the ATS-G satellite. The wheel is used to store angular momentum in the PDP prior to release for free flight. The stored angular momentum was subsequently used to spin the PDP up to about 4.6 rpm during the free-flight phase by allowing the momentum wheel to spin down with respect to the PDP structure. Prior to recovery, the wheel was spun up again to transfer the angular momentum back out of the structure, thereby despinning the spacecraft to allow recapture by the RMS.

Instrument Summary

The PDP contains an integrated set of instruments to provide a broad range of measurements of plasmas, dc and oscillatory electric and magnetic fields, and neutral pressure. Because of funding limitations, many of the scientific instruments are flight spare units from such projects as IMP, Helios, and ISEE. Table 1 provides an overview of the various scientific instruments flown on the Spacelab 2 PDP, the investigators providing the instrumentation, and a brief summary of the measured parameters. The sensor locations are shown in Fig. 2.

PDP Operations

The PDP operations performed during the Spacelab 2 mission can be organized best by separating them into operations performed while 1) on the Spacelab pallet, 2) being manipulated by the RMS, and 3) functioning as a free-flying satellite in orbit with the Orbiter. In the following subsections, we will describe briefly the operations in each of these phases. Table 2 summarizes the major PDP in-flight operations.

Fig. 1 Photograph of the PDP deployed in its free-flight configuration during the Spacelab 2 mission.

Fig. 2 Top panel shows locations of the various instrument viewports and sensors (see Table 1) in a schematic of the PDP. The bottom panel is a view of the PDP from the top showing the locations of the booms and the boom-mounted sensors in the fully extended configuration. The fields of view of the plasma analyzers are also indicated.
Table 1: Spacelab 2 PDP scientific instruments

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Provider</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion mass spectrometer (IMS)</td>
<td>J. M. Grebowsky</td>
<td>Thermal ions; 1-64 amu; 20-2 x 10^6 cm^-3</td>
</tr>
<tr>
<td>Retarding potential analyzer (RPA)</td>
<td>D. L. Reasoner</td>
<td>Ions; 0-15 eV; 20-10^3 cm^-3</td>
</tr>
<tr>
<td>Differential ion flux probe (DIFP)</td>
<td>N. H. Stone</td>
<td>Ions; 0-15 eV; 6 x 10^-3-3 x 10^7 cm^-3; 3-deg angular resolution in range of ±45 deg from PDP equator</td>
</tr>
<tr>
<td>Lepedea</td>
<td>L. A. Frank</td>
<td>Ions and electrons; three-dimensional velocity distributions; 2 eV-36 keV; plus electrometer with range 10^6-10^14 electrons/cm^-2 s^-1</td>
</tr>
<tr>
<td>Langmuir probe</td>
<td>N. D'Angelo</td>
<td>Thermal electrons; 10^7-10^9 cm^-3; 500 &lt; T_e &lt; 4000 K; ΔN/N spectrum up to 178 kHz</td>
</tr>
<tr>
<td>Neutral pressure gage</td>
<td>J. S. Pickett</td>
<td>± 1.5 G with 0.012 G resolution; 3 axes; 10-Hz sample rate per axis</td>
</tr>
<tr>
<td>Triaxial fluxgate magnetometer</td>
<td>S. D. Shawhan</td>
<td>± 2-V/m single axis; 0.5-mV/m resolution (booms extended); 20-Hz rate; plasma potential ± 8 V; 20 -mV resolution</td>
</tr>
<tr>
<td>dc electric field detector</td>
<td>D. A. Gurnett</td>
<td>Electric: 30 Hz-17.8 MHz in 24 channels; magnetic: 35 Hz-10 kHz in 11 channels; wideband analog: 5 Hz-30 kHz electric and magnetic</td>
</tr>
<tr>
<td>Plasma wave receivers</td>
<td>D. A. Gurnett</td>
<td></td>
</tr>
<tr>
<td>S- and K_a-band monitors</td>
<td>G. B. Murphy</td>
<td>S-band: 1.4-3.0 GHz; K_a-band: 13.5-14.5 GHz</td>
</tr>
</tbody>
</table>

Table 2: Spacelab 2 PDP significant events timeline

<table>
<thead>
<tr>
<th>Event</th>
<th>Date 1985</th>
<th>GMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launch</td>
<td>7/29</td>
<td>2100</td>
</tr>
<tr>
<td>PDP activation in bay</td>
<td>7/30</td>
<td>0039</td>
</tr>
<tr>
<td>PDP grappled by RMS</td>
<td>7/30</td>
<td>2326</td>
</tr>
<tr>
<td>RMS-mounted observations begin</td>
<td>7/31</td>
<td>0835</td>
</tr>
<tr>
<td>PDP parked over port wing</td>
<td>7/31</td>
<td>1840</td>
</tr>
<tr>
<td>RMS-mounted observations resume</td>
<td>7/31</td>
<td>1928</td>
</tr>
<tr>
<td>PDP parked over port wing</td>
<td>7/31</td>
<td>2023</td>
</tr>
<tr>
<td>PDP released for free-flight</td>
<td>8/1</td>
<td>0010</td>
</tr>
<tr>
<td>PDP captured, end of free flight</td>
<td>8/1</td>
<td>0620</td>
</tr>
<tr>
<td>PDP parked over port wing</td>
<td>8/1</td>
<td>0644</td>
</tr>
<tr>
<td>Additional RMS-mounted observations^a</td>
<td>8/2</td>
<td>1824</td>
</tr>
<tr>
<td>PDP latched in bay^b</td>
<td>8/2</td>
<td>2241</td>
</tr>
<tr>
<td>PDP deactivation</td>
<td>8/6</td>
<td>0528</td>
</tr>
<tr>
<td>Landing</td>
<td>8/6</td>
<td>2000</td>
</tr>
</tbody>
</table>

^a PDP was used as a target for infrared glow observations.
^b Power to the PDP was occasionally cycled off for thermal considerations.

Fig. 3 Most of the RMS manipulations of the PDP during Spacelab 2 were the series of motions parallel to the principal axes of the Orbiter shown here. A few other special sequences were also used that are not shown here.

Pallet Operations

The PDP was carried into orbit while latched onto the Spacelab pallet and was returned to Earth in the same configuration. The initial activation and checkout were performed just a few hours after launch as soon as the payload bay doors were opened and the Spacelab support systems were activated. During the on-pallet operations early in the mission, the PDP was able to monitor the activation of other instruments from an electromagnetic interference point of view as well as observe the initial outgassing of the Orbiter and its payload. All PDP instruments were activated soon after the PDP was powered up with the exception of the Lepedea, which uses a high-voltage power supply and is susceptible to coronal discharge prior to complete outgassing.

The PDP also spent the final four days of the mission positioned on the pallet while intensive solar and dark sky observations were being performed by other Spacelab investigations. During this time, the PDP passively monitored the payload bay environment and supported the VCAP electron beam experiments. The solar observations required a bay-toward-sun attitude for many orbits in succession, which led to overheating of a few of the PDP subsystems. In response to the overheating, the PDP was deactivated occasionally to allow tem...
peratures to return to acceptable values. No thermal damage was experienced despite the elevated temperatures.

**RMS Operations**

The PDP was grappled by the RMS at 1 day, 2 h, and 26 min into the mission (or mission elapsed time), corresponding to 2326 Greenwich Mean Time (GMT) on July 30, 1985. During the next 3 days, the PDP was manipulated actively by the RMS in studies of the Orbiter-ionosphere interaction and electron beam interactions, for a total data-gathering period of about 11 h. During the remaining portion of those 3 days, the PDP was either stowed in a noninterfering position over the port wing at a park point (Fig. 3d) or was in free flight.

During the active portion of the RMS operations, the PDP was moved about the Orbiter in a number of preprogrammed maneuvers in support of the various scientific objectives. Several of these maneuvers are depicted in Figs. 3a–c. The primary maneuvers moved the PDP longitudinally parallel to the roll axis of the Orbiter (X scans), or parallel to the pitch axis of the Orbiter (Y scans), or vertically up and down over a fixed location in the bay (Z scans). The maximum extension of the RMS is about 15 m. However, the PDP was never more than about 13 m from the Orbiter while attached to the RMS. At various times during the scans, the PDP could be rotated about its spin axis by the wrist actuator of the RMS so that instruments with directed fields of view could be swept through different look angles or pointed in various special directions, such as the velocity vector of the Orbiter.

The RMS programs were specialized to the PDP scientific objectives. For example, the X and Y scans were used to execute beam searches, i.e., to move the PDP through the electron beam to sample the region of direct beam-plasma interaction as well as the surrounding environment. One particularly useful maneuver coupled the rotation of the PDP about the RMS wrist axis in one direction with the roll of the Orbiter in the opposite direction at identical rates such that the PDP was swept alternately through ram and wake orientations while holding a specific instrument's look direction parallel to the velocity vector of the Orbiter. This particular maneuver was designed to allow detailed studies of the near wake of the Orbiter.

**Free Flight**

The free-flight portion of the PDP operations was the most innovative part of the Spacelab 2 PDP investigation. This activity was not undertaken during the previous STS-3 mission, and we believe that the PDP free-flight experiments were the first of their type in space plasma physics. Several rocket experiments have included detached payloads for the diagnosis of beam interactions, but none have included both the active control of relative position and attitude for the purposes of studying vehicle-plasma interactions as well as the beam-plasma interactions, especially in conjunction with a large body such as the Orbiter.

The constraints on the free-flight activities were severe, especially from the point of view of time allotted against the requirements of other Spacelab 2 investigations and RCS propellant usage. The latter constraint was much more severe than planned due to the loss of about 2000 kg of OMS propellant during the abort-to-orbit procedure executed as a result of the premature shutdown of the center main engine on ascent.

The free-flight phase of the mission can be broken down into deployment and back-away, fly-around "ellipses," wake transits, and approach and recovery. The total time for the free flight was about 6 h. Figure 4 shows the relative trajectory of the Orbiter with respect to the PDP. The first panel shows the back-away and first fly-around ellipse. The second panel shows the second fly-around ellipse, wake transits, and approach. Three hours were utilized during the two orbits of fly-arounds depicted in Fig. 4. During the fly-around ellipses, the Orbiter was flown out of the orbit plane and to positions along the magnetic field line threading the PDP to look for Alfvén waves generated by the Orbiter and to do electron beam experiments. During the portion of the orbit when the Orbiter preceded the PDP in flight, the Orbiter was brought back into the PDP orbit plane to study the Orbiter's wake at distances between 50 and 250 m. When the Orbiter was in the cone on the left side of the panels in Fig. 4, it was in the plane of orbit of the PDP so that the Orbiter's wake would pass over the PDP at varying distances. In the remainder of the ellipses, the Orbiter was flown out of the PDP's orbit plane to intercept the magnetic field line threading the PDP.

The back-way and approach maneuvers were completed with the Orbiter upstream from the PDP, i.e., with the PDP in or near the wake of the Orbiter. This configuration allowed additional observations of the Orbiter's wake to be made at distances intermediate to those achieved while on the RMS and in the free-flight fly-around maneuvers. It was anticipated that, during the intervals when the PDP preceded the Orbiter at distances of over 300 m, the PDP might be able to sample the unperturbed ionospheric medium. However, the PDP was never far enough upstream to avoid the neutral gas cloud and its associated effects so that a truly ambient ionospheric observation could be made.

**Summary of Results**

**Studies of the Shuttle Environment**

Perhaps the most profound discovery of the PDP flight aboard Spacelab 2 is that the Orbiter is accompanied in the ionosphere by an extensive gas cloud of contaminants consisting primarily of water, ice, pressure gage, and Lepede's. This conclusion is consistent with observations made by the ion mass spectrometer, and the Orbiter releases contaminants through the operation of the RCS thrusters, normal operation of the Orbiter fuel cells and cooling systems, leakage from pressurized vessels, and outgassing.

![Fig. 4 Trajectory of the Orbiter with respect to the PDP during the free-flight portion of the Spacelab 2 mission. Top panel summarizes the release of the PDP through the completion of the first fly-around ellipse. Lower panel shows the second ellipse, final wake transits, and re-approach for recovery.](image-url)
noise is still present when no thrusters are being fired. The measure-
ments indicate a neutral water production rate of about 6 x 10^12 mol-
ules cm^{-3} at 50 m from the Orbiter and extends to ~8 km with
densities of > 1 cm^{-3}. Since ring distributions are typically unstable to the genera-
tion of plasma waves, it is possible that these distributions are re-
sponsible for the broadband electrostatic waves observed in the
vicinity of the Orbiter by the plasma wave receiver. This noise typically has a broad spectrum from a few hertz to 20-30 kHz. The broadband electric field strength of the turbulence is about 1-5 mV/m. The waves are generally most intense in the region downstream of the Orbiter, although high intensities are also observed near magnetic conjunctions. The wave intensity is correlated with RCS thruster activity, although some noise is still present when no thrusters are being fired. The pickup ions form a long ion tail behind the Orbiter. At certain times, the contaminant water ions can actually be the dominant species in the region within a few meters of the Orbiter. A model of the neutral water cloud suggests that it has a density of 6 x 10^9 molecules cm^{-3} at 50 m from the Orbiter and extends to ~8 km with densities of > 1 cm^{-3}. Since ring distributions are typically unstable to the genera-
tion of plasma waves, it is possible that these distributions are re-

Wake Studies

The motion of the Orbiter through the ionosphere leads to the formation of a well-developed wake in the downstream re-
gion. The PDP was operated both on the RMS and in a free-flight path specifically designed to provide information on the characteristics of the wake both in the near vicinity of the Orbiter (within a body radius of the obstacle of about 10 m) and in the distant wake, out to about 250 m. From RMS and back-away observations, the density in the near wake can be tw or more orders of magnitude less than the ambient den-
sity, whereas the electron temperature on the boundary of the wake region can be observed to increase by more than a factor of 2. At greater distances, the magnitude of the density deple-
tion is less, sometimes only about 10%. One striking result, however, is that even at distances of 250 m, the wake is still well defined and of simple structure. There is no evidence of large-scale turbulence in the distant wake. It should be men-
tioned, however, that small-scale wavelike turbulence often
characterizes the boundary of the wake region; it is possible that this turbulence is similar in character to the broadband electrostatic noise discussed earlier.

Some work on comparisons of the Spacelab 2 PDP wake observations with wake models has been completed. The model used in these comparisons is the Polar code, which neglects the magnetic field and uses a self-similar solution to the expansion of a plasma into a vacuum as its foundation. The observed electron and ion densities measured by the PDP during passages through the Orbiter's wake at distances out to a few hundred meters are compared with predictions of the model. In the distance range less than 30 m, the model under-
estimates the density by as much as an order of magnitude; the presumption is that outgassing from the Orbiter can be a sub-
stantial contributor to the wake density within a few body

dimension.
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Abstract—Plasma density, temperature, and turbulence in the near, mid, and far wake of the Shuttle orbiter are examined on the basis of in situ observations by The University of Iowa Plasma Diagnostics Package (PDP). These observations, the only such measurements in the mid and far wake of the orbiter, indicate that plasma disturbances produced by the passage of the orbiter extend downstream for a distance of several hundred meters behind the orbiter. The electron density profile is found to exhibit nonmonotonic behavior. Most of the 6-40 Hz turbulence in the wake is confined to a region ± 20 m downstream of the orbiter. \( \Delta N_e, N_e \) spectra show a rapid decline in the \( 10^4 \) \( 10^5 \) Hz decade, both in the ambient ionosphere and in the wake.

INTRODUCTION

The interaction of a large object with a flowing plasma is an important topic of study in the field of space physics. A satellite in the Earth's ionosphere is a practical example of such a situation and a number of studies have been conducted regarding the interaction of small satellites with the ionosphere (Martin, 1974; Samir and Wrenn, 1969, 1972; Illiano and Storey, 1974; Troy et al., 1975; Samir and Willmore, 1965; Henderson and Samir, 1967; Samir, 1981; Stone and Samir, 1981). However, it is only very recently that measurements of plasma parameters in the vicinity of the Shuttle orbiter have allowed researchers to study the interaction of a large body with the ionospheric plasma (Murphy et al., 1986; Raitt et al., 1984). Unfortunately, these large body observations have been restricted to measurements of the electron density and temperature in the near wake of the object. An examination of conditions in the far wake of a large orbiting satellite, such as the Shuttle orbiter, is needed to help determine the spatial extent of the wake. At the same time, an examination of the density fluctuations in the wake is warranted since density fluctuations often affect the behavior of the plasma phenomena (Kadomtsev, 1965). In this paper we shall present measurements of the plasma turbulence in the near, mid, and far wake of the orbiter and relate these to the spatial density and temperature gradients.

† Presently at: Rockwell International, Satellite and Space Electronics Division, Seal Beach, CA 90740, U.S.A.
* Presently at: Jet Propulsion Laboratory, Pasadena, CA 91109, U.S.A.

THE INSTRUMENT

From 29 July to 6 August 1985 a University of Iowa satellite, the Plasma Diagnostics Package (PDP) (Fig. 1) was flown as part of the payload on Space Shuttle flight STS-51F, the Spacelab 2 mission. A Langmuir probe on the PDP was used to make measurements of the electron density, the electron temperature, and the fluctuations in electron density. The Langmuir probe experiment consisted of a 3 cm diameter, gold-plated sphere, which was mounted on one of the PDP's extendable booms, and supporting electronics. The electronics that controls the probe alternates between two different modes, one complete cycle requiring 12.8 s. The first part of the cycle is an 11.8 s "lock" mode. During this time the Langmuir probe is biased at +10 V, relative to the PDP chassis. The current that is collected by the probe is passed through three filters, 1 Hz low-pass, 1-6 Hz band-pass, and 6-40 Hz band-pass, with sampling rates of 5, 20, and 120 Hz, respectively. These three channels give density fluctuation data in their respective frequency ranges. The 1 Hz low-pass filter also provides a continuous density monitoring. Following the lock mode is a 1.0 s "sweep" mode where the bias voltage on the probe is swept from +10 to -5 V in discrete steps of 0.125 V, and then returned to +10 V. The sweep mode data are used to determine the electron density and temperature in the usual manner. In addition, once every 6.83 min, for a period of 51.2 s the output from the Langmuir probe is routed through a 30 Hz high-pass filter to a wideband receiver and spectrum analyzer which can look at details of the current fluctuations up to a frequency of 178 kHz.
The spectrum analyzer consists of 16 channels. Their outputs provide an amplitude spectrum of the turbulence. Table 1 shows channel numbers, center frequencies, saturation $\Delta N_e/N_e$ and bandwidths. Subsequent to the mission, four of the channels (3, 5, 7, 9) were found to behave unsatisfactorily and have, thus, been excluded from the analysis.

For a more complete discussion of the operation of the Langmuir probe, including a discussion of the errors associated with the measurement of the plasma parameters in question, see Murphy et al. (1986). A list of some of the ionospheric plasma characteristics associated with the Spacelab 2 mission is presented in Table 2.

THE EXPERIMENT

The data that we will present were obtained during two separate maneuvers designed to allow the PDP to study both the near and far wake of the orbiter. The maneuver designed for near wake studies involved placing the PDP on the Remote Manipulator System (RMS) a distance of 10.5 m above the center of the payload bay with the PDP's booms partially
Plasma density, temperature and turbulence behind Shuttle orbiter

### Table 1. Spectrum analyzer characteristics

<table>
<thead>
<tr>
<th>Channel</th>
<th>Center frequency (kHz)</th>
<th>Saturation $\Delta N_e/N_e$</th>
<th>Bandwidth (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0355</td>
<td>0.113</td>
<td>16</td>
</tr>
<tr>
<td>1</td>
<td>0.0633</td>
<td>0.057</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>0.120</td>
<td>0.090</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>0.200</td>
<td></td>
<td>89</td>
</tr>
<tr>
<td>4</td>
<td>0.311</td>
<td>0.226</td>
<td>353</td>
</tr>
<tr>
<td>5</td>
<td>0.562</td>
<td></td>
<td>910</td>
</tr>
<tr>
<td>6</td>
<td>1.00</td>
<td>0.226</td>
<td>353</td>
</tr>
<tr>
<td>7</td>
<td>1.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.11</td>
<td>0.113</td>
<td>2,000</td>
</tr>
<tr>
<td>9</td>
<td>5.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10.0</td>
<td>0.113</td>
<td>2,780</td>
</tr>
<tr>
<td>11</td>
<td>16.5</td>
<td>0.226</td>
<td>3,550</td>
</tr>
<tr>
<td>12</td>
<td>31.1</td>
<td>0.226</td>
<td>7,110</td>
</tr>
<tr>
<td>13</td>
<td>56.2</td>
<td>0.226</td>
<td>11,300</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>0.226</td>
<td>12,200</td>
</tr>
<tr>
<td>15</td>
<td>178</td>
<td>0.180</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Typical parameters for Spacelab 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron density</td>
<td>$n_e \approx 1-5 \times 10^3 \text{ cm}^{-3}$</td>
</tr>
<tr>
<td>Electron (and ion) temperature</td>
<td>$T_e \approx T_i \approx 2500 \text{ K}$</td>
</tr>
<tr>
<td>Debye length</td>
<td>$\lambda_D \approx 1 \text{ cm}$</td>
</tr>
<tr>
<td>Ion acoustic speed</td>
<td>$v_a \approx 2.3 \text{ km s}^{-1}$</td>
</tr>
<tr>
<td>Electron thermal speed</td>
<td>$v_\text{th,e} \approx 200 \text{ km s}^{-1}$</td>
</tr>
<tr>
<td>Orbital velocity</td>
<td>$v_\text{o} \approx 7.7 \text{ km s}^{-1}$</td>
</tr>
<tr>
<td>Orbital altitude</td>
<td>$h \approx 320 \text{ km}$</td>
</tr>
<tr>
<td>Electron plasma frequency</td>
<td>$f_p,e \approx 2.8-6.3 \text{ MHz}$</td>
</tr>
<tr>
<td>Ion plasma frequency</td>
<td>$f_p,i \approx 17-38 \text{ kHz}$</td>
</tr>
<tr>
<td>Ion gyroradius</td>
<td>$\rho_i \approx 5 \text{ m}$</td>
</tr>
</tbody>
</table>

extended. By keeping the $X$-axis of the orbiter perpendicular to the orbital plane and rolling the orbiter at a rate of $1^\circ \text{ s}^{-1}$, the PDP was moved into and out of the orbiter's wake (Fig. 2). This maneuver is referred to as XPOP roll. At the same time, the RMS was rotated at the same rate as the orbiter roll so that the orientation of the PDP, relative to the plasma flow, remained unchanged. In the plane of rotation the biggest obstacles to plasma flow were the orbiter's payload bay doors, which are $\approx 10.6 \text{ m}$ wide. If we define $W$ to be the width of our obstacle, $10.6 \text{ m}$, and $R$ the downstream distance of the Langmuir probe, 10.5 m, the relevant $W/R$ during the XPOP roll was $\approx 1$.

Later in the mission, for a period of 6 h, the PDP was released as a free-flying satellite in order to allow the PDP to study the mid- and far wake of the orbiter. During this time the booms seen in Fig. 1 were extended to their full length. After release from the orbiter the PDP was spin stabilized with an inertial spin period of 13.06 s. The plane of PDP rotation was

---

**Fig. 2. XPOP Roll.**

This maneuver was used to study the near wake of the Shuttle orbiter.
coincident with the orbital plane. During this period of 6 h the orbiter executed a series of maneuvers around the PDP designed to allow the PDP to study the wake of the orbiter. The trajectory of the PDP, in a non-inertial coordinate system which uses the orbiter as its origin, during the time that the PDP was in the orbiter's wake is shown in Fig. 3. Table 3 gives times and geographical coordinates of wake transits. The data obtained during the "wake transits" seen in Fig. 3 represent the only in situ observations of the mid and far wake of the Shuttle orbiter.

**ELECTRON DENSITIES AND TEMPERATURES**

Electron density and temperature data obtained while the PDP was on the RMS were presented by Murphy et al. (1986) for the OSS-1 mission. Some near wake density profiles for the Spacelab 2 mission are given in the next section for purposes of comparison with the 6-40 Hz turbulence. In this section we concentrate on density and temperature measurements obtained during the PDP free flight.

**TABLE 3. Universal time and geographical coordinates for wake transits of Fig. 3**

<table>
<thead>
<tr>
<th>Wake transit downstream distance (m)</th>
<th>U.T. Day 213, 1985</th>
<th>Latitude (degrees)</th>
<th>Longitude (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day 213, 1985</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>04:49</td>
<td>+5</td>
<td>125 E</td>
</tr>
<tr>
<td>100</td>
<td>04:59</td>
<td>+34</td>
<td>153 E</td>
</tr>
<tr>
<td>120</td>
<td>04:32</td>
<td>-41</td>
<td>77 E</td>
</tr>
<tr>
<td>240</td>
<td>03:04</td>
<td>-35</td>
<td>111 E</td>
</tr>
</tbody>
</table>

Due to the spin of the PDP some measurements in the wake of the orbiter were unusable because the Langmuir probe periodically passed through the wake of the PDP itself. That is, some measurements were affected by the electron density depletions and temperature enhancements associated with the PDP wake. These are illustrated, for times when the PDP was not in the wake of the orbiter, in Fig. 4. Fortunately, knowing the orientation of the PDP allows us to restrict our attention to data taken when the Langmuir probe was not in the PDP wake. Similarly, problems that arose due to spacecraft charging, Tribble et al. (1988), further limited the amount of available data. However, a sufficient amount of "unaffected" data remained to allow for an extensive analysis of the orbiter wake conditions.

For brevity the data obtained during each wake transit (Fig. 3) will not be presented here. However, by combining the data obtained during each of the individual wake transits, we were able to obtain one large scale picture of the conditions in the orbiter's wake. Knowledge of the electron density depletions...
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Figure 5. Electron density depletions in the wake of the Shuttle orbiter. The contours represent constant values of $N_e / N_a$. The Mach cone was calculated assuming an electron/ion temperature of 2500 K.

$N_e / N_a$ for each transit ($N_e$ being the electron density measured in the wake and $N_a$ the ambient density) can be used to define the contours of constant density in the wake of the orbiter (Fig. 5). In Fig. 5 plasma flow is from left to right and the orbiter's Mach cone is indicated by the dashed lines. Again, this figure is particularly significant in that it represents the only in situ observations of the mid and far wake of a large object in low Earth orbit. In Fig. 5 we calculated $N_a$ by interpolating the ambient density from one side of the wake to the other during the course of each wake transit. The wake transit 240 m downstream of the orbiter had a slight inclination with respect to the orbital plane of Fig. 3. Some of these data points were taken when the PDP was as much as 15 m out of the orbital plane. The largest obstacles to plasma flow perpendicular to the orbital plane are the orbiter's payload bay doors. Since the orbiter's bay doors are only $\approx 10.6$ m wide when fully opened, the density depletions downstream of the orbiter in the orbital plane at the distance of the farthest wake transit may be somewhat greater than those measured by the PDP.

Attempts to obtain contours for the electron temperature enhancements measured in the orbiter's wake were not as successful. Since measurements of $T_e$ are obtained only during the sweep mode, once every 12.8 s, many of the temperature data points in the wake of the orbiter happened to be taken when the Langmuir probe was in the wake of the PDP as well. Those points cannot be used to obtain a good estimate of the temperature enhancement that is associated with the wake of the orbiter since they will, at least in part, be affected by the temperature enhancement that is associated with the wake of the PDP itself. However, the data taken when the Langmuir probe was not in the wake of the PDP indicate a definite temperature enhancement in the wake of the orbiter, all the way to $Z \approx -240$ m (Fig. 6).

Near Wake Turbulence

Turning to the turbulence data, we begin by presenting the XPOP roll data in terms of an orbiter phase angle, which we define as the angle, in the orbiter's YZ-plane, between the orbiter's velocity vector and the vector that points from the center of mass of the orbiter to the PDP. A phase angle of 180° indicates that the center of the PDP is directly in the orbiter wake. We will restrict our attention initially to the 6-40 Hz plasma turbulence data, typical examples of which are given in Fig. 7. In Figs 7a-c the top panels present the percentage density fluctuations, $\Delta N_e / N_e$, in the 6-40 Hz channel, while the bottom panels provide the corresponding density profiles. For the ionospheric conditions similar to those encountered for Fig. 7 we calculate that the Langmuir probe would cross the orbiter's Mach cone at phase angles of $\approx 140°$ and $\approx 230°$. The turbulence apparently decreases to below ambient levels when the probe is directly on axis. There is also some tendency for the turbulence...
Fig. 6. Electron temperature enhancements in the wake of the Shuttle orbiter.

Fig. 7. Examples of 6-40 Hz turbulence in the near wake of the Shuttle orbiter (top panels); corresponding density profiles (bottom panels).
to be stronger near wake edges. The reduction of the turbulence on wake axis may be a result of there being so little plasma that the sensor is operating near the limit of (or outside) its dynamic range. On the other hand, the decrease of \( \Delta N_e/N_e \) seen near the wake edges as one moves inward toward the axis, is believed to be a real effect. Further confidence in the reality of turbulence reduction on the axis is gained by comparing the turbulence features of, for example, Fig. 7a with those of Fig. 7b and/or Fig. 7c.

The spectrum analyzer data allow us to look at higher frequency turbulence in the near wake of the orbiter as well (Fig. 8). This figure is composed of data from three separate 51.2 s measuring periods. The data presented in Fig. 8 that correspond to phase angles less than 154° were taken 6.83 min earlier than those corresponding to phase angles between 159° and 204°. Similarly, the data corresponding to phase angles between 159° and 204° were taken 6.83 min earlier than those corresponding to phase angles greater than 209°. Changing ionospheric conditions during these time periods may have an effect on the shape of the signatures seen in Fig. 8, but we do not believe these changes to be significant in comparison with wake effects.

Notice first that in all cases there seems to be an appreciable drop in the spectral density of \( \Delta N_e/N_e \) for frequencies higher than \( f_a \), which we calculate to be \( \approx 17 \text{ kHz} \) assuming an \( O^+ \) ion density of \( 1 \times 10^5 \text{ cm}^{-3} \). Also, there do not appear to be any appreciable changes in the signature of the spectrum analyzer data until we are well within the Mach cone. When we cross the Mach cone at 142° we must proceed to a phase angle of 155° before we notice a significant difference, an enhancement of about 5 dB in the spectral density in the 31.1 kHz channel. Similarly, this enhancement disappears once we have passed a phase angle of 198°, well before exiting the Mach cone at 228°. It is also worth noting the spectral density signature at phase angles of about 165°. Here the spectral density seen by the lower frequency channels is depressed by about 10 dB while the spectral density of the middle channels seems unaffected. This situation is reversed in the vicinity of 180° where the lower frequency spectral density increases to almost ambient levels and the middle frequency spectral density decreases by about 5 dB. The decrease in the spectral density of the lower frequency channels is repeated, to a lesser degree, at a phase angle of 190°.

**MID AND FAR WAKE TURBULENCE**

As might be expected, the turbulence measured in the mid and far wake of the PDP was not as intense as the turbulence seen in the near wake. This is especially evident in the 6-40 Hz channel data. An examination of all of the 6-40 Hz data taken when the PDP was in the wake of the orbiter indicated that the only appreciable enhancements occurred very near the orbiter. Figure 9 shows data collected by the PDP immediately after it was released from the orbiter along the trajectory found in Fig. 3 that connects to...
The distance scale in Fig. 9 indicates the downstream distance from the orbiter to the PDP. This scale is slightly nonlinear because the velocity of the orbiter, relative to the PDP, during the backaway maneuver was not constant. Large "enhancements" associated with the firing of the orbiter thrusters are seen at several times during this period. The remaining data indicate that the low frequency turbulence associated with the wake of the orbiter is mainly confined to a region within \( \approx 20 \) m of the orbiter itself.

Figure 10 indicates locations within or near the orbiter's wake where spectrum analyzer data are available. Examples of the data taken in these 12 locations are given in Fig. 11, the location being indicated by the roman numeral in the lower left-hand corner of each individual graph. The data obtained at location I, the near wake, indicate a higher spectral density at lower frequencies than those obtained at location II, further downstream from the orbiter. This is in general agreement with the results from the 6–40 Hz data.

Data collected outside of the orbiter's Mach cone, locations V, VIII, IX, and XII, are all similar in appearance and may be more indicative of conditions in the ambient ionosphere. Data taken along the orbiter's Mach cone, locations III, VI, and X, indicate an enhancement in the spectral density at frequencies between 10 and 17 kHz. Data taken on the wake axis, locations II, IV, VII, and XI, are similar to those obtained outside the Mach cone.

Again, as for the near wake turbulence, the most obvious feature in the \( \Delta N_e/N_e \) spectra is the rapid decline, with increasing frequency, in the \( 10^4 \text{--} 10^5 \) Hz decade. An additional feature (see e.g., panels III and VI) seems to be an enhancement of the turbulence, at wake edges, near \( f_p \), the ion plasma frequency. Whether the "ambient" results are really features of the undisturbed ionosphere or whether disturbance effects are still seen outside the Mach cone, is difficult to say. It is quite conceivable, for instance, that plasma effects could occur well outside the Mach cone from interaction of the ionospheric plasma with the neutral
Plasma density, temperature and turbulence behind Shuttle orbiter

Fig. 1. The spectral density of $\Delta N_s/N_s$ in the mid and far wake of the Shuttle orbiter.
SUMMARY AND CONCLUSIONS

The electron density depletions and temperature enhancements associated with the wake of the Shuttle orbiter extend several hundred meters behind the orbiter itself. Figure 5 indicates that the density depletions in the wake of the orbiter are bounded by the orbiter's Mach cone. Also of significance is the fact that there is a slight density enhancement 100 m downstream of the orbiter directly on the wake axis, the horizontal line defined in Fig. 5 by a vertical distance of zero. At this location the value we measure for \( N_e/N_i \) is 0.7, whereas 20 m upstream or downstream of this point the value for \( N_e/N_i \) is 0.6. This nonmonotonic behavior may be indicative of crossing streams of ions as reported by Merlino and D'Angelo (1987). As seen in Fig. 6, the temperature data taken 240 m downstream from the orbiter indicate a general \( T_e \) enhancement at this distance on the order of 30%-50%.

We find that most of the plasma turbulence in the wake of the Shuttle orbiter is confined to a region \( \approx 20 \) m downstream of the orbiter itself. However, there are measurable disturbances along the orbiter's Mach cone at downstream distances of at least 200 m.

In the orbiter's YZ-plane, the near wake turbulence, at distances of \( \approx 10 \) m downstream, in the 6-40 Hz range exhibits a change from a fraction of a per cent to about 3% near the orbiter's Mach cone. This turbulence decreases to a level below that associated with the ambient ionosphere when the PDP is within a few degrees of the orbiter's wake center. There a decrease in the spectral density at the lower frequencies is accompanied by a slight increase for frequencies between 200 Hz and 10 kHz.

In the far wake of the orbiter, the 6-40 Hz data show a level of turbulence well below that observed within \( \approx 20 \) m from the orbiter itself and not very different from that recorded in the ambient ionosphere. A similar behavior is seen in the spectral density data.
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Abstract—In this paper, an expression is derived that describes the coherent Cerenkov radiated power from a group of test particles in a plasma medium moving parallel to a magnetic field. In this analysis, each particle has an arbitrary position and velocity along a field line and, as a consequence, both the spatial and temporal coherence of the radiation are considered. As an example, we demonstrate that a monoenergetic electron beam consisting of small pulses can generate wave powers well above incoherent levels if the pulse spacing is comparable to an integer number of emission wavelengths. It is also shown that if the beam particles have a velocity spread, \(\Delta v\), the wave powers will decrease in time due to the reduced temporal coherence of the particle radiators, where this coherence scales as \(1/\Delta v\). This latter effect applies to any charged particle beam propagating in a magnetoplasma, because even an initially monoenergetic beam becomes thermalized by electrostatic wave-particle interactions reducing the radiated power.

INTRODUCTION

The association of whistler-mode radiation with electron beams is a well-known phenomenon. In the Earth's auroral regions, such radiation called auroral hiss is commonly detected from naturally-occurring auroral electron beams by radio receivers onboard satellites (Gurnett, 1966; Jorgensen, 1968; Barrington et al., 1971; Laaspere et al., 1971; Gurnett et al., 1983; Lin et al., 1984). A characteristic of the emission is that it usually appears "saucer"- or "funnel"-shaped on a frequency vs time spectrogram, which is a result of the emission propagating with wave normals near the resonance cone (for a review of this process, see Gurnett, 1983). Similar funnel-shaped whistler-mode emissions have now been detected at Jupiter, near to the Io plasma torus, where strong electron beaming is again suspected (Gurnett et al., 1979). Whistler-mode emissions are also detected from artificial electron beams ejected from rockets and the space shuttle (Cartwright and Kellogg, 1974; Monson et al., 1976; Dechambre et al., 1980; Shawhan et al., 1984; Beghin et al., 1984) and, in particular, during the shuttle's Spacelab-2 mission, a funnel-shaped whistler-mode signal was detected that appeared almost identical to those observed from natural auroral electron beams (Gurnett et al., 1986; Farrell et al., 1988). Based on over 20 years of observations, it is now clearly evident that whistler-mode emissions are closely related to electron beams.

There are two well-known theories that attempt to explain the generation of the whistler-mode emissions from electron beams. In the first theory, the electrons in the beam are considered incoherent spontaneous radiators of Cerenkov radiation. This mechanism has been tested for whistler-mode emissions from both natural (Taylor and Shawhan, 1974) and artificial (Farrell et al., 1988) electron beams. In many cases the estimated powers from this process are too low to account for the measured wave powers, indicating that some coherent mechanism must be involved in wave generation. Such a coherent mechanism is the whistler-mode instability, whereby the waves gain energy directly via the unstable beam distribution. It is strongly suspected that this stimulated emission process generates auroral hiss emissions (Maggs, 1976; James, 1976; Maggs and Lotko, 1981; Lin et al., 1984).

Recently, a third wave generation theory has been introduced involving coherent Cerenkov radiation from beam electrons (Harker and Banks, 1983). This mechanism is particularly relevant for artificial electron beams, since the two mechanisms discussed above may not readily apply. In particular, incoherent Cerenkov radiation from beam electrons yields power values too low to account for those measured (Farrell et al., 1988) and the amplification path length for the whistler-mode instability in an artificial beam may be too small for significant wave growth (Jones and Kellogg, 1973). Harker and Banks derived an expression for the Cerenkov-radiated power from a pulsed monoenergetic electron beam in a plasma medium which included the spatial coherence between the pulses. In their derivation, it was assumed that all beam electrons travelled at the same velocity, \(v\), in
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pulses of length, $l$, with a distance, $d$, separating each pulse and that the pulsing is imposed by the generator that produces the beam. A monoenergetic continuous beam ($d \to 0$) would have no spatial coherence and consequently only emit incoherent Cerenkov radiation. However, it is an observational fact that even a continuous beam emits whistler-mode radiation at powers well above the estimated incoherent Cerenkov radiation level (Farrell et al., 1988). It has been demonstrated that continuous beams in magnetoplasmas naturally break up into pulses or "bunches" due to a beam-plasma instability, and it is this "bunched" beam that radiates wave powers above incoherent levels (Farrell et al., 1988, 1989).

In this paper, a derivation is presented for the coherent Cerenkov radiated power from a group of field-aligned test particles that includes not only spatial, but also temporal coherence effects. The approach taken is very similar to that used by Mansfield (1967), who derived the radiated power for a single test particle in a magnetoplasma. The steps include calculating the total current by summing up the contribution from each of the $N$ test particles, and then using the Fourier transform of this quantity to determine the radiated electric field and power. The formalism will then be applied to a field-aligned beam of particles of generalized velocity and position, $f(u)$ and $g(z)$, respectively. Unlike Harker and Banks, the motion of the beam particles is only considered in one dimension, along the magnetic field. However, by assuming field-aligned velocities for the particles, the effects of a beam's thermal spread can now be included in the calculation.

**THE POWER RADIATED FROM FIELD-ALIGNED TEST PARTICLES**

In the derivation of the radiated power, some assumptions are usually made that will now be discussed. First, it is assumed that the particles do not significantly alter the ambient plasma medium. Hence, the particles are considered "test" particles in the surrounding magnetoplasma. Second, it is assumed that the ambient plasma is cold, homogeneous, collisionless, contains a static magnetic field, and thus can be described by the cold plasma dielectric tensor defined by equation (1-20) in Stix (1962). Third, it is assumed that the particles have zero pitch angle. This condition differs from that used in Harker and Banks (1983), who derived the radiated power assuming gyrotropic beam particle trajectories and identical particle velocities. Our approach concentrates on the effects associated with the beam's temporal coherence which have not been considered previously. Therefore, for simplicity, we use particles with zero pitch angle. Fourth, it is assumed that the Cerenkov radiation itself, does not significantly alter the surrounding ambient plasma and has a magnetic field strength much weaker than the static magnetic field.

The inhomogeneous wave equation including a current source $J_s(k, \omega)$ can be written as:

$$\ddot{\mathbf{E}}(k, \omega) + \beta \cdot \mathbf{E}(k, \omega) = \frac{i J_s(k, \omega)}{\omega \varepsilon_0}.$$  \hspace{1cm} (1)

The static magnetic field, $\mathbf{B}_0$, in the plasma medium points along the $z$-axis. Radiation from a field-aligned test particle will be azimuthally symmetric. Hence, $k_x = 0$ while $k_y$ and $k_z$ have finite, real values. For simplicity, it is assumed that $k$ is entirely in the $y$-$z$ plane at an angle $\theta$ relative to the $z$-axis. This coordinate system can be rotated to analyze radiation from any specific azimuth angle, hence this assumption can be made without any loss of generality. The tensor $\mathbf{\mathbf{T}}$ can be expressed as:

$$\mathbf{T} = \begin{bmatrix} \varepsilon_1 - n^2 & i \varepsilon_2 & 0 \\ -i \varepsilon_2 & \varepsilon_1 - n^2 \cos^2 \theta & n^2 \sin \theta \cos \theta \\ 0 & n^2 \sin \theta \cos \theta & \varepsilon_3 - n^2 \sin^2 \theta \end{bmatrix}.$$  \hspace{1cm} (2)

where

$$\varepsilon_1 = 1 + \frac{f_{e\alpha}}{f_{e\alpha}^2 - f_{e\alpha}^2} + \frac{f_{p\alpha}}{f_{p\alpha}^2 - f_{p\alpha}^2},$$

$$\varepsilon_2 = \frac{f_{e\alpha} f_{\alpha}}{f(f^2 - f_{e\alpha}^2)} + \frac{f_{p\alpha} f_{\alpha}}{f(f^2 - f_{p\alpha}^2)},$$

$$\varepsilon_3 = 1 - \frac{f_{e\alpha}}{f_{e\alpha}^2 - f_{e\alpha}^2} - \frac{f_{p\alpha}}{f_{p\alpha}^2 - f_{p\alpha}^2}.$$

$f$ is the wave frequency, $f_{e\alpha}$ and $f_{p\alpha}$ are the electron cyclotron and plasma frequencies, respectively, and $f_{e\alpha}^*$ and $f_{p\alpha}^*$ are the ion cyclotron and plasma frequencies, respectively.

The electric field, $\mathbf{E}(\mathbf{r}, t)$, is obtained by taking the inverse Fourier transform of $\mathbf{E}(k, \omega)$:

$$\mathbf{E}(\mathbf{r}, t) = \frac{i}{\varepsilon_0} \int \mathbf{\mathbf{T}} \cdot \mathbf{J}_s(k, \omega) \exp \left[ i (\omega t - k \cdot \mathbf{r}) \right] d \mathbf{k} \frac{d\omega}{\omega}.$$  \hspace{1cm} (3)

For $N$ test particles in the medium, the source current is expressed as:

$$\mathbf{J}_s = \sum_{i=1}^{N} \mathbf{J}_s(k, \omega) \exp \left[ i (\omega t - k \cdot \mathbf{r}) \right] d \mathbf{k} \frac{d\omega}{\omega}.$$
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\[ J_s(\vec{r}, t) = \sum_{i=1}^{N} q_i \delta(\vec{r} - \vec{r}_i(t)) \]

where \( \vec{r}_i(t) \) and \( \vec{r}_i(t) \) are
\[ \vec{r}_i(t) = V_i \ddot{z}, \]
a constant in time,
\[ and \vec{r}_i(t) = (z_{i0} + V_i t) \ddot{z} \] (5)

for field-aligned trajectories. The variable \( z_{i0} \) is the particle's initial position along the field line. Given that \( \vec{K} \) equals \( i \omega / c \), that \( \beta \) is defined as \( V/c \), and that the delta function, \( \delta(x-x_0) \), is defined as
\[ \int \exp[i(x-x_0)t] dt = 2\pi \delta(x-x_0). \] (6)

Substituting (6) into equation (3) yields the electric field in the plasma
\[ E(\vec{r}, t) = \sum_{i=1}^{N} q_i V_i \int (\vec{r} - \vec{r}_i(t)) \exp \left[ \frac{i \omega}{c} \cos \theta_{z_i} \right] \delta(n_i \cos \theta_{z_i} - \omega) \]
\[ \exp [i(\omega t - \vec{K} \cdot \vec{r} - \vec{K} \cdot \vec{r}_i)] \frac{d\vec{k}}{\omega}. \] (7)

Expressing \( d\vec{k} \) as \( n^2 \omega^2 \sin \theta \ d\theta \ d\phi d\Omega \) and, again, using the fact that \( \vec{K} = i \omega / c \), the instantaneous energy loss and hence the radiated power from the \( N \) particles can be written as
\[ P(t) = \sum_{j=1}^{N} \sum_{i=1}^{N} \frac{q_i^2 V_j}{(2\pi)^3} \int (\vec{r} - \vec{r}_i(t)) \exp \left[ \frac{i \omega}{c} \cos \theta_{z_i} \right] \delta(n_i \cos \theta_{z_i} - \omega) \]
\[ \exp [i(\omega t - \vec{K} \cdot \vec{r} - \vec{K} \cdot \vec{r}_i)] \left[ 1 - \frac{\beta_i \omega}{c} \right] \frac{d\vec{k}}{\omega}. \] (8)

where the trivial integration over \( \phi \) has been performed. Integrating equation (8) over \( \theta \) yields:
\[ P(t) = \sum_{j=1}^{N} \sum_{i=1}^{N} \frac{q_i^2 V_j}{(2\pi)^3} \int (\vec{r} - \vec{r}_i(t)) \exp \left[ \frac{i \omega}{c} \cos \theta_{z_i} \right] \delta(n_i \cos \theta_{z_i} - \omega) \]
\[ \exp [i(\omega t - \vec{K} \cdot \vec{r} - \vec{K} \cdot \vec{r}_i)] \left[ 1 - \frac{\beta_i \omega}{c} \right] \frac{d\vec{k}}{\omega}. \] (9)

where \( \cos \theta_{z_i} = (1/n_i) \beta_i \), the Cerenkov condition. The quantity \( (\vec{r} - \vec{r}_i \cdot \vec{K} - \vec{r}_i) \) was calculated by Mansfield (1967) as
\[ T_{33}(n) = \frac{\epsilon_1 \epsilon_2 + \epsilon_1 n_2^2 + \epsilon_2 n_1^2}{\epsilon_1 \epsilon_2}, \] (10)

where \( T_{33}(n) = \epsilon_1 \epsilon_2 - \epsilon_1 n_2^2 + \epsilon_2 n_1^2 \cos^2 \theta_{\phi}. \) The quantities \( n_1^2 \) and \( n_2^2 \) are
\[ n_{1,2} = [-B \pm (B^2 - 4C_0)^{1/2}]/2, \] (11)

where
\[ B = \left( \frac{c V_i}{v} \right)^2 (\epsilon_2 - \epsilon_1) + \epsilon_2 \epsilon_3 - \epsilon_1 \epsilon_3 \] (12)

and
\[ C = \left( \frac{c V_i}{v} \right)^2 (\epsilon_2 - \epsilon_1) + \epsilon_2 \epsilon_3 - \epsilon_1 \epsilon_3. \] (13)

After performing the complex integration over \( n \) via the residue theorem, we find that the radiated power is:
\[ P(t) = \frac{1 - \frac{\beta_i \omega}{c}}{8n_i \epsilon_i} \int \frac{1}{8n_i \epsilon_i} \left( \frac{\epsilon_1 \epsilon_2 - \epsilon_1 n_2^2}{\epsilon_1 \epsilon_2} \right) \frac{d\vec{k}}{\omega}. \] (14)

where \( n_{i,j} \) are functions of \( \beta_i \). The two factors in brackets represent the temporal and spatial coherence, respectively, between particle \( i \) and \( j \).

Equation (14) can be generalized to describe the radiated power from particles with field-aligned velocity distribution \( f(v) \) and spatial configuration \( g(z) \) defined by:
\[ N = \int_{-\infty}^{\infty} f(v) dv \int_{-\infty}^{\infty} g(z) dz. \] (15)

In this case, the power is expressed as:

\[
\text{ORIGINAL PAGE IS OF POOR QUALITY}
\]
\[ P(t) = \frac{1}{2\pi} \int \frac{d\omega}{\omega} \sum_{n=1}^{2} \cos^2 \theta \cdot \Phi(\omega) \]

where \( \Phi(\omega) = \int_{-\infty}^{\infty} \frac{df(\nu)}{\nu^2} \cdot \exp\left[ -\frac{i}{c} \omega \left( \nu - \nu' \right) \right] d\nu' \).

It should be recognized that expression (16) represents the solution to the initial value problem. Given the particle's velocity and position at \( t = 0 \), the instantaneous radiated power at later times is determined. Both Mansfield (1967) and Harker and Banks (1983) also obtained the instantaneous power, but then averaged this quantity over a complete gyroperiod. Since monoenergetic particles were assumed, their time-averaged power also represented the solution to the boundary value problem. A similar time-averaging of (16) would not necessarily yield such a solution since we have assumed arbitrary particle energies. As we shall demonstrate in the next section, if monenergetic particle distributions are used, we obtain a time-independent solution which will also apply to the boundary value problem. However, if the distribution has a thermal spread, the radiated power will remain explicitly dependent on time, solving the initial value problem but making applications to the boundary value problem difficult.

A measurable quantity is the angular distribution of radiated power, \( dP/d\Omega \), where \( d\Omega \) represents the infinitesimal solid angle. The integrand of (16) is

\[ \frac{dP}{d\omega} = \int \frac{d\omega}{8\pi \epsilon_0 c} \frac{f(\nu)}{n(\nu)} \cdot \Phi(\nu) \times \sum_{n=1}^{2} (-1)^n T_3(n_3(n)) \times \exp \left[ -\frac{i}{c} \omega \cos \theta (z - z') \right] \cdot d\Omega(z) \, dz \, dz' \]

and relates to \( dP/d\Omega \) by

\[ \frac{dP}{d\Omega} = \frac{1}{2\pi} \frac{d\omega}{d\omega} \, d\omega \, dP \]

The quantity \( d\omega/d\Omega \) is \( \omega_{\text{c}} C_n/C_D \) where \( C_n \) and \( C_D \) are defined by equations (88) and (97)–(101) of Harker and Banks (1983).

**Applications**

We shall now apply equation (16) to a number of simplified examples that will demonstrate the variation of the radiated power in a field with the \( f(\nu) \) and \( g(z) \) chosen. First, consider a single \( N \) field-aligned test particle of velocity, \( V_0 \), located at the origin, \( z = 0 \). In this case, \( f(\nu) = \delta(\nu - V_0) \), and \( g(z) = \delta(z) \). The radiated power can be easily calculated for this particle by substituting the velocity and spatial distribution into (16), which yields:

\[ P_1 = \int_{-\infty}^{\infty} \frac{d\nu}{8\pi \epsilon_0 c} \frac{V_0}{n(\nu)} \cdot \delta(\nu - V_0) \times \sum_{n=1}^{2} (-1)^n T_3(n_3(n)) \]

where \( P_1 \) designates the spontaneous Cerenkov power from a single particle. An identical expression is obtained using equation (32) of Mansfield (1967) for field-aligned particle trajectories.

Now consider the radiation from a series of particles of charge, \( N_0 \), and velocity, \( V_0 \). This example may represent a pulsed beam with the length of each pulse much less than the parallel wavelength of the emitted wave, \( \lambda \ll \lambda_c \). This condition allows the particles within each pulse to radiate in complete coherence. However, spatial coherent effects between the pulses alters the radiated power. Since all particles have the same speed, temporal coherent effects are not important. The particle distributions can be written as

\[ f(\nu) = N_\nu \delta(\nu - V_0) \]

and \( g(z) = \sum_{i=1}^{N_0} \delta(z - z_i) \),

where \( z_i \) is the initial position of the \( i \)-th point source, respectively. Figure 1 displays the phase space configuration of such a system. Inserting \( f(\nu) \) and \( g(z) \) into (16) yields the following expression for the radiated power:

\[ P(t) = \int_{-\infty}^{\infty} \frac{d\omega}{8\pi \epsilon_0 c} \frac{f(\nu)}{n(\nu)} \cdot \delta(\nu - V_0) \times \sum_{n=1}^{2} (-1)^n T_3(n_3(n)) \]

This result can be expressed in terms of the spatial distribution of particles and thus other applications may be pursued with a few changes. Given a beam of particles, defined by \( V_0 \), it is possible to consider a field of particles in space. We consider a distribution of density of the integrations is 

\[ g(z) = \delta(z) \]

T of electrons in the coordinate that describes the distributions of particles only temporally.

**Figure 1.** Displayed is the phase-space configuration for \( p \) point charges all having identical velocities. If the spacing between the charges is equal and comparable to the Cerenkov-radiated parallel wavelength, then increased wave power will result.
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\[
P(t) = \int \sum \left( \sum_{\omega} \left( \frac{\pi^2 q^2 |\omega|}{8 \pi \delta \omega} \right) \frac{V_\omega}{c^2} \right) \times \left( \sum \frac{\delta u_z}{(u_{\omega}^2 - n_{\omega}^2)^{1/2}} \right) \times \exp \left[ i \frac{n_\omega(V_\omega)}{c} \cos \gamma (z_i - z_j) \right]
\]

This result can also be directly obtained using (14). Expression (20) indicates that the power is highly dependent on the exponential term that describes the spatial coherence of the point particles. If the \( p \) pulses are equally spaced, with \(|z_i - z_j| = m \lambda L = 2\pi m/c \omega \cos 0/m \) with \( m \) being an integer, then the exponential term in (20) is close to unity and the power is \( p^2 \times (N q)^2 \times P_1 \). Such a value is well above the incoherent level at \( p \times (N q)^2 \times P_1 \).

The spatial coherence of a pulsed beam of particles propagating at identical velocities has been considered in great detail in Harker and Banks (1983), and thus other than this demonstration, will not be pursued any further here.

We will now discuss the effects of temporal coherence on a group of particles. In order to quantify this effect, a velocity distribution with a thermal spread is required. Such as a plateau distribution centered about \( V_0, \) defined by \( f(v) = N/\Delta V, \) where \( N \) is the number of particles in the group and \( \Delta V \) is the particle velocity spread. We assume that the \( N \) particles are uniformly distributed over \( \Delta V \). Figure 2 displays the phase space density of the particles in this case. To simplify the integrations in (16), we will only examine an infinitesimally small slice in phase space, so that \( g(z) = \delta(z). \) This distribution may represent a pulse of electrons in a plasma with thermal spread \( \Delta V. \) Since we are considering a small pulse, the exponential term that describes the spatial coherence of the particles, \( \exp[im_\omega \cos \gamma (z_i - z_j)/c], \) goes to unity, and now only temporal coherent effects will be important.

![Fig. 2. Displayed is the phase-space density for a plateau distribution of average velocity, \( V_0 \) and velocity spread, \( \Delta V. \)](image)

Inserting \( f(v') \) into \( \Phi(v) \) defined in (16) and keeping the real terms yields:

\[
\Phi(v) = \frac{V_0}{c^2} \cdot N \exp \left[ \frac{i(1 - V_0/v) \sin x}{x} \right]
\]

where

\[
x = \frac{\Delta V \omega t}{v^2}.
\]

The radiated power is then given by:

\[
P(t) = \int \left( \frac{q^2 |\omega|}{8 \pi \delta \omega} \right) \frac{V_\omega}{c^2} \Delta V \times \int \left( \sum \frac{1}{\delta u_z} \right) \left( \sum_{\omega} \right) \left( (-1)^j T_{ij} (n_{\omega}(V_\omega)) \right) \times \exp \left[ i(1 - V_\omega/v) \sin x \right]
\]

To perform the integration over \( v, \) we will assume that \( \Delta V < V_0, \) so that in (22), we can approximate \( dv \) by \( \Delta V \sin x/2 \). The radiated power from this slice then becomes

\[
P(t) = \int \left( \frac{q^2 |\omega|}{8 \pi \delta \omega} \right) \frac{V_\omega}{c^2} \left( \frac{1}{\delta u_z} \right) \left( \sum \right) \left( \sum \right) \left( (-1)^j T_{ij} (n_{\omega}(V_\omega)) \right) \times \exp \left[ i(1 - V_\omega/v) \sin x \right]
\]

which holds for \( x < 1 \) or \( t < \sqrt{12} V_\omega/\Delta V \omega. \) If \( \Delta V \) is zero, the power goes as \( N^2 \times P_1, \) and radiation is in complete coherence. However, with a velocity spread, the particle radiators become separated in space for \( t > 0, \) hence decreasing the coherence of the particles. This coherence can be quantified by a coherence time, \( T = \pi \Delta V \omega/a, \) where the power from the particles is reduced by about a factor of five due to temporal coherence effects.

To better understand expression (23), we can substitute in the Cerenkov condition, \( \omega = k_1 V_\omega, \) and the particle's spatial dispersion, \( \Delta z = \Delta V l, \) with the result that

\[
P \cong N^2 P_1 \left( 1 - \left( \frac{\Delta z}{\lambda_1/2} \right)^2 \right)
\]

Initially, all the particles are located at the same spatial location, and the group acts as a coherent radiation source (i.e. \( \Delta z = 0 \)). However, since particles are moving at different speeds the group will spatially disperse.
as it propagates which tends to reduce the radiated power. When $\Delta z \approx \lambda_c/2$, the phase of the particles relative to the wave will vary by nearly 180° from the front to the back of the pulse. For a nearly uniform distribution, this will yield a small value of power. Consequently, we can interpret the coherence time, $T_c$, as the time required for the group of particles to disperse to half the emission’s parallel wavelength, and thus radiate effectively out of phase.

The temporal coherence of an electron beam is particularly important to consider since it has been demonstrated that such beams undergo strong thermalization from wave/particle interactions right after injection (Wingale and Pritchett, 1988; Farrell et al., 1989). In particular, an electrostatic beam-plasma instability tends to diffuse a large fraction of the beam particles in phase space, which reduces their coherence time, $T_c$ and radiated power.

As an example, we can consider the case of an initially monoenergetic electron pulse propagating in a plasma medium with an initial length, $l$, much less than the parallel Cerenkov-radiated wavelength, $\lambda_c$. The interaction of this pulse with the ambient plasma causes a thermal spread in velocity (and hence a spread in space) with a resulting loss of coherence. In this case, equation (23) derived above may be applied. To quantify the effects of thermalization, a simulation of such a pulse has been performed using the one-dimensional electrostatic particle code described in Farrell et al. (1989). In the model, an initially cold beam pulse of density $1/8$ that of the ambient plasma and length $130 \lambda_0$ was injected into the system at the $z = 0$ boundary with a speed ten times the ambient thermal speed. The resulting phase space configuration for the electrons is displayed in Figs. 3a, b, and c after 40, 80, and 120 $\omega_p^{-1}$, respectively. The phase space structures that develop appear very similar to those modeled by Okuda et al. (1987). As indicated in Fig. 3, the electrostatic wave/particle interactions within the beam are strong, and cause the initially cold pulse to diffuse in phase space. Consequently, a significantly thermal spread develops among the beam particles. In applying (23) to the simulated pulse, some of the assumptions used to derive the expression have to be relaxed. In particular, the electrons in the pulse do not act as true test particles, since they appear to slightly alter the ambient plasma medium as they propagate. However, this effect is limited only to the region where the beam is located, and not outside. Also, the average current carried by the ambient plasma is much less than that of the beam and thus will not contribute significantly to the generation of Cerenkov radiation. Another limitation is that the pulse electron distribution is not a truly uniform plateau distribution, like that shown in Fig. 2, since the density fluctuations in phase space occur. However, since $\lambda_c > l$, the modulation of electron density within the pulse does not significantly affect the radiated power in this particular case. We can now estimate the radiative coherence time, $T_c$ of the pulse. As calculated from the simulation, the average value of $\Delta V$ is 0.76 $V$, where $V$ is the average beam velocity. Using the value of $\Delta V/V = 0.76$ and assuming that Cerenkov radiation is emitted from the pulse with frequency $\omega = 0.1 \omega_p$ the coherence time of the pulse, $T_c$, is estimated to be about 42 $\omega_p^{-1}$. Whistler-mode waves, possibly originating by Cerenkov processes, are detected at $\omega = 0.1 \omega_p$ during Spacelab-2 beam ejections (Gurnett et al., 1986; Farrell et al., 1988). For typical ionospheric densities, $\omega_p$ is about $7 \times 10^8$ rad s$^{-1}$ and thus the $N$ particles remain in relative coherence for only about 6 $\mu$s in such regions. In contrast, had no wave/particle interactions occurred (i.e. no velocity spread), the pulse would remain almost completely coherent for all times, since $\Delta V = 0$ and $l < \lambda_c$, and the power would remain proportional to $N^2$. Clearly, from this simple example, we see that wave/particle interactions and beam thermal effects are very important to consider when determining the radiated power from a particle beam.

As a final example, we shall consider the radiated power from a series of $p$ small electron pulses, each like the one shown in Fig. 3. Again, the initial length of each pulse, $l$, is assumed to be much less than the parallel Cerenkov-radiated wavelength, $\lambda_c$, so the spatial distribution can be approximated by

$$g(z) = \sum_{i=1}^{p} \delta(z - z_i).$$

Representing the velocity distribution by $f(v) = N/\Delta V$, the power [from equation (16)] can be expressed as:

$$P(t) = \sum_{i=1}^{p} \sum_{j=1}^{q} \frac{N^2 q_j [\omega]}{8 \pi \epsilon_0 \epsilon_1} \times \frac{V_0}{c^2} \frac{1}{n^2(V_0) - n^2(V_0)} \left[ 1 - \left( \frac{\Delta V}{V} \right)^2 \frac{\omega^2}{12} \right] \times \sum_{i=1}^{p} (-1)^i T_{ij} \left( n_i(V_0) \right) \times \exp \left[ \frac{\epsilon_0}{c} \cos \theta_i (z - z_i) \right]$$

for times $t < T = \sqrt{12V_0/\Delta V / \omega}$. As indicated in (25), for early times ($t < T$), the spatial coherence deter-
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mines the radiated power from the pulses with the situation being similar to that associated with expression (20). However, as time increases, the pulses broaden in space due to their thermal spread, which reduces their radiative coherence. As an example, consider small pulses with \( \Delta V/V \approx 0.76 \), all initially spaced at multiples of the parallel Cerenkov-emitted wavelength. Like the previous example, we wish to calculate the power at \( \omega = 0.1 \omega_e \). Initially, the radiated power is \( P(t=0) \approx \frac{p^2}{(Nq)^2} \times P_i \), which would be the power for all times in Harker and Banks' formalism (1983). However, by including a thermal spread, \( \Delta V_e \), created by electrostatic wave/particle interactions, the power at later times becomes \( P(t) = \frac{p^2}{(Nq)^2} \times P_i \times [1 - A^2 t^2] \) where \( A = \omega_e/46 \), which holds for \( t < 1/A \). Notice that the power decreases as time increases. As in the previous case, wave/particle interactions that diffuse the beam in phase-space act to reduce the beam's radiative coherence, and are important to consider when determining the Cerenkov-radiated power from a pulsed electron beam.

**CONCLUSION**

We have derived an expression that describes the Cerenkov-radiated power from a group of field-aligned test particles in a plasma medium that includes both spatial and temporal coherent effects. This expression was then applied to some simplified cases. For example, it was demonstrated that the expression for the radiated power from a single point charge using (16) is identical to that obtained from Mansfield (1967) for field-aligned trajectories. Also, the radiated power from a group of equally-spaced point sources all moving at identical velocities can be increased well above incoherent levels if the source spacing is comparable to the emission parallel wavelength, \( |x_i - x_j| \approx \lambda_p \). These results are similar to those found in Harker and Banks (1983). The temporal coherence of a single electron pulse with a thermal spread was also calculated using the results of a particle simulation. It was demonstrated that such a pulse undergoes strong wave/particle interactions which tend to reduce the radiative coherence time and emitted Cerenkov power. In particular, for a small pulse with \( \Delta V/V \approx 0.75 \) emitting in the MF range, the radiative coherence time, \( T \), was calculated to be on the order of about 10 \( \mu \)s. After this time, the different parts of the broadened pulse are radiating out of phase, significantly reducing the power level.

This result has dramatic implications on the use of a pulsed electron beam as a radio wave antenna.
FIG. 4. A SCHEMATIC REPRESENTATION OF A MONOENERGETIC AND SPREADING PULSED ELECTRON BEAM.

Note that the effective radiation length for a spreading beam is shortened due to a reduction in the pulse's temporal coherence. For small pulses located where \( E_p \) is a maximum, the radiation is emitted in phase. The ideal case is depicted in the top panel, where the pulses remain coherent for all times, giving an effective radiation length of the pulsed beam, \( L \), at infinity. However, if the pulses have a thermal spread, then the coherence of an individual pulse changes as it propagates downstream. The case of a spreading pulsed beam is pictorially represented in the second panel. When the electrons in a pulse spread to \( \Delta E/2 \), their relative phase varies by nearly \( 180^\circ \), making the pulse an incoherent radiator. Hence, the effective radiation length of the pulsed beam, \( L \), is now \( V_o T \).

Specifically, without including a thermal spread, the pulses in a beam would remain coherent for all times. Hence, for spacing at integer multiples of \( \lambda_c \), the radiated power would vary as \( p^2 \) where \( p \) is the total number of emitted pulses. This result is similar to our second example in the application section and to that presented in Harker and Banks (1983). In contrast, if we include a thermal spread resulting from wave/particle interactions, then pulses with lifetimes greater than \( T \) would not contribute to the radiation process since they no longer radiated coherently. Thus only those pulses lying from the point of injection out to about \( L = V_o T \) would contribute to the emitted power. Figure 4 illustrates this point by displaying a schematic representation of two pulsed beams, one being monoenergetic and the other having a thermal spread. As indicated in the figure, when the thermalized pulses extend to about \( \Delta E/2 \), they can no longer be considered coherent radiators. Hence, beyond \( z = L \), the radiated power is small, where \( L \) corresponds to the effective radiation length. The quantity \( L \) is similar to 1/B in Harker and Banks (1985), who incorporated a phenomenological parameter to describe the beam coherence length. The total energy loss of the beam can be expressed as \( P_{\text{eff}} \times T \), where \( P_{\text{eff}} \) is the power from the coherent pulses. This energy loss changes from an infinite, unrealistic value for a monoenergetic beam to a finite, realistic value for a beam with a velocity spread.
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Electron Velocity Distributions and Plasma Waves Associated With the Injection of an Electron Beam Into the Ionosphere


An electron beam was injected into Earth's ionosphere on August 1, 1985, during the flight of the space shuttle Challenger as part of the objectives of the Spacelab 2 mission. In the wake of the space shuttle Challenger a magnetically aligned sheet of electrons returning from the direction of propagation of the beam was detected with the free-flying Plasma Diagnostics Package. The thickness of this sheet of returning electrons was about 20 m. Large intensifications of broadband electrostatic noise were also observed within this sheet of electrons. A numerical simulation of the interaction of the electron beam with the ambient ionospheric plasmas is employed to show that the electron beam excites electron plasma oscillations and that it is possible for the ion acoustic instability to provide a returning flux of hot electrons by means of quasi-linear diffusion.

INTRODUCTION

Spacelab 2 was carried into an orbit with altitude ~320 km and inclination 49.5° on the space shuttle Challenger on July 29, 1985. During August 1 the Plasma Diagnostics Package (PDP) was put into free flight around Challenger in order to measure phenomena associated with the passage of a large vehicle through the ionosphere, the injection of electron beams, the release of volatiles, and the ambient ionosphere. The PDP provided observations out to a distance of ~400 m from the space shuttle before it was retrieved on the same day. A Langmuir probe, an ion mass spectrometer, a hot plasma analyzer, a differential ion flux probe, and a plasma wave receiver were among the instruments on board the PDP. For a description of this instrumentation the reader is referred to Shawhan [1982]. Of relevance to the present investigation are the measurements of the three-dimensional velocity distributions of electrons in the energy range 2 eV to 36 keV with the hot plasma analyzer, the LEPEDEA, and of the spectral energy density of the electric fields of plasma waves in the frequency range from 3 Hz to 17.8 MHz. These two instruments were used to observe the electrons and plasma waves produced by the 1-keV electron beam injected into the ionosphere with the fast pulse electron generator (FPEG) that was located in the bay of the shuttle. The implementation of the FPEG was the joint responsibility of Stanford University and Utah State University [see Raitt et al., 1982], and the PDP was designed and constructed at The University of Iowa. We present initial observations of hot electrons by means of quasi-linear diffusion.
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beam density is large in relation to the ambient ionospheric density, and the beam is expected to lose its coherency, i.e., its collimated spiral motion along the ambient magnetic field, within scale lengths of meters from the injection point. This simulation was not carried forward in time sufficiently long to identify the presence of low-frequency ion waves. Our present study uses observations of the effects of the beam electrons at much larger distances from the space shuttle during the Spacelab 2 mission, i.e., the escaping electrons, and a numerical simulation that reveals the probable generation of ion acoustic waves. Our presently reported observations were taken with instruments on board the PDP during its several-hour free flight around the space shuttle and hence are relatively uncompromised by shuttle-associated effects. These unique observations of electron plasmas and plasma waves provide the basis for a significant extension of knowledge of electron beam-plasma interactions.

**OBSERVATIONS**

The PDP encountered the sheet of returning electrons during eight FPEG beam launching sequences. Our presentation concentrates on the sequence that occurred for 430 s beginning at 0411:13 UT. The situation is depicted in Figure 1. The 1-keV electron beam was modulated at a 1.22-kHz frequency with a 50% duty cycle. The current was 50 mA. Inspection of observations when the beam was unmodulated shows that the modulation of the current has no apparent effect on the phenomena reported here. During the period 0411:13–0412:02 UT a large flux of hot electrons was encountered. The velocity distribution function is anisotropic with measurable densities at all pitch angles and with maximum densities corresponding to fluxes returning to the ionosphere. The injected electron beam was propagating away from the ionosphere. The thickness of this field-aligned current sheet was about 20 m as measured for several crossings during operation of the FPEG. For comparison the gyroradius of a 1-keV electron moving perpendicular to the local magnetic field vector is 4.9 m. For the measurements of electrons presented here, the electron beam is injected nearly parallel to the magnetic field. During the above time period the PDP moved from a position ~15 m downstream from field lines intersecting the shuttle to ~45 m as it crossed out of the current sheet. During another electron beam injection this electron sheet was seen to extend at least to 170 m behind the shuttle. Such field-aligned electron distributions were not observed when the PDP was positioned outside the expected location of the sheet when the electron gun was activated. The velocity distribution of hot electrons returning along the magnetic field (α = 165°) at 0411:26 UT is shown in Figure 2. The anisotropy is large. For electrons with pitch angle α = 15°, f = 10^{-28} s^{-1}cm^6 at v = 6 × 10^8 cm/s, i.e., a factor of ~100 less than that of the returning electron flux at α = 165°. The phase space density increases with decreasing electron speed, and the electron number density integrated over all pitch angles is ~100 e/cm^3 for E ≈ 2 eV. The energy spectrum and angular distributions are qualitatively similar to those observed previously during beam injections into the ionosphere from rockets [Winckler et al., 1975; Duprat et al., 1983; Wilhelm et al., 1985]. The upper limit for the electron velocity distribution at similar pitch angles but just outside the sheet while the FPEG was still activated at 0412:19 UT is also shown in Figure 2.

The possibility that the returning electrons are due to backscattering from the ambient neutral atmosphere must be evaluated in order to identify the current sheet as a signature of a beam-plasma interaction. We have numerically esti-
mated the contribution from atmospheric scattering using the relationship

\[ \frac{d^2j}{dEd\Omega} = j_p \frac{d^2\sigma}{dEd\Omega} \frac{Vt \sin \alpha}{(V \cos \alpha/V_b - 1)^3} \]  

(1)

where \( j \) is the secondary flux, \( V \) is the speed of these electrons, \( \alpha \) is their pitch angle, \( V_b \) is the speed of the beam electrons, \( j \) is the beam directional flux, and \( \rho \) is the atmospheric number density. The mass spectrometer incoherent scatter 1983 (MSIS-83) model [Hedin, 1983] is used for atmospheric densities. The differential cross section \( d^2\sigma/dEd\Omega \) is approximated using the laboratory measurements reported by Opal et al. [1971] for several gases, but not atomic oxygen. The total scattering cross section \( \sigma \) was taken to be one-half that given for \( O \). It should be noted by the reader that the electron gun is moving with respect to the ambient atmospheric molecules and that numerical integration of equation (1) must include the condition of appropriate combinations of \( V, \alpha, \) and \( t \) in order that the secondary electron from a given distance from the shuttle reaches the PDP at energy \( E \). Then the time \( t \) is the elapsed time since the injection of the beam electron. The electron beam is injected at an altitude of \(-320 \) km and in the direction away from the atmosphere. Further scattering of the secondary electrons before arrival at the PDP is neglected in these calculations. For the purpose of this estimate the primary electron beam is assumed to be monoenergetic, \( 1 \) keV, with no significant energy and pitch angle diffusion due to beam-plasma interactions. The computed field-aligned intensities of electrons from atmospheric scattering are shown in Figure 2. Open circles indicate the energies at which equation (1)

was evaluated. At low energies these intensities are lower than the observed intensities by factors of \(-100\). Confidence in the calculated scattered intensities is supported by reasonable agreement of these intensities with those observed further downstream in the electron sheet where the electron intensities may be expected to be due mainly to atmospheric scattering. No evidence was found in the LEPEDEA ion measurements for significant increases of thermal or suprathermal ion densities that are expected to occur from ionization of the ambient neutral atmosphere by a beam-plasma discharge (see Grandal [1982] for discussions of this phenomenon). Thus the field-aligned intensities reported here are likely to be due to a beam-plasma interaction.

The spectral densities of the electric fields increased dramatically in the sheet of returning electrons relative to the densities observed prior to injection of the electron beam. These spectral densities are shown in Figure 3. At 100 Hz the increase is by a factor of \(-10^3\) during operation of the electron gun. The local electron plasma frequency, \( f_p \), is \(-1.3 \) MHz as determined from measurements of ionospheric densities with a Langmuir probe (courtesy of N. D'Angelo, 1988). Thus the increases of broadband electrostatic noise as shown in Figure 3 occur at frequencies \( \leq f_p \). Because the electron gyrofrequency \( f_e \) is \(-0.6 \) MHz and no well-defined feature of the spectral densities is present at frequencies \(-1-2 \) MHz, the upper frequency cutoff for the broadband electrostatic noise cannot be firmly identified as \( f_p \) or the upper hybrid resonance frequency \( f_{HR} = (f_p^2 + f_e^2)^{1/2} \). Simultaneous measurements of the magnetic field spectral densities for the range \(-30 \) Hz to 200 kHz are not available for this crossing of the electron sheet because of the cyclic sampling mode for the search coil which shares the data channel with the electric antenna and Langmuir probe. No increases in magnetic field spectral densities at low frequencies were observed during another, more distant sheet

[Fig. 2. Electron velocity distribution observed at pitch angle \( \alpha = 165° \) in the sheet of returning electrons in the wake of the space shuttle. The velocity distribution expected for secondary electrons from the neutral atmosphere is also shown. The observed upper limit for the velocity distribution just outside the electron sheet is given for comparison.]
The increases of broadband electrostatic noise were similar to those shown in Figure 3. Gurnett et al. [1986] have reported observations of whistler mode radiation from the electron beam during the Spacelab 2 mission as the PDP approached within ~10 m of the magnetic field lines of the electron beam. At these small distances the low-frequency broadband noise is observed in electric and magnetic components, and the relative contributions from electromagnetic and electrostatic modes to the electric field spectral densities cannot be resolved. Bush et al. [1987] and Reeves et al. [1986] also present observations of the electromagnetic radiation associated with the electron beam during the Spacelab 2 mission. The presence of this whistler mode radiation during the presently discussed observations is identified by the spectral peak at ~200 kHz in Figure 3. This conclusion is based on the funnel-shaped frequency-time spectrum that is evident in the electric field spectrograms (not shown here).

INTERPRETATION AND DISCUSSION

In order to model electron beam injection into an ambient plasma from the space shuttle for a comparison with observations, a nonperiodic one-dimensional electrostatic particle code is used [Okuda et al., 1987]. The reader is referred to Birdsall and Langdon [1985] for a discussion of basic algorithms used in these simulations. As illustrated in Figure 4, the top boundary at X = 0 is free whereby plasma crossing the boundary to X < 0 is lost from the system and the electric potential can float to any value according to the charge density. The bottom boundary at X = L = 8192A (where Δ is the grid size, set equal to the electron Debye length λ_e) is modeled as a perfect conductor with the electric field at X = L set equal to zero, and the plasma particles are reflected with ν → − ν when they reach the bottom boundary. The beam is injected at X = 6000A into a charge neutral background plasma and moves toward X = 0 (which is in the negative x direction in simulation coordinates) with a drift speed $V_d = -20v_e$. It is assumed that the shuttle injects the beam from a position X = 6000A. Thus the boundary at X = L represents the conducting ionosphere, and the PDP which measures the plasma diagnostics (and lags behind the shuttle) would arrive at some position 0 < X < 6000A after beam injection, according to the observational geometry of Figure 1.

Because low-frequency ion waves and ion time scales are of interest here, the full dynamics of both ions and electrons must be followed, and a reduced mass ratio $m_i/m_e = 100$ is used. The density of ambient plasma particles $n_0$ is initially 40 per grid space, and the beam density is $n_b = n_o/8$. The ion and electron temperatures are initially equal ($T_e = T_i$). The electron beam temperature $T_e = T_i$. When the beam electrons (injected at X = 6000A with $V_d = -20v_e$) reach the top boundary at X = 0, the simulation run is stopped.

At t = 0, only a charge neutral ambient plasma is present in the system, and for $t > 0$ the introduction of the beam electrons at X = 6000A creates a net negative charge in that region. This charge imbalance creates an electric field in front of the beam, from X = 0 to X = 6000A, while behind the beam (6000A < X < L) the electric field is zero because of the conducting ionosphere at X = L. The electric field in front of the beam accelerates the ambient electrons to the top so that, in effect, the injected beam pushes the electrons ahead such that charge neutrality can be maintained in the plasma. The ambient electrons pushed ahead of the beam are lost from the system at X = 0, and a rough balance is achieved such that the number of new electrons introduced by beam injection is about equal to the number of ambient electrons that exit the system at the top under the influence of the induced electric field.

The drift of the ambient electrons caused by the induced electric field is not a return current like that found in the beam injection simulations of Ashour-Abdalla and Okuda [1986] and Okuda and Ashour-Abdalla [1988], because the drifting electrons move away from the spacecraft (and injected beam) rather than back toward it. However, there are
electrons that can be accelerated in the direction opposite to the beam velocity and can be detected by the PDP. This occurs as a result of wave-particle interactions due to plasma instabilities excited by the drifting ambient electrons. The induced electric field caused by the injection of the electron beam at \( X > 6000 \Delta \) accelerates the ambient electrons at \( X < 6000 \Delta \) to the top, and the net drift between the ambient ions and drifting ambient electrons can then drive the ion acoustic instability. This process is similar to that described by Okuda and Ashour-Abdalla [1988], for which an ion acoustic instability was excited not by the injected beam but by the return current.

The ion acoustic instability is excited by an electron-ion drift [Fried and Gould, 1961; Hasegawa, 1975] where in the ion rest frame, the ion acoustic phase velocity will occur on the negative slope of the electron velocity distribution function and the instability results from inverse electron Landau damping. The ion acoustic mode propagates parallel to the ambient magnetic field, and for short wavelengths \((kL_e > 1)\) the frequency approaches the ion plasma frequency. The velocity threshold at which the instability is excited decreases as \( T_e/T_i \), increases greater than 1, but for \( T_e = T_i \), the instability can still be unstable for high enough drift velocity [Gary and Omidi, 1987]. This critical drift velocity is reached by the ambient electrons in the simulation run, and the ion acoustic instability is excited.

To illustrate how the instability is excited in the simulation run, the electron velocity distribution is shown in Figure 5. The top two panels show the ambient electron velocity distribution at \( 2048 \Delta < X < 3072 \Delta \), which is in front of the beam. The top left panel is for \( \omega_{pe}t = 100 \), and the distribution is seen to be shifted to a negative drift velocity by the induced electric field. The negative slope is unstable to the ion acoustic instability, and the slope already shows plateauing due to quasi-linear diffusion which accelerates the electrons to \( v > 0 \) and forms a positive velocity high-energy tail. The top right panel shows that at the end of the simulation, when \( \omega_{pe}t = 300 \), the unstable slope is completely eliminated by diffusion due to the ion acoustic instability and the high-energy tail for \( v > 0 \) is much more pronounced than at earlier times. These high-energy electrons, accelerated by the wave-particle interactions, flow to the bottom and can penetrate the region behind the beam at \( X > 6000 \Delta \). This is seen in the bottom two panels of Figure 5, which show (on a semilog plot) the electron velocity distribution at \( 6144 \Delta < X < 7168 \Delta \), which is behind the injection of the beam. At \( \omega_{pe}t = 100 \), shown in the bottom left panel, there is no net drift velocity evident in the velocity distribution, as is expected because the electric field is zero in the region behind the beam. However, a few of the high-energy particles with \( v > 0 \) created at \( X < 6000 \Delta \) have already reached this spatial region, and a slight high-energy tail is present. By the end of the simulation, as shown in the bottom right panel, a number of the high-energy electrons have reached \( X > 6144 \Delta \), and a considerable high-energy tail is formed, similar to that observed with the PDP. Note that the PDP is not located in a position such that the electron plasma oscillations in the beam can be observed, but is positioned behind the electron beam as it propagates along the magnetic field.

An examination of the wave spectrum from the simulation run confirms that ion acoustic waves are excited. Figure 6 shows the wave power spectrum at two different locations along the simulation box. The left panel is taken for \( X = 2048 \Delta \), which is in front of the beam injection, and two types of waves are excited. At high frequencies near \( \omega_{pe} \), plasma oscillations are excited by the injected beam. This excitation is expected because the primary beam is unstable to a Buneman type two-stream instability excited by the relative drift between the injected beam and the ambient plasma background. Lower-frequency waves are also present at just less than \( \omega_{pe} \). These ion acoustic waves are excited by the background electron drift as already described. (Note that because of the reduced mass ratio, \( \omega_{pe}/\omega_{pi} = (m_i/m_e)^{1/2} = 0.1 \).) The observed broadband electrostatic noise spectrum extends to frequencies above \( \omega_{pe} \) and could be explained in terms of Doppler shifting of the waves. The right panel shows the power spectrum for \( X = 7168 \Delta \), which is behind the beam, and it is clear that no ion acoustic waves are excited because there is no drift of the ambient plasma in this region. The ordinate scale is a factor of \( \sim 0.1 \) less than that of the left panel. A weak plasma oscillation is present, but the wave power is nearly an order of magnitude less than that shown in the left panel.

For numerical simulation that is intended to account for observed plasma phenomena it is useful to compare the parameters. The beam density \( n_b \) used in the numerical simulation is \( n_b/8 \), where \( n_b \) is the ambient thermal density. The actual electron beam was injected nearly parallel to the
magnetic field. If the range of pitch angles for beam injection is $\alpha \approx 0^\circ$ to $10^\circ$, then the beam density for a homogeneous electron distribution over these pitch angles is about $n_0/2.9$, where $n_0 = 2 \times 10^4$ el/cm$^3$. For the simulation the drift speed $V_d$ for the beam electrons is assumed to be $20v_T$, where $v_T$ is the characteristic thermal speed of the ambient electrons. A reduced mass ratio $m/m_0$ is used. For the injection of the electron beam from the space shuttle, $V_d = 75v_T$. The simulation was performed over times extending to about $u_{0.3} = 300$. Observations of the electron plasmas and plasma waves with the PDP as reported here occurred at a distance of $\sim 30$ m from the space shuttle, or $u_{0.3} = 3 \times 10^5$. The PDP is not simultaneously located on the magnetic field line when the electron beam is injected (see Figure 1). For a given field line and pitch angles for electron injection of $0^\circ \leq \alpha \leq 10^\circ$, the length of the electron column along the field line is $\sim 4$ km, i.e., the propagation distance of a $1$ keV electron as the shuttle moves a distance across the magnetic field of twice the gyroradius for $\alpha = 10^\circ$. The numerical simulation follows the beam propagation $\sim 0.7$ km along the field line. By the time that the field line is intercepted by the PDP the beam electrons have propagated $\sim 70$ km from this spacecraft. As shown in Figure 1, the PDP intercepts plasmas along the field line that the beam has previously traversed. The simulation model appears to demonstrate that it is the electron beam and not the return flux of electrons that excites the broadband electrostatic noise. Thus the observed waves may represent only the decaying waves that were previously excited directly in the electron beam. Further numerical simulations, together with observations at various distances in the sheet of returning electrons, are required to resolve this issue. The parameters chosen for the present numerical model are sufficiently similar to the observed plasma parameters that a possible mechanism for beam interaction with the ambient ionosphere can be initially identified and pursued in later studies.

The simulation results can be summarized as follows: (1) the injected electron beam excites plasma oscillations due to the relative beam-background drift and also creates a charge imbalance in the plasma which induces an electric field in front of the beam, (2) the induced electric field forces the background electrons to drift in relation to the background ions, exciting the ion acoustic instability, and (3) the ion acoustic instability, through quasi-linear diffusion, creates an electron high-energy tail in the direction opposite of the injected beam, and these hot electrons are observed by the PDP.
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Plasma Density Fluctuations Observed During Space Shuttle Orbiter Water Releases

J. S. Pickett, N. D'Angelo, and W. S. Kurth

Department of Physics and Astronomy, University of Iowa, Iowa City

Observations by the Langmuir probe on the Plasma Diagnostics Package flown as part of the Spacelab 2 mission in the summer of 1985 show a strong increase in the level of turbulence near the shuttle orbiter during operations in which liquid water is released. The spectrum of the plasma density fluctuations peaks at the lowest frequencies measured (a few hertz) and extends up to a few kilohertz, near the lower hybrid frequency. We suggest two potential mechanisms for generating the plasma turbulence which are both based on the production of water ions as a result of charge exchange with the ambient oxygen ions in the ionosphere. The first mechanism proposed is the ion-plasma instability which arises from the drift of the contaminant ions with respect to the ambient oxygen ions. The other mechanism proposed is the Ott-Farley instability which is a result of the ring distribution formed by the "pick-up" water ions.

1. INTRODUCTION

One of the objectives of flying the Plasma Diagnostics Package on the Spacelab 2 mission was to study the interaction of the shuttle orbiter with the ionospheric environment [Kurth and Frank, 1989]. In particular, Pickett et al. [1985] have shown that there are numerous observable effects associated with the introduction of contaminants into the orbiter environment through such normal operations as thruster firings, water dumps, and flash evaporator operations. These effects include increases in neutral density, decreases or increases in plasma density, variations in the plasma potential, and increases in turbulence in the vicinity of the shuttle orbiter. In this paper we focus on the plasma turbulence associated with the release of liquid water by the shuttle orbiter. Such releases are required to get rid of the excess water produced by the fuel cells or of other wastewater produced within the orbiter. This is a normal operation for the shuttle orbiter, and similar water dumps might be required by the space station; an understanding of the effects on the environment is important for some experiments being performed on either of these platforms. In addition, the shuttle orbiter mimics some of the characteristics of comets by being a copious source of contaminant ions and, hence, provides a convenient laboratory from which to study some of the cometlike interactions with an impinging plasma. As with both comets Giacobini-Zinner and Halley, ion "pick-up" is a particularly important process in the vicinity of the shuttle orbiter. An advantage provided by the orbiter is that some of the sources of contaminants can be turned on and off, thus affording a measure of control in experiments designed to study the effects. In section 2 of this paper we describe the essential features of the Plasma Diagnostics Package and the Langmuir probe with which the observations were made, as well as some of the details of the water dump operations. In section 3 we present the observations of plasma density fluctuations associated with typical water dumps. In section 4 we offer two possible mechanisms for producing the observed turbulence, the ion-plasma instability and the Ott-Farley instability.

2. THE EXPERIMENT

The Plasma Diagnostics Package (PDP) is one of 13 experiments which was flown as part of the Spacelab 2 (SL 2) payload on space shuttle flight 51-F from July 29 to August 6, 1985. A description of the PDP, its instrumentation, its operation, and the scientific objectives of the investigation are given by Kurth and Frank [1989]. One of the PDP instruments, a Langmuir probe, was used to obtain measurements of electron density (10^3-10^7 cm^-3), temperature (800°-5000°K), and density fluctuations (1 Hz to 178 kHz). The PDP Langmuir probe that was flown on SL 2 is described in detail by Tribble et al. [1989]. A similar instrument was flown as part of the PDP experiment on the third space shuttle flight [Murphy et al., 1986]. One of the scientific objectives of the PDP experiment on SL 2 was to investigate the effects of shuttle orbiter water dumps on the orbiter environment. Two kinds of water dumps took place during the SL 2 flight: namely, supply and waste (H. Rotter, personal communication, 1989). The supply water dump is used to dispose of excess water produced by the fuel cells. A typical operation consists of releasing approximately 45 kg of liquid water in a nonpropulsive fashion along the -Y axis of the orbiter (see Figure 1) at a rate of about 55 kg/h. The waste water dump is used to dispose of a mixture which consists of ~50% humidity condensate water and 50% urine by dumping it overboard (also along the -Y axis). The quantity of wastewater released and the rate at which it is released are comparable to the supply water dump. The two differ, however, not only in their individual liquid components, but also in the amount of dissolved gases they contain. The wastewater contains ~20% dissolved gases by volume, whereas the supply water contains only ~2%.

In order to more effectively carry out the scientific objective of studying effects of water releases, certain times and PDP locations were set aside for this purpose. During times when the SL 2 solar experiments were scheduled for prime viewing, the PDP was positioned on the remote manipulator system (RMS) at a designated location called "point solar."
as shown in Figure 1. The term "point solar" refers to the stationary position of the PDP on the RMS with the PDP upright ~12 m from the port side of the orbiter. Point solar is an ideal position from which to obtain measurements during water dumps because the water exit ports are located on the port side of the orbiter just below the forward payload bay door and only ~12 m from the PDP (see Figure 1).

Figure 1 provides an accurate perspective of the position of the PDP, at point solar, with respect to the orbiter. The enlarged view of the PDP shows the location of the Langmuir probe instrument's 3-cm-diameter, gold-plated sphere mounted on one of the four extendable booms. The PDP was occasionally rotated by 180° so that certain instruments could point in different directions and thermal control could be maintained.

There were a total of 16 supply and three wastewater dumps performed on SL 2, many of which took place during times when the PDP was positioned at point solar. Their effects on the orbiter environment, as determined by analysis of Langmuir probe data, are described in the next section.

3. Observations

The effects of a supply water dump, which occurred on day 212 from 1531 to 1642 UT, are evident in Figure 2. Plotted in this figure are measurements of electron density fluctuations as a function of time in two frequency ranges.

The fluctuations are normalized to the density and expressed as percentages. During this time the PDP is positioned on the RMS at point solar as shown in Figure 1. Turbulence associated with the start of the water dump at approximately 1531 UT is seen in Figure 2. At that time, \( \Delta N_e / N_e \) is seen to increase by about a factor of 25 in the 1- to 6-Hz channel (upper panel). A substantial increase is also seen in the 6- to 40-Hz channel data (lower panel), although the magnitude of the increase cannot be determined since that channel becomes saturated. The scale that is shown on the ordinate of each panel in Figure 2 represents the full dynamic range of each respective channel. The effects of a thruster firing are noted at 1528 UT.

Spectra of the higher frequency (35 Hz to 178 kHz) \( \Delta N_e / N_e \) data are shown in Figure 3. Typical peak and average spectra are plotted both before and during the water dump. (The times of these "before" and "during" spectra are pointed out as A and B, respectively, at the bottom of Figure 2.) There appears to be a significant enhancement over ambient (up to 40 dB at \( f \sim 100 \) Hz) at all frequencies below about the lower hybrid frequency \( f_{lh} \) while water is being released from the orbiter into the environment.

During the time period encompassed by Figure 2 the orbiter is in sunlight, and the angle between the veloc...
The magnetic field increases from $73^\circ$ to $91^\circ$, with $90^\circ$ occurring at about 1534:30 UT. The measured electron density is $\sim 10^4 \text{ cm}^{-3}$ with a slight increase occurring at the time the water dump begins.

Figure 4 shows the effects of a wastewater dump which occurred on day 214 at 0042-0052 UT. This wastewater dump is shorter because it is only one segment ($\sim 10$ min) of a three-segment dump (total time $\sim 30$ min). Once again, the PDP is stationed on the RMS at point solar, but it is rotated $180^\circ$ from the orientation shown in Figure 1. The results for this water dump are similar to those for the case in Figures 2 and 3. During the release of water the turbulence is increased by a factor of 20--25 in the 1- to 6-Hz channel (upper panel of Figure 4) and by an indeterminable, but substantial, amount in the 6- to 40-Hz channel (lower panel).

A high level of turbulence is seen to continue throughout the entire water dump. After the water valve is closed at about 0052 UT, the turbulence decreases to a pre-water dump level after approximately $2.5$ min (see, for example, lower panel of Figure 4).

Typical higher-frequency spectra for times before, during, and after the day 214 water dump are presented in Figure 5 (noted as C, D, and E, respectively, on Figure 4). The characteristic increase over ambient (up to $50 \text{ dB}$ at $f \sim 100$ Hz) at all frequencies below $f_{LH}$ is seen during the time water is being released. The "after" spectrum was taken before the environment had fully recovered after the water valve was closed. As expected, this spectrum still shows an increase over ambient at frequencies below $f_{LH}$.

This wastewater dump occurs while the orbiter is in the sunlight, and the angle between the velocity vector and the magnetic field increases from $64^\circ$ to $103^\circ$, with $90^\circ$ occurring at about 0050 UT. The measured electron density decreases from $10^4 \text{ cm}^{-3}$ at 0040 UT to $\leq 10^3 \text{ cm}^{-3}$ at 0055 UT.

Figures 2 through 5 provide typical examples from SL 2 of the effects of dumping water into the orbiter environment. Turbulence is almost always increased over ambient during the time the water is being released, spectral density is increased over ambient at all frequencies below about the lower hybrid frequency.

Fig. 3. Density fluctuation spectra (35 Hz to 178 kHz) before (A) and during (B) the water dump of Figure 2. During the time water is being released, spectral density is increased over ambient at all frequencies below about the lower hybrid frequency.

Fig. 4. $\Delta N_e/N_e$ data in the 1- to 6-Hz range (top panel) and 6- to 40-Hz range (lower panel) before, during, and after an orbiter wastewater dump. The level of turbulence is greatly increased during the water dump and decreases to ambient over a time period of about 2.5 min once the water valve is closed at $\sim 0052$ UT. The C, D, and E pointers refer to times for which spectral density plots are available in Figure 5.
the time the water is being released. Electron density is seen to increase, decrease, or remain the same depending on, for example, whether the Langmuir probe is in ram or wake. This is in line with the results reported by Pickett et al. [1985] for thruster firings, which released about 30\% water by mole fraction.

Effects of water releases which took place while the PDP was located in the payload bay of the orbiter were similar, in most cases, to those for times when the PDP was on the RMS. However, the level of turbulence was often less. This could be due, in part, to the Langmuir probe being in the wakes of the various orbiter structures and other instruments.

4. Discussion

In attempting to understand the generation of the plasma turbulence during water dumps, we have considered two different processes, both related to the production of H$_2$O$^+$ ions by charge exchange of the shuttle cloud water molecules with ionospheric O$^+$ ions. The first mechanism relies on the fact that, in general, the total ion (O$^+$ and H$_2$O$^+$) population, viewed as a function of the velocity, v$_i$, parallel to the Earth's magnetic field, B, is double-peaked and may be unstable to an ion-plasma instability [i.e., Fried and Wong, 1966]. The second mechanism is the instability discussed by Ott and Farley [1975] for the lower F region, which requires a "toroidal" ion velocity distribution perpendicular to B, of the type reported recently by Paterson [1987] and Paterson and Frank [1989] and analyzed by St.-Maurice and Schunk [1974]. For both mechanisms a non-Maxwellian character of the ion velocity distribution is required; in the parallel velocity component for the first and in the perpendicular component for the second.

4.1. The Ion-Plasma Instability

Viewed in a frame of reference fixed to Earth, the ion velocity distribution along B consists of stationary ionospheric O$^+$ ions and of a group of H$_2$O$^+$ ions drifting with a velocity v$_i$ = v$_{shuttle} \cos \beta$, where $\beta$ is the angle between the Earth's magnetic field and the shuttle velocity. Up to tens of meters from the shuttle the density of the H$_2$O$^+$ ions may be as large as (or even larger than) the density of O$^+$ [Grebowsky et al., 1987]. The thermal spread of the O$^+$ ion corresponds to a temperature of the order of $T_i \sim 1000$K whereas the "beam," or H$_2$O$^+$, ions should be much cooler. In the first place, water exits the shuttle at a temperature $\sim 300^\circ$K. Furthermore, as the water cloud around the shuttle expands, it cools by a very large factor [e.g., Bernhardt, 1982]; before it has any chance of being partially reheated by collisions with the ambient atomic oxygen. We may estimate a ratio, $\alpha$, between the O$^+$ thermal speed and the H$_2$O$^+$ thermal speed, as large as $\sim 4$ (or more). The ratio $T_e/T_i$ between the O$^+$ temperature and the electron temperature is, probably, of the order of 0.3--0.5. With these values of $\alpha$ and $T_i$, and a ratio $n \sim 1$ between the H$_2$O$^+$ density and the O$^+$ density, we may use, for example, Figure 3 or Figure 4 of Fried and Wong [1966], to estimate a range for the angle $\beta$ within which the instability should occur. A (very approximate) range $40^\circ \leq \beta \leq 85^\circ$ is obtained from this procedure. In addition, from Fried and Wong [1966, Figure 5], who show the phase velocity of the unstable waves versus the "beam" velocity, we estimate that frequencies as low as $\sim 1$ Hz may be seen by an observer on the shuttle, if wavelengths comparable with the "size" of the H$_2$O$^+$ cloud of $\sim 500$ m [Paterson, 1987; Paterson and Frank, 1989] are allowed.

It appears to us that the ion-plasma instability described by Fried and Wong [1966] has many of the features required...
account for our noise observations during water releases from the shuttle. It must be pointed out, however, that one aspect of the observations appears to be at odds with this interpretation. We observe that the noise persists, during water releases, throughout a range of $\beta$ which includes $\beta = 90^\circ$. When the shuttle velocity is at right angles to the Earth's magnetic field, the instability would not be expected to occur. As seen, for example, in the lower panel of Figure 4, the 6- to 40-Hz turbulence decreases to a pre-water dump level after approximately 2.5 min. The time required for the shuttle orbiter to transit the range of $\beta$ for which the instability is not expected (85° $\leq$ $\beta$ $\leq$ 95°) is approximately 5 min. Thus it does not seem likely that the turbulence observed near $\beta = 90^\circ$ could be attributed to previously created turbulence that had not yet dissipated and, somehow, been carried along with the orbiter. On the other hand, with ions produced at $-7.8$ km/s, their gyroradii is large enough compared to that of the electrons that a modified two-stream (MTS) instability is possible. The MTS peak at essentially 90° and may explain the observations for $\beta = 90^\circ$.

4.2. The Ott-Farley Instability

This instability may occur when a plasma $E \times B$ drifts through a neutral gas background and new ions are continuously produced by charge exchange between the ions in the drifting plasma and the background neutrals. St.-Maurice and Schunk [1974] have analyzed the ion velocity distributions that are produced by the combined effects of the $E \times B$ drift and of the charge exchanges, for several values of the drift velocity and of the ratio, $v_i/v_e$, between the ion-neutral collision frequency and the ion gyrofrequency. The distributions are of the "ring" or "toroidal" type, with peak at $v_i > 0$, $v_e$ being the ion velocity component perpendicular to the magnetic field. In fact, such ring distributions have been measured by Paterson [1987] and Paterson and Frank [1989] within the water cloud that surrounds the shuttle orbiter.

Ott and Farley [1975], on the basis of earlier work by Post and Rosenbluth [1966], have argued that these ion distributions should be unstable if the following conditions are satisfied: (1) The dominant collisions between ions and neutrals are charge exchange collisions, with $v_i/v_e < 1$. (2) The ion collisions can be neglected compared to ion-neutral collisions ($v_i < v_n$). (3) The $E \times B$ drift velocity of the plasma through the neutral background is larger than $-1.8v_n$, where $v_n$ is the thermal speed of the neutral particles. In the case of the $F$ region of the ionosphere, this last condition is equivalent to having an electric field larger than $-50$ mV/m.

The instability has frequency and maximum growth rate of the order of the lower hybrid frequency, $\omega \sim \gamma (\omega_i/\omega_{le})^{1/2}$. Also, an estimate of nonlinear limits suggests that the relative wave amplitude, $\Delta N_e/N_e$, should be at least several percent and, probably, more.

In the case of interest to us here, the $E$ field seen by an observer on the shuttle orbiter can be as large as $-150$ mV/m (the shuttle speed is $-7.8$ km/s), well above the $-50$ mV/m threshold. Also, for a water cloud with partial water pressure $\sim 10^{-6}$ torr, the ratio $v_i/v_e$ is estimated to be $= 10^{-2}$.

The condition $v_i < v_n$ is also seen to be satisfied. Thus the wave of ionospheric plasma through the water cloud produced around the shuttle orbiter by water releases should be conducive to the Ott-Farley instability. This would account for the very pronounced increase to turbulence observed at frequencies of the order $-1$ kHz to $-10$ kHz. However, it seems unable to explain the observations when $\beta = 90^\circ$. A second possibility is the Ott-Farley instability produced by a ring distribution of contaminant ions. In the latter case an inverse cascade in wavelength may be required to account for the broad spectrum of turbulence extending down from the lower hybrid frequency to the lowest frequency measured (a few hertz).
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Spacelab 2 Electron Beam Wave Stimulation: Studies of Important Parameters
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The Spacelab 2 space shuttle mission included experiments on the production of waves in the ionospheric plasma by the injection of pulsed electron beams. The Spacelab 2 mission took place during July and August of 1985 and provided an extensive data set which continues to yield new results. The experimental results reported here were obtained with the combined use of the University of Iowa plasma diagnostics package (PDP) and the Stanford/Utah State vehicle charging and potential experiment (VCAP). To date most of the analysis has focused on the sequences performed during the release of the PDP as a free-flying satellite. However, over 300 beam sequences were conducted with the PDP mounted in the orbiter's payload bay. The results of these experiments provide important new information which helps answer some of the outstanding questions which remain. The wave environments which exist in the orbiter payload bay and at several hundred meters away are compared both during ambient conditions and during electron beam injections. The dependence of beam-generated wave characteristics on the duty cycle and the frequency of the pulsed beam are investigated. The duty cycle of the beam is found to be one of the most important parameters affecting the amplitude and the harmonic structure of the waves. Maximum amplitudes are produced by 50% duty cycles and amplitudes are proportional to instantaneous, rather than average, beam current. Harmonic structure also provides insight into the spatial integrity of the propagating beam. The dependence on pulsing frequency is found to show good agreement with theory for whistler mode waves produced through the Cherenkov resonance confirming previous results. Theoretical predictions for the dependence of wave amplitudes on parameters which could not be experimentally investigated are also provided. The results of both the experimental and theoretical studies have important practical consequences for experiments attempting to produce and detect propagating radiation using artificial electron beams.

1. INTRODUCTION

The Spacelab 2 electron beam experiments were part of a long and on-going series of active experiments using electron beams as probes of plasma processes in the ionosphere. Reviews can be found in Winckler et al. [1980] and Reeves [1989]. Spacelab 2 carried the Stanford/Utah State vehicle charging and potential (VCAP) instruments and the University of Iowa plasma diagnostics package (PDP) as well as a variety of instruments relating to other investigations. The VCAP instruments were designed primarily for the investigation of vehicle charging and return current neutralization processes and descriptions of the instruments and results can be found in Banks et al. [1987] and Hawkins [1988]. The PDP contained an extensive array of instruments used to study the ambient plasma environment and the modification of that environment caused by the orbiter, its motion through the plasma, its attendant effluents, and the modifications produced by the injection of the electron beam. The PDP instruments are described by Shawhan et al. [1984].

The main VCAP instrument of interest in the wave stimulation experiments is the fast pulse electron generator (FPEG). The FPEG produced a 1 keV beam of electrons with a current of 100 mA. It was mounted in a fixed orientation out of the orbiter payload bay, perpendicular to the plane of the wings. The wave receivers are part of the PDP. A single axis electric dipole antenna and a single axis magnetic search coil antenna were connected to a wideband wave receiver. The wideband wave receiver provides wave data with high time and frequency resolution. It simultaneously recorded signals in two frequency ranges. The ELF channel monitored the frequency range 0–1 kHz and the VLF channel monitored the frequency range 0–30 kHz. While the ELF channel recorded 0–1 kHz continuously, the VLF
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channel incorporated a frequency switching pattern. The wideband receiver did not record electric and magnetic signals simultaneously. Both included an antenna switching pattern which alternated between the electric and the magnetic antennas every 52 s. As a final point, the ELF and VLF channels each used automatic gain control (AGC) circuits to keep the total output signal strength within strict limits. Each has its own independent AGC.

The PDP and the VCAP instruments were first used together on the space shuttle flight STS 3 in 1982. The FPEG and the PDP instruments were essentially identical to the instruments which were flown on the later Spacelab 2 mission but the PDP was at all times mounted in the payload bay. The wave stimulation experiment results from the STS 3 mission have been presented by Reeves et al. [1989a]. That investigation established the primary wave responses to the injection of a low power pulsed electron beam. The primary results included (1) pulsed electron beam operation produces both broadband and narrow-band waves, (2) both electric and magnetic wave response is observed, (3) narrow-band waves are produced at harmonics of the pulsing frequency, (4) the harmonic structure varies from one pulsing sequence to another, and (5) narrow-band beam-generated waves are also produced at non-harmonic frequencies and these included "satellite lines" and "subharmonics."

The Spacelab 2 experiments used enhanced experimental and analytic techniques to continue this investigation. Over 300 separate electron beam experiments were performed. Two of the most important were the so-called "Pulsed" and "DC" flux tube connection sequences which provided information on the wave response at distances from the beam of C.5-250 m during a six hour free flight of the PDP. Observations of wave fields produced by electron beam operations during the free flight of the PDP using the wideband receiver have been reported by Bush et al. [1987], Reeves et al. [1988], and Neubert et al. [1988, 1990].

Analysis of the wideband wave receiver data after the mission was aided by the development of an algorithm to extract absolute wave amplitudes from the wideband receiver data using information on the gain applied to the signals by the AGC. (See Reeves [1989] or Reeves et al. [1990].) This capability allowed more quantitative analysis of the data from Spacelab 2 than was possible for STS 3. The primary results from the investigations during the free flight of the PDP were (1) the amplitudes of the beam-generated ac fields were determined, (2) an electromagnetic component of both the broadband and the narrow-band radiation was observed, (3) this component was determined to be whistler mode radiation produced through the Cherenkov resonance. Gurnett et al. [1986] and Farrell et al. [1988] used filter bank data to identify a funnel-shaped emission between the lower hybrid frequency (\(\omega_{LH}\)) and the electron cyclotron frequency (\(\omega_{ce}\)) as quasi-electrostatic whistler mode waves with wave normal angles near the resonance cone. Reeves et al. [1990] used wideband receiver data to show that broadband and narrow-band waves observed below \(\approx 30\) kHz were whistler mode waves with wave normal angles in the central lumps of the index of refraction surface (e.g., the wave normal angle is less than the Gendrin angle \(\theta < \theta_G\)).

2. Payload Bay Sequences

Investigations of wave generation during the free flight of the PDP yielded important information about electron beam wave generation. The experiments were carefully coordinated and provided unique data on the wave environment at a variety of locations with respect to the orbiter and the beam for several different FPEG operations. However, the free flight was not the only period which produced interesting data. Literally hundreds of separate FPEG modulation sequences were conducted while the PDP was mounted in the orbiter's payload bay. The results of these investigations are the subject of this paper.

The FPEG was commanded and could be operated in either preprogrammed modes or through up-linked commands. Operation in preprogrammed modes was the most common and typically several modes were programmed back-to-back in what are referred to as "beam sequences." An interval of FPEG operation at a particular frequency and duty cycle is referred to as a "pulsing period" (which should not be confused with the period of the square-wave modulation). A pulsing period could have a duration of microseconds to minutes but was typically several seconds long. Frequencies were typically several tens of hertz to several tens of kilo-hertz. The FPEG was square-wave modulated and the ratio of the on time of a single pulse to the period between pulses is defined as the duty cycle and could range from nearly 0% to 100%. A beam sequence could consist of one or several pulsing periods. For sequences comprised of several pulsing periods the frequency and duty cycle were varied from one pulsing period to the next in order to investigate specific phenomena.

Figures 1-5 show the beam sequences which are most important to this investigation. The upper plot in each figure shows the frequency of each pulsing period. The lower plot shows the duty cycle for each pulsing period. Duty cycle is plotted relative to 50% (which represents equal beam-on and beam-off times) for reasons which will become apparent. Although, on these plots, each pulsing period is shown with a gap between it and the next this is just for visual clarity. In fact, each pulsing period occurred immediately after its predecessor with no FPEG-off interval between them.

Figure 1 shows one such sequence; the Duty 41 sequence. In this sequence there are 10 pulsing periods. During the first two periods the FPEG is pulsed at 3.9 kHz and the FPEG is operated in pairs of pulsing periods with successively descending frequencies — 3.9 kHz, 976 Hz, 244 Hz, 122 Hz, and 31 Hz (Figure 1a). The first period in each pair has a duty cycle of 4/5 or 80% and the second has a duty cycle of 1/5 or 20% (Figure 1b). Each period has a duration of 10 s. The Duty 21 sequences were similar to the Duty 41 sequences but the frequencies were 3.25 kHz, 814 Hz, 203 Hz, 102 Hz, and 25 Hz and the duty cycles were 2/3 (67%) and 1/3 (33%) (Figure 2). The Duty 41 and Duty 21 sequences were designed to investigate the dependence of the wave characteristics on the duty cycle of the beam pulses to determine if the length of beam on-time affected the characteristics of the waves.

The Beam Energy sequences are depicted in Figure 3. In these sequences the pulsing frequency was held roughly constant (between \(\approx 500-600\) Hz) for each of the 19 pulsing periods while the duty cycle was varied from 0.2% to 99.8%. The beam energy sequences investigated the dependence on the total average current injected by the beam. Note that the twelfth pulsing period in the sequence does not follow the steady progression of duty cycles. Rather, it repeats pulsing period 8 in order to check that there is no systematic change
in wave amplitudes due to effects other than changing duty cycle.

The ELF Sweep sequence is shown in Figure 4. The frequency is increased from 51 Hz to 976 Hz in nine steps. At each step the pulsing frequency is increased by approximately a factor of two. The duty cycles of 20%, 33%, or 50% were chosen to be as constant as possible while obtaining the desired frequencies. After nine steps the pattern is repeated twice for a total of 18 pulsing periods. The VLF Sweep sequence (Figure 5) was similar to the ELF Sweep sequence but was designed to span the 0-10 kHz range. The primary purpose of these sequences was to investigate the dependence of wave emissions on beam pulsing frequency and in particular to look for cut-offs or resonances in the wave mode at characteristic wave frequencies.

The Duty 41 and Duty 21 sequences were conducted 17 and 15 times respectively. There were 17 Beam Energy sequences, 10 ELF Sweep sequences, and 28 VLF Sweep sequences. This study concentrates on the results of these five types of beam sequences. In addition there were 13 other types of FPEG sequences whose purposes included study of spacecraft charging and operations attempting to propagate radiation to remote receivers on the ground and on the DE satellite.

3. COMPARISON OF FREE FLIGHT AND PAYLOAD CONDITIONS

During the payload bay wave generation sequences (referred to here as simply "payload bay sequences") the PDP
was located 6.62 m from the FPEG in the orbiter payload bay. Figure 6 shows the relative locations of the FPEG, the PDP, and several other instruments in the Spacelab 2 payload bay. Both the plasma and the ambient wave environments can be quite different in the payload bay than they are at some distance from the orbiter. (See for example Raitt et al. [1987], Shawhan et al. [1984], and Hastings et al. [1988].) Therefore data taken with the PDP in the payload bay are somewhat different than data acquired during the free flight. Most noticeable is the level of background electromagnetic interference (EMI). The interaction of the orbiter moving at \( \approx 7.7 \text{ m/s} \) through the plasma and the presence of on-board electrical systems create both broadband and narrow-band EMI. Vehicle outgassing, thruster operation, and waste releases can introduce new ion species into the environment, vehicle charging can introduce potential structures around the orbiter, and ram/wake conditions can provide dramatically different plasma densities than in the surrounding medium. Although these phenomena are generally assumed to have an effect on the production of waves by electron beams, the magnitude of those effects is not completely understood. It will be seen below that these effects do not substantially alter the basic characteristics of the electron beam-generated waves. Therefore, for the purposes of this investigation, the payload bay can be thought of as similar to, but more noisy than, the undisturbed, ambient plasma environment.

Figures 7-10 show spectrograms produced from the magnetic wideband receiver data. They illustrate both the similarities and the differences between the waves observed during the free flight and during payload operations. All four spectrograms show data in the range 0-30 kHz. The first
Fig. 5. Similar to Figure 1, this figure shows the pulsing periods for the VLF Sweep sequence.

Fig. 6. The location of various VCAP and PDP instruments in the Spacelab 2 payload bay.
≈ 26 s of each shows the 0–10 kHz range. The next ≈ 13 s shows the 10–20 kHz range which was heterodyned down into the 0–10 kHz band. The frequency is also inverted in this range so 10 kHz is at the top of the scale and 20 kHz at the bottom. In the final ≈ 13 s the 20–30 kHz range is shown with 20 kHz at the bottom of the scale and 30 kHz at the top. The spectrograms shown here are uncalibrated data. The dynamic effects of the gain applied by the AGC have not been removed and therefore amplitudes are relative. (Reeves et al. [1988a,1988b] show other spectrograms from the Spacelab 2 mission and describe the format in more detail.)

Figure 7 shows the ambient wave environment during the free flight of the PDP. The FPEG is not operating at this time and the PDP is ≈ 200 m from the orbiter. Highly time varying emissions are observed in the 0–10 kHz range. Most are natural atmospherics such as whistlers but some are effects of orbiter thruster operations which were frequent during the free flight. In the 10–20 kHz and 20–30 kHz ranges strong interference lines dominate. The line at ≈ 11.4 kHz is most likely a source on the PDP because its amplitude is always on the order of 10⁻⁸ nT. The line at ≈ 24 kHz is mostly likely a source on the orbiter. It shows modulation at the spin period of the PDP (≈ 6.5 s for a half rotation) and varies in amplitude with the location of the PDP with respect to the orbiter.

The latter half of the spectrogram in Figure 8 can be compared with Figure 7. During the first ≈ 28 s the FPEG is operated in a VLF Sweep sequence. During the remainder of the interval shown the FPEG is off and background fields as measured in the payload bay are shown. It is apparent that in the payload the level of EMI is significantly higher than it is at several hundred meters from the orbiter. The interference lines at ≈ 11.4 kHz and ≈ 24 kHz are still present and have the comparable amplitudes as were observed near the beam during the free flight. In addition a multitude of other interference lines are also observed with comparable amplitudes. Some of the sources can be identified. For example, harmonics of 60 Hz and 400 Hz (the orbiter power converter frequency) are common.

Figure 8 also shows the response to FPEG operations as measured from the payload bay. Pulsing periods during a VLF Sweep sequence with frequencies 1.95 kHz to 8.65 kHz are seen in the 0–10 kHz range. The final pulsing period at 1.22 kHz starts in the 0–10 kHz range and continues as the antenna switches to the 10–20 kHz range. The sequence is prematurely terminated after this pulsing period. It is seen that the narrow-band magnetic wave fields produced by the beam are significantly stronger than the background EMI. The gain applied by the AGC at this time is such that essentially only beam-generated waves are measured.

Figures 9 and 10 show the wave response to a pulsing sequence which was conducted both during the free flight (Figure 9) and with the PDP in the payload bay (Figure 10). The FPEG is pulsed at 1.22 kHz with a duty cycle of 50% and a current of 100 mA. This sequence, known as the Proximate Operations sequence is referred to as the “Pulsed flux tube connection” sequence during the free flight and

---

**Fig. 7.** A spectrogram showing the wave response measured by the PDP magnetic search coil during the free-flight of the PDP. The FPEG is off during this period and ambient fields are measured. The antenna switching pattern and the gain applied by the AGC are both super-imposed on the data.
Fig. 8. A spectrogram showing the wave response measured by the PDP magnetic search coil when the PDP is in the payload bay. From $\approx 0$ to $28$ s in the figure the FPEG is operated in a VLF sweep sequence. In the remainder of the figure background EMI is measured.

the “Prox Ops” sequence in the payload bay [Reeves et al., 1988b, 1990]. The wave response is seen to be nearly identical. Harmonics of the pulsing frequency are observed up to the limit of the receiver. Broadband waves are also generated in both cases but are approximately one to two orders of magnitude lower in amplitude than the narrow-band emissions. In Figure 10 the amplitude of the fundamental is $\approx 5 \times 10^{-3}$ nT and is fairly constant over time. In Figure 9 the amplitude of the fundamental is an order of magnitude lower due to the separation between the PDP and the beam ($\approx 70$ m). Ambient wave fields are more comparable in amplitude to the beam-generated waves during the free flight even though they are lower in absolute amplitude than the EMI in the payload bay. The other major difference between the two spectrograms is that the free flight signals are modulated by the spin of the PDP while in the payload the PDP is in fixed orientation.

4. THEORY OF NARROW-BAND WAVE PRODUCTION

There are several advantages to a pulsed mode of electron beam operation. As seen, pulsed electron beams produce narrow-band emissions at discrete, predictable frequencies. These waves can be readily distinguished from background emissions. In addition pulsing the electron beam produces a current source which can radiate coherently and can therefore produce more intense radiation than an incoherent source [Bell, 1968]. As a result there has been considerable effort to develop a theoretical model for wave production by pulsed electron beams.

Harker and Banks [1983] considered the radiation from a finite train of pulses injected into a magnetized plasma. For simplicity, each pulse was assumed to traverse an unbounded path length ($-\infty$ to $+\infty$). Radiation was considered in the frequency range from the lower hybrid frequency to the ion cyclotron frequency. Harker and Banks [1985] extended that theory to cover the frequency range below the lower hybrid frequency. They also assumed an infinite train of pulses which were injected into a half space ($0$ to $+\infty$) which is more appropriate to experiments. A later paper, Harker and Banks [1987] considered the near-field radiation from such an electron beam. Neubert and Harker [1988] extended this work to include expressions for magnetic field amplitudes. We will review the theory of near-field radiation from a semi-infinite pulsed electron beam propagating in a magnetized plasma in this section. The results of Harker and Banks [1987] and Neubert and Harker [1988] will be used extensively in this paper. They will often be referred to, collectively, as “HBN.”

Other treatments of radiation from electron beams in space plasmas have been presented by Lavergnat and Lehner [1984] and Ohnuki and Adachi [1984] who consider radiation from pulsed electron beams for the special case of zero pitch angle. Lavergnat et al. [1984] have presented results for a sinusoidally modulated beam with arbitrary pitch angle.
The Theory of HBN

HBN apply a treatment which is based upon the works of McKenzie [1967], Liemohn [1965], and Harker and Banks [1983, and 1985]. They assume an infinitely thin electron beam spiraling around the geomagnetic field ($B_0$) under the influence of the Lorentz force. The beam is square-wave modulated, (pulsed), and extends into an infinite half space. Within each pulse the electrons are assumed to be evenly distributed and have no motion other than the helical motion of the beam as a whole. Thus such effects as Coulomb spreading of the beam along the magnetic field or across it, are not considered. $B_0$ is taken to define the $z$ axis of a coordinate system and the electron source is located at $(a,0,0)$ which defines the $x$ axis. (Here, $a = v_{te} \mu B_0$ is the Larmor radius). An exponential attenuation factor, which assumes that the beam radiates exponentially as $e^{-\beta z}$ over an arbitrary length, may also be applied. The factor $\beta$ could not be estimated for the Spacelab 2 experiments. Therefore we assume here that the coherence length is long and therefore that $\beta \approx 0$.

Fig. 9. A spectrogram showing the wave response measured by the PDP magnetic search coil during the free-flight of the PDP. The FPEG is pulsed at 1.22 kHz with a 50% duty cycle. Throughout this interval.

The electric field and the current density are expressed in a rotating cylindrical coordinate system, Fourier transformed into frequency-wave number space, and the dispersion equation is applied. The fields are then transformed back into coordinate space but are left as functions of frequency. The integrals which must be done are over the components of the wave number vector ($k_\parallel, \phi$, and $k_\perp$). The integral over $k_\parallel$ has simple poles at $n^2 = n_a$, $n^2 = n_b$, and $n^2 = n_\sigma$, where $n_a$ and $n_b$ are functions of the cold plasma dielectric tensor and the perpendicular index of refraction ($\mu_\perp$) and $n_\sigma = (k_{\parallel c} c)/\omega$, where $k_{\parallel c} = (\omega - sw_{ce})/v_{ne}$. In addition it has been determined that there is a branch cut whose contribution to the integrals was neglected. The possible effects of this omission will be discussed below.

The reader will recognize the expression for $k_{\parallel c}$ as the familiar resonance condition which picks out the Cherenkov ($s = 0$), cyclotron ($s = 1$), and anomalous cyclotron ($s = -1$) resonances. The cylindrical shape of the beam trajectory naturally leads to the use of Bessel functions ($J$) and Hankel functions ($H$). After transforming the fields back from rotating to polar coordinates the final expressions for the electric field components are obtained and are given in Harker and Banks [1987]. Magnetic field components are obtained through the relation $\nabla \times \mathbf{E} = -\partial \mathbf{B}/\partial t$. They are given in Neubert and Harker [1988]. The reader is referred to those papers for the exact expressions.

Each component of the magnetic fields can be written as

$$B_i = C \sum_{i=-\infty}^{\infty} \sum_{\nu} \sum_{q} D \mathbf{F} \mathbf{G}$$

The electric field components have similar form. The subscript $i$ is over the polar coordinates ($\rho, \psi, z$). $C$ is a constant which includes the factor $\omega_m I_B v_{\perp}/v_{ne}$ where $\omega_m$ is the beam modulation frequency, $I_B$ is the instantaneous beam...
Applications of the Theory

The expressions for the electric or magnetic field components given by HBN can be evaluated numerically for the specific conditions which existed during the Spacelab 2 experiments. The conditions include frequency, duty cycle, beam current, beam energy, the geomagnetic field vector, the plasma density, and the distance of observation. Given those values, an electric or magnetic field vector can be calculated for each of the resonance conditions and for each of the two complex perpendicular indices of refraction ($\mu_\perp$).

This has been done for the Pulsed flux tube connection during the free flight of the PDP [Reeves et al., 1988b and 1990]. The results showed the best agreement between predictions and observations for the $s = 0$ root 2 solutions. The Cherenkov resonance is given by $s = 0$. Root 1 solutions are waves with wavenormal angles near the resonance cone ($\theta \approx \theta_{res}$). They are evanescent below the lower hybrid frequency ($f_{LHR}$). The root 2 solutions are continuous across $f_{LHR}$ and for $f > f_{LHR}$. Above $f_{LHR}$ they are waves with wavenormal angles in the central hump of the index of refraction surface ($\theta < \theta_{G}$). For the $s = 0$ root 2 solutions the agreement between predictions and observations was better than a factor of 30 for all harmonics at all distances at which waves were measured. Within the context of this type of experiment this agreement is considered quite good. The predictions for the other resonance conditions disagreed with observations by many orders of magnitude.

Broadband waves generated through the Cherenkov resonance were also observed during the free flight. Root 1 (resonance cone) waves were observed to produce a funnel-shaped feature between the lower hybrid and the electron cyclotron frequencies [Gurnett et al., 1986]. Root 2 (central hump) waves contributed to broadband emissions observed below $\approx 30$ kHz [Reeves et al., 1990]. No wave fields were observed which suggested measurable contributions from the cyclotron or anomalous cyclotron resonances ($s = \pm 1$). For the narrow-band emissions there appeared to be no measured contribution from the root 1 solutions.
In applying the predictions of HBN to payload bay beam operations we again find no evidence for contributions from the cyclotron or anomalous cyclotron resonances and no predictions are presented here for those solutions. For the Cherenkov resonances we cannot exclude the possibility of both the root 1 and root 2 solutions because of the proximity of the beam and the PDP.

The \( \approx 7 \) m separation between the beam and the PDP raises another issue. The wavelength of whistler mode waves generated through the Cherenkov resonance can range from meters to several kilometers. The theory of HBN is fully valid in the near-field of the waves provided the point of observation is outside the beam itself.

Two problems exist when applying the theory of HBN to the results from the payload bay beam operations. The first is that the electron density could not be measured accurately when the PDP was in the payload bay [Raatt et al., 1987]. This is a result of the turbulent conditions produced in the payload bay by the motion of the orbiter through the plasma. Thus an approximate value must be used. The second problem is that the theory of HBN, as it stands, is not complete. As noted above, the contributions to the integrals from the simple poles are included but a contribution from a branch cut was neglected. We have evaluated the contributions from the branch cut in the asymptotic far-field limit. The relative contribution of the branch cut will be greater at larger distances from the beam but its effect at the short distances at which the Spacelab 2 experiments were conducted is not known. Nevertheless the theory of HBN in its present form proved quite useful in the interpretation of the free flight wave stimulation results and lacking a complete theory it will again be used here. We will see that it again shows good general agreement and provides an important framework for the interpretation of the experimental results.

5. The Beam Duty Cycle

The duty cycle of the beam is defined at the ratio of the beam on-time to the period of the beam modulation. It is one of the most easily controlled of the beam parameters and turns out to be one of the most important. The duty cycle controls the spatial structure of the beam. This, in turn, controls the amplitude and the spectral characteristics of the waves generated by the beam.

The duty cycle enters into the equations of HBN through the Fourier integral over the spatial structure of the beam. This implies that the dependence of the amplitude on the duty cycle is relatively insensitive to the details of the theory. In HBN the dependence on the duty cycle is very simple. It appears only in the duty cycle factor, \( D = 1/\pi \sin(\pi b/d) \). The factor \( D \) is the same in the equations for each component of the electric and magnetic field vectors and is independent of the mode of the radiation or the resonance condition.

Variation at the Pulsing Frequency

The duty cycle factor is dependent on both the duty cycle and the harmonic number. We begin by considering the dependence of the amplitude of the fundamental (\( n = 1 \)) on the duty cycle. The Beam Energy sequence is particularly well suited to this investigation. The Beam Energy sequence consists of 19 pulsing periods (Figure 3). During the sequence the duty cycle for each pulsing period was increased from 0.2% to 99.8%. The frequency for each pulsing period was kept as constant as possible and ranged between 488–608 Hz. The entire sequence lasted 95 s and the local plasma conditions can be considered constant over this interval. With all other variables held constant the dependence of the amplitude of the fundamental on the duty cycle is simply \( \sin(\pi b/d) \).

Figure 11 shows that the measured dependence agrees very well with predictions. The function \( \sin(\pi b/d) \) is plotted with a solid curve. The amplitude is normalized to an arbitrary value of 1.0 and plotted on a logarithmic scale. The amplitude of narrow-band waves at the pulsing frequency are taken from the magnetic antenna data during two Beam Energy sequences. Each sequence spans an electric and a magnetic antenna period so the full range of duty cycles cannot be compared in a single sequence. Some care was taken to find two sequences which took place under similar conditions. The sequence labeled "bmn" took place at 1900 UT on day 215 and the sequence labeled "bvd" took place at 1738 UT on the same day. During both sequences the payload bay was in light wake conditions with an ambient magnetic field strength of \( B_0 \approx 0.45 \) G on the Earth's day-side. The most likely cause of the difference in amplitudes at \( b/d = 20\% \) and 50% is a difference in plasma density. The IRI predicted densities [Bilitza, 1986] for the two sequences were \( 3.5 \times 10^5 \) and \( 2.6 \times 10^5 \) cm\(^{-3} \) respectively. The higher amplitude waves are observed for the higher density estimates.

The variation with the duty cycle of the beam can be understood in terms of a physically simple model. For a duty cycle of \( b/d = 0\% \) there is no emitted current and no radiation is expected. For a duty cycle of 100% the beam is on continuously (the dc case) and only broadband waves are emitted. The amplitude of narrow-band radiation is again expected to vanish. The presence of narrow-band radiation depends on periodically changing current densities.

One unanswered question from previous investigations was which portion of the beam pulse was responsible for producing the narrow-band radiation. One might expect radiation from, say, only the leading and trailing edges of each beam pulse in which case the wave amplitude should be independent of the duty cycle. The theory of Harker and Banks

![Fig. 11. The variation of the amplitude at the fundamental frequency with duty cycle between 0% and 100%. The solid line is \( \sin(\pi b/d) \) arbitrarily normalized to 0.1. Data for two Beam Energy sequences show good agreement with the predicted behavior.](image)
predicts amplitudes based on coherent radiation from the entire length of the pulse. The amplitudes from the Beam Energy sequences indicate that, in fact, the entire pulse radiates. This conclusion is important for understanding the production of narrow-band radiation from pulsed electron beams. An equally important conclusion is that the amplitude of narrow-band radiation is not dependent on the average current injected by the beam. The beam current which appears in the expressions of HBN is \( I_B = -N e v \). \( N \) is the density per unit length in a beam pulse and \( v \) is the velocity of the beam electrons. Therefore \( I_B \) is the instantaneous current when the beam is on (100 mA). The average current is \( I_B \times b/d \). The results from the Beam Energy sequence experiments show that a duty cycle of 50\% produces the maximum amplitudes even though duty cycles greater than 50\% inject larger average currents. These results are expected to be independent of the value of the instantaneous current.

**Harmonic Structure and the Duty Cycle Factor**

Since the duty cycle factor, \( 1/\eta \sin(\eta \pi b/d) \), contains the harmonic number, \( \eta \), the harmonic structure of the observed wave fields is also expected to depend on the duty cycle of the beam. Two major effects are predicted. The first is a decrease in wave amplitude with harmonic number due to the factor \( 1/\eta \). The second is the exclusion of harmonics for which \( \eta b/d \) is an integer. Those harmonics are known as "forbidden harmonics."

Two sequences designed to investigate the variation with duty cycle are Duty 41 and Duty 21 sequences (Figures 1 and 2). Figure 12a shows the harmonic structure for two pulsing periods during a Duty 21 sequence. The pulsing frequency for both periods is 814 Hz. For the Duty 21 sequences the duty cycles were 2/3 and 1/3 or \( \approx 33\% \) and 67\% and for each, every third harmonic is forbidden. Figure 12b shows the predicted variation in amplitude with harmonic number.

Several features are apparent. We note that the tendency is for higher harmonics to appear with lower amplitudes, as expected. The amplitudes of the forbidden harmonics tends to be lower than the harmonics which give nonintegral \( \eta b/d \) but are not zero. For both the 33\% and the 67\% duty cycles, forbidden harmonics are observed with amplitudes up to an order of magnitude above the background noise levels of \( \approx 1-5 \times 10^{-4} \) nT. These results are consistent with the observations from STS 3 and the Spacelab 2 free flight experiments.

The presence of measurable narrow-band waves at the forbidden frequencies is likely to be the result of loss or partial loss of the spatial coherence of the beam pulses. Figure 13 shows how sensitive the amplitude is to the duty cycle. The predicted amplitude of the second harmonic is plotted for duty cycles in the vicinity of 50\%. It is seen that even a 1\% change in the actual duty cycle of the beam pulses can result in a substantial and measurable wave amplitude for a forbidden frequency.

An interesting point is that the duty cycle factor is a spatial parameter rather than a temporal one. This is seen in the theory from the fact that the integral which produces the duty cycle factor is over the coordinate space. Evidence of this subtle distinction is also found in the data from the Prox Ops sequence. As mentioned above, the Prox Ops sequence used a 1.22 kHz pulsing frequency and a 50\% duty cycle. It lasted for \( \approx 10 \) min. Over this interval the pulsing mode was kept constant but the orientation of the orbiter with respect to the geomagnetic field changed. In the early part of the sequence the beam trajectory was such that it could exit the payload bay freely. Computer simulations have shown that in the later part of the sequence the pitch angle of the beam changed from 120\° to 114\° from the orbiter z axis and that the electron beam trajectory intersected the orbiter's starboard payload bay door approximately 4 m from the FPEG aperture.

Figure 14 shows the change in harmonic structure. The amplitude of the harmonics of the 1.22 kHz pulsing is shown for two different times. The dark bars show the amplitude when the beam is escaping from the payload bay. The even harmonics are the forbidden harmonics for this sequence.
they are observed with reduced amplitude compared to the odd harmonics. The light bars show the amplitude when the beam hits the orbiter. The beam is still on for 50% of the time but the length of the beam is essentially restricted to a few meters. In this situation the harmonic structure is roughly 1/η and the even forbidden harmonics are of comparable amplitude to the odd harmonics.

There are many factors which could produce a change in the spatial coherence of the beam pulses. As well as the conditions of beam escape, vehicle charging, beam plasma interactions, interactions with return currents, and the Coulomb repulsion of electrons within the beam can produce changes in the effective length of the radiating current source. Any propagation effect which spreads the beam pulses along the magnetic field or retards the leading electrons in a pulse can alter the spatial structure of the current source and hence the physical duty cycle of the beam. Two constraints on any process which can be proposed are (1) that the beam current structure is not drastically different from a square wave and (2) that the effect on each pulse in the beam is approximately the same since the harmonic structure remains constant over times which are long compared to the duration of a pulse.

6. Variation with the Beam Pulsing Frequency

The other FPEG pulsing parameter which was actively controlled is the pulsing frequency of the beam. The pulsing frequency can be varied over the full 0-30 kHz range of the receiver. The narrow-band structure of the wave response to pulsed electron beams allows specific frequencies to be singled out for investigation. Study of the wave response at the fundamental eliminates the dependence on the harmonic structure of the wave response but does not eliminate the dependence on the duty cycle.

When one considers the plots of predicted amplitude versus frequency presented in Harker and Banks [1987] two main characteristics are apparent. (1) The amplitude of the different wave modes (s = 0, 1, −1) have very different behavior with varying frequency. (2) Within each wave mode there may be a complex dependence of the wave amplitude on frequency. That dependence includes cut-offs and resonances at characteristic frequencies of the plasma and nulls which are a result of destructive interference in the wave fields. Unlike the dependence of wave amplitude on the duty cycle the dependence on frequency cannot be isolated as a simple factor. Therefore, to examine the dependence of wave amplitude on frequency it is necessary to determine the wave mode and compare observations with the full numerical predictions of HBN.

Figure 15 shows the measured and the predicted variation with the frequency of the pulsed beam. The measured data is taken from an ELF Sweep and a VLF Sweep sequence and is plotted with dots connected by a bold line. The numeric predictions using the theory of HBN are plotted with solid lines. For the predictions a set of “typical” values of various parameters were used. The values for those parameters is given in Table 1 with the exception that both the root 1 (resonance cone) and root 2 (central hump) modes are plotted.

The measurements show the best agreement with the root 2 solutions. The root 1 solutions are predicted to have higher amplitudes than are measured at these distances but do not show the right frequency dependence. These results are the same as the results from the free flight [Reeves et al., 19888 and 1990]. The measured values deviate from the predicted amplitudes for the Cherenkov root 2 solutions in two ways. Firstly the behavior of the measured amplitudes at frequencies between 1 kHz and 10 kHz shows two systematic decreases which are not predicted. This is a result of the influence of the duty cycle factor. The predictions are made for a duty cycle of 50%. In the VLF Sweep sequence...
the duty cycle ranged from 11% to 50%. The duty cycle for each frequency is represented on the plot by the size of the dot. Frequencies with duty cycles which are less than 50% appear with systematically lower amplitudes. Secondly, the amplitude of the measured amplitudes is consistently higher than predicted. This is most likely due to an inappropriate estimate of the electron density which could not be accurately measured.

7. Predicted Variations with Important Parameters

The duty cycle and the frequency of a particular pulsing period were actively controlled during the Spacelab 2 mission. These two parameters are particularly important in the study of wave generation by electron beam injection. In this section we consider the dependence of wave amplitude on parameters which could not be controlled. Again we use the predictions of HBN. The parameters we will consider are the beam current ($I_B$), the beam energy ($E_B$), the geomagnetic field strength ($B_0$), the pitch angle ($\phi$), the ambient electron density ($n_e$), and the distance from the receiver to the beam ($r_L$).

For each calculation a set of default parameters were used (Table 1). Based on the comparison of measured and predicted waves, both during the PDP free flight and with the PDP in the payload bay, we identify the Cherenkov, root 2 (central hump) mode as the most important for these experiments. The beam current and beam energy are the values used for the experiments. For all studies the fundamental frequency ($\eta = 1$) and a duty cycle of 50% are used. The ambient electron density and the geomagnetic field strength are typical values for the experimental conditions. The distance to the beam is defined as the perpendicular distance from the center of the PDP to the center of the beam helix which was typically $\approx 5$ m for the payload bay sequences. The pitch angle is chosen arbitrarily to be $45^\circ$. In each study all the parameters were kept fixed except the parameter being studied. In Figures 16-20 the default value is shown on the axis in bold type. Numerical calculations are presented for pulsing frequencies of 100 Hz, 1 kHz, and 10 kHz.

Beam Current

The dependence of the wave amplitude on the average beam current has already been considered in our discussion of the duty cycle. For the Spacelab 2 and STS 3 missions the instantaneous beam current, $I_B$ was set at 100 mA for all the pulsed beam operations. Figure 16 shows the predicted dependence of wave amplitude on the instantaneous beam current. In the theory of HBN, $I_B$ appears as a constant in the expressions for each of the wave field components. Figure 16 shows the expected linear variation with beam current at all three frequencies (log scale).

Beam Energy

The beam acceleration voltage was 1 kV for all Spacelab 2 FPEG operations. Figure 17 shows the variation in amplitude for beam energies in the range 0–2 keV. The dependence of the expressions for wave amplitude on $E_B$ is primarily a function of the velocity of the electrons. That
velocity, however, determines the gyroradius (which appears in the Bessel functions) and the resonance condition which picks out the values of the parallel index of refraction. Although the dependence of the final expressions on $E_B$ is not simple, the wave amplitudes are predicted to vary little over this range of beam energies.

Although the nominal beam energy for the Spacelab 2 mission was 1 keV it is anticipated that the actual energy of the electrons in the beam could be significantly different. The dynamics of beam escape and the thermalization and Coulomb repulsion of beam electrons are anticipated to change the energy of a substantial population of beam electrons. Figure 17 indicates that changes of energy up to a factor of 2 will not significantly effect the wave amplitudes provided the beam energy alone is changed. Another interesting prediction is that the wave amplitude may actually decrease for higher beam energies at some frequencies.

**Geomagnetic Field**

The variation with the geomagnetic field strength is shown in Figure 18. The magnetic field strength determines the characteristic frequencies in the plasma including the electron cyclotron, the ion cyclotron, and the lower hybrid frequencies which in turn appear in the elements of the permittivity tensor and the dispersion relation. $B_0$ also determines the gyroradius and hence appears in the Bessel functions. Again, in spite of the complex dependence of the field expressions on $B_0$, the variation over the range $B_0 = 0.1 \text{--} 0.5 \text{ G}$ is fairly smooth and gradual.

The pitch angle (Figure 19) varies significantly in the experiments and can take values in the full range of $0 \text{--} 90^\circ$. The pitch angle influences the gyroradius along with $B_0$ and $E_B$. It is the dependence of the argument of the Bessel function $(k_1 m V_A / e B_0)$ which causes the nulls in the amplitude seen in the figure. Physically these nulls are caused by destructive interference of waves generated in different parts of the beam. The dependence of the wave amplitude is also seen to be quite different for different frequencies reflecting the dependence of the resonance condition on $V_A$ and hence on $\phi$.

We note that the variation of amplitude with pitch angle could provide a very sensitive test of the theory of HBN. The orientation of the FPEG was fixed and therefore on Spacelab 2 the pitch angle was determined by the orbiter orientation with respect to the geomagnetic field. For this reason the Spacelab 2 data set is not adequate for a study of pitch angle variations. Such an investigation may be more easily conducted on a rocket flight.

**Electron Density**

The local electron density is one of the hardest parameters to determine for sequences in the payload bay because
of the strong and variable effects of ram/wake conditions which may change the plasma density in the payload bay by several orders of magnitude from the ambient levels. The electron density also affects many of the terms in the expressions for the wave amplitudes. It determines the plasma frequencies and the lower hybrid frequency. Therefore it affects the permittivity tensor elements, the index of refraction, and all the terms which depend on them. Those terms include the Bessel function which is again responsible for the nulls in the wave fields plotted in Figure 20. The abrupt drop in wave amplitudes for the 10 kHz predictions at $log(n_e)$ $\approx$ 5.75 cm$^{-3}$ is due to the fact that the Cherenkov root 2 resonance condition cannot be satisfied above a critical frequency. This effect was discussed in Reeves et al. [1990] in relation to the cut-off in broadband waves during the DC flux tube connection.

**Distance**

In contrast to the parameters considered above, the dependence on the distance to the electron beam is rather straightforward. In the treatment with no loss of coherence along the path of the beam the distance which is relevant is the perpendicular distance to the center of the beam, $r_p$. The perpendicular distance contributes only through the Hankel functions $H_2^2(\mu_k r_{0L})$ and $H_1^2(\mu_k r_{0L})$ and therefore show a smooth decrease with increasing distance.

Although the effect of varying parameters have been considered here individually, under real conditions they are generally observed to vary simultaneously. In addition, the effects of changing a particular parameter may be different at different frequencies. For example, during the free flight of the PDP, as the orbiter moved through space the electron density and the magnetic field strength both vary and as the orbiter maneuvered for the flux tube connections the distance to the receiver and the pitch angle of the beam were altered.

8. Conclusions

Electron beam pulsing sequences conducted with the PDP in the Spacelab 2 payload bay confirm and extend the results of the free flight investigations. The duration of the free flight was 6 hours. Therefore considerably more time was available for experiments when the PDP was in the payload bay. Several distinct beam modulation sequences were designed to investigate the wave response to series of pulsing periods with different frequencies and duty cycles. These sequences include the Duty 41, Duty 21, Beam Energy, ELF Sweep, and VLF Sweep sequences.

The wave environment in the payload bay was compared to that measured during the PDP free flight. The ambient wave fields are found to be quite different. Ambient fields measured several hundred meters from the orbiter consist primarily of natural atmospherics. In the payload bay orbiter-associated EMI dominates the measured fields. In contrast, the beam generated wave response is found to be similar. The most significant differences can be attributed to differences in the position and motion of the PDP relative to the electron beam.

In this analysis the theory of Harker and Banks [1987] on wave production by pulsed electron beams is used extensively. Although the theory is not complete it is valid in the near field of the waves and has proven useful for the analysis of free flight and payload bay experiments. Experimental results have shown good agreement with both the qualitative and quantitative predictions of the theory.

The dependence of the narrow-band wave amplitudes on the duty cycle of the beam has been the subject of extensive investigation. The predicted dependence occurs only in the duty cycle factor $D = (1/t)\sin(\pi t/b/d)$. The results from the Beam Energy sequences show the predicted variation at the fundamental frequency. They establish that the wave amplitude depends upon the instantaneous beam current rather than the average beam current and that maximum wave amplitudes are produced by 50% duty cycles.

The duty cycle is also found to control the harmonic structure of the narrow-band waves. Good agreement with the predicted dependence is observed for all frequencies except at forbidden harmonics. Measured amplitudes at forbidden harmonics are generally lower in amplitude but are not zero. The presence of narrow-band emissions at the forbidden harmonics is attributed to the sensitive dependence of the wave amplitude on the actual spatial extent of the beam pulses.

Investigation of the wave amplitude as a function of beam pulsing frequency also shows good agreement with theory. The dependence on frequency is predicted to be different for the different wave modes. The best agreement is found for the Cherenkov, root 2 solutions in the whistler mode. This is the same conclusion as for the results of the free flight wave experiments.

The beam duty cycle and frequency were actively controlled. Numerical calculations of the expected variation of the wave amplitude with other parameters were also performed. The amplitude of the narrow-band waves are not expected to show strong dependence on the beam current, the beam energy, or the geomagnetic field strength for values of these parameters near the Spacelab 2 conditions. The dependence of the wave amplitude on the beam pitch angle and the ambient electron density is expected to be more complex. In the Spacelab 2 experiments, in general, several parameters varied simultaneously and controlled investigations of a single parameter were not possible. It would be possible in future experiments to actively control the pitch angle and thus keep an important variable fixed or to vary.

---

**Predicted Variation with Plasma Density**

![Graph](image-url)

Fig. 20. The predicted variation of amplitude with the ambient electron density, $n_e$, at frequencies 100 Hz, 1 kHz, and 10 kHz.
it in a controlled manner and thus provide a sensitive test of the theory.
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Recently, Neubert et al. (1988) described the potential and return currents at the space shuttle during ejection of 1 keV, 50–150 mA DC and pulsed electron beams. Their measurements were taken during the shuttle’s Spacelab-2 (SL-2) mission. One of the author’s main objectives was to determine the ability of the electron beams to escape the near vicinity of the spacecraft. They show that potential and wave measurements during some beam injections are consistent with beams that are freely-propagating into the ambient plasma. The issue of beam escape has become an important one, particularly since recent theoretical particle simulations that study the injection process predict that overdense beams \( n_b \gg n_e \) such as those from the shuttle should be strongly disrupted and reflected backwards due to the development of a large spacecraft potential (Okuda and Kan, 1987; WingLee and Pritchett, 1987, 1988; Pritchett and WingLee, 1987). Experimental measurements from the SL-2 mission obtained during some overdense ejections seem to contradict these theories. Hence, the purpose of this comment is to supplement Neubert et al.’s findings by presenting more evidence for the escape of overdense electron beams from the shuttle.

Neubert et al. presented a set of potential measurements obtained by the Charge and Current Probe (CCP) during beam ejections. They showed that when the ambient electron density was greater than about \( 1.5 \times 10^5 \) cm\(^{-3} \), the measured potentials remained small, less than about 5 V. However, below this ambient density level, the measured potentials could become quite large, approaching nearly 60 V. In this case, the true vehicle potentials may have possessed even larger values, since the plasma sheath surrounding the shuttle now extended beyond the characteristic measuring length of the CCP. The threshold densities of \( 1.5 \times 10^5 \) cm\(^{-3} \) corresponded to the densities at which the thermal electron current from the ionosphere balanced the emitted beam flux for a 50 mA current. The importance of this observation is that above the threshold ambient electron density, the potentials were relatively small and should have allowed for the escape of overdense electron beams. Further evidence of escape was presented by the authors using the waves generated during pulsed electron beam ejections. For an ideal square wave pulse, amplitude increases at the odd harmonics of the pulsing frequency should be observed. This wave signature was seen during ejections, indicating that the electron pulses escaped with minimal distortion.

To illustrate the point further, the SL-2 electron beam ejection occurring on
DOY 213 of 1985 from 03:30 to 03:37 UT will now be examined. During this period, a continuous 1 keV–50 mA electron beam was ejected from the shuttle bay along a magnetic field line with a varying pitch angle of <20°. The beam density at injection, $n_b$, was estimated to be $1.6 \times 10^7$ cm$^{-3}$ (or half the density of the 100 mA electron beam described in Banks and Raitt (1988)), while the ambient electron density, $n_a$, was determined to be $1.3 \times 10^5$ cm$^{-3}$ (based on the electron plasma frequency value given in Gurnett et al. (1986)). Hence, $n_b/n_a$ is about 100 and the beam is considered extremely overdense. According to one-dimensional simulations, $n_b$ must be less than $n_a$ for a beam to escape (Okuda and Kan, 1987; Wingee and Pritchett, 1987), while the two-dimensional BIG code requires the ratio of the plasma response time to beam stagnation time to be less than 0.4, $t_{rp}/t_s<0.4$ (Wingee and Pritchett, 1988). Since $n_b\sim 100n_a$ and $t_{rp}/t_s=2$ to 6 (Neubert et al., 1988) during injection, neither theoretically-derived condition for beam escape was met; thus one might expect the development of a large spacecraft potential and the reflection of the beam very near the generator. However, the free-flying Plasma Diagnostics Package (PDP) made a close encounter to the connecting magnetic flux tube at a distance of 200 meters from the shuttle. At this time, the PDP detected strong wave turbulence near the plasma frequency and in the whistler-mode (Gurnett et al., 1986; Farrell et al., 1988), along with a relatively intense backscattered beam electron component (Frank et al., 1989). Back at the shuttle, the Vehicle Charging and Potential (VCAP) Experiment measured potentials of only 3 V during the 1-keV beam ejections (Neubert et al., 1988). This potential is not large enough to significantly alter the beam's propagation. Hence, the experimental results seem to contrast the simulation's predictions.

The whistler-mode waves emitted by this beam can be used as a diagnostic tool to estimate the beam's extension from the shuttle. As demonstrated in Gurnett et al. (1986) and Farrell et al. (1988), these waves were emitted with their normal angles very near the resonance cone angle. Hence, for the waves at a given frequency, their ray path orientation with respect to the magnetic field is specified by equation (1) of Gurnett et al. (1986). Given this wave geometry, consider a beam reflected (or stopped) very near the shuttle (ideally, to form a point source) and a spacecraft flying past the active field line, such as the PDP during the SL-2 mission. Figure 1(a) schematically represents this situation. For a point source radiating at frequency $f_2$, there will be two points where the spacecraft will intercept the whistler-mode rays, at A and A'. At a lower frequency, $f_1$, again two points will be intercepted, but at locations B and B', which are located closer to the active field line. Hence, on a radio spectrogram, the emission pattern appears as a hollow or partially-filled funnel. As the radiation source (i.e., the beam) becomes more extended along the field line, the funnel-shaped emission pattern becomes more complete, as indicated in (b). Whistler-mode emissions detected as incomplete funnel-shaped patterns are found in nature, and are called VLF saucers (Smith, 1969). If the source extends completely to the spacecraft, the funnel-shaped pattern is completely filled in, as shown in (c). During the SL-2 beam ejection described above, the wave receiver on the PDP detected a complete, intense whistler-mode funnel (see Fig. 2 of Gurnett et al., 1986; or Fig. 1 of Farrell et al., 1988) verifying the propagation of the beam out to at least 200 meters from its point of injection. Also, near the active flux tube, very strong electrostatic turbulence near $f_{pe}$
The whistler-mode emission pattern for different beam configurations.

Fig. 1.
was detected, further implying the presence of the beam distant from its injection point.

The whistler-mode wave power was also determined for this particular event by calculating the Poynting flux through a surface containing the PDP trajectory (Farrell et al., 1988). The only assumption involved in calculating this quantity was that the emissions were generated by a Landau resonance process, as suggested by Gurnett et al. (1986) and verified by Farrell et al. (1988). The measured power was found to be about $10^{-7}$ W/Hz, which is a value almost $10^7$ times greater than the expected incoherent Cerenkov radiation level from the fully-escaping beam. A number of coherent radiation processes have been suggested to account for this power difference (Farrell et al., 1988, 1989; Lin and Wong, 1988; Omura and Matsumoto, 1988; Pritchett et al., 1988; Nishikawa et al., 1989). These high power levels suggest that a significant fraction of beam electrons get away from the near-shuttle region, although the exact number escaping is difficult to determine. This number depends upon knowing the exact coherent process operating in the beam, which is still the subject of some debate, as mentioned in Neubert et al. (1988).

The inconsistency between experimental and simulated beam ejections might possibly lie in the return current collecting areas, $A_c$, of the two systems. On the shuttle, this area is at least 30 m$^2$ (Neubert et al., 1988), which is more than $10^4$ times larger than the cross-sectional area of the beam at injection, $A_b$. This large collecting area can allow for ample return flux to the shuttle even during highly overdense ejections. In contrast, one-dimensional simulations have $A_c$ equal to $A_b$ (both of infinite size), making the condition for beam escape ($n_b/n_e < 1$) independent of area (Okuda and Kan, 1987; Pritchett and Winglee, 1987). Such a condition is unrealistic for the modeling of shuttle ejections. Like the one-dimensional case, the condition for escape derived from the BIG code ($t_p/\tau < 0.4$) has a very strong dependency on beam and ambient electron density, and only a mild dependency on areas (Winglee and Pritchett, 1988). Hence, it too may be inadequate for shuttle applications involving large return current areas. The fact that it predicts beam disruption and large spacecraft potentials when the opposite is sometimes observed indicates that some inadequacy exists. Despite the inadequacies, some two-dimensional simulations do show the proper trend of improved beam escape with increasing spacecraft area (Pritchett and Winglee, 1987; Okuda and Berchem, 1988). In the future, it may be possible to replicate shuttle injections using advanced three-dimensional models (like Okuda and Ashour-Abdalla, 1989) run with realistic shuttle-like parameters.

A final point considering overdense beam escape can be made using the published results from the Echo-7 rocket experiment. During this flight, a mother payload ejected a powerful electron beam (38 keV - 180 mA) and various diagnostics packages recorded its optical, radio, and return current signatures. A picture published in Aviation Week and Space Technology (Hughes, 1988) indicates that the beam not only escaped the near vicinity of the rocket, but remained coherent for at least eight gyrations about the magnetic field line. Also, this beam escape occurred at the very low altitude of 99 km, where the ambient electron density was significantly reduced in comparison to the SL-2 values. Hence, here is another example of an overdense beam escaping its source.
To conclude, Neubert et al. have presented evidence that overdense electron beams can escape the near vicinity of the shuttle using the potentials measured from the CCP and the signature of the harmonic emissions generated by pulsed electron beams. To supplement their results, further indication of beam escape and propagation out to at least 200 meters was presented in this comment, using the whistler-mode wave signature obtained during a continuous beam ejection. Combined, these results lend strong support to the thesis that overdense electron beams can and will escape from the space shuttle (and other spacecraft, such as Echo-7), despite the predictions based upon idealized simulations of the injection process which show otherwise.

I would like to thank Jolene Pickett and Bill Paterson for reviewing and discussing this comment. Part of this research was funded by a NASA graduate student researchers training grant NGT-50034.
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Transition From Ring to Beam Arc Distributions of Water Ions Near the Space Shuttle Orbiter

IVER H. CAIRNS
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The distribution function of water ions produced near the space shuttle by charge exchange between ionospheric oxygen ions and outgassed water molecules is investigated using solutions of Liouville's equation with a source term modeling the charge exchange process. A transition from ring distributions to beamlike distributions termed "beam arc" distributions is found with decreasing distance upstream from the orbiter. This beam arc distribution corresponds to a finite section of a ring distribution and not to a conventional beam distribution. The ratio of water ion number density to oxygen ion number density is calculated; typical values within 50 m of the shuttle are in excess of 2% with a maximum value of the order of 20% for nominal parameters, suggesting that these ions must be considered when interpreting particle data from near the space shuttle. An argument for a plasma density enhancement of the order of 10% very close to the shuttle, due to kinematic effects (corresponding to pileup of plasma) and not to plasma creation, is also presented. This kinematic density enhancement is insufficient, by an order of magnitude, to explain the plasma density enhancements inferred from Spacelab 2 data.

I. INTRODUCTION

One major aim of the OSS 1 and Spacelab 2 missions was to investigate the interaction of the shuttle's atmosphere with the ionospheric plasma, and so the gaseous and plasma environment of the space shuttle. These and other missions found the shuttle environment to be surprisingly active [Shawhan et al., 1984] with high levels of several types of plasma waves [Gurnett et al., 1988], energetic particles [Paterson and Frank, 1989], multiple ion streams [Stone et al., 1983], and many ionic species [Narcisi et al., 1983; Hunton and Calo, 1985; Grebowsky et al., 1987]. Measurements of these phenomena were performed with instruments mounted on a pallet within the orbiter's payload bay and exposed to space, and on a small independent spacecraft, the Plasma Diagnostics Package or PDP [Shawhan, 1982; Kurth and Frank, 1990]. This PDP spacecraft probed the shuttle's environment both while attached to the shuttle and while flying free of the shuttle (the so-called "free-flight" mission) to distances of the order of 400 m.

The general scenario envisaged [e.g., Shawhan et al., 1984; Gurnett et al., 1988; Paterson and Frank, 1989; Eccles et al., 1989] for the shuttle's interaction with the ionospheric plasma involves the outgassing of water vapor from the shuttle orbiter, the subsequent collisional charge exchange of these water molecules with ionospheric oxygen ions (O⁺) to form water ions, the generation of plasma waves by these water ions, and subsequent plasma heating. Evidence exists for a cloud of neutral water surrounding the shuttle [Carignan and Miller, 1983; Narcisi et al., 1983], and water ions have indeed been observed, both by the shuttle's payload instruments [Narcisi et al., 1983; Hunton and Calo, 1985] and by the PDP instruments [Grebowsky et al., 1987; Paterson and Frank, 1989]. During the PDP's free-flight portion of the Spacelab 2 mission, Paterson and Frank [1989] observed "ringlike" distributions of ions with the basic characteristics expected of water ions produced by the charge exchange process. They also found that the observed number densities of the ringlike distributions were qualitatively and often quantitatively consistent with those predicted by a theoretical model for production of water ions by charge exchange from a water cloud surrounding the shuttle orbiter out to distances of at least 400 m. This theoretical analysis ignored the particle distribution function in favor of a fluid description and did not consider the effects of the large water ion gyroradius (~40 m). Eccles et al. [1989] have also assumed a (magnetized) fluid description for the plasma species in their simulations of water ion production and plasma electrodynamics in the vicinity of the shuttle; their supposition, that ion-molecule collisions might randomize the water ions sufficiently rapidly to justify a fluid description, is not addressed here.

In this paper we discuss the spatial variation in the expected distribution function of water ions produced by the charge exchange process with position relative to the space shuttle; in particular, we show that a gradual transition from a ring distribution to a beamlike distribution should occur between about 30 and 100 m upstream from the shuttle. Magnetization effects are included in the model. We show that the water ion distribution, although beamlike in a gyrospeed-gyrophase phase space, covers a significant region of velocity space corresponding to a finite section of a ring and is most correctly described as a "beam arc" distribution (i.e., a finite section of a ring distribution). We describe the spatial variation in the number density and shape of the water ion distribution function and compare these variations with those for a fluid description. This leads to comments on the observed enhancements in plasma density in the vicinity of the shuttle [Siskind et al., 1984; Eccles et al., 1989]. We also discuss the PDP spacecraft's orbit around the shuttle, concluding that the absence of anisotropies in gyrophase (i.e., beam arc distributions) in Paterson and Frank's [1989] observations in the upstream region are not inconsistent with the theory presented here. In addition to presenting these immediate results, our paper has two more general motivations. First, knowledge of the distribution functions and sources of free energy is a prereq-
uisite for constructing theories for the active and complex wave environment associated with the space shuttle [Hwang et al., 1987; Gurnett et al., 1988]. The technique described here is capable of obtaining this information, and the results presented herein are of direct relevance to the shuttle-associated waves. Second; the calculated distribution functions and relative number densities (likely to be in excess of 1% of the O+ number density) of water ions presented here emphasize Paterson and Frank's [1989] finding that water ions produced by charge exchange should be present in detectable amounts throughout the shuttle missions. This suggests that the possible presence of ring or beam arc distributions of water ions should be strongly considered in interpreting and modeling the data from the OSS 1, Spacelab 2, and other shuttle missions.

The distribution function of water ions, the focus of this paper, is calculated by solving Liouville's equation with a source term describing the charge exchange process. The plasma model and method of solution for the distribution function are given in the next section. The transition from a ring to a beam arc distribution function is shown in section 3. Section 4 contains a discussion of the ring-to-beam arc transition of the water ion distribution function, the relative number density of water ions in the plasma, and evidence of a small plasma density enhancement. The conclusions of the paper are given in section 5.

2. Model for the Charge Exchange Process in the Orbiter's Water Cloud

We consider a reference frame \((X_p, Y_p, Z_p)\) moving with the space shuttle in which the ionospheric magnetic field \(B_0\) is along the \(Z_p\) axis. The origin of this reference frame is taken to coincide with the center of mass of the shuttle orbiter. Without loss of generality we assume the velocity of the background plasma in this reference frame is of the form \((-V_x, 0, -V_z)\); positive values of \(X_p\) then correspond to the region upstream of the shuttle. The motion of the background plasma across the magnetic field then implies the presence of a self-consistent electric field \(E = (0, -V_y, 0)\) in this reference frame. Velocity is conserved during the charge exchange process. Now, however, the newly born water ion must respond to the crossed electric and magnetic fields, resulting in a cycloidal motion in the \(X_p-Y_p\) plane. The equations of motion for the particle motion may be solved for the position and velocity of the particle as a function of time given the position and velocity at some reference time. This motion may be summarized as follows: first, any particle speed along the magnetic field (the \(Z_p\) axis) remains constant; second, ignoring thermal motions for the moment, a newly born water ion starts out at zero velocity and is accelerated by the crossed electric and magnetic fields into motion with a gyrospeed \(V_x\) centered on a velocity \((-V_x, 0, 0)\) and a gyroradius \(V_x/(2\pi f_w)\) where \(f_w\) is the water ion gyrofrequency. This gyromotion maps out a ring in the \(V_{xy}, V_y\), plane in velocity phase space. A "ring" distribution results if water ions are found at all gyrophases in this \(V_{xy}, V_y\) plane, while a "beam" distribution results if the water ions are found in a well-defined range of gyrophases. Thermal motions produce a spread in gyrospeed and velocity along the magnetic field. Figure 1 is a schematic illustration of a partial ring distribution, which will be called a beam arc distribution below. Beam arc distributions of water ions are predicted in this paper to occur near to and upstream from the space shuttle. The \((X_p, Y_p, Z_p)\) reference frame is the natural one for studies of water ion pickup around the shuttle.

Liouville's equation for the distribution function of charge-exchanged water ions \(f_w(r, p, t)\), is

\[
\frac{d}{dt} f_w(r, p, t) = F_w(r, p, t)
\]  

where \(F_w(r, p, t)\) is the source term. A formal solution exists [White et al., 1983; Cairns, 1987]:

\[
f_w(r, p, t) = \int_{-\tau}^{0} d\tau F_w(r'(r, p, t; \tau), p'(r, p, t; \tau), t + \tau)
\]

where

\[
r'(r, p, t; 0) = r
\]
\[
p'(r, p, t; 0) = p
\]

and \(-\tau\) is the travel time from \((r', p')\) to \((r, p)\) along the particle path. The effects of wave-particle scattering on the particle distribution function are ignored in this treatment.

An expression for the source term \(F_{\text{coll}}(r, p, t + \tau)\) for the collisional charge exchange follows from the binary nature of the collision and conservation of velocity for the particles:

\[
F_{\text{coll}}(r, p, t + \tau) = \gamma n_{O^+}(r, t + \tau) f_m(r, p, t + \tau)
\]

where \(n_{O^+}\) is the number density of oxygen ions. This equation is consistent with the usual charge exchange equation involving number densities, allowing identification of the reaction rate \(\gamma\) as \(2 \times 10^{-9}\) cm³ s⁻¹ [Paterson and Frank, 1989]. The remaining quantity \(f_m\) is the distribution function of the water gas molecules, which for time-steady outflow with thermal speed \(V_m\) from the shuttle may be written.
distance scale given gyrospeed (i.e., decrease the parameter below), making the distribution function more ringlike. The contrast in the distribution function over gyrophase for a given number density for a given position and second to decrease spheric magnetic field. Smaller values of the orbiter's velocity is more nearly parallel to the ionosphere 300 K, the normalized range of the background plasma, the magnetic field strength, and water gas thermal speed are constant over the time scales of interest. Normalizing all speeds by the water thermal speed \( V_m \) \( (=kT_m/M_m)^{1/2} \) and distances by the characteristic distance \( V_m/\gamma_{gw} \), these assumptions and equations (5) and (6) allow (2) to be rewritten as the product of constants times a "probability" integral for the charge exchange:

\[
f_{m}(r, p, t + \tau) = \frac{n_0(r_0)r_0^3}{r^2} \frac{1}{(2\pi)^{3/2} V_m^3} e^{-v^2/2V_m^2} \tag{6}
\]

Here \( n_0(r_0) \) is the number density of water molecules at a radial distance \( r_0 \) from the shuttle; note that \( n_0 \) obeys an inverse square law in time-steady outflow. For convenience we now assume that the velocity and density of the background plasma, the magnetic field strength, and water gas thermal speed are constant over the time scales of interest. Normalizing all speeds by the water thermal speed \( V_m \) \( (=kT_m/M_m)^{1/2} \) and distances by the characteristic distance \( V_m/\gamma_{gw} \), these assumptions and equations (5) and (6) allow (2) to be rewritten as the product of constants times a "probability" integral for the charge exchange:

\[
f_{m}(r, p, t) = \frac{n_0(r_0)r_0^3}{(2\pi)^{3/2}} \int_{-\infty}^{\infty} dr \exp \left[ -v^2 (r, v, t + \tau) / 2 \right] \tag{7}
\]

with \( r' \) and \( v' \) implied by (3) and (4) and the equations of motion for the water ions. The "probability" integral, essentially an integral over travel time \( \tau \) of the probability of ions producing charge exchange at earlier times \( t + \tau \) with eventual momentum \( p \) at the observation time \( t \) and position \( r \) may be performed numerically using standard techniques. The shape of the distribution function is specified by the probability integral alone.

Before proceeding we specify the parameters used in the calculations below. Assuming a constant water gas temperature of 300 K, the normalized range of \( V_\perp \) for the PDP free-flight mission is from about 7 to 21 clustered primarily near 20, and we choose the value 20. During this time the shuttle's orbital speed \( V \) remained nearly constant with \( V \approx 21 \); smaller values of \( V_\perp \), therefore correspond to times when the orbiter's velocity is more nearly parallel to the ionospheric magnetic field. Smaller values of \( V_\perp \) tend first to increase the probability integral and so the total water ion number density for a given position and second to decrease the contrast in the distribution function over gyrophase for a given gyrospeed (i.e., decrease the parameter \( R \) defined below), making the distribution function more ringlike. The distance scale \( V_m/\gamma_{gw} \) similarly varies from about 8 to 21 m, with a characteristic value of the order of 15 m, which is used hereinafter. In contrast, the water ions have gyroradii \( V_\perp/\gamma_{gw} \approx Vm/30 \).

### 3. Pickup Distribution Functions Directly Upstream From the Shuttle

Figure 2 shows the water ion distribution functions resulting from charge exchange at two distances directly upstream from the shuttle \( (Y_p = Z_p = 0) \) and demonstrates the transition from a ring distribution to a beamlike distribution with decreasing distance from the shuttle. These distributions are displayed as contour plots in a gyrospeed-gyrophase phase space formed by unfolding the ring feature in \( X_p-Y_p \) velocity space (e.g., Figure 1) centered on the velocity \( (-V_\perp, 0, 0) \) for particles with zero speed along the magnetic field. For reference an ion formed by pickup of a water molecule with zero initial velocity in the shuttle frame has gyrospeed \( V_\perp \) and has a gyrophase which is initially zero but which increases with time as the ion follows its gyromotion. A ring distribution then has contours which do not vary greatly with gyrophase, as is the case at the position \( X_p = 50 \), far upstream from the shuttle orbiter, shown in Figure 2a. A beam distribution has contours which delineate a limited range of gyrophases; Figure 2b shows that the distribution at \( X_p = 2 \) (close to the shuttle) has some beamlike characteristics at small gyrophases. In these figures the contours are logarithmically spaced (to base 10) in arbitrary units.

This transition from ring to beamlike distributions is investigated further in Figure 3 using cuts from Figure 2 (and analogues) along the line of constant gyrospeed \( V_\perp = V_\perp \) normalized to the maximum value of the distribution function along the cut. For instance, the curves \( X_p = 50 \) and 2 in Figure 3 are the cuts from Figures 2a and 2b, respectively. (Calculating the distribution function with smaller steps in gyrophase smooths the sharp turnover in the cuts near a gyrophase of \( 10^\circ \).) The range of gyrophases \( \Delta \phi \) in which the distribution function has over one half of its maximum value decreases significantly as \( X_p \) decreases, and the ratio of this range in gyrophase to the total available \( (360^\circ) \) also decreases significantly. It is important to note, however, that even at

---

**Fig. 2.** Contour plots of the water ion distribution functions at two positions along the \( X_p \) axis in a gyrospeed-gyrophase phase space formed by unwrapping the ring feature in Figure 1. (a) At \( X_p = 50 \) the logarithmically spaced contours do not vary significantly with gyrophase, corresponding to a ring distribution. (b) At \( X_p = 2 \) the contours close at small gyrophase, implying a beamlike feature. Recognition of the large extent in \( V_{gy} \), \( V_{gy} \) leads to the term beam arc for the distribution function.
CAIRNS: WATER ION DISTRIBUTIONS NEAR THE SPACE SHUTTLE

These fluid model predictions are calculated by analytically integrating analogues of (1) and (5) for the water ion number density along a particle path in the $X_p-Y_p$ plane with mean speed equal to $V_\perp$ and zero gyroradius for the above gas cloud model; note that the oxygen ions move with this velocity in this plane (ignoring their minor gyromotion with a thermal gyroradius of the order of 3 m). The fluid prediction is for a water ion number density which varies inversely with distance $X_p$ and convection speed $V_\perp$ (for $Y_p = Z_p = 0$). The differences at small $X_p$ may be ascribed to magnetization and pickup motion effects not included in the fluid model. These differences are further discussed in terms of enhanced plasma densities in the near vicinity of the shuttle in the next section.

This transition from ring to beam arc distribution function with position upstream from the shuttle may be understood in terms of the spatial gradient in water molecule number density and the characteristics of the charge exchange process. Figure 5 illustrates the development of beam arc and ring distributions at $X_p = 1$ and $X_p = 15$, respectively, in the $X_p-Y_p$ plane for $V_\perp = 20$. The solid lines are contours of constant inverse distance squared $1/R^2$, and so constant charge exchange rate, spaced in powers of 10. The characteristics of the water ion distribution function at $X_p = 1$ and $X_p = 15$ follow on considering the primary source of particles with zero velocity (stars) and velocity $(-2V_\perp, 0, 0)$ (squares) at the observation points. Ignoring thermal motions (i.e., $V_m \ll V_\perp$), all picked-up water ions initially have zero velocity. Particles observed at zero velocity are therefore primarily produced (at the star symbols) very close to the observation point. Particles observed at velocity $(-2V_\perp, 0, 0)$ have, however, followed their gyromotion along the dashed lines from their primary production points (squares) where they had zero velocity. At $X_p = 1$, therefore, the production rate of water ions observed at velocity $(-2V_\perp, 0,$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Normalized cuts of distribution functions along lines of constant gyrospeed $V_\perp$ and zero parallel velocity for positions along the positive $X_p$ axis. Note the narrowing range of gyrophases and increasing contrast in the distribution functions with decreasing distance from the shuttle. The $V_x$ and $V_y$ scales indicate the great extent in velocity space covered by the distribution even at $X_p = 1$.}
\end{figure}

$X_p \approx 1$, corresponding to the approximate outer surface of the shuttle and so an inner limit for the theory’s applicability, this width $\Delta\phi$ is of the order of 40° while for $X_p = 5$, $\Delta\phi \approx 90°$. The speeds in the $X_p$ and $Y_p$ directions are shown at the top of Figure 3 above the gyrophase axis and show that even at $X_p = 1$ the range of velocities in the $V_x-V_y$ plane for which the distribution function is significant is large, as shown schematically in Figure 1. A conventional beam distribution is expected to be restricted to a narrow range of velocities centered on some velocity. It is therefore not appropriate to term these water ion distributions “beam” distributions in an absolute sense. Rather, we suggest the term “beam arc” distributions, corresponding to a finite segment of a ring, to describe these distributions found close to the shuttle. We note, however, that these beam arc distributions do have some beamlike characteristics so that instability calculations assuming conventional beams may provide a reasonable first description of an instability.

Figure 4 further describes this transition from ring to beam arc distribution functions and the continuously increasing water ion number density. The plotted parameters are $R$ (dotted line), the ratio of the maximum to minimum of the distribution function for gyrospeed $V_\perp$ and zero speed along the magnetic field, and the quantity $N$ (solid line), proportional to the water ion number density, calculated by integrating the probability integral in (7) over velocity space. For a ring distribution, $R \approx 1$, as found at large values of $X_p$, while a beam arc distribution has a large value of $R$ as found close to the shuttle. For definiteness we define the distribution function to be a beam arc if $R > 50$, corresponding to positions $X_p < 2$.

The spatial variation in $N$ may be compared with the predictions of an (unmagnetized) fluid representation of the water ion distribution, shown by the dashed line in the figure, and found to be in good agreement at large $X_p > 10$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Plots of the quantities $N$ (solid line) and $R$ (dotted line) versus position along the $X_p$ axis. These quantities are defined in the text. The speckled area is bounded by the exact curve for $N$ and the fluid model prediction of $N$ given by the dashed line and is evidence of a plasma density enhancement. For parameters typical of the Spacelab missions a value $N = 10$ corresponds to a relative water to oxygen ion number density of 1.6%. The transition to a beam arc distribution from a ring distribution is implied by the monotonic increase in $R$ as $X_p$ decreases.}
\end{figure}
when more than about 100 m ($R_p > 10$) from the shuttle in the upstream hemisphere.

4. Discussion

The above results clearly show that beam arc distributions of water ions, with considerable gyrophase anisotropies, should exist at positions close to and upstream from the space shuttle. In contrast, Paterson and Frank [1989] do not report observations of gyrophase anisotropies for the pickup ions observed during the PDP’s free-flight mission. This is not inconsistent with the work described in this paper. There are two reasons for this. First, the PDP spacecraft’s orbit around the space shuttle did not pass through the required upstream region (i.e., $X_p < 5$ with $Y_p$, $Z_p < 5$), thereby precluding direct testing of the theoretical results presented above. The beam arc distributions produced in the upstream region do, of course, move into the downstream region due to the effects of the crossed convection electric field and ionospheric magnetic field. This downstream region was extensively investigated by the PDP spacecraft. However, we shall show elsewhere that even in the downstream region the PDP’s orbit was such as to limit the theoretically predicted contrast parameter $R$ defined above to be less than 15 with a typical value of the order of 2. Second, in the upstream region close to the shuttle ($R_p < 5$, say) the dominant gyrophase anisotropy (and most of the ion number density) occurs in the range of gyrophases $0^\circ$–$90^\circ$ with corresponding kinetic energies $0$–$5$ eV. Particles with these energies are subject to confusion with the observed ambient oxygen plasma (ram energy of the order of 5 eV) due to the effects of the typically negative spacecraft potential (which moves the oxygen peak to a lower energy) and saturation of the ion detector by the oxygen plasma, as shown for example in Figure 2 of Paterson and Frank’s paper. Paterson and Frank, quite properly, therefore removed these particles from their calculations of the water ion number density, thereby potentially underestimating the water ion number density. This effect is likely to be less important in the downstream region due to the ion gyromotion moving the beam arc into ranges of gyrophase, and thus of measured particle energy, not obscured by the ambient oxygen plasma for much of the PDP orbit. In summary, Paterson and Frank’s observations are not inconsistent with the theoretical work presented in this paper. We note the present absence of published ion distribution functions measured while the PDP spacecraft was on the remote manipulator system arm, within 10 m of the orbiter, during the OSS 1 and Spacelab 2 missions. These data should permit further testing of the theory in this paper.

We now turn to the number density of pickup ions. The relative number density of water ions to ambient oxygen ions, or the number density of water ions, may be estimated using equation (7) and Figure 4. Paterson and Frank [1989] found their observations to be consistent with a water gas number density of approximately $4 \times 10^{10}$ cm$^{-3}$ at a radial distance of 10 m. With the rate constant $\gamma$ and distance scale of 15 m given in section 2, a value $N = 10$ corresponds to a relative water ion to oxygen number density of 1.6%. At $X_p = 1$ the model therefore predicts that the water ion number density is approximately 20% of the (far) upstream oxygen number density for these parameters. This estimate is an upper limit for these assumed parameters due to the
decrease in oxygen ion number density not being included in (7). However, larger relative water ion number densities are predicted when the shuttle is moving more nearly parallel to the ionospheric magnetic field (V\perp < 0.5) compared to the fluid model (V\perp > 20); note that the fluid water ion number density is inversely proportional to V\perp. These estimates suggest that non-Maxwellian distributions of water ions with densities at a few percent of the ambient oxygen ion number density should be prevalent in the near vicinity of, and the region downstream from, the space shuttle and should be strongly considered when interpreting data from the OSS 1 and Spacelab 2, and perhaps other, shuttle missions.

Siskind et al. [1984] have interpreted ion data from the vehicle charging and potential (VCAP) instrument on the OSS 1 flight in terms of plasma density enhancements by a factor of 10 over the ambient number density close to the space shuttle; this factor assumes the particles to have Maxwellian distribution functions. Eccles et al. [1989] have suggested that the plasma density enhancement is by a factor of 2–3 instead, with non-Maxwellian particle distributions being important. We show now that our Figure 4 suggests plasma density enhancements in the near vicinity of the shuttle of the order of 10% due simply to the motions of newly picked-up water ions, or equivalently to plasma "pileup." The argument proceeds as follows. First, oxygen ions move with speed V\perp in the −X_p direction in the X_p−Y_p plane exactly as assumed in the fluid model for the number density of charge-exchanged water ions described briefly in the last section. The assumed constancy of the oxygen ion number density for the Liouville calculation, and the small oxygen gyroradius R_g = 0.2, allow neglect of the oxygen ion gyromotion. The gyromotion of newly created water ions is also not included in the fluid model but will be vital to the argument here. Second, since charge exchange between the oxygen ions and water molecules leads to no change in the total number of charged ions in the plasma, the fluid model (the dashed line in Figure 4) gives the number density of water ions corresponding to no change in total ion number and to this assumed ion motion (for V\perp = 0). The significant excess in predicted water ion number density (solid line in Figure 4) at small values of X_p < 10, a factor of 2 at X_p = 1, then corresponds to an enhancement in plasma density close to the shuttle orbiter. This enhancement is due to the creation of the water ions near zero velocity in the X_p−Y_p−Z_p frame and not at the oxygen ion velocity −V\perp in the X_p−Y_p plane and the substantial time required (of the order of a gyroperiod with great corresponding motion downstream) for a water ion to attain the oxygen ion velocity on average; that is, this plasma enhancement is due purely to the different motions of the newly ionized oxygen ions and the ambient oxygen ions, and not to creation of new plasma, and so may be understood in terms of pileup of plasma. Using the estimates above for the relative numbers of water ions and oxygen ions at X_p = 1 (and Figure 4) one estimates a plasma enhancement of the order of 10%. We note that these estimates are upper limits (for V\perp = 20) due to neglect of the spatial gradient in oxygen ion number density resulting from the charge exchange. Further calculations with smaller values of the convection speed V\perp show that the water ion number density approaches the result predicted by the fluid model, so that the relative enhancement in plasma density due to kinematic effects decreases. Accordingly, this purely kinematic mechanism cannot explain the magnitudes of the plasma enhancements near the shuttle orbiter inferred by Siskind et al. [1984] and Eccles et al. [1989]. This is consistent with the findings of Eccles et al. [1989], who found that the effects of collisions and charge exchange are required to explain plasma enhancements by factors of the order of 2–3 in the vicinity of the space shuttle.

The results of this paper indicate that the distribution function of water ions found at small distances upstream from the shuttle is best described as a beam arc rather than a conventional beam due to the extended region of velocity space in which water ions are found. This is due to the relatively small ratios V\perp/V_m of 6–20 appropriate to the shuttle-ionosphere interaction; calculations indicate that ratios V\perp/V_m > 100 are required for the distribution function at X_p ∼ 2 to be properly described as a conventional beam. Elastic and charge exchange collisions between the water ions and water gas molecules offer another means of establishing more beamlike water ion distribution functions: the beam arc distributions occur due to the water ions following their gyromotion; disruption of the regular ion gyromotion by collisions with low-velocity water neutrals might then limit the water ions to a more limited range of gyrophases and so to a more beamlike distribution function. Further work is required to see whether such collisions are important in determining the water ion distribution function close to the shuttle, as assumed by Eccles et al. [1989] in partial justification of a fluid description for the plasma in their simulations.

5. Conclusions

We have studied the distribution function of water ions produced near the space shuttle by charge exchange between ionospheric oxygen ions and water molecules outgassed from the shuttle using Liouville's equation with a source term representing the charge exchange process. Our analysis here is restricted to the region upstream from the shuttle; the downstream region, containing the shuttle's wake, will be considered elsewhere. We note that this analysis could be adapted to apply to ionization of heavy ions near comets. We find that the water ions have ring distribution functions far upstream (i.e., more than about 100 m) from the shuttle but that a transition from ring distributions to beamlike distributions termed beam arc distributions occurs with decreasing distance upstream from the shuttle. These beam arc distributions correspond to a finite section of a ring distribution (near zero velocity in the shuttle frame), with a gyrophase width in excess of 40° and a corresponding significant extent in velocity space, and do not correspond well in the shuttle case to conventional beam distributions. Well-defined beam arc distributions (with ratios R > 50 in the distribution function at the central gyrospeed V\perp and zero parallel velocity) correspond to positions less than about 20–30 m upstream from the shuttle. We find that the PDP observations of Paterson and Frank [1989], which do not show significant gyrophase anisotropies, are not inconsistent with the theory reported here, due to the PDP spacecraft’s orbit around the shuttle not sampling the required region where such anisotropies are significant, and due to the beam arc distributions being near zero velocity in the upstream region and so being removed from Paterson and Frank’s analysis due to possible confusion with the ambient oxygen plasma.
The number density of water ions is found to increase monotonically with decreasing distance from the shuttle, as expected. Once within 100 m (upstream) of the shuttle the relative number density of water ions to ionospheric oxygen ions is at least of the order of 1%, with an expected value of the order of 20% near the shuttle’s surface for the nominal plasma parameters assumed here. The value of the orbiter’s speed perpendicular to the magnetic field chosen in the paper, \( V_\perp = 20 \) near the upper range of expected values, is expected to correspond to the most strongly peaked distributions and smallest water ion number densities relevant to the Spacelab 2 mission. This strongly suggests that the presence of these water ions should be fully considered when interpreting data from the OSS 1, Spacelab 2, and other shuttle orbiter missions. We also find that the increase in water ion number density close to the shuttle is faster than that predicted by a fluid model with no creation of new plasma. This excess in plasma density near the shuttle, by a maximum amount of the order of 10% for Spacelab 2 parameters, is due solely to kinematic effects corresponding to plasma pileup; namely, the creation of the water ions near zero velocity and not at the oxygen (or fluid) velocity, and the time and convection distance required for the water ions to attain the oxygen velocity on average in their gyromotion. This plasma enhancement is an order of magnitude less than those discussed by Siskind et al. [1984] and Eccles et al. [1989]. Eccles et al. [1989] find that plasma density enhancements by a factor of 3 can be explained when the effects of collisions are included in their simulations.

Further work is required to correlate the observed plasma waves with their position in the water ion pickup frame \( X_YZ \), and the characteristics of the local particle distributions. Qualitative models for the instabilities generating the waves, including the particle distribution functions, will then be constructed and tested using linear instability theory and simulations. At the present time we briefly note that ring distributions of water ions appear strangely ineffective in producing observable waves upstream from the shuttle orbiter, while beam arc distributions of water ions appear important in generating some of the broadband electrostatic waves [Hwang et al., 1987; Gurnett et al., 1988] observed near the space shuttle by the PDP spacecraft.
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Control of Plasma Waves Associated With the Space Shuttle by the Angle Between the Orbiter’s Velocity Vector and the Magnetic Field

IVER H. CAIRNS AND DONALD A. GURNETT

Department of Physics and Astronomy, University of Iowa, Iowa City

The interaction between water outgassed from the space shuttle and the ionospheric plasma leads to production of water ions by charge exchange and an active and complex plasma wave environment for the space shuttle. We show that the amplitude and spectral character of some of these waves are controlled by the angle between the magnetic field and the shuttle’s velocity vector $V_T$ relative to the ionospheric plasma. When the flow is approximately perpendicular to the magnetic field ($V_T/V_r \approx 0$), large wave amplitudes and characteristic “mushroom” wave structures are observed, whereas more nearly parallel flows ($V_T \approx V_r$) are characterized by low wave levels. We show that linear instability theory predicts the growth of Doppler-shifted lower hybrid waves in the observed frequency range when driven by the ring and/or beam distributions of water ions produced by charge exchange in the vicinity of the space shuttle. Two mutually compatible interpretations for the $V_T/V_r$ effect exist. The first interpretation involves the path lengths available for growth of waves driven by pickup ions varying with the quantity $V_T/V_r$ and being limited by spatial variations in the water ion distribution. The second interpretation follows directly from the linear theory: decreasing the ring/beam speed $V_r$ of the pickup ions driving the waves (increasing $V_T/V_r$) results in smaller growth rates, with zero growth rate below some threshold value of $V_r$. The linear theory shows that decreased growth lengths or growth rates should naturally produce the observed amplitude and bandwidth changes constituting the $V_T/V_r$ effect. These results have immediate implications for future shuttle missions and orbiting platforms subject to outgassing of water. If these facilities are used for ionospheric plasma studies or active experiments involving plasma waves, the plasma wave background due to pickup ions associated with the orbiter should be minimized. This requires orbits with large $|V_T| \approx V_r$; that is, orbital velocities within about 45° of the magnetic field over as much of the orbit as possible. These constraints favor more nearly polar orbits and argue strongly against equatorial orbits. Alternatively, free-flying spacecraft situated upstream from the orbiter’s water cloud should be used.

1. INTRODUCTION

Plasma measurements on the OSS 1, Spacelab 2, and other space shuttle missions have found the shuttle environment to be surprisingly active with high levels of several types of plasma waves [Shawhan et al., 1984; Murphy et al., 1983; Hwang et al., 1987; Gurnett et al., 1988], energetic particles [Paterson and Frank, 1989], multiple ion streams [Stone et al., 1983], and many ionic and neutral species [Narcisi et al., 1983; Hunton and Calo, 1985; Grebowsky et al., 1987]. Kurth and Frank [1990] provide a recent review of the shuttle’s plasma environment. The qualitative picture envisioned for the shuttle’s interaction with the ionospheric plasma involves the steady outgassing of water vapor from the orbiter, the subsequent collisional charge exchange of these water molecules with ionospheric oxygen ions to form water ions, and the generation of plasma waves by “pickup” instabilities resulting from the different motions of the water ions and ambient plasma. Evidence exists for a cloud of neutral water surrounding the shuttle [Carignan and Miller, 1983; Narcisi et al., 1983]. Water ions have been observed in the vicinity of the orbiter with the expected characteristics of the charge exchange process [Paterson and Frank, 1989]. The number densities of the water ions are qualitatively and often quantitatively consistent with theoretical models for the charge exchange process [Paterson and Frank, 1989; Cairns, 1990]. These number densities are substantial: $n_{H_2O^+}/n_O^+ \approx 10\%$ within 10 m of the shuttle and $n_{H_2O^+}/n_O^+ \approx 1\%$ within 100 m of the shuttle.
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This paper focuses on the observation and interpretation of plasma waves during the Spacelab 2 mission. The Spacelab 2 mission was launched on July 29, 1985, into a nearly circular, low-inclination orbit with an altitude of about 320 km and an inclination of 49.5°. One major objective of the mission was to investigate the shuttle–ionospheric plasma interaction at distances up to about 400 m from the orbiter. This study involved a small independent spacecraft, the Plasma Diagnostics Package or PDP spacecraft [Shawhan, 1982; Kurth and Frank, 1990], flying free of the shuttle during the so-called “free-flight” mission. The PDP spacecraft carried a full complement of particle and field instruments including a plasma wave receiver. This free-flight mission included two complete fly-arounds of the shuttle orbiter, as well as multiple traversals of the orbiter’s plasma wake.

Previous work on the plasma waves associated with the space shuttle during the free-flight mission has been primarily directed toward explaining emissions generated by the FPEG experiment (fast pulse electron gun) [Gurnett et al., 1986; Bush et al., 1987; Farrell et al., 1988; Neubert et al., 1988; Reeves et al., 1988] and describing the effects of thruster firings and magnetic conjunctions [Gurnett et al., 1988]. Langmuir probe data have also been used to investigate low-frequency waves (below about 40 Hz) associated with water dumps and the shuttle’s orbital maneuvering system and plasma wake [Murphy et al., 1989; Pickett et al., 1989; Tribble et al., 1989, and references therein]. In this paper we will show that many of the variations in amplitude and spectral properties of the plasma waves from 31 Hz to 31 kHz observed well away from the shuttle during the free-flight mission, the so-called “mushroom” spectral features...
to be discussed below, can be understood in terms of the variation of the angle between the orbiters velocity vector relative to the plasma and the magnetic field vector, the so-called \( V_\parallel / V_T \) effect. A linear theory is developed in which the waves are Doppler-shifted lower hybrid waves driven by pickup instabilities involving ring or beamlike distributions of water ions. Similar situations arise at comets [e.g., Coroniti et al., 1986, and references therein] and with chemical release experiments [e.g., Hudson and Roth, 1988, and references therein]. The observed \( V_\parallel / V_T \) effect is interpreted in terms of variations in both the path length available for wave growth and the growth rate of the pickup instability in response to orbital variations in \( V_\parallel / V_T \). These results constitute a significant advance in the understanding of the plasma waves associated with the space shuttle. They also provide a criterion for design of future space shuttle missions, and the planned space station, in which minimizing the orbiter-associated plasma wave (and ion) background is important for passive and/or active space plasma investigations. To present these new results, this paper is organized as follows: the motions of charge-exchanged water ions and the background plasma particles are discussed in section 2, and the observational data are presented in section 3. Section 4 contains both an interpretation and a discussion of the observational results. A linear theory for generation of the plasma waves is developed in section 5. The implications of these works for design of future shuttle missions and the space station are discussed in section 6. The conclusions of the paper are given in section 7.

2. A REVIEW OF THE PICKUP PROCESS

The coordinate system used in this paper, the so-called "pickup" system [Cairns, 1990] developed for studies of charge-exchanged water ions in the vicinity of the shuttle, moves with the space shuttle and is centered on the orbiters center of mass. This reference frame \((X_P, Y_P, Z_P)\) has the ionospheric magnetic field \( \mathbf{B} \) along the \( Z_P \) axis. Without loss of generality the velocity of the background plasma may be written in the form \((-V_\perp, 0, -V_\parallel)\). Positive values of \( X_P \) then correspond to the region upstream from the shuttle. Motion of the background plasma across the magnetic field implies the existence of a self-consistent convection electric field \( E = V_\perp B \) along the \( Y_P \) axis. A water ion born at zero velocity (the shuttle velocity) then moves in a cycloidal orbit in the \( X_P-Y_P \) plane with gyrospeed \( V_\perp \) and gyrocenter velocity \((-V_\perp, 0, 0)\). Thermal motions lead to a distribution of gyrospeeds and gyrophases about this convection drift velocity \((-V_\perp, 0, 0)\) perpendicular to the magnetic field, as well as to a thermal distribution of gyrocenter drifts along the magnetic field (with zero average drift). In contrast, the ionospheric plasma particles have the same gyrocenter speed \( V_\perp \) as the water ions in the \( X_P-Y_P \) plane, but have a gyrocenter drift speed \( V_\parallel \) along the magnetic field. Plasma waves in regions where the water ions do not dominate the plasma convect with the ionospheric plasma. During the shuttle's orbital motion around the Earth, the angle between the velocity vector (relative to the ionospheric plasma) and the magnetic field varies from about 30° to 150°, where 90° corresponds to a velocity vector perpendicular to the magnetic field. Corotation of the ionospheric plasma is included when calculating the velocity of the ionospheric plasma relative to the shuttle orbiter; the plasma's corotation speed is of order 0.5 km s\(^{-1}\), small compared to the orbital speed of order 7.8 km s\(^{-1}\).

The space shuttle acts as an obstacle to the ionospheric plasma flow, resulting in the formation of a plasma wake behind the shuttle [Murphy et al., 1989; Tribble et al., 1989]. Since the wave data presented in this paper are primarily from the region downstream of the shuttle, we need to carefully consider the possibility that the observed plasma waves are associated with the wake rather than with pickup ions. The wake is expected to be centered directly behind the shuttle along the line of the shuttles velocity vector (with respect to the ionospheric plasma). In the pickup coordinate system defined above, the expected center of the wake is at \( Y_P = 0 \) and \( Z_P = X_P V_\parallel / V_T \). Positions relative to the expected wake center, and times of wake transits, can therefore be calculated and used to investigate the characteristics of any purely wake-associated plasma waves. For convenience here two new coordinates \( X' \) and \( Z' \) are defined by rotating the \( X_P-Z_P \) axes so that the \( X' \) axis is parallel to the plasma flow velocity and aligned along the center of the wake. That is, the expected center of the wake has coordinates \( Z' = Y_P = 0 \). Negative values of \( X' \) imply that the PDP spacecraft is a distance \( |X'| \) downstream from the orbiter along the wake direction. Noting that the electron thermal speed \((
\approx 200 \text{ km s}^{-1})\) greatly exceeds the shuttles orbital speed \((8 \text{ km s}^{-1})\) and the ion thermal speed \((1 \text{ km s}^{-1})\), one expects that the magnetic field will influence the structure of the wake and make the \( Z' \) coordinate of the PDP a more sensitive indicator of position relative to wake structures than the \( Y_P \) coordinate. Wake transits are therefore defined below as transits \( Z' = 0 \) at small \( Y_P < 10 \text{ m} \). Plasma waves associated with the orbiter's plasma wake will be discussed elsewhere.

3. OBSERVATIONAL RESULTS

The data presented here are from the Helios subsystem of the plasma wave instrument on the PDP spacecraft [Shawhan, 1982; Gurnett et al., 1988] and were obtained during the free-flight portion of the Spacelab 2 mission. The Helios instrument provides electric field measurements from 31.1 Hz to 178 kHz using 16 logarithmically spaced channels, four per frequency decade. A double-sphere antenna with a sphere separation of 3.89 m is used for detecting the electric fields during free flight. Each channel provides a data point every 1.6 s; only the peak signal during each measurement interval is used.

Plate 1 shows Helios data in a spectrogram format with wave amplitude color coded. The white curve at about 8 kHz shows the lower hybrid frequency computed using the square root of the electron to oxygen ion mass ratio times the electron gyrofrequency. There are three effects which complicate the interpretation of the data. First is the modulation at the spacecraft spin period of 13.6 s, most visible as a periodic blue spike in the spectrogram near 20 kHz, at all frequencies up to about 20 kHz. This modulation corresponds not to natural waves (the modulation period would be half the spacecraft spin period in this case), but to some presently unidentified source of spacecraft-associated interference. This effect leads to spurious signals during times of relatively low wave levels. The second interference effect is the impulsive production of intense waves by the orbiter's thrusters. These thruster signals are the yellow (typically)
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Plate 1. A frequency-time spectogram with color-coded amplitude for the period 0025–0047 UT, day 213, 1985, during the PDP's free-flight mission. The white curve shows the lower hybrid frequency. A "mushroom" spectral feature is seen between about 0031 and 0042. Wake transits occur near 0028, 0032, and 0041 with no accompanying changes in the wave spectrum.

Plate 2. Another example of a "mushroom" spectral feature (in Plate 1's format) consistent with control of the waves by the parameter $|V_x/V_f|$. Differences between this figure and Plate 1 indicate that position is not unimportant in determining the wave amplitude and detailed characteristics of the mushroom feature.
spikes which are most intense at low frequencies but extend up to about the lower hybrid frequency. Illustrative examples of these thruster signals, visible throughout this time period, occur at 0025:42, 0026:28, and 0037:40 (time format hour-minute:second; all times are universal time). Not all thruster firings result in intense, impulsive enhancements; the diffuse, relatively weak, broadband (up to $f_{LH}$) enhancement, shown in Plate 1 from 0024:00 to about 0025:30 (but which starts at 0024:48), does correspond in time with almost continuous thruster firings from 0024:48 to 0025:05 and is almost certainly a thruster signal. Some thruster firings also produce no observable wave signals at the PDP spacecraft.

All wave signals were therefore carefully checked against the record of thruster firings to eliminate thruster-associated waves from further consideration. No water dumps [e.g., Pickett et al., 1989] occurred during the PDP free-flight mission. The third interference effect is that of the FPEG experiment, visible as the intense red signals from about 0046:10 to 0047:00 in Plate 1, with intense signals at all frequencies up to about 20 kHz together with signals near the electron gyrofrequency [Gurnett et al., 1986; Farrell et al., 1988].

The feature of interest in this paper is the "mushroom" spectral feature in Plate 1: the top of the mushroom is formed by the lower hybrid frequency waves, while the base is the triangular-shaped emission which starts at low frequencies and extends up to the lower hybrid frequency near the mushroom's center. This feature is illustrated schematically in Figure 1. This mushroom-shaped feature also corresponds to a significant and smooth (punctuated by thruster firings) enhancement in the intensity of the low-frequency waves by a factor of order 10. The time record of thruster firings shows that the smoothly varying mushroom feature is not due to the effects of thruster firings. For instance, the smooth enhanced wave levels (light yellow color) for the period 0038:00–0039:07 near the center of the mushroom feature are not associated with thruster firings: no thruster firings occurred from 0037:58 until 0039:07. Correspondingly, all the impulsive yellow and red signals in the data either correspond directly to the times of thruster firings or are associated with the modulated spacecraft interference pattern discussed above. The lower hybrid frequency waves show little evidence of change over the time period of the mushroom, except for frequency changes corresponding solely to variations in the magnetic field amplitude. Therefore, the primary characteristics of interest are the increase in the frequency bandwidth of the triangular-shaped features (up to the lower hybrid frequency) and the smooth increase in amplitude of the low-frequency waves near the mushroom's apex. During the time period of Plate 1, the first "station-keeping" period, the PDP spacecraft is located in the wake region downstream from the shuttle and remains almost stationary relative to the shuttle's plasma wake (coordinates $X'$, $Y_p$, and $Z'$), as shown in Figure 2. Wake transits occur near 0028:40, 0031:45, and 0041:15 with no accompanying changes in the plasma waves. This time period does, however, coincide with a transition from positive to negative values for $V_{||}$. The quantity $V_{||}/V_T$ passes through zero near 0037:00, coinciding with the maximum intensities of the low-frequency waves and the apex of the mushroom spectral feature. This feature in the plasma waves therefore apparently corresponds to variations in the quantity $V_{||}/V_T$ and not to plasma waves associated purely with the orbiter's plasma wake.

Figure 3 shows the variation in the quantity $V_{||}/V_T$ during the free-flight mission, giving the times of further predicted mushroom spectral features, the PDP's position relative to the orbiter at these times, and times of wake transits. Stylized mushroom features on the figure indicate where mushroom spectral features were indeed observed. In each case when the PDP was in the downstream region, mushroom spectral features were indeed observed to be centered near times when $V_{||}/V_T = 0$, although the event near 0128 is somewhat problematical. While many of these mushroom features occur within a few minutes of transits of the center of the orbiter's wake, the events near 0037 and 0515 and the many wake transits not accompanied by mushroom features show that mushroom features are not associated with the orbiter's plasma wake. These mushroom spectral features are usually not as well defined as in the station-keeping period of Plate 1; most mushroom features occur while the PDP is moving significantly relative to the orbiter. Below, deviations from the idealized mushroom shape are interpreted in terms of PDP motion and spatial variations of the wave spectrum for a given value of $V_{||}/V_T$.

A second example of a mushroom spectral feature is given...
not being associated with specific structures in the orbiter’s plasma wake. The differences between the events in Plate 1 and Plate 2 are interpreted in terms of the PDP’s motion and of spatial variations in the wave characteristics in the orbiter’s downstream region at constant $V_{||}/V_T$.

4. INTERPRETATION AND DISCUSSION OF THE OBSERVATIONS

We have shown that the so-called “mushroom” spectral features of plasma waves found downstream of the space shuttle orbiter during the Spacelab 2 mission are strongly correlated with the parameter $V_{||}/V_T$: in particular the maximum amplitude, frequency bandwidth, and apex of a mushroom occur near where $V_{||}$ goes through zero and the orbiter’s velocity vector is perpendicular to the ionospheric magnetic field. We now argue that this correlation between mushroom spectral features and $V_{||}/V_T$ has a natural interpretation in terms of the optimum conditions for wave growth driven by pickup water ions and the time available for evolution of the wave spectrum. Consider the growth of localized wave packets with sizes small compared with the water cloud (and water ion trail) and group velocities that lie in the $X_P - Y_P$ plane and are small compared with the plasma flow velocity. (The argument below indicates that group velocities significantly out of the $X_P - Y_P$ plane are inconsistent with the occurrence of the mushroom apexes near $V_{||} = 0$.) These wave packets then move essentially with the background plasma through the water ion trail. When the orbiter moves perpendicular to the magnetic field, water ions produced by charge exchange of outgassed water molecules move in the same plane (the $X_P - Y_P$ plane) and have the same gyrocenter velocity as the ionospheric plasma and the convected wave packets of plasma waves. Maximum path lengths for the growing waves, the maximum time for evolution of the wave spectrum, and a symmetry axis for the mushroom feature at $V_{||} = 0$ can be envisaged in this case. In contrast, when the orbiter velocity has a significant component along the magnetic field, the pickup ions and the ionospheric plasma (and wave packets) move in different planes with significantly different gyrocenter velocities. The finite sizes of the orbiter’s water cloud and water ion trail then imply a significant limitation of the growth length available for the waves. For instance, in a time equal to one ion cyclotron period a convected wave packet and a pickup water ion suffer a separation of order $250 \sin \alpha$ meters along the magnetic field, where $\alpha$ is the angle between the magnetic field and the plasma flow velocity, and a periodic separation of order $40 \sin \alpha$ meters in the $X_P - Y_P$ plane due to the water ion gyromotion. In contrast, the characteristic scale of the water molecule cloud is of order 10–100 m in the high-density region of the cloud which might be expected to be the source region for the water ions driving the waves (i.e., pickup ion number densities in excess of 1% [Paterson and Frank, 1989; Cairns, 1990], and the linear theory developed below predicts wavelengths of order 1–2 m. These strong spatial inhomogeneities in the water ion distribution function and number density imply considerable spatial variations in the dispersion relations of locally generated waves (as found, but not shown here, for the linear theory developed below) and so sensitivity to the effects of convection. There is therefore considerable scope for limitation of wave growth due to the different motions of the background plasma, plasma waves, and pickup ions. Here our intent is only to show the
plausibility of this mechanism for the observed $V_I/V_T$ effect under a wide variety of unrestrictive conditions. Indeed, only slight modifications are necessary before this mechanism fits into the framework of the linear theory developed for the waves in the next section. In addition the linear theory for the waves also implies a separate, but compatible, mechanism for the $V_I/V_T$ effect due to the nature of the pickup instability itself. We emphasize that the existence of the observed $V_I/V_T$ effect is strong evidence that the waves are driven by water pickup ions.

Recent work on the plasma waves observed within 10 km of the space shuttle (called "near zone" waves here) during the XPOP roll (I. H. Cairns and D. A. Gurnett, Plasma waves in the near vicinity of the space shuttle, submitted to Journal of Geophysical Research, 1990; hereinafter Cairns and Gurnett, submitted manuscript, 1990; see also Tribble et al. [1989]) shows that the amplitude and spectral characteristics of the near zone plasma waves vary significantly with orbital variations in $V_I/V_T$. Again, times with large $|V_I/V_T| > 0.5$ show very low wave amplitudes. This provides further support for the observational results reported here.

The source region of the plasma waves forming the mushroom spectral features may be addressed as follows. In the first of two simple models the waves are generated throughout the region containing water ions produced from the orbiter's water cloud (this region might be referred to as the shuttle's water ion cloud). In the second model the waves are generated within the near zone region of the orbiter and convected downstream. These models are not mutually incompatible, and both are plausibly consistent with the observed $V_I/V_T$ effect. The first model permits the possibility that waves similar to the mushroom features might be observable when $|V_I/V_T|$ is large during the PDP's two upstream excursions. Unfortunately, the PDP's path was not propitious for testing this possibility: both such time periods with $|V_I/V_T| > 0.2$, 0206–0214 and 0338–0347, occurred at large $Y_P$ or $Z_P$ where small water ion number densities (and wave growth rates) are expected. (The absence of upstream waves during these times is not inconsistent with the linear theory developed in the next section.) The second model predicts that the waves should be observed only when downstream from or in the near vicinity of the space shuttle. Observational data [Gurnett et al., 1988; Tribble et al., 1989; Cairns and Gurnett, submitted manuscript, 1990] show that the intense near zone waves are strongly localized to the near vicinity of the space shuttle and are not convected downstream in recognizable form. Furthermore, the observed mushroom features show no well-defined variation in amplitude with downstream distance. These arguments suggest that the first source model for the waves is more consistent with the available data. However, further analysis of these wave data, as well as theoretical work on the models, is necessary before drawing firm conclusions on the source of the observed mushroom features. We note, moreover, that both models imply the possibility of significant spatial variations in the characteristics of both locally generated and convected waves, as appears necessary to understand the characteristics of the observed waves.

5. LINEAR INSTABILITY THEORY RELEVANT TO THE ORBITER-ASSOCIATED WAVES

Theoretical calculations of the water ion distribution function in the vicinity of the space shuttle [Cairns, 1990] argue that the water ions have a ring distribution far from the orbiter, as observed by Paterson and Frank [1989]. However, with decreasing distance to the shuttle the water ion distribution function becomes increasingly well represented as a beam near zero velocity (superposed onto a ring with much lower number density). Both source models for the generation of the waves given in the last paragraph may therefore be discussed in terms of linear instabilities involving ring or beam distributions of water ions. In particular, the source model with wave growth throughout the water ion trail involves wave generation by primarily ringlike distributions of water ions [Cairns, 1990], while the second source model involves wave generation by primarily beamlike distributions of water ions. We now show that linear instability theory predicts that both ring and beam distributions of water ions should drive Doppler-shifted lower hybrid waves in the observed range of frequencies. A detailed development of the linear theory will be performed elsewhere; here we restrict our discussion to waves with wave vectors exactly perpendicular to the magnetic field, but note that calculations for wave vectors with components parallel to the field give similar results.

The electrostatic dispersion equation for plasma waves propagating exactly perpendicular to the magnetic field and observed in the shuttle frame may be written

$$1 - \frac{\omega_{pe}^2}{k_z^2 V_T^2} e^{-r_x} \sum_{m=-\infty}^{m=\infty} \frac{m\Omega_e}{\omega - k_z V_L - m\Omega_e} I_m(r_x)$$

$$- \frac{\omega_{po}^2}{k_z^2 V_O^2} e^{-r_\phi} \sum_{m=-\infty}^{m=\infty} \frac{m\Omega_O}{\omega - k_z V_L - m\Omega_O} I_m(r_\phi)$$

$$- \frac{\omega_{pw}^2}{k_z V_L} \sum_{m=-\infty}^{m=\infty} \frac{2 \pi m J_m(R_z) J_m(R_w)}{\omega - k_z V_L - m\Omega_w} = 0 \quad (1)$$

In this equation the ionospheric electrons and oxygen ions are represented by magnetized Maxwellian distributions drifting with velocity ($-V_L = 0, 0$) and have the standard forms for their contributions to the dispersion equation, while the water ions produced by charge exchange are represented by a magnetized delta function ring in perpendicular velocity (the functional form over parallel velocity is unimportant) [Tataronis and Crawford, 1970; Hudson and Roth, 1988, and references therein]. We restrict our attention to the case when the shuttle moves exactly perpendicular to the magnetic field. The functions $J_m$ and $I_m$ are the $m$th-order Bessel functions of the first and second kind, respectively. The arguments are $r_x = k_z V_L / \Omega_e$ for the electrons and water ions, and $r_\phi = k_z V_L / \Omega_O$ for the water ions. Subscripts $e$, $O$, and $w$ refer to the electrons, oxygen ions, and water ions, respectively. Standard definitions apply to the angular plasma frequencies $\omega_{pe}$, gyrofrequencies $\Omega_e$, and thermal speeds $V_T$ for species $a$. Below, the water ions are also represented by an unmagnetized Maxwellian beam at zero velocity; in this case the sum over water ions is replaced by the standard form involving the Fried-Conde function $Z(z_w)$ with $z_w = \omega (2^{1/2} k V_o)$ and $k = k_z$ (by assumption). The dispersion equation is then
sent as a beam centered at zero velocity. The relative water to electron number density is fixed at 5%. Curves are shown for two wave vector directions $\phi = 0^\circ$ and $\phi = 70^\circ$. Negative real frequencies result from Doppler-shifting, but only the magnitude of the wave frequency is directly observable. The plasma parameters are given in the text. The linear theory clearly predicts growth over the frequency bandwidth of the low-frequency component of the mushroom features.

\[ 1 - \frac{\omega_{pe}^2}{k_y^2 V_e^2} e^{-r_0} \sum_{m=-\infty}^{\infty} \frac{m \Omega_e}{\omega - k_y V_\perp - m \Omega_e} I_m(r_0^2) \]

\[ - \frac{\omega_{pe}^2}{k_y^2 V_0^2} e^{-r_0} \sum_{m=-\infty}^{\infty} \frac{m \Omega_0}{\omega - k_y V_\perp - m \Omega_0} I_m(r_0^2) \]

\[ + \frac{\omega_{pe}^2}{k_y^2 V_w^2} [1 + z_w Z(z_w)] = 0 \]  

(2)

All quantities are defined in the "pickup" coordinate system described in section 2; in particular, the magnetic field defines the $Z_P$ axis, and the $X_P$ axis points upstream from the shuttle. Most important, however, is that the angular frequency $\omega$ is the frequency observable in the shuttle (or PDP) frame of reference. The quantity $\omega - k_y V_\perp$ is the Doppler-shifted wave frequency seen by the ionospheric electrons and water ions. A wave vector with a positive component $k_x$ is directed upstream along the $X_P$ axis. When solving this equation we normalize all quantities relative to those for the oxygen ions. Nominal ratios for the Spacelab 2 mission are $T_e/T_0 = 2, T_w/T_0 = 0.3$ (typically $T_0 \sim 1000$ K), $V_\perp/V_0 = 11$, and $\omega_{pe}/\Omega_0 \sim 1000$ with an oxygen gyrofrequency of order 30 Hz. All frequencies calculated below are given in units of the oxygen gyrofrequency. In these units the nominal lower hybrid frequency $f_{LH}$, given by the square root of the electron to oxygen mass ratio times the electron gyrofrequency, is 172 units.

Figure 5 shows numerical solutions of the dispersion equation (1) for both ring and beam distributions of water ions, together with the analogous solutions when the water ions are represented as a beam centered at zero velocity. The relative water to electron number density is fixed at 5%. Curves are shown for two wave vector directions $\phi = 0^\circ$ and $\phi = 70^\circ$. Negative real frequencies result from Doppler-shifting, but only the magnitude of the wave frequency is directly observable. The plasma parameters are given in the text. The linear theory clearly predicts growth over the frequency bandwidth of the low-frequency component of the mushroom features.
waves near $2f_{\text{LH}}$ is $-2V_\perp \sim 16$ km s$^{-1}$ in the downstream direction, greatly exceeding that for the downshifted waves ($-0.1V_\perp \sim 800$ m s$^{-1}$). Therefore, since the convective growth rate in the shuttle frame is given approximately by the temporal growth rate divided by the wave propagation speed, it is clear that the downshifted waves will grow much more effectively than the upshifted waves (a factor of 16 in convective growth rate). For the plasma described in Figure 5, the propagation/convective distance required for the waves to reach saturation (10 $\varepsilon$-folding distances) is 4 m in the plasma frame, corresponding to 40 m in the shuttle frame. Detailed discussions of the distances available for effective wave growth must await development of a spatially inhomogeneous wave theory and comparison with theories for spatial variations in the water ion distribution function [cf. Cairns, 1990]. Qualitatively, however, the water ion distribution function is expected to show substantial spatial variations on the scale of the water ion gyroradius $V_\perp/\Omega_w \sim 40$ m (for $V_\perp \gg V_T$) in the shuttle frame. Distances of order 10–40 m (in the shuttle frame) are then sufficient for the above theory to predict the generation of significant levels, but not necessarily the saturation levels, of the downshifted waves. In this connection we note that the low-frequency waves in the mushroom features shown in Plates 1 and 2 have maximum energy densities of approximately $1-10 \times 10^{-18}$ J m$^{-3}$. The ratios of wave energy density to ion energy density and thermal plasma energy density are then approximately $10^{-9}$ and $3 \times 10^{-10}$ (for $n_w = 10^{11}$ m$^{-3}$), respectively. These wave levels are therefore qualitatively consistent with the pickup instability not proceeding to saturation. In summary, the linear theory predicts that observable levels of the downshifted waves should grow at low frequencies in the shuttle frame, exactly as observed. At this stage, no interpretation of the lower hybrid frequency waves comprising the tops of the mushroom spectral features is apparent in terms of this theory.

A water ion beam centered at zero velocity, modeling the highly peaked beam arc distributions expected in the very near vicinity of the space shuttle [Cairns, 1990], may also drive rapidly growing waves at frequencies below the lower hybrid frequency as shown in Figure 5 (also Cairns and Gurnett, submitted manuscript, 1990). In fact, the ion beam produces larger growth rates (by a factor of order 3) than the ring distribution for the same number density of water ions. However, a ring distribution produces waves peaked at significantly lower frequencies, in better agreement with the observed waves. In the plasma rest frame the beam-driven waves have dispersion relations $\omega_{\text{rest}} \approx kV_\perp$ with maximum growth rates for wave frequencies near the lower hybrid frequency. The distribution of wave vectors is, however, different: waves driven by the ion beam are restricted to wave vectors with $\phi \leq 75^\circ$, and also to negative real frequencies. The two curves show an extension to more negative frequencies with increasing angle $\phi$, thereby potentially permitting an explanation involving linear theory for the increased frequency range of the observed low-frequency component of the "mushroom" spectral features. Again, no interpretation for the lower hybrid frequency waves in the mushroom features is apparent.

Two interpretations for the observed $V_\parallel/V_T$ effect are consistent with this linear theory. First, as suggested in section 4, coupling the different motions of pickup ions and convected wave packets with spatial inhomogeneity should lead to growth lengths for the waves which vary with $V_\parallel/V_T$. Figure 5 then shows that increasing the growth length for the waves (decreasing $V_\parallel/V_T$) should lead naturally to enhancements in the wave levels, an increased range of wave vectors, and a greater frequency bandwidth for the observable waves. This is consistent with the observed amplitude-bandwidth correlation for the "low-frequency" component of the mushroom spectral features. The linear theory predicts that the observed waves should consist of wave packets elongated along the magnetic field that are convected downstream (in the shuttle frame), but with group speeds of order 0.9$V_\perp$ antiparallel to the plasma flow velocity. The $V_\parallel/V_T$ argument in section 4 may be repeated without substantive changes with these specifications for the wave packets. Now, however, spatial variations in the water ion distributions and the characteristics of the locally growing waves are vital in limiting both the spatial extent of the wave packets along the magnetic field and the growth lengths of the waves: note, in particular, that separations along the magnetic field would have no effects on the growth length of ideal flute modes in an infinite homogeneous plasma (since the wave fronts are aligned along the magnetic field). Further discussion of this mechanism must await development of analytic theories or simulations that fully include spatially inhomogeneous wave growth and convection in a shuttle environment with more realistic water ion distributions [cf. Cairns, 1990]. Second, the ring speed $V_\perp$ driving the unstable waves decreases as the quantity $V_\parallel/V_T$ increases, thereby leading to a decrease in the amount of free energy available for wave growth and to decreases in the growth rate and frequency bandwidth of the waves. Similar effects are well known for ion acoustic instabilities [e.g., Gary and Omidi, 1987] and electron beam instabilities. Application of this idea to the shuttle environment is complicated by both the expected variation in the pickup ion number density with variations in $V_\parallel/V_T$ [Cairns, 1990] and the idealized (delta function) ring feature in the linear theory. Using a beam representation for the water ion distribution, Figure 6 shows
that the linear growth rate varies markedly with the quantity \( V_F/V_T \) and the angle \( \alpha \) between the plasma velocity \( V_F \) and the magnetic field. In particular, when \( \alpha \leq 30^\circ \), very low path-integrated wave levels are expected. Calculations for ring distributions show similar results; however, due to the idealized delta function ring features used in this paper, significant growth occurs until \( \alpha \approx 20^\circ \). A realistic, thermally broadened ring is expected to have significantly lower growth rates than the delta function ring feature, implying that significant growth will only be possible for values of \( V_F/V_T \) smaller than or comparable to those for the beam.

The water ions produced near the space shuttle are expected [Cairns, 1990] to have characteristics intermediate to those of the pure ring and pure beam distributions described above. The linear theory discussed here predicts that both ring and beam distributions of water ions may drive Doppler-shifted lower hybrid waves in the range of observed frequencies (and observable wave numbers) for the low-frequency component of mushroom spectral features. Plausible means for producing the mushroom features (i.e., the \( V_F/V_T \) effect) are also apparent. At this stage, ring distributions appear to be more likely sources for the observed mushroom waves than beam distributions, based on (1) the ring instability producing waves at significantly lower frequencies than the beam stability, (2) the observed spatial localization and different characteristics of the near zone waves [Tribble et al., 1989; Cairns and Gurnett, submitted manuscript, 1990], and (3) the natural interpretation of the near zone waves in terms of Doppler-shifted lower hybrid waves driven by beamlike distributions of water ions (Cairns and Gurnett, submitted manuscript, 1990). We note, however, that the effects of spatial inhomogeneity appear to be a vital ingredient for a complete theory for the waves and that nonlinear processes are often important, even dominant, in determining the evolution of the amplitude and frequency spectrum of plasma waves. Therefore further work on linear instability theory and computer simulations that address in detail the effects of spatial inhomogeneity are required to construct a detailed quantitative theory for the mushroom spectral features.

6. IMPLICATIONS FOR FUTURE SPACE MISSIONS IN LOW EARTH ORBIT

The role of the quantity \( V_F/V_T \) in controlling the amplitude and spectral characteristics of waves associated with the space shuttle may have important implications for the design of future missions involving orbital platforms subject to outgassing, such as the space shuttle or the proposed space station, which have a requirement that the background of plasma waves driven by outgassed pickup ions be minimized. This requirement for minimal levels of platform-associated plasma waves is a natural one for missions focused on either natural ionospheric plasma waves or active space plasma experiments involving plasma waves as either a diagnostic tool or the focus of the research. We note that both the plasma waves observed in the space shuttle’s outgas cloud during the PDP free-flight mission (this paper) and the intense near zone plasma waves observed in the near vicinity of the space shuttle (Cairns and Gurnett, submitted manuscript, 1990; see also Murphy et al. [1983] and Shawhan et al. [1984]) show evidence of the \( V_F/V_T \) effect. Our comments therefore apply to both platform-based (i.e., the shuttle’s payload bay) and free-flying experiments. Aside from the obvious comment that outgassing of potential pickup ions should be minimized, the primary implication of our observational research is that the platform’s orbit should be designed so that \( |V_F| \geq V_T \). Both our theoretical interpretations imply that large values of \( V_F/V_T \) should be pursued. This means that polar orbits are strongly favored, whereas equatorial orbits are contraindicated.

We note, however, that a maximum value of \( |V_F/V_T| \) may exist: for \( V_F = 0 \) there is no convection electric field, and the pickup ions and background plasma once again move in the same plane, thereby again permitting more efficient wave growth. The pickup instability described in the last section has zero growth rate in this case; however, more familiar ion acoustic-type instabilities [e.g., Gary and Omidi, 1987] may grow in this case provided the temperature ratios \( T_e/T_i \) and \( T_0/T_e \) are sufficiently high. Therefore, in the absence of observational data with larger values of \( |V_F/V_T| \) than 0.95 during this shuttle mission, our primary recommendation is for future missions with a requirement for low levels of plasma waves associated with the orbiting platform to have orbits with \( 0.7 \leq |V_F/V_T| \leq 0.95 \). These orbits are highly inclined with respect to Earth’s equatorial plane.

Our secondary recommendation, which must be qualitative due to the limited data set from the PDP free-flight mission, is that orbiter-based experiments involving plasma waves should be performed outside and upstream from the orbiter’s water cloud and water ion trail so as to avoid confusion with the wide variety, large spectral width, and significant levels of orbiter-associated plasma waves. A similar recommendation follows for other orbiting platforms, such as the proposed space station, which are inhabited or suffer significant outgassing. The PDP free-flight data and theoretical extent of the shuttle orbiter’s water cloud [Patterson and Frank, 1989] indicate that upstream distances of at least 400 m should be chosen, thereby arguing strongly for such research to be performed using independent, free-flying spacecraft.

7. CONCLUSIONS

The plasma wave receiver on the PDP spacecraft observed “mushroom” spectral features with accompanying amplitude enhancements during the free-flight portion of the Spacelab 2 mission. The top of a mushroom feature is formed by a band of lower hybrid frequency waves, while the base of the mushroom is formed by low-frequency waves whose frequency bandwidth increases to meet the lower hybrid frequency band at the apex of the mushroom. The lower hybrid band shows little change during the mushroom feature. Our interest here is primarily in the significant intensity (by a factor of order 10) and bandwidth variations (by a factor of order 10 again) of the low-frequency waves. These mushroom spectral features are centered near times when the shuttle orbiter’s velocity (relative to the ionospheric plasma) is perpendicular to the ionospheric magnetic field, i.e., \( V_F/V_T \) is small, and when the PDP is downstream from the orbiter. These features are not associated with the orbiter’s plasma wake or with the effects of thruster firings or water dumps. The near zone plasma waves observed in the near vicinity of the orbiter also show major changes in amplitude and spectral characteristics with \( V_F/V_T \) (Cairns and Gurnett, submitted manuscript, 1990); times of low wave amplitude have \( |V_F/V_T| \approx 0.5 \).
The existence of a $V_f/V_T$ effect for the waves is strong evidence that the waves are driven by water pickup ions associated with the shuttle orbiter. Two mutually compatible interpretations exist, one in terms of the optimum conditions for wave growth driven by pickup ions, and one in terms of the pickup instability driving the waves. In the first interpretation, maximum growth lengths for the waves are envisaged when the orbiter moves perpendicular to the magnetic field since water ions produced by charge exchange of outgassed water molecules move in the same plane and have the same gyrocenter velocity as the ionospheric plasma and the convected (and growing) plasma waves. In contrast, when the orbiter velocity has a significant component along the magnetic field, the pickup ions and ionospheric plasma (and the plasma waves) move in different planes with significantly different gyrocenter velocities; spatial inhomogeneities in the properties of the water ion distributions driving the waves and the finite size of the orbiter's water cloud then imply a significant limitation of the growth length available for the waves. The second interpretation follows from the mechanism of the pickup instability driving the waves: the instability is driven by the ring speed or beam speed $V_L$ of the pickup ions; decreasing the speed $V_L$ causes a decrease in the growth rate of the waves with no growth possible below some threshold value of $V_L$.

A linear instability theory has been constructed for growth of waves driven by the ring and beam distributions of water ions expected near the space shuttle due to charge exchange. This theory predicts the generation of Doppler-shifted lower hybrid waves in the frequency band of the low-frequency component of the mushroom features. These waves have large growth rates and have wavelengths capable of being detected by the PDP antenna. The theory suggests that variations in the distances available for growth and/or variations in the ring/beam speed $V_L$ should permit waves to grow to larger amplitudes over a larger range of wave vectors and so naturally (due to the varying Doppler shift) produce a broader frequency spectrum of waves, thereby explaining the observed $V_f/V_T$ effect. The available observational data appear to favor ring distributions as the source of instability for the observed waves. The waves are then predicted to be generated throughout the region populated of instability for the observed waves. At this stage the waves observed near the lower hybrid frequency appear to have no interpretation in terms of the linear theory developed in this paper. Further work on the linear theory and simulations are required before the theory suggested here may be regarded as an adequate explanation for the plasma waves comprising the mushroom spectral features (or other orbiter-associated waves). In particular, inhomogeneity effects must be considered in detail due to their essential role in the theory, and nonlinear effects may have some influences on the observed spectrum of waves. Nevertheless, the homogeneous linear theory developed here provides considerable support for the interpretation of the mushroom spectral features advanced, and so for the resulting implications for further research on plasma waves in the vicinity of orbiting platforms.

This work has significant implications for the orbits of future shuttle missions and space platforms subject to outgassing that are intended for ionospheric research or active space experiments involving plasma waves: to avoid confusion with the orbiter-associated waves discussed in this paper, (1) the orbit should have $0.7 \leq |V_f/V_T| \leq 0.95$, thereby favoring more nearly polar orbits and arguing strongly against equatorial orbits, and/or (2) the research should be performed using free-flying spacecraft situated well upstream of the orbiter- or platform-associated water ion trail and associated plasma waves.
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Plasma Waves Observed in the Near Vicinity of the Space Shuttle
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Abstract

The OSS-1 and Spacelab-2 missions found intense broadband waves in the near vicinity of the space shuttle. This paper contains a detailed observational characterization of the plasma waves observed within about 10 meters of the space shuttle during the XPOP roll period of the Spacelab-2 mission. High wave levels are found from 30 Hz to 10 KHz (near the lower hybrid frequency). Above 10 KHz the wave levels decrease with frequency, reaching the background level near 56 KHz. The frequency distribution of wave electric fields is best interpreted in terms of three components below about 10 KHz and a high frequency tail. The first, and primary, component is a fairly uniform, high level of waves covering the frequency range from 31 Hz to 10 KHz. The two superposed components in this frequency range have electric fields of order twice the uniform level. The second component corresponds to a low frequency peak in the range 100-178 Hz. The third component is found near the lower hybrid frequency. The spectral density and electric field amplitude of this component follow both the magnitude and the trend of the theoretical lower hybrid frequency. No evidence is found for a high frequency component localized above about 10 KHz due to the smooth fall-off in the spectral density and integrated electric field profiles seen at these frequencies. The waves show a pronounced amplitude and frequency variation with the quantity $V_{\parallel}/V_T$ which measures the angle between the ionospheric
magnetic field and the shuttle's velocity vector. Very low wave levels and small frequency extents are observed when $V_{\parallel}/V_T$ is near its maximum value, i.e., the shuttle is moving as close to parallel to the magnetic field as possible. This implies that the waves are probably driven by water pick-up ions. Observations of the waves below about 20 KHz during the free-flight mission imply that the near zone waves have wavevectors oriented perpendicular to the magnetic field. The observed nulls in the wave data as the PDP spacecraft moves through the orbiter's wake imply that the higher frequency waves have higher wavenumbers (shorter wavelengths) than the lower frequency waves.

Detailed theoretical work on the near zone waves is also performed in the paper. Hwang et al.'s theory for the near zone waves is shown to be inconsistent with the frequency distribution and wavevector orientations of the observed waves. A new theory involving doppler-shifted lower hybrid waves driven by beam-like distributions of water ions near the space shuttle is developed using linear theory. This linear theory can explain generation of waves with (1) frequencies ranging from near zero frequency to the lower hybrid frequency, (2) wavevectors essentially perpendicular to the magnetic field, (3) wavenumbers increasing with wave frequency, (4) wavelengths observable by the PDP antenna, and (5) natural explanations for the $V_{\parallel}/V_T$ effect. These properties are all consistent with the properties of the observed near zone waves and provide strong support for this theory. However, the linear theory cannot explain the details of the observed frequency spectrum of the waves. Explanations for the differences between the linear theory and the observed wave spectrum are discussed in terms of refining the linear theory, the effects of the strongly spatially inhomogeneous near zone environment and nonlinear effects. The ratio of electric field energy to thermal plasma energy for the observed waves is of order $10^{-5}$, sufficient for nonlinear and strong turbulence effects to be potentially important.
Lastly, the observed $V_{\parallel}/V_T$ effect implies optimum conditions for use of the space shuttle as a base for observing plasma waves generated by active experiments or natural ionospheric waves. Ideally, the shuttle’s orbit should be designed so that $V_{\parallel}/V_T$ exceeds about 0.7, thereby favoring polar orbits and arguing against equatorial orbits.
1 Introduction

One of the unexpected results from the OSS-1 mission was the observation of high levels of broadband electrostatic waves in the very near vicinity of the space shuttle [Murphy et al., 1983; Shawhan et al., 1984]. These waves were observed using the plasma wave receiver on the PDP spacecraft. During this mission the PDP remained in the orbiter's payload bay or on the RMS arm (within about 10 meters from the orbiter). The waves had their greatest spectral densities between 31 Hz (the lowest frequency measured) and about 31 KHz, with a peak between 100 Hz and 300 Hz, but extended in frequency above 100 KHz. In comparison, during this mission, the ion gyrofrequency was of order 50 Hz, the lower hybrid frequency was of order 5 KHz, and the oxygen ion plasma frequency was of order 15 - 55 KHz. Hwang et al. [1987] suggested that these broadband electrostatic waves are driven by the secondary ion streams observed [Stone et al., 1983, 1986] in the near vicinity of the orbiter. The relevant instabilities are the ion acoustic and ion-ion acoustic instabilities [e.g., Omidi and Gary, 1987]. Hwang et al. claimed that these theoretical ideas predicted waves with frequencies in good agreement with the observational data of Murphy et al. [1983] and Shawhan et al.[1984].

The PDP spacecraft performed further investigations into the shuttle's interaction with the ionosphere during the Spacelab-2 mission. This mission, launched on 29 July 1985, had a nearly circular, low inclination orbit with a typical altitude of 320 Km and an inclination of 49.5 degrees. In preparation for the Spacelab-2 mission, steps were taken to reduce the noise level of the plasma wave receivers on the PDP spacecraft. The PDP probed the shuttle's environment both while attached to the spacecraft on the RMS arm (distances less than about 10 meters) and while flying free of the shuttle (the so-called "free-flight" mission) out to distances of order
400 meters. While the PDP was on the RMS arm the shuttle performed a roll manoeuvre (the XPOP roll) designed to allow investigation of the broadband near zone waves as a function of phase relative to the orbiter's velocity vector. The free-flight mission included two complete fly-arounds of the shuttle orbiter, including two pairs of transitions from the region downstream of the shuttle (defined by the orbiter's velocity relative to the ionospheric plasma) to the upstream region. Previous papers discussing plasma wave data from the Spacelab-2 mission include those of Gurnett et al. [1988], Tribble et al. [1989], and Cairns and Gurnett [1990].

This paper focuses on the observation and theory of plasma waves in the very near vicinity (within 10 meters) of the space shuttle during the Spacelab-2 mission. The observational data presented are from the XPOP roll period and from one upstream-downstream transition during the free-flight period. These data allow demonstration of the control of the amplitude and spectral characteristics of the near zone waves by the angle between the orbiter's velocity vector and the magnetic field direction (Section 2), the so-called $V_{\parallel}/V_T$ effect, analogous to the results of Cairns and Gurnett [1990] for some waves during the free-flight mission. Detailed investigations into the spectral characteristics of the near zone waves are undertaken. These investigations reveal that the wave spectrum is most plausibly composed of three components: a uniform component covering the frequency range from 30 Hz to about 10 KHz, together with superposed components near about 100 Hz and near the lower hybrid frequency ($\sim 5 - 10$ KHz). Comparisons are made with the results of Murphy et al. [1984] and Shawhan et al. [1984]. Variations in the wave characteristics with roll phase are briefly discussed in Section 3. Section 4 contains data from a period in which the PDP moves from upstream to downstream of the shuttle while magnetically connected. These data suggest that the near zone waves have wavevectors approximately perpendicular to the magnetic field. Theoretical discussions of the near zone waves are
presented in Sections 5 and 6. Hwang et al.'s [1987] theory is discussed in Section 5. Arguments are presented that the frequency spectrum of the observed waves is not even qualitatively consistent with this theory. The inferred wavevector orientation and the existence of the effect involving the angle between the orbiter’s velocity vector and the magnetic field provide further arguments against Hwang et al.'s model. A new theory involving doppler-shifted lower hybrid waves driven by pick-up water ions via the modified-two-stream instability [Krall and Liewer, 1971; Papadopoulos, 1984] is suggested for the general characteristics of the broadband near zone waves. These pick-up water ions are produced by charge-exchange interactions between ionospheric oxygen ions and water molecules outgassed from the space shuttle [Paterson and Frank, 1989; Cairns, 1990]. A linear theory is developed that is capable of explaining growth of waves with many of the observed characteristics, in particular the ‘uniform’ broadband component of the waves. The theory is consistent with the inferred wavevector directions and the $V_{\parallel}/V_T$ effect. However, the theory cannot presently explain the low frequency and lower hybrid frequency components of the wave spectrum. Suggestions are made and discussed that nonlinear effects and the effects of spatial inhomogeneity produce the detailed frequency structure of the observed waves. Further discussion of the paper, in particular the implications of the $V_{\parallel}/V_T$ effect described in Section 2 for design of future shuttle missions, is given in Section 6, followed by the conclusions of the paper in Section 7.

2 Observations of the Near Zone waves during the XPOP roll

The results presented in this paper are from the Helios and MFR (Medium Frequency Receiver) subsystems of the plasma wave receiver on the PDP spacecraft [Shawhan, 1982; Gurnett et
The Helios instrument measures narrowband electrostatic signals from 31.1 Hz to 178 KHz using 16 logarithmically spaced channels, four per frequency decade. The frequency bandwidths are nominally ±15% below 1 KHz and ±7.5% above 1 KHz. Eight additional higher frequency channels from 311 KHz to 17.8 MHz constitute the MFR subsystem. A double sphere antenna is used with these instruments. The sphere separation (and effective antenna length) is 1.15 meters while on the RMS arm (e.g., during the XPOP roll) and 3.89 meters during the free-flight mission. Each channel provides a data point each 1.6 seconds; both peak and average signals during each measurement interval are recorded. Only the average values are presented here.

The geometry of the XPOP roll is described in Figure 1. The PDP spacecraft is attached to the RMS arm, and remains in the same position (but in various orientations) relative to the orbiter during the XPOP roll. At about 01:34 thruster firings induce the orbiter to roll around the XOBAS axis, corresponding to the nose-tail axis of the orbiter, with the orbiter oriented so that the XOBAS axis is essentially perpendicular to the shuttle's orbital motion around the Earth. Accordingly, the orbiter rotates about an axis perpendicular to the ram velocity direction. This rotation is designed to move the PDP into the orbiter's wake region and upstream region at a constant distance and position relative to the orbiter. The rotation rate is 0.933 degrees per second, corresponding to one wake transit about every six minutes.

The upper panel in Figure 2 shows a spectrogram formed from Helios and MFR data with spectral density (in V²m⁻²Hz⁻¹) color-coded for the time period of the XPOP roll during the Spacelab-2 mission: 01:34 - 02:40, Day 212, 1985. The white curve is the lower hybrid frequency computed as the product of the square root of the electron to (oxygen) ion mass ratio times the electron gyrofrequency. The data invariably show the highest spectral densities at low frequencies.
below 1 KHz, and the lowest spectral densities at high frequencies of order 100 KHz and above. The data show many depletion features, for example near 01:40::00 and the periodic events marked with arrows at 01:48::40, 01:54::40 etc. These 6 minute period events are associated with the PDP's motion through the orbiter's plasma wake and the arrows mark the times when the PDP is in the center of the orbiter's wake. The features at 01:34 and 01:40 occur while the PDP is directly upstream (in the ram direction) from the orbiter. Correlations between the wave characteristics and the PDP's phase (or position) relative to the velocity vector are discussed briefly in the next section. The present section is devoted to discussion of more general characteristics of the waves.

The bottom panel in Figure 2 shows the variation in the quantity $V_{\parallel}/V_T$ for this time period. We define the quantities $V_{\parallel}$, $V_\perp$ and $V_T$ as the components of the orbiter's velocity vector (relative to the ionospheric plasma) parallel and perpendicular to the magnetic field and the orbiter's speed, respectively. Co-rotation of the ionospheric plasma is assumed: the plasma's co-rotation speed is of order 0.5 Kms$^{-1}$, compared to the shuttle's orbital speed of order 7.8 Kms$^{-1}$. A strong correlation is visible in Figure 2 between the spectral density of the waves at any frequency below about 10 KHz and the ratio $V_{\parallel}/V_T$. When the quantity $V_{\parallel}/V_T$ is near its maximum around 01:35 and 02:15, in other words when the shuttle's velocity vector is most nearly parallel to the magnetic field, dramatically lower wave amplitudes are observed and the waves have much smaller extents in frequency. On the other hand, when $V_{\parallel}/V_T$ is small and the shuttle moves almost perpendicular to the magnetic field, the wave amplitudes are always larger than those for large $V_{\parallel}/V_T$ and the waves extend to much higher frequencies. Note that two distinct periods of very low wave levels, separated by one half the shuttle's orbital period, occur near the peaks in $V_{\parallel}/V_T$. This fact argues against a peculiar region of ionospheric
plasma being responsible for this phenomenon. Density data from the PDP's Langmuir Probe
[J.S. Pickett, private communications, 1990] show, however, that the electron density decreases
below measurable levels between 02:14 and 02:21, indicating entry into an unusually low density
region of the ionosphere at this time. Nevertheless, the absence of a similar density depletion for
the first plasma wave null (01:32 - 01:41) and timing differences between the second wave null
(02:11 - 02:17) and the observed density depletion show that the wave nulls cannot be explained
in terms of unusual ionospheric density depletions.

Careful comparisons show that the centers of the wave nulls do not coincide with the peaks in
$V_{II}/V_T$. In particular, the centers of the null periods both occur between the two peaks in $V_{II}/V_T$
and less than one half orbital period apart. Potentially, this observation might cast doubt on the
simple correlation drawn above between the wave nulls and large values of $V_{II}/V_T$. However, the
ionospheric density depletion overlapping the period of the second wave null may have associated
plasma waves. Interpreting the waves observed between 02:17 and 02:19 as being associated
with the ionospheric density feature would explain the difference in length (2 minutes) of the
two wave nulls and the failure of the second wave null to include the peak in $V_{II}/V_T$ (in contrast
to the first null period). Some support for this interpretation comes from observations of plasma
waves associated with a similar ionospheric density depletion during the free-flight mission. This
suggestion therefore significantly strengthens the correlation drawn above between wave nulls
and large values of $|V_{II}/V_T|$. Furthermore, we note that some relatively strong, transient
wave features occur during the first wave null which are not directly associated with thruster
firings. Thruster firing occur at 01:34::1,2,3,44,45, 01:36::7,15,16,59, 01:37::0-4,48-50, 01:38::17-
18, 01:40::42-45 and 01:44:34 (format hour::minute::second). Accordingly, the waves preceeding
the 01:36 firings and the waves during minute 01:39 are not directly thruster-associated. These
waves do not appear to be part of the usual orbiter-associated spectrum and may be associated with particular roll phases of the orbiter and the attitude of the PDP spacecraft itself. Thus, these phase complications between the wave nulls and the peaks in $V_{||}/V_{T}$ may also be due to waves that are usually weaker than the usual correlated wave spectrum becoming observable when $|V_{||}/V_{T}|$ is large.

This $V_{||}/V_{T}$ effect for the near zone shuttle waves is strongly analogous to the $V_{||}/V_{T}$ effect reported by Cairns and Gurnett [1990] for some plasma waves (called mushroom spectral features) downstream from the orbiter during the free-flight mission. In particular, these mushroom features showed their largest amplitudes and spectral bandwidths (from zero frequency to the lower hybrid frequency) near where $V_{||}/V_{T} = 0$ and showed small amplitudes and small frequency bandwidths (restricted to low frequencies) when $V_{||}/V_{T}$ was large. Cairns and Gurnett pointed out that this effect has a natural interpretation in terms of the optimum conditions for wave growth driven by pick-up ions. In particular, when $V_{||} = 0$ the pick-up ions and ionospheric plasma (convectiong the plasma waves) move in the same plane, thereby permitting longer path lengths for wave growth. Cairns and Gurnett also developed a linear theory capable of explaining waves in the observed frequency range and broadening of the wave spectrum with increased growth lengths for the waves. This theory involves doppler-shifted lower hybrid waves driven by ring distributions of pick-up water ions. One might infer, then, that the strong $V_{||}/V_{T}$ effect reported here is evidence for pick-up ions being involved with the generation of the orbiter's near zone waves.

Figure 3 shows another spectrogram for the XPOP roll; in this case the color coding represents the average squared electric field in the frequency bandwidth of the channel at frequency $f$. It can be seen that each channel up to a frequency of 56 KHz has an rms electric field at least of
order 0.1 mV/m. The maximum electric field in a channel is of order 3 mV/m. Two distinct peaks in the electric field are visible: one centered at about 178 Hz and one near the lower hybrid frequency \( \sim 5.6 - 10\text{KHz} \). The low frequency peak is clearly not in the lowest frequency channel (center frequency 31 Hz), although fields of order 1 mV/m sometimes extend down to the lowest observed frequencies. Strong levels of waves are observed between the two peaks. The high frequency peak follows the time variations and magnitude of the theoretical lower hybrid frequency determined by changes in the local ionospheric magnetic field. This behaviour is strong evidence that the high frequency peak is associated with lower hybrid waves. Except for the sudden extensions of the high frequency waves to 178 KHz discussed briefly in the next section, e.g. at 01:41:40, 01:47:00, and 01:58:30, the high frequency waves only have significant spectral densities up to about 56 KHz.

Murphy et al. [1984] and Shawhan et al. [1984] have previously recognised the existence of the low frequency peak. However, the peak near the lower hybrid frequency has not been recognised before in the near zone data. The presence of strong low frequency waves and a high frequency peak near the lower hybrid frequency is strongly reminiscent of the plasma waves observed during the free-flight mission [Gurnett et al., 1988; Cairns and Gurnett, 1990]. In particular, Figure 2 of Cairns and Gurnett's paper shows the presence of strong waves at low frequencies together with a high frequency band near the lower hybrid frequency. This strong similarity provides a further hint that these Near Zone waves are driven by pick-up ion instabilities, as is presently believed for the aforementioned waves observed during the free-flight mission.

The presence of two peaks in the wave spectrum is also visible in spectral density plots for the waves. Figures 4a and b show spectral density plots for the typical period 01:56 - 01:58 and the period 01:45 - 02:10, respectively. Both clearly show the fall-off at low frequencies, the presence
of a low frequency peak near 178 Hz, a region with spectral densities decreasing approximately inversely with frequency between the low frequency peak and the lower hybrid frequency, a bulge around the lower hybrid frequency marking the second component, and a rapid fall-off at higher frequencies. Channels above 178 KHz (in the MFR receiver) show essentially background levels. The rapid fall-off at high frequencies is believed to be real: the whistler mode emissions seen during some FPEG events on the free-flight missions [Gurnett et al., 1986; Farrell et al., 1989] show no evidence for a significant difference in sensitivity between the 100 and 178 KHz Helios channels and the 311 KHz and higher channels of the MFR receiver. In addition, ignoring the usual spike in the 178 KHz channel at low signal levels (e.g., the constant light blue band at 178 KHz in Figure 2), the decreasing trend in the 10 - 100 KHz Helios channels plausibly connects to the very low levels seen in the MFR channels. We note that this fall-off might also be partially associated with the wavelengths of the high frequency portion of a wave spectrum becoming very short relative to the antenna length, and so becoming undetectable.

Figure 5 shows the relative contribution of the electric fields centered on the n’th channel to the total average broadband, frequency-integrated electric field $E_T$ plotted versus the frequency of the n’th channel. The detailed definition of this quantity is $R(f_i) = E_i/\sum_i E_i$ with $E_i^2 = \int \frac{S(f)}{\sqrt{f_i f_{i-1}}} S(f) df$ where $S(f)$ is the spectral density in units of $V^2 m^{-2} Hz^{-1}$. The frequency intervals chosen for the integration correspond to equally-spaced intervals in logarithmic frequency. The data plotted are for the period 0145-0210 shown also in Figure 4b. The total average broadband electric field $E_T$ was 51.1 mV/m. Two peaks are visible. The first is at low frequencies centered on 178 Hz, with a broad shoulder at significant amplitudes to the second peak which is situated between 5.6 KHz and 10 KHz. As described above, the lower hybrid frequency varies between 5 and 10 KHz during this time period, providing an excellent identifi-
cation for the higher frequency peak. Above 56 KHz the measured electric fields are essentially negligible. We note now that the linear theory in Section 6 predicts maximum wave growth at wavelengths of order 0.8 meters, commensurable with the antenna length (1.15 meters) for these observations. It is therefore likely that the broadband wave electric field estimated above (51 mV/m) is smaller than the field present in the plasma.

The interpretation of these data in Figures 2-5 in terms of components in the wave spectrum is not unique. However, the peaks in Figure 5 are only a factor of 2 greater than the level between the peaks and at lower frequencies than the first peak. It therefore seems most appropriate to interpret the wave spectrum in terms of a fairly constant high level of waves (electric fields of order 2.5 mV/m per frequency interval) from 31 Hz to 10 KHz with two superposed peaks, one around 178 Hz and one near the lower hybrid frequency. These superposed peaks have electric fields a factor of two higher than the constant level of waves between 30 Hz and 10 KHz. These data require any high frequency waves above about 20 KHz to smoothly merge with the lower hybrid frequency waves; no evidence is found for any sharply peaked wave components in the frequency range of 10 to 40 KHz. These identifications are referred to below as the 'uniform' component, the low frequency component and the lower hybrid component. We will show below (Section 6) that a simple linear theory can explain growth of waves over a broad frequency bandwidth between zero frequency and the lower hybrid frequency, thereby providing an explanation for the uniform component. It is suggested below that the effects of nonlinearities and spatial inhomogeneities lead to the developments of the low frequency and lower hybrid frequency enhancements. Despite the above interpretation adopted in this paper we recognize that an interpretation in terms of only two wave components with broad extents in frequency, one centered at 178 Hz and one at the lower hybrid frequency, is not precluded by the available
observational data. No theoretical interpretation is presently available for this two-component interpretation.

3 Variations of the Near Zone waves with roll phase

The periodic patterns at the XPOP roll period in Figures 2 and 3 indicate that the plasma waves associated with the space shuttle show significant and often reproducible variations with position relative to the ram direction. Figure 6 shows the time variation of the phase angle $\phi$ between the ram direction and the PDP's position vector relative to the orbiter. Times when the PDP is directly in the orbiter's wake region ($\phi = 0^\circ$) are denoted by white arrows in Figure 2. It is clear that the high frequency null features occur when the PDP is in the orbiter's wake region [Murphy et al., 1983; Gurnett et al., 1990, in preparation]. Tribble et al. [1989] find that the low frequency waves in the range 6 - 40 Hz also show a null region when the PDP is in the orbiter's wake. Gurnett et al. [1990] provide a detailed discussion of these null features. In particular, they note that the higher frequency waves always decrease in amplitude before the lower frequency waves when approaching the center of the shuttle's plasma wake, with the increases in amplitude while leaving the wake center in a symmetrical fashion. They suggest that this behaviour is consistent with the higher frequency waves having shorter wavelengths, thereby having greater difficulty propagating into the deep null observed in the plasma density [Murphy et al., 1983; Tribble et al., 1989] in the orbiter's wake. We will show that a theoretical model for the plasma waves at frequencies below the lower hybrid frequency developed in Section 6 below is consistent with this interpretation. Further discussion of these wake features is presented in Gurnett et al.'s [1990] paper.
In distinction to the usual plasma wave null when the PDP is in the orbiter’s plasma wake, it is usual for the wave intensities to be largest when the PDP is located directly upstream from the orbiter ($\phi = -180^\circ$ or $180^\circ$). However, during the times of maximum $V_\parallel/V_T$, nulls in the plasma waves are seen when the PDP is in the ram direction (near 01:34, 01:40, and 02:16) or in the wake. Low level waves are observed at other roll angles during these periods.

Two further aspects of the Near Zone plasma waves are deferred to the paper by Gurnett et al. [1990] and future work. The first concerns the existence and characteristics of the low frequency 6 - 40 Hz wave enhancements suggested by Tribble et al. [1989] to occur near where the PDP enters the shuttle’s Mach cone. Consideration of Figures 1 and 2 provides little support for this suggestion; however, the survey slides for the PDP instruments clearly show Langmuir probe data supporting this notion for several wake transits. At present, no consistent trend in the data is apparent. Further work is warranted on this matter. The second topic deferred to further work involves the sudden extensions of the high frequency waves to near 178 KHz visible, for example, near 01:41:30 and 01:58:30. At the present time we have no viable explanations for these events.

4 Observations of the Near Zone waves during the free-flight mission

Figure 7 shows wave data from 02:30 to 02:47 Day 213, 1985, during the PDP spacecraft’s free-flight mission. The motion of the PDP spacecraft in $X_P - Y_P - Z_P$ coordinates is described in Figure 8. The “pick-up” coordinate system $X_P - Y_P - Z_P$ is defined by Cairns [1990]. The origin is situated at the orbiter’s center of mass and moves with the space shuttle. The ionospheric
magnetic field is directed along the $Z_P$ axis, and the ionospheric plasma is constrained to move in the $X_P - Z_P$ plane with velocity $(-V_\perp, 0, -V_{||})$. In contrast the water pick-up ions move in a cycloidal path in the $X_P - Y_P$ plane with convection velocity $(-V_\perp, 0, 0)$ and gyrospeed of order $V_\perp$, together with thermal motions along the magnetic field. A summary of the PDP's motion is as follows. The PDP spacecraft is initially moving downstream from the upstream region with small $Y_P$ at a large and approximately constant distance along the magnetic field ($Z_P$ coordinate) of order 215 m. The PDP has position $X_P = 0$ near 02:39::15 (i.e., the PDP is magnetically connected to the orbiter's center of mass), and $Y_P = 0$ near 02:41::10 when downstream from the shuttle (i.e., probing the center of the wake).

FPEG interference is visible in Figure 7 as spikes extending from low frequencies to the electron gyrofrequency from about 02:30 to 02:38. Thruster firings occur frequently from 02:25 to 02:38, and thereafter at 02:38::54, 02:39::22,57, 02:42::2-6,10,13,14,16,18,19,23,27,30-31 and 02:43::12,16 and 57. However, plasma waves are observed in association with the upstream-downstream transition $X_P = 0$. A strong broadband burst of waves extending up to the lower hybrid frequency is observed as the PDP becomes magnetically connected to the space shuttle (i.e., $X_P = 0$). The maximum frequency of these broadband waves abruptly decreases from near the lower hybrid frequency to about 500 Hz at about 02:41::00, and then tends to about 300 Hz with increasing distance downstream. At 02:41::10 the PDP is magnetically connected to the center of the wake with $X_P \sim -50$ m, $Y_P \sim 0$ and $Z_P \sim 220$ m. Note the relative lack of waves between the lower hybrid frequency and 1 KHz from 02:41::00 to 02:41::30. Waves near the lower hybrid frequency start near 02:41::30, leading into the mushroom spectral feature centered near 03:02 discussed briefly by Cairns and Gurnett [1990]. Notice also the band of waves between 10 and 20 KHz from about 02:43 to 02:47. This band is not discussed further in this paper; we note
that these waves have frequencies near the oxygen plasma frequency implied by the Langmuir probe data (of order 14 - 9 KHz at the above times, respectively) and frequencies of order three times the lower hybrid frequency.

The important observation here is the onset of strong waves at frequencies up to and above the lower hybrid frequency when the PDP spacecraft becomes magnetically connected to the space shuttle. Inspection of the PDP survey slides indicate no obvious increases in electron or ion fluxes measures by the LEPEDEA, RPA, IMS or other particle instruments or changes in the DC electric field instrument. It does not appear correct, therefore, to interpret the observed plasma wave event in terms of waves generated locally (to the PDP spacecraft) due to particles originating at the space shuttle. Electrostatic waves with wavevectors perpendicular to the magnetic field have wavefronts aligned along the magnetic field. That is, the electric field of the wave does not vary along the magnetic field in an infinite inhomogeneous plasma. We therefore interpret the burst of waves observed between 02:39:30 and 02:41:00 in terms of the intense waves generated in the near vicinity of the space shuttle being observed along the magnetic field from the shuttle. This implies that the near zone waves, at least at frequencies below a few times the lower hybrid frequency, have wavevectors oriented perpendicular to the magnetic field. This interpretation places significant restrictions on theories attempting to explain the near zone waves. The evident decrease in amplitude for the free-flight waves compared with the near zone waves, and the restriction in the frequency spectrum of the waves, may be qualitatively explained in terms of the inhomogeneous plasma environment of the shuttle and the smaller wavelengths for the higher frequency waves inferred from the high frequency nulls in the orbiter’s wake (see last section and Gurnett et al. [1990]). We now proceed to gather additional supporting evidence for our interpretation of the wavevectors of the near zone waves.
Figure 9 compares the spectral density of the burst of waves for the time period 02:39::40-50 with the average spectral density of the near zone waves shown in Figure 4b (time period 01:45 - 02:10 Day 212). These spectral density profiles are surprisingly similar. The free-flight data shows two low frequency peaks, one near 178 Hz and one near the lower hybrid frequency of about 3 KHz, which compare well with the XPOP roll observations. Note that the lower hybrid frequency during this period of near zone data was above about 5 KHz, consistent with the frequency of the second peak. The high frequency fall-off above the lower hybrid frequency shows similar forms in both the free-flight and near zone data. These spectral density profiles coincide well if one multiplies the free-flight curve by a factor of 10, corresponding to electric fields a factor of 3 stronger. These spectral density profiles are therefore consistent with the interpretation of the free-flight data in terms of observing flute mode (i.e., wavevectors perpendicular to the magnetic field) plasma waves from the Near Zone region around the shuttle. In addition, in Section 6 we show that the linear theory predicts maximum growth at wavelengths of order 1 meter: the longer antenna length during free-flight (3.89 meters) compared with the XPOP roll (1.15 meters) then implies less efficient measurement of the wave electric fields. An additional point of interest involves the extension of the wave spectrum to 20 KHz in the free-flight data when the lower hybrid frequency is of order 3 KHz. During the free-flight mission it is unusual to observe waves above about two times the lower hybrid frequency (except for thruster- and FPEG-associated waves and the interference spikes) except perhaps when well downstream in the wake region. Thus, the observation of waves above about 10 KHz during this connection event provides some weak additional support for the interpretation in terms of the broadband near zone waves advanced above. Evidence for spin modulation of the waves was sought to provide further support for the wavevector directions inferred above. However, except
for a spacecraft-associated signal with one maximum-null pair per spacecraft rotation, the data showed no evidence of consistent spin modulation.

Another event similar to the 02:39 upstream-downstream transition occurred near 02:03. This event is a transition from downstream to upstream, but which suffers from confusion with thruster firings, with similar characteristics to the 02:39 event discussed above. In this case the lower hybrid frequency is of order 8 KHz and the wave spectrum is observed to continue up to about 56 KHz, well above the interference spikes at this time. This provides further support that the PDP is observing the the broadband near zone waves during this event, and thereby that the near zone waves have wavevectors oriented essentially perpendicular to the magnetic field up to frequencies at least four times the lower hybrid frequency.

5 Previous theories for the near zone waves

5.1 Discussion of Hwang et al.'s theory

Hwang et al. [1987] suggest a linear theory for these electrostatic, broadband Near Zone waves on the basis of the observations of Murphy et al. [1983] and Shawhan et al. [1985]. This theory involves ion acoustic and ion-ion acoustic instabilities [e.g., Gary and Omidi, 1987] driven by the secondary ion streams observed by Stone et al. [1983, 1986] in the near vicinity of the space shuttle. Hwang et al. solve the electrostatic dispersion equation with Maxwellian distributions of magnetized ionospheric electrons, unmagnetized ionospheric oxygen ions and an unmagnetized species of ions which drift relative to the ionospheric plasma particles and to the space shuttle. This last species represents the secondary ion stream. At the present time the origin and detailed characteristics of these secondary ion streams are not known [see, however, Stone et al., 1983,
1986]. Published plasma characteristics for the ion streams are few. Hwang et al. state that these streams have temperatures of several hundred degrees Kelvin (similar to the expected temperature \( \sim 300 \text{K} \) of water molecules outgassed from the shuttle) and have current densities of order 30 – 70% of the ionospheric ram current. These current densities imply that the ion streams have number densities of order 30 – 70% of the observed ionospheric plasma flow’s number density.

Hwang et al. [1987] claim that their linear theory gives results which are consistent with the wave observations of Murphy et al. [1983] and Shawhan et al. [1984]. Below we show that Hwang et al.’s theory is not consistent with the detailed properties of the broadband waves identified in this paper. In brief, Hwang et al.’s paper implies the following characteristics for the unstable waves and their corresponding instabilities: (1) the instabilities are the ion acoustic and ion-ion acoustic instabilities [e.g., Gary and Omidi, 1987], (2) the instabilities are essentially unmagnetized (no mention is made of the angle between the magnetic field and the wavevector being important), (3) the important variable determining the angular characteristics of the unstable waves is \( \theta_D = \cos^{-1}(k \cdot V_D) \), where \( V_D \) is the drift velocity of the secondary ion stream relative to the ionospheric plasma, (4) the unstable waves have wavevectors concentrated near \( \theta_D = 0^\circ \) or \( 77^\circ \) depending on the ion stream density and temperature, (5) the growth rate of the waves as a function of wave frequency shows a single well-defined maximum at frequencies of order 10 KHz and essentially negligible wave growth below 1 KHz, (6) decreasing the relative ion stream number density from its maximum value (100%) moves the peak in the growth rate from a wave frequency of 10 KHz to higher wave frequencies of order 40 KHz (50%) and above. Lastly, (7) ion streams with relative number density less than about 10% do not show effective growth.
Detailed comments on the disagreement between the characteristics of the observed waves (see previous three sections) and Hwang et al.'s theory are as follows. Firstly, and most importantly, almost all the observed wave energy is concentrated at frequencies well below those predicted by the theory ($\sim 10 - 40$ KHz). Therefore no explanation exists in the theory for the low frequency component and strong wave levels below 1 KHz in the observed wave spectrum. Secondly, the theory cannot explain the second primary component (near the lower hybrid frequency) in the observed waves since the theory predicts essentially unmagnetized waves with no dependence or importance for the lower hybrid frequency. Thirdly, the wavevectors inferred from the available wave data are essentially perpendicular to the magnetic field, thereby contradicting the theoretical predictions.

Additional problems for Hwang et al.'s theory include the absence of a direct interpretation for the $V_{\parallel}/V_T$ effect described in Section 2 and the temperature ratios chosen for the instability analysis. Ion acoustic and ion-ion acoustic instabilities are strongly dependent on the electron-to-ion and ion-beam temperature ratios $T_e/T_i$ and $T_i/T_b$ being sufficiently large [e.g., Gary and Omidi, 1987] for growth to overcome damping. A beam temperature of $200 - 300$K [e.g. Hwang et al., 1987] implies oxygen ion temperatures $T_i \sim 1500 - 2250$ K and electron temperatures $T_e \sim 3000 - 4500$ K for Hwang et al.'s assumed temperature ratios. In contrast, nominal ionospheric temperatures are $T_e/T_i \sim 2$ with $T_i \sim 1000$ K. During the PDP free-flight mission the oxygen ion temperature inferred from the RPA instrument's data [Reasoner et al., 1988] is of order 1100 K whenever confidence may be attached to the fitting routine [Reasoner, personal communication, 1989]. Reducing the ion-beam temperature ratio to more plausible values will reduce the wave growth rates and range of growing modes, if not lead to elimination of the instability for shuttle parameters.
In summary, Hwang et al.'s theory is unable to account for the broadband near zone waves at frequencies below several times the lower hybrid frequency. A possibility remains that Hwang et al.'s theory may still apply to the broadband waves above about 20 KHz or to the high frequency extension events near 01:41::30 and 01:58::30 for example. This first possibility is discussed at the end of the next section.

5.2 Discussion of Papadopoulos' [1984] theory

Papadopoulos [1984] suggested that the waves observed by Murphy et al. [1983] and Shawhan et al. [1984] evolve from a linear spectrum of lower hybrid waves driven by a beam of oxygen ions reflected from the space shuttle. The relevant instability is the modified-two-stream instability [Krall and Liewer, 1971]. No role is played in the theory by water ‘pick-up’ ions and the nature of the required reflection process for the oxygen ions is not specified. Severe theoretical problems exist for efficient reflection of low energy ions (ram energy of order 5 eV) off metallic or ceramic surfaces [e.g., Hagstrum, 1961; Meyer et al., 1985; J.E. Borovsky, private communication, 1989]. The majority of such ions are reflected as neutrals and typically the ion reflection yield is much less than 1%. In contrast, the theory suggested in this paper involves doppler-shifted lower hybrid waves driven by beam distributions of water ‘pick-up’ ions via the modified-two-stream instability. These water ions naturally have much greater relative number densities (> 20%) in the near vicinity of the shuttle, as observed [Grebowsky et al., 1987] and predicted theoretically [Cairns, 1990]. These greater water ion beam densities imply much higher growth rates for the waves than for the reflection theory. This water ion theory is therefore greatly more favored over Papadopoulos' theory. Further problems for Papadopoulos' theory include the absence (not shown here) of an asymmetry predicted in the ion beam density and wave growth due to
magnetization of the reflected ion beams, similar to the observed asymmetry in Titan's wake [Ma and Gurnett, 1987], and the kinematic requirement that the reflected ions should be constrained to be at most one gyroradius (∼ 4m) upstream from the space shuttle. Observations of the near zone waves at least ten meters upstream from the shuttle during the XPOP roll are inconsistent with these predictions for Papadopoulos’ theory. In addition, no simple explanation for the observed $V_\parallel/V_T$ effect is apparent in terms of this theory. We conclude that Papadopoulos’ [1984] is inconsistent with the available wave data.

6 A new theory for the Near Zone Waves

In this section we develop a linear theory capable of explaining generation of waves with the general characteristics of the near zone waves. This theory involves the generation of doppler-shifted lower hybrid waves driven by beam-like distributions of water ions [Cairns, 1990] via the modified-two-stream instability [Krall and Liewer, 1971; Papadopoulos, 1984] in the near vicinity of the space shuttle. These water ions are produced by charge-exchange between ionospheric oxygen ions and water molecules outgassed from the space shuttle. Use of water 'pick-up' ions as the source of instability is the principal difference between our theory and that of Papadopoulos [1984]; as argued in the last section, Papadopoulos’ theory is not consistent with the observable wave data. A linear theory for the characteristics of the waves is then developed and discussed. This new theory is shown to explain the characteristics of the observed waves except for the detailed frequency structure of the observed wave spectrum. The roles of spatial inhomogeneity and nonlinear effects in producing the observed wave spectrum are then discussed. Preliminary simulation results providing some support for inhomogeneity and nonlinear effects being impor-
tant are summarized. The section ends with comments on the generation of waves at frequencies above several times the lower hybrid frequency.

6.1 Linear theory: doppler-shifted lower hybrid waves

Water ions are produced in the vicinity of the space shuttle by charge-exchange between ionospheric oxygen ions and water molecules outgassed from the space shuttle [Paterson and Frank, 1989; Cairns, 1990]. Cairns [1990] has considered the distribution function of the pick-up water ions and shown that a transition between a ring-like distribution and a beam-like distribution function occurs with decreasing distance upstream from the space shuttle. In addition the water ions increase monotonically in number density with decreasing distance upstream from the shuttle [Cairns, 1990]: within 10 meters of the shuttle the water ions are observed [Grebowsky et al., 1987] and expected theoretically to comprise in excess of 10% of the plasma ions. Within about 30 meters from the shuttle (but not in the wake region) the water ion distributions are best described as “beam arc” distributions, corresponding to the water ions being found primarily in a finite section near zero velocity (relative to the shuttle) of a ring. Figure 10 shows these distribution functions in the $X_p - Y_p - Z_p$ “pick-up” coordinate system. Reviews of the pick-up ion motions are given in the papers by Paterson and Frank [1989], Cairns [1990] and Cairns and Gurnett [1990]. Briefly, however, the water ions are born in a thermal distribution centered at zero velocity relative to the shuttle but experience a convection electric field due to the ionospheric plasma’s motion across the magnetic field. The water ions then move with cycloidal orbits in the $X_P - Y_P$ plane comprised of a gyrocenter drift ($-V_\perp, 0, 0$) and gyro speed of order $V_\perp$ (modified by the initial thermal velocity of the ion) and thermal motions along the magnetic field. In contrast, the ionospheric plasma moves with velocity ($-V_\perp, 0, -V_\parallel$) in this
Within 30 meters from the shuttle it appears appropriate to initially model the pick-up water ions in terms of a Maxwellian beam distribution centered at zero velocity while the ionospheric plasma drifts relatively (the influence of the ring component is discussed briefly below). We work in the “pick-up” coordinate system, in which case the calculated wave frequencies are directly comparable with the observed wave frequencies. For now we restrict our attention to the case in which the orbiter moves exactly perpendicular to the magnetic field and $V_\parallel = 0$. The electrostatic dispersion equation is then

$$1 + \frac{\omega_{pe}^2}{k^2 V_e^2} (1 + \frac{\omega - k_z V_L}{\sqrt{2}k_\parallel V_e} - r_e^2 \sum_{m=-\infty}^{m=\infty} Z(y_{em}) I_m(r_e^2)) + \frac{\omega_{pO}^2}{k^2 V_O^2} (1 + \frac{\omega - k_z V_L}{\sqrt{2}k_\parallel V_O} - r_O^2 \sum_{m=-\infty}^{m=\infty} Z(y_{Om}) I_m(r_O^2))$$

$$+ \frac{\omega_{pw}^2}{k^2 V_w^2} (1 + \frac{\omega}{\sqrt{2}k_\parallel V_w} Z(y_w)) = 0 \tag{1}$$

In this equation the ionospheric electrons and oxygen ions are represented by magnetized Maxwellian distributions drifting with velocity $(-V_L, 0, 0)$ and have the standard forms for their contributions to the dispersion equation. The water ions are represented by an unmagnetized Maxwellian beam at zero velocity. Subscripts $e$, $O$, and $w$ refer to the electrons, oxygen ions and water ions, respectively. The functions $J_m$ and $I_m$ are Bessel functions of order $m$ of the first and second kind, respectively. The arguments of these functions and the Friede-Conte function $Z_v$ are $r_\alpha = k_\perp V_\alpha / \Omega_\alpha$ and $y_{\alpha m} = (\omega - k_z V_\perp - m\Omega_\alpha) / \sqrt{2}k_\parallel V_\alpha$ for the electrons and oxygen ions, and $R_w = k_\perp V_\perp / \Omega_w$ and $y_w = \omega / \sqrt{2}k_\parallel V_w$ for the water ions. Standard definitions apply to the angular plasma frequencies $\omega_{p\alpha}$, gyrofrequencies $\Omega_\alpha$, number densities $n_\alpha$, and thermal speeds $V_\alpha$ for species $\alpha$.

The quantity $\omega - k_z V_L$ is the doppler-shifted wave frequency seen by the ionospheric electrons.
and water ions. A positive component $k_x$ for a wavevector implies the wavevector is directed upstream along the $X_p$ axis. When solving this equation we normalize all quantities relative to those for the oxygen ions. Nominal ratios for the Spacelab-2 mission are $T_e/T_O = 2, T_w/T_O = 0.3$ (typically $T_O \sim 1000K$), $V_\perp/V_O = 11$, and $\omega_{pO}/\Omega_O \sim 1000$ with an oxygen gyrofrequency $\Omega_O/2\pi$ of order 30 Hz. All frequencies and growth rates calculated below are given in units of the oxygen gyrofrequency. In these units the nominal lower hybrid frequency $f_{LH}$, given by the square root of the electron to oxygen mass ratio times the electron gyrofrequency is 172 units.

Analytically one expects this situation to give rise to doppler-shifted lower hybrid waves via the so-called “modified two stream” instability [e.g., Krall and Liewer, 1971; Papadopoulos, 1984]. This may be seen as follows. The electron terms are treated by retaining only the $m = 0, \pm 1$ terms in the electron magnetization, expanding the modified Bessel functions in the limit $r_e^2 \ll 1$, retaining only first order terms and assuming that $k_\parallel \ll k_\perp$. The oxygen ions are treated by assuming that $\gamma \gg 1$ (in units of the oxygen gyrofrequency), so that the oxygen ions are effectively unmagnetized, and expanding the Friede-Conte function using the high phase speed expansion ($\omega/\sqrt{2}kV_O \gg 1$). Finally after expanding the water ion contribution using the high phase speed approximation, one finds an equation of the form

$$1 - \frac{\omega_{pe}^2}{(\omega - k_x V_\perp)^2 - \Omega_e^2} - \frac{\omega_{pO}^2}{(\omega - k_x V_\perp)^2} - \frac{\omega_{pw}^2}{\omega^2} = 0.$$  \hspace{1cm} (2)

Rearranging this equation with the definition of the lower hybrid frequency above and the assumptions (1) $\omega_{pO}/\Omega_O^2 \gg 1$, (2) $(\omega - k_x V_\perp)^2 \ll \Omega_e^2$, and (3) $n_e = n_O + n_w$, gives the dispersion equation

$$1 - \frac{n_O}{n_e} \frac{\Omega_{LH}^2}{(\omega - k_x V_\perp)^2} - \frac{n_w}{n_e} \frac{\Omega_{LH}^2}{\omega^2} = 0.$$  \hspace{1cm} (3)

This equation is directly analogous to the dispersion equation for the usual two stream instability.
in which Langmuir waves are generated by an electron beam and viewed in the reference frame of
the beam [e.g., Cairns, 1989]. Accordingly [Cairns, 1989], for beams which satisfy the condition
\[ n_w/n_e > 2.5(V_w/V_{\perp})^3 \sim 10^{-3} \] (here), this equation predicts generation of strongly growing
waves with dispersion relation \( \omega_{\text{rest}} \sim k_zV_{\perp} \), frequencies near the lower hybrid frequency in the
ionospheric plasma rest frame, and relatively small wave frequencies in the shuttle's rest frame.

Figure 11 shows the wave dispersion relation and growth rate in the ionospheric plasma
frame for waves propagating along the \( X_P \) direction with an angle \( \theta = 89.9^\circ \) between the
wavevector and the magnetic field direction (the \( Z_P \) axis). The relative water ion number density
\( n_w/n_e = 0.05 \). The dashed line shows the dispersion relation \( \omega_{\text{rest}} = k_zV_{\perp} \) for comparison. A
strong resemblance to the ordinary beam instability for "Langmuir" waves is apparent [e.g.,
Figure 1 of Cairns, 1989]. Four important results may be inferred from this figure: (1) These
waves are essentially beam driven waves with \( \omega_{\text{rest}} \sim k_zV_{\perp} \). (2) The waves have strong growth
rates. (3) Noting that \( \omega < k_zV_{\perp} \) for all wavenumbers \( k_z \), these waves will be doppler-shifted
to low and negative frequencies (only the magnitude of the frequency is directly observable,
however). (4) The higher wavenumber waves will be doppler-shifted to larger observable wave
frequencies than the smaller wavenumber waves.

Figures 12a and b present the dispersion relations and growth rate curves, respectively, for
the waves in the PDP (or shuttle) frame for propagation at various polar angles \( \theta \) between the
magnetic field and the wavevector (and fixed propagation angle \( \phi = 0^\circ \) in the \( X_P - Y_P \) plane.
The angle \( \phi \) is defined by \( k_x = k_{\perp} \cos \phi \). Figure 12a explicitly shows results (3) and (4) above;
note that the fastest growing waves always occur on portions of the dispersion curve where the
higher wavenumber waves have higher frequencies. This is consistent with Gurnett et al.’ [1990]
interpretation (see Section 3 too) of the null patterns in the orbiter's plasma wake. The growing
waves are clearly confined to angles $\theta > 88.8^\circ$, with maximum growth occurring near $\theta \sim 89.6^\circ$. Thus the waves are flute modes (with wavevectors almost perpendicular to the magnetic field), as expected for lower hybrid-like waves. The waves are unstable over a range of wavenumbers from $0 \cdot 70 \Omega_D/V_O$. In comparison, a wavenumber of $30\Omega_D/V_O$ corresponds to a wavelength of 0.8 m for the nominal ionospheric parameters defined above.

Figure 13 compares the growth rate versus frequency plots of the waves for wavevectors directed at various angles $\theta$ and a fixed angle $\phi = 0^\circ$. The frequency range over which growth occurs shows little variation with angle $\theta$. Maximum growth is centered on a frequency of order $0.25f_{LH}$; growth should occur over the frequency range from zero frequency to about $0.5f_{LH}$. Variations in the angle $\phi$ for fixed $\theta$ show more effects. Figure 14 shows curves relating the wave frequency and growth rate for wavevectors directed at various angles $\phi$ and fixed $\theta = 89.5^\circ$. ($k_x = k_{\perp} \cos \phi$) for the situation in Figures 11 and 12. The fastest growing waves remain concentrated near a frequency of order $0.25f_{LH}$ while the bandwidth of growing waves decreases with increasing $\phi$. However, the growth rates for the waves decrease rapidly with $\phi$ once $\phi > 50^\circ$ and the waves are damped for $\phi > 66^\circ$. As $\phi$ increases from zero the wavenumbers $k_{\perp}$ of the fastest growing waves increase, so as to permit the resonance condition $\omega_{\text{res}} \sim \Omega_{LH} \sim k_{\perp} \cos(\phi)V_{\perp}$ to be satisfied.

Lastly, we show in Figure 15 the effect of increasing the relative water ion number density $n_w/n_e$ on the wave frequency at which the growth rate is maximum. Increasing the water ion number density increases both the center frequency and bandwidth of the growing waves. Accordingly, linear theory predicts that the spatial gradient in water ion number density near the shuttle [Cairns, 1990] (when not in the wake region) implies an increase in the center frequency, bandwidth and growth rate of the unstable waves with decreasing distance from the shuttle.
The linear theory can therefore explain wave growth from near zero frequency up to a frequency of order $f_{LH}$.

6.2 Discussion of the linear theory: a role for inhomogeneity and nonlinear effects.

The linear theory described above is capable of explaining the generation of waves (1) with large growth rates in the observed frequency range and range of observable wavenumbers, (2) with wavevectors essentially perpendicular to the magnetic field, as required by the free-flight observations, and (3) with wavenumber increasing with frequency, as required by Gurnett et al.'s [1990] explanation of the high frequency wave nulls during wake transits. Unusual species temperatures, densities, or preheating of the electrons are not required. Indeed higher electron temperatures should tend to damp the waves and reduce their angular range. The linear theory permits two natural explanations for the $V_{||}/V_T$ effect described in Section 2. Firstly, as argued by Cairns and Gurnett [1990], the different motions of the pick-up ions driving the waves and the ionospheric plasma convecting the waves imply that the waves will have minimum (maximum) growth lengths when $| V_{||}/V_T |$ is large (small), thereby explaining the differences in amplitude. Secondly, by analogy with the ordinary two stream instability [e.g., Gary, 1985], large values of $| V_{||}/V_T |$ imply small effective beam speeds driving the waves, and eventually zero growth rates once below some threshold speed. This latter idea will be checked in future work.

The above points show that the linear theory predicts waves in very good agreement with the observed characteristics of the intense near zone waves in the frequency range $0 - f_{LH}$. However, the linear theory is not capable of explaining the details of the frequency spectrum for the intense near zone waves or the generation of the weak near zone waves above $f_{LH}$. In particular, the
linear theory predicts growth between zero frequency and about the lower hybrid frequency with a peak (corresponding to the maximum growth rate) in the range $0.25 - 0.75f_{LH}$ depending on the relative number density of water ions (Figure 15). During the XPOP roll this frequency range for the peak growth rate corresponds to a range from $1.5 - 7.5\text{KHz}$, well above the observed low frequency peak at about $178\text{ Hz}$ and well below the observed peak near the lower hybrid frequency. This difficulty in explaining the details of the observed frequency spectrum should be expected for at least three reasons. Firstly, the preliminary nature of this linear theory, secondly the neglect of inhomogeneous effects in the strongly inhomogeneous shuttle environment, and thirdly the neglect of nonlinear effects which are often vital in determining the wave spectrum.

Improvements to the linear theory can be expected in a number of ways. A more exact representation of a beam arc distribution might involve superposing a beam distribution onto a lower level ring distribution and considering both components in the linear theory. Cairns and Gurnett [1990] have considered generation of doppler-shifted lower hybrid waves by a ring distribution. They find that growth is likely to be most effective near zero frequency, although wave growth up to frequencies of order $2f_{LH}$ is possible. Thus, considering the contribution of the ring component to the water ion distribution function might lead to a second peak in the growth rate at low frequencies, thereby leading to an explanation for the observed peak near $178\text{ Hz}$ for the near zone waves. In addition, waves driven by ring distributions well away from the immediate vicinity of the shuttle [Cairns and Gurnett, 1990] and convecting into the near zone region might explain some of the low frequency near zone waves. However, the free-flight data generally show low wave levels when upstream from the shuttle. Further improvements to the linear theory could be made by including the effects of charge-exchange and neutral-ion collisions to the linear dispersion equation. However, test solutions including these effects
show little change from the corresponding solutions of equation (1). Therefore, in this paper, although we recognize that potential exists for modifying the linear theory to better explain the observational data, we defer further examination of the linear theory to future work on the grounds that inhomogeneity effects and nonlinear effects are greatly more favored means to produce the details of the observed wave spectrum.

Inhomogeneity effects may be expected to limit effective linear growth of the waves (i.e., the wavevector for a wave with frequency $\omega$ must change with position for linear theory to predict further growth) and cause evolution of the wave spectrum away from the predictions of linear theory. Figure 15 above demonstrates the significant changes in wave frequency and growth rate that should accompany the increasing water ion number density expected near to the space shuttle [Cairns, 1990]. The arguments of Cairns and Gurnett [1990] indicate that the existence of the $V_{\parallel}/V_T$ effect described in Section 2 is consistent with spatial inhomogeneity limiting growth of the waves. Spatial inhomogeneity can also couple drift modes to sources of free energy [e.g., Simon et al., 1980; Pickett et al., 1989]. Thus, as suggested by Pickett et al. [1988] in another, related context, a drift mode instability coupling to the source of free energy in the water ion beam near to the shuttle may provide an explanation for the low frequency peak near 178 Hz in the near zone waves. This suggestion will be pursued elsewhere.

Nonlinear processes involving lower hybrid waves, such as scattering off thermal ions, decay processes involving ion acoustic waves, modulational instabilities and strong turbulence processes, have been discussed in the literature [e.g., Musher et al., 1986]. Detailed discussions of these possibilities are not appropriate here. However, we note that the ratio of wave electric field energy to thermal plasma energy is of order $10^{-5}$ (for $n_e = 10^{11}m^{-3}$) while the ratio of the total water ion kinetic energy to the thermal plasma energy is of order 5 for $n_w/n_e = 0.1$. 
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Moreover, we point out that the linear theory predicts growth at wavelengths similar in magnitude, but usually smaller for the higher frequency waves, to the effective antenna length during the XPOP roll (1.15 meters) and free-flight mission (3.89 meters). It is therefore probable that the high wave levels seen (total average broadband field of order 50 mV/m) are smaller than the actual wave levels in the plasma. These wave levels are considerable and imply that nonlinear processes, including strong turbulence processes, warrant considerable attention. Further support for consideration of nonlinear effects comes on comparing the timescales for growth and convection of the waves. For waves with a linear growth rate of $50\Omega_0$ typical in Figure 15, 10 e-folding periods corresponds to a time of $10^{-3}$ seconds. During this time period a wave packet would be convected a maximum distance of 8 meters (given the shuttle's orbital speed of 7.8 Kms$^{-1}$) while a wave electric field would increase by a factor of $2 \times 10^4$. This distance is small compared with the expected extent of the region near the shuttle with beam distributions of water ions ($\sim 30m$ [Cairns, 1990]) and comparable in size with the expected scale length of the gradient in the neutral water number density within 10 meters of the space shuttle.

Nonlinear processes appear to be occurring in simulations relevant to the shuttle problem which we have performed in collaboration with G. Lu and C.K. Goertz. The 2-D electrostatic code used, the code PANIC [Machida and Goertz, 1988], incorporates a time- and spatially-varying rate of charge-exchange, consistent with collisional charge-exchange between ionospheric oxygen and a spherical water gas cloud whose number density varies inversely with radial distance squared. This code is therefore suitable for studying the long timescale behaviour of waves near the shuttle. Preliminary simulation runs show an initial growth phase of low frequency waves (relative to the lower hybrid frequency), followed by a later phase in which the wave spectrum splits into two components, one near zero frequency and one near the lower hybrid frequency.
These simulations therefore appear to produce a two peaked frequency spectrum similar to the observed wave spectrum. Further work is required to see whether this agreement is fortuitous and to investigate the physics of these processes.

6.3 Waves observed above several times the lower hybrid frequency

The wave data indicate that the broadband near zone waves extend up to frequencies of order 50 KHz, corresponding to 5 - 10 times the lower hybrid frequency. The wave spectrum above the lower hybrid frequency shows only a smooth decrease without apparent structure. Linear theory for doppler-shifted lower hybrid waves driven by a ring distribution of water ions [Cairns and Gurnett, 1990] can explain wave frequencies up to about two times the lower hybrid frequency. Similarly the beam-driven doppler-shifted lower hybrid waves considered in this paper are restricted (by the linear theory) to frequencies below the lower hybrid frequency. Therefore, linear theories involving ring or beam distributions of water ions appear incapable of explaining the weak observed waves above about $2f_{ LH}$. We note that Hwang et al.'s [1987] theory predicts growth above the lower hybrid frequency. However, Hwang et al.'s waves do not have wavevectors perpendicular to the magnetic field as implied by the free-flight data in Section 4 even for wave frequencies well above $2f_{ LH}$. Combining this point with the absence of a localized peak in the observed wave spectrum above $f_{ LH}$ at frequencies similar to those in Hwang et al.'s theory (10 - 40 KHz) implies that Hwang et al.'s theory is not a viable explanation for the observed waves above a few times the lower hybrid frequency. Investigations into nonlinear effects and mechanisms involving spatial inhomogeneity appear promising directions for further research into the origin of these high frequency waves.
7 Implications of the $V_{\parallel}/V_T$ effect for shuttle missions

Detailed observations of plasma waves constitute an important diagnostic for active space experiments and investigations into the natural ionosphere. The data presented in this paper show that the intense broadband waves in the immediate vicinity of the space shuttle have total average electric fields of order 50 mV/m in the frequency range from 30 Hz to 10 KHz (the lower hybrid frequency). Removing this high, and probably dominating, background of waves should therefore be an important consideration in designing shuttle missions and orbiting facilities, such as the proposed space station, intended as bases for research involving plasma waves. The dramatic $V_{\parallel}/V_T$ effect observed for the near zone waves (Figure 2) offers a means to minimize the levels of orbiter-associated waves, as pointed out previously by Cairns and Gurnett [1990] for waves observed during the free-flight portion of the Spacelab-2 mission. In particular, the orbit of the platform should be designed so that $|V_{\parallel}/V_T|$ is close to 1 for as much of the orbit as possible. Figure 2b indicates that a minimum value $|V_{\parallel}/V_T| = 0.7$ should be chosen at this orbital height. These orbits are highly inclined with respect to Earth's equatorial plane. However, due to orbital constraints, present-day launching sites and political realities, another approach is likely to be more attainable [e.g., Cairns and Gurnett, 1990]: the observing instruments and experiment package should be placed at a sufficient distance upstream from the shuttle or other outgassing facility to be outside the water/outgas cloud. Data from the PDP free-flight mission suggest that distances of order 1 Km are appropriate [Paterson and Frank, 1989].

Nevertheless, further research into the origin and usefulness of the observed $V_{\parallel}/V_T$ effect is advisable. Explanations for the offsets between the centers of the wave nulls and the peaks in $V_{\parallel}/V_T$ should be pursued. Furthermore, as pointed out by Cairns and Gurnett [1990], an
upper limit on $|V_{||}/V_T|$ may exist due to driving of ion acoustic-like wave instabilities by the parallel drift between the water pick-up ions and the ionospheric plasma. These instabilities are expected to be strongly temperature-dependent, implying possible variations with height and time of day in the ionosphere. Further work is required to investigate this possibility.

8 Conclusions

This paper contains a detailed observational characterization of the plasma waves observed within about 10 meters of the space shuttle during the XPOP roll period of the Spacelab-2 mission. The frequency distribution of wave electric fields is best interpreted in terms of three components. The first, and primary, component is a uniform high level of waves covering the frequency range from 31 Hz to 10 KHz with only minor variations in amplitude with frequency. Two superposed peaks in this frequency range mark the two other components, and the wave levels decrease rapidly with increasing frequency above 10 KHz. The two superposed components have electric fields of order twice the steady level. The second component is defined by the low frequency peak in the range 100-178 Hz. This low frequency component merges smoothly back into the steady level of waves. The third component is found near the lower hybrid frequency. The spectral density and electric field amplitude of this component follow both the magnitude and the trend of the theoretical lower hybrid frequency. Wave power is observed consistently out to frequencies of order 56 KHz. No evidence is found for a high frequency component localized above about 10 KHz due to the smooth fall-off in the spectral density and integrated electric field profiles seen at these frequencies. The waves show a pronounced amplitude and frequency variation with the quantity $V_{||}/V_T$ which measures the angle between the ionospheric magnetic
field and the shuttle's velocity vector. Very low wave levels and small frequency extents are observed when $V_{\parallel}/V_T$ is near its maximum value, i.e., the shuttle is moving as close to parallel to the magnetic field as possible, and the highest wave levels and extents in frequency are observed when $V_{\parallel}/V_T$ is near zero. This implies that the waves are plausibly driven by water pick-up ions [e.g., Cairns and Gurnett, 1990]. Strong analogies with the spectral characteristics (two peaks, one at the lower hybrid frequency and one near zero frequency) and the $V_{\parallel}/V_T$ effect observed during the free-flight portion of the Spacelab-2 provide further hints that the near zone waves are driven by pick-up water ions. Observations of the waves below about 20 KHz during the free-flight mission imply that the near zone waves have wavevectors oriented perpendicular to the magnetic field. The observation of nulls in the wave data which occur first at higher frequencies as the PDP spacecraft enters the density hole in the orbiter's wake imply that the higher frequency waves have higher wavenumbers (shorter wavelengths) than the lower frequency waves [Gurnett et al., 1990]. Lastly, the observed near zone waves have a total measured average broadband (frequency-integrated) electric field of order 50 mV/m. This field strength implies a ratio of electric field energy density to thermal plasma energy density of order $10^{-5}$. Together with the prediction from linear theory that waves should grow with linear wavelengths smaller than the antenna length, so that the true field strength in the plasma is underestimated, this wave level implies that nonlinear effects may be important in understanding the evolution of the waves.

Detailed theoretical work on the near zone waves is also performed in the paper. Recently, Hwang et al. [1987] developed a theory for the near zone waves involving ion acoustic and ion-ion acoustic instabilities driven by the secondary ion streams observed in the near vicinity of the shuttle [Stone et al., 1983; 1986]. Here, we showed that this theory is inconsistent
with the frequency distribution and wavevector orientations of the observed waves. A new theory involving doppler-shifted lower hybrid waves driven by beam-like distributions of water ions [Cairns, 1990] in the near vicinity of the space shuttle is proposed and developed using linear theory. The relevant instability is the modified-two-stream instability. This linear theory can explain generation of waves with (1) frequencies ranging from near zero frequency to the lower hybrid frequency, (2) wavevectors essentially perpendicular to the magnetic field, (3) wavenumbers increasing with wave frequency, (4) wavelengths observable by the PDP antenna, and (5) natural explanations for the $V_H/V_T$ effect. These properties are all consistent with the properties of the observed near zone waves and provide strong support for this theory. However, the linear theory cannot explain the details of the observed frequency spectrum of the waves. In particular, the theory predicts growth over the frequency range of the primary, uniform component of the waves, but with a peak growth rate in the range $0.25 - 0.75 f_{\text{LH}}$ and no peaks at the frequencies of the two observed peaks (or components) in the wave spectrum at low frequencies 100 - 178 Hz and the lower hybrid frequency itself. The linear (beam) theory cannot explain the observed low level waves above the lower hybrid frequency. Explanations for the differences between the linear theory and and the observed wave spectrum are discussed in terms of refining the linear theory, the effects of the strongly spatially inhomogeneous near zone environment and nonlinear effects. Including the effect of the ring component to the beam-arc distributions of water ions in the near vicinity of the space shuttle [Cairns, 1990] should lead primarily to increased growth at low frequencies, as well as less favoured growth up to frequencies near $2 f_{\text{LH}}$ [Cairns and Gurnett, 1990]. Convection of the growing waves through the spatially inhomogeneous shuttle environment, and so the varying wavenumbers required for a wave of a given frequency to be linearly unstable, is expected to modify the frequency spectrum of growing
waves. Furthermore, coupling of a drift mode associated with the density gradients to the free-energy source in the water ions might lead to an instability at low frequencies [e.g., Simon et al., 1980; Pickett et al., 1989] thereby perhaps explaining the component near 100 - 178 Hz. The high wave levels imply that nonlinear effects, such as decay processes involving ion acoustic waves, modulational instabilities and strong turbulence processes [e.g., Mushier et al., 1986], may be very important in determining the frequency spectrum of the waves. Preliminary simulations of the shuttle environment run in collaboration with G. Lu and C.K. Goertz also indicate that nonlinear processes are important. In summary, while the linear theory developed here successfully explains many of the characteristics of the near zone waves, further theoretical work involving the effects of wave nonlinearities and spatial inhomogeneity is required to explain the details of the observed wave frequency spectrum. Finally, we note that the \( V_{||}/V_T \) effect observed for the near zone waves has similar implications for design of future shuttle missions to those described by Cairns and Gurnett [1990]: orbits for shuttle missions requiring minimal plasma wave backgrounds should be highly inclined to Earth's equatorial plane with \( | V_{||}/V_T | > 0.7 \) over as much of the orbit as possible. Otherwise, these missions should be performed using free-flying spacecraft located at least 1 Km upstream of any outgassing facility.
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Figure Captions

Figure 1. The geometry of the XPOP roll during the Spacelab-2 mission. The shuttle rolls about the nose-tail or $X_{OBA5}$ axis while its orbital velocity is perpendicular to the $X_{OBA5}$ axis. The 'pick-up' coordinate system $X_p - Y_p - Z_p$ is also defined.

Figure 2. (a) A Helios-MFR color spectrogram for the period of the XPOP roll. Spectral density is color-coded. Black lines show the variation in the electron gyrofrequency $f_g$ and the lower hybrid frequency $f_{LH}$. (b) The variation in the quantity $V_{||}/V_T$, measuring the ratio of the shuttle's orbital velocity parallel to the magnetic field and the orbital speed, during the XPOP roll. The nulls in the wave data are correlated with large values of $V_{||}/V_T$.

Figure 3. Spectrogram of Helios-MFR data showing the color-coded squared electric field measured in each channel bandwidth. Two peaks are evident, one near 100 Hz and one at the lower hybrid frequency.

Figure 4 (a) Spectral density as a function of channel frequency for the period 01:56 to 01:58 during the XPOP roll. The solid curve shows the average spectral density, while the long and short dashed curves show the maximum and minimum observed spectral densities, respectively, during this period. The dotted line shows the calibrated receiver noise level (before launch). (b) Similar to (a), but for the period 01:45 - 02:10.

Figure 5. Ratio $R(f)$ of the average electric field in a frequency bandwidth divided by the total average broadband field as a function of frequency (see text for a detailed definition). The wave fields are essentially constant from 30 Hz to 10 KHz and sharply lower at higher frequencies, reaching the background level by 100 KHz. Two peaks, by a factor of 2, are
seen in the average wave fields: one at low frequencies near 178 Hz, and one at the lower hybrid frequency.

Figure 6. Roll angle versus time for the period 01:30 to 02:30 during the XPOP roll. A phase angle of 0° corresponds to the PDP being in the center of the shuttle’s wake.

Figure 7. A Helios-MFR spectrogram for the period 02:30 - 02:47, Day 213, during the free-flight mission. Spectral density is color-coded. White lines show the electron gyrofrequency and lower hybrid frequency. Signals associated with spacecraft interference, the FPEG experiment and thruster firings are indicated in the figure and text. The signals marked ‘connection event’ occur while the PDP is magnetically connected to the space shuttle. These data are interpreted in terms of observations of the shuttle’s near zone waves, implying that these waves are flute modes with wavevectors approximately perpendicular to the magnetic field.

Figure 8. Variations in the coordinates $X_p, Y_p$ and $Z_p$ of the PDP relative to the space shuttle as a function of time for the data shown in Figure 7.

Figure 9. Comparisons of the spectral density profiles of the waves observed during the free-flight connection event (02:39:40 - 50, day 213) and during the XPOP roll (01:45 - 02:10, day 212). These curves are qualitatively similar with magnitudes differing by a factor of order 30 (the antenna lengths differ by a factor of order 3). These data support the interpretation that the connection event corresponds to observation of the near zone waves at a 200 meter distance along the magnetic field, implying that the near zone waves are flute modes.
Figure 10. Illustration of a ‘beam arc’ distribution function of water ions in the $V_{X\rho} - V_{Y\rho}$ phase space. Water ions have a gyrocenter drift $(-V_\perp, 0, 0)$ and gyrospeed of order $V_\perp$. Particle gyromotion corresponds to movement along the ‘pick-up’ ring in the clockwise direction.

Figure 11. Dispersion diagram for a water ion beam with $n_w/n_e = 0.05$, $V_{||} = 0$, other plasma parameters as given in the text and waves with wavevectors defined by $\theta = 89.9^\circ$ and $\phi = 0^\circ$. The damped lower hybrid mode and growing beam mode waves are shown. This figure is strongly reminiscent of the ordinary beam instability for growth of Langmuir waves.

Figure 12. (a) Observable wave frequencies (magnitudes) as a function of wavenumber for various angles $\theta$ (but $\phi = 0^\circ$) and the plasma parameters of Figure 11. (b) Growth rates as a function of wavenumber for various angles $\theta$. The waves are flute mode waves tightly restricted to perpendicular propagation and the (observable) wave frequency increases with wavenumber.

Figure 13. Growth rates versus (observable) wave frequencies as a function of angle $\theta$ (with $\phi = 0^\circ$). Maximum growth rates occur near $0.25f_{LH}$.

Figure 14. Growth rates versus (observable) wave frequency as a function of angle $\phi$ and fixed angle $\theta = 89.5^\circ$. Growth is restricted to angles $\phi < 66^\circ$.

Figure 15. Growth rates versus (observable) wave frequency as a function of beam density $n_w/n_e$ for angle $\phi = 0^\circ$ and angles $\theta$ with the maximum growth rate. Increasing the beam density increases the maximum growth rate, the frequency at which maximum growth occurs, and the extent of the growing waves in frequency, wavenumber and wavevector directions.
Figure 1

RMS ARM

PLASMA FLOW

DIRECTION OF ROLL

\[ \begin{align*}
B & \quad Z_p \\
\downarrow & \quad X_p
\end{align*} \]
Figure 2

(a) Log spectral density (V²/Hz)

(b) V₁₁ / Vₚ

UT DOY: 01:30 01:40 01:50 02:00 02:10 02:20 02:30

Frequency (Hz)

-10 -9 -8 -7
LOG ELECTRIC FIELD SQUARED ($V^2/M^2$)

Figure 3
PDP PWS
85/212/01:56:00.000
85/212/01:58:00.000

Figure 4a
Figure 4b
POP ROLL RELATIVE ELECTRIC FIELDS

$E_T = 51.1 \text{ mV/m}$

$R(f_c) = 0.1$

$F_{LH}$

Figure 5
FREE-FIGHT CONNECTION EVENT

Figure 8
Figure 9

\[ \frac{E^2}{\Delta F} \left( \frac{V^2}{M^2/Hz^2} \right) \]

- \text{XPOP}
- \text{FREE-FLIGHT}
- \text{f}_{LH}
- \text{f}_{LH}
Figure 10
Figure 11
Figure 12a
Figure 12b
Figure 13
Figure 14
Figure 15
PLASMA WAVES ASSOCIATED WITH THE SPACE SHUTTLE

I.H. Cairns & D.A. Gurnett

Department of Physics & Astronomy, University of Iowa, Iowa City, USA

ABSTRACT

Water molecules outgassed from the US/NASA space shuttle suffer collisional charge-exchange with ionospheric oxygen ions, thereby forming unstable distributions of pick-up water ions and leading to high levels of plasma waves near the shuttle. Liouville's equation with a charge-exchange source term is solved for the water ion distribution function as a function of position relative to the shuttle. The observational characteristics of the near zone waves are summarised. A linear theory in which beam-like distributions of water ions drive Doppler-shifted lower hybrid waves via the modified-two-stream instability is developed. This theory explains many characteristics of the near zone waves. However, further work on the effects of wave nonlinearities and spatial inhomogeneity is required to explain the detailed frequency spectrum of the waves. The observed wave levels apparently satisfy the threshold condition for modulational instability of lower hybrid waves.

Key words: Waves; Instabilities; Pick-up ions; Lower hybrid; Space shuttle.

1. INTRODUCTION

This paper discusses the water ions and high levels of plasma waves found in the immediate vicinity of the USA/NASA space shuttle. At first sight then, the presentation of this paper at a conference on Plasma Astrophysics might appear rather unusual. Three justifications for including this paper are: (1) Water ion pick-up phenomena strongly influence the plasma and wave environment of the shuttle, very similar to the case of comets in our solar system (e.g., Ref. 1 and references therein). (2) The paper addresses issues in basic plasma physics and space plasma physics such as the modified-two-stream instability and possible strong turbulence collapse of lower hybrid waves (e.g., Ref. 2 and references therein). (3) The increasing importance of space-based instruments in astrophysics requires that any perturbations to the local plasma caused by the orbiting platform be understood. More complete descriptions of the work presented here will be available shortly (Refs. 3-5).

The gaseous and plasma environment of the space shuttle and the interaction of the shuttle's atmosphere with the ionospheric plasma has been investigated by the OSS-1 and Spacelab-2 shuttle missions. These and other missions found the shuttle's environment to be surprisingly active, as reviewed by Shawhan et al. (Ref. 6) and Korth and Frank (Ref. 7), with high levels of several types of plasma waves (Refs. 4, 5, 8, 9), energetic pick-up ions and other particles (Ref. 10), multiple ion streams (Ref. 11), and many ionic species such as H2O+ and H3O+ (references in Ref. 10). Measurements of these phenomena were performed with instruments mounted on a pallet within the shuttle's payload bay and exposed to space, and on a small independent spacecraft, the Plasma Diagnostics Package or PDP (Refs. 12 and 7). This PDP spacecraft probed the shuttle's environment both while attached to the shuttle and while flying free of the shuttle (the so-called "free-flight" mission) to distances of order 400 m.

The general scenario envisaged (e.g., Refs. 6,9,10) for the shuttle's interaction with the ionospheric plasma involves the outgassing of water vapour from the shuttle orbiter, the subsequent collisional charge-exchange of these water molecules with ionospheric oxygen ions (O+) to form water ions, the generation of plasma waves by these water ions, and subsequent plasma heating and the production of energetic particles. Evidence exists for a cloud of neutral water vapour surrounding the shuttle (Refs. 13-15), and water ions have indeed been observed, both by the shuttle's payload instruments (Refs. 14,15) and by the PDP instruments (Ref. 10). During the PDP's free-flight around the space shuttle (Spacelab-2), Peterson and Frank (Ref. 16) observed "ring-like" distributions of ions with the basic characteristics expected of water ions produced by the charge-exchange process. They also found that the observed number densities of the ring-like distributions were qualitatively and often quantitatively consistent with those predicted by a theoretical model for production of water ions by charge-exchange from a water cloud surrounding the space shuttle out to distances of at least 400 m.

This paper presents an overview of progress on 3 problems corresponding to plasma waves associated with the space shuttle. In Section 2 we construct a theory for the water ion distribution function close to the space shuttle using solutions to Liouville's equation with a charge-exchange source term; in particular we show that the distribution function smoothly varies from a ring-like distribution to a beam-like distribution with distance from the space shuttle. The spatial variation in the number density of water ions is also addressed. In Section 3 we present observational data on the characteristics of the near zone (within 10 m) shuttle waves and summarize data presented in Ref. 5. In Section 4 we present a linear theory for the observed waves in terms of Doppler-shifted lower hybrid waves driven by beam-like water ions via the modified-two-stream instability. This linear theory predicts wave characteristics consistent with the characteristics of the observed waves except for the detailed form of the frequency spectrum. The effects of spatial inhomogeneity and nonlinearities due to the high wave levels present are appealed to as the cause of the observed wave frequency spectrum. Brief conclusions to the paper are provided in Section 5.

2. THE DISTRIBUTION FUNCTION OF WATER IONS

Knowledge of the particle distribution functions and sources of free energy is a prerequisite for constructing...
theories for the active and complex wave environment in the near vicinity of the space shuttle. However, at the present time published observational data on the distribution functions of the pick-up water ions within 50 m of the shuttle do not exist. Accordingly, the problems of the water ion distribution function and the source of free energy driving the observed waves in the very near vicinity of the space shuttle must be attacked theoretically. We note that Paterson and Frank's (Ref. 10) previous theoretical analysis ignored the particle distribution function in favour of a fluid description and did not consider the effects of the large water ion gyroradius (~40 m).

2.1 Physical Model

We consider a reference frame (Xp, Yp, Zp) moving with and centered on the space shuttle in which the ionospheric magnetic field B0 is along the Zp axis. The velocity of the background plasma in this reference frame is generally of the form (-V1, 0, -Vy), positive values of Xp then correspond to the region upstream of the shuttle. The motion of the background plasma across the magnetic field implies the presence of a self-consistent electric field E0(0, -V1, B0, 0) in this reference frame. Velocity is conserved during the charge-exchange process. Now, however, the newly-born water ion must respond to the crossed electric and magnetic fields, resulting in a cycloidal motion in the Xp-Yp plane. The equations of motion for the particle motion may be solved for the position and velocity of the particle as a function of time given the position and velocity at some reference time. This motion may be summarized as follows: Firstly, any particle speed along the magnetic field (the Zp axis) remains constant; secondly, ignoring thermal motions for the moment, a newly-born water ion starts out at zero velocity and is accelerated by the crossed electric and magnetic fields into motions with a gyrospeed Vg centered on a velocity (-V1, 0, 0). This gyromotion maps out a ring in the Xp-Yp plane. A "ring" distribution results if water ions are found at all gyrophases in this Xp-Yp plane, while a "beam" distribution results if the water ions are found in a well-defined range of gyrophases.

Thermal motions produce a spread in gyrospeed and velocity along the magnetic field. Fig. 1 illustrates a partial ring distribution, which will be called a beam distribution below.

Liouville's equation for the distribution function of charge-exchanged water ions, \( f_w(x, p, t) \), is

\[
\frac{df_w(x, p, t)}{dt} = \frac{1}{2} \int d^3v \left[ f_w(x, p, t) - f_{w*}(x, p, t) \right]
\]

where \( f_w(x, p, t) \) is the source term. A formal solution exists:

\[
f_w(x, p, t) = \int_{\tau_0}^{t} d\tau f_{w*}(x, p, \tau)
\]

where \( f_{w*}(x, p, \tau) \) is the distribution function of the newly-born water ion at time \( \tau \). This equation may be solved for the position and velocity of the particle as a function of time given the position and velocity at some reference time. The resulting motion may be summarized as follows: Firstly, any particle speed along the magnetic field (the Zp axis) remains constant; secondly, ignoring thermal motions for the moment, a newly-born water ion starts out at zero velocity and is accelerated by the crossed electric and magnetic fields into motions with a gyrospeed \( V_g \) centered on a velocity \( (-V_1, 0, 0) \). This gyromotion maps out a ring in the Xp-Yp plane. A "ring" distribution results if water ions are found at all gyrophases in this Xp-Yp plane, while a "beam" distribution results if the water ions are found in a well-defined range of gyrophases.

Thermal motions produce a spread in gyrospeed and velocity along the magnetic field. Fig. 1 illustrates a partial ring distribution, which will be called a beam distribution below.

Liouville's equation for the distribution function of charge-exchanged water ions, \( f_w(x, p, t) \), is

\[
\frac{df_w(x, p, t)}{dt} = \frac{1}{2} \int d^3v \left[ f_w(x, p, t) - f_{w*}(x, p, t) \right]
\]

where \( f_w(x, p, t) \) is the source term. A formal solution exists:

\[
f_w(x, p, t) = \int_{\tau_0}^{t} d\tau f_{w*}(x, p, \tau)
\]

where \( f_{w*}(x, p, \tau) \) is the distribution function of the newly-born water ion at time \( \tau \). This equation may be solved for the position and velocity of the particle as a function of time given the position and velocity at some reference time. The resulting motion may be summarized as follows: Firstly, any particle speed along the magnetic field (the Zp axis) remains constant; secondly, ignoring thermal motions for the moment, a newly-born water ion starts out at zero velocity and is accelerated by the crossed electric and magnetic fields into motions with a gyrospeed \( V_g \) centered on a velocity \( (-V_1, 0, 0) \). This gyromotion maps out a ring in the Xp-Yp plane. A "ring" distribution results if water ions are found at all gyrophases in this Xp-Yp plane, while a "beam" distribution results if the water ions are found in a well-defined range of gyrophases.

Thermal motions produce a spread in gyrospeed and velocity along the magnetic field. Fig. 1 illustrates a partial ring distribution, which will be called a beam distribution below.

Liouville's equation for the distribution function of charge-exchanged water ions, \( f_w(x, p, t) \), is

\[
\frac{df_w(x, p, t)}{dt} = \frac{1}{2} \int d^3v \left[ f_w(x, p, t) - f_{w*}(x, p, t) \right]
\]

where \( f_w(x, p, t) \) is the source term. A formal solution exists:

\[
f_w(x, p, t) = \int_{\tau_0}^{t} d\tau f_{w*}(x, p, \tau)
\]

where \( f_{w*}(x, p, \tau) \) is the distribution function of the newly-born water ion at time \( \tau \). This equation may be solved for the position and velocity of the particle as a function of time given the position and velocity at some reference time. The resulting motion may be summarized as follows: Firstly, any particle speed along the magnetic field (the Zp axis) remains constant; secondly, ignoring thermal motions for the moment, a newly-born water ion starts out at zero velocity and is accelerated by the crossed electric and magnetic fields into motions with a gyrospeed \( V_g \) centered on a velocity \( (-V_1, 0, 0) \). This gyromotion maps out a ring in the Xp-Yp plane. A "ring" distribution results if water ions are found at all gyrophases in this Xp-Yp plane, while a "beam" distribution results if the water ions are found in a well-defined range of gyrophases.

Thermal motions produce a spread in gyrospeed and velocity along the magnetic field. Fig. 1 illustrates a partial ring distribution, which will be called a beam distribution below.

Liouville's equation for the distribution function of charge-exchanged water ions, \( f_w(x, p, t) \), is

\[
\frac{df_w(x, p, t)}{dt} = \frac{1}{2} \int d^3v \left[ f_w(x, p, t) - f_{w*}(x, p, t) \right]
\]

where \( f_w(x, p, t) \) is the source term. A formal solution exists:

\[
f_w(x, p, t) = \int_{\tau_0}^{t} d\tau f_{w*}(x, p, \tau)
\]

where \( f_{w*}(x, p, \tau) \) is the distribution function of the newly-born water ion at time \( \tau \). This equation may be solved for the position and velocity of the particle as a function of time given the position and velocity at some reference time. The resulting motion may be summarized as follows: Firstly, any particle speed along the magnetic field (the Zp axis) remains constant; secondly, ignoring thermal motions for the moment, a newly-born water ion starts out at zero velocity and is accelerated by the crossed electric and magnetic fields into motions with a gyrospeed \( V_g \) centered on a velocity \( (-V_1, 0, 0) \). This gyromotion maps out a ring in the Xp-Yp plane. A "ring" distribution results if water ions are found at all gyrophases in this Xp-Yp plane, while a "beam" distribution results if the water ions are found in a well-defined range of gyrophases.

Thermal motions produce a spread in gyrospeed and velocity along the magnetic field. Fig. 1 illustrates a partial ring distribution, which will be called a beam distribution below.

Liouville's equation for the distribution function of charge-exchanged water ions, \( f_w(x, p, t) \), is

\[
\frac{df_w(x, p, t)}{dt} = \frac{1}{2} \int d^3v \left[ f_w(x, p, t) - f_{w*}(x, p, t) \right]
\]

where \( f_w(x, p, t) \) is the source term. A formal solution exists:

\[
f_w(x, p, t) = \int_{\tau_0}^{t} d\tau f_{w*}(x, p, \tau)
\]
like characteristics at small gyrophases. In these figures the contours are logarithmically spaced (to the base 10) in arbitrary units. We note that the significant velocity spread of the distribution even at $X_p=1$ implies that it is therefore not appropriate to term these water ion distributions “beam” distributions in an absolute sense. Rather, we suggest the term “beam arc” distributions, corresponding to a finite segment of a ring. To describe these ion distributions found close to the shuttle. We note, however, that these beam arc distributions do have some beam-like characteristics so that instability calculations assuming conventional beams may provide a reasonable first description of an instability.

This transition from ring to beam arc distribution function with position upstream from the shuttle may be understood in terms of the spatial gradient in water molecule number density and the characteristics of the charge-exchange process. Fig. 3 illustrates the development of beam arc and ring distributions at $X_p=1$ and $X_p=15$, respectively, in the $X_p$-$X_f$ plane for $V_f=20$. The solid lines are contours of constant inverse distance squared $1/R_p^2$ and so constant charge-exchange rate, spaced in powers of 10. The characteristics of the water ion distribution function at $X_p=1$ and $X_p=15$ follow considering the primary sources of particles with near zero velocity (stars) and velocity $(-2V_f, 0, 0)$ (boxes) at the observation points. Ignoring thermal motions (i.e., $V_m=0$), all pick-up water ions initially have zero velocity. Particles observed at zero velocity are therefore primarily produced (at the star symbols) very close to the observation point. Particles observed at velocity $(-2V_f, 0, 0)$ have, however, followed their gyromotion along the dashed lines from their primary production points (boxes) where they had zero velocity. At $X_p=1$, therefore, the production rate of water ions observed at velocity $(-2V_f, 0, 0)$ is less than one hundredth that for ions observed near zero velocity, implying that the distribution function is a well-defined beam arc. In contrast, at $X_p=15$ the production rate of water ions observed at velocity $(-2V_f, 0, 0)$ is less than one hundredth that for ions observed near zero velocity, implying that the distribution function is a well-defined beam arc. Farther from the shuttle the ring distributions become more uniform. Beam arc distributions do not form exactly at zero gyrophase due to the thermal spread of the water molecules.

Beam arc water distributions are also formed away from the $X_p$ axis in the upstream region in regions where the charge-exchange rate is large. A general condition for formation of a beam arc distribution is that $R_p>2$ with $X_p>0$. In summary, the water ions should have a beam arc distribution function when upstream and within a radial distance of order 20-40 m ($R_p>2$) from the shuttle in the upstream hemisphere.

2.3 Discussion

The above results show that beam arc distributions of water ions, with considerable gyrophase anisotropies, should exist at positions close to and upstream from the space shuttle. In contrast, Paterson and Frank [1989], and Paterson [1987], do not report observations of gyrophase anisotropies for their pick-up ions. This is not inconsistent with the work described in this paper due to (1) the PDP spacecraft's orbit around the shuttle not sampling the required region where such anisotropies are significant, and (2) the beam arc distributions being near zero velocity in the upstream region and so being removed from Paterson and Frank's analysis due to potential confusion with ambient oxygen plasma. Furthermore, elsewhere we will show that the water ion distribution functions predicted by our Liouville calculations are primarily ring-like (with no well-defined beam arcs) for the entire duration of the PDPs free-flight motion around the space shuttle during the Spacelab-2 mission.

The water ion distribution functions derived using the Liouville code may be integrated numerically to give the water ion number density as a function of position relative to the space shuttle (Ref. 3). This work may be summarized as follows: (1) Relative water ion (to plasma) densities should exceed 1% within approximately 150 m of the shuttle. (2) Within 10 m of the shuttle water ions should comprise at least 20% of the plasma density. (3) Pick-up of water ions due to kinematic effects leads to an increase in plasma density close to the shuttle. This pick-up is not included in fluid predictions for the water ion number density. We note that water ions and other pick-up ions sometimes comprise at least 50% of the plasma density in the near vicinity of the space shuttle (e.g., Ref. 7). Accordingly, non-Maxwellian distributions of water ions with significant densities should be strongly considered when interpreting the data from the OSS-1 and Spacelab-2, and perhaps other, shuttle missions.

Lastly, elastic and charge-exchange collisions between the water ions and water gas molecules offer another means of establishing more beam-like water ion distribution functions: the beam arc distributions occur due to the water ions following their gyromotion, disruption of the regular ion gyromotion by collisions with low velocity water neutrals might then limit the water ions to a more limited range of gyrophases and so to a more beam-like distribution function. Further work is required to see whether such collisions are important in determining the water ion distribution function close to the shuttle.

3. CHARACTERISTICS OF THE NEAR ZONE SHUTTLE WAVES

One of the unexpected results from the OSS-1 mission was the observation of high levels of broadband electrostatic
waves in the very near vicinity (within 10 meters) of the space shuttle (Refs. 5, 8). The waves had their greatest spectral densities between 31 Hz (the lowest frequency measured) and about 31 KHz, with a peak between 100 Hz and 300 Hz, but extended in frequency above 100 KHz. In comparison, during this mission, the ion gyrofrequency was of order 50 Hz, the lower hybrid frequency was of order 5 KHz, and the oxygen ion plasma frequency was of order 15-55 KHz. Here we summarize observational data from the XPOP roll during the Spacelab-2 mission, presented in detail in Ref. 5, which characterize the waves in sufficient detail for theoretical progress to be made.

Fig. 4 shows the time-averaged spectral density of the near zone waves as a function of frequency. This figure clearly shows a fall-off at low frequencies, the presence of a low frequency peak near 178 kHz, a region with spectral densities decreasing approximately inversely with frequency between the low frequency peak and the lower hybrid frequency, a bulge around the lower hybrid frequency, and a rapid fall-off at higher frequencies. One implication of these data is that the electric field in the waves should be approximately constant between 100 Hz and the lower hybrid frequency, and essentially negligible at higher frequencies.

Fig. 5 shows the relative contribution of the electric fields centered on the i'th channel to the total average broadband, frequency-integrated electric field $E_p$ plotted versus the frequency of the i'th channel. The detailed definition of this quantity is $R(i) = E(i)/E$; with $E = \int S(f) df$ with upper and lower limits of integration $f_u = f_{1,1}$ and $f_l = f_{V_i, V_{i+1}}$, respectively. $H_i$ is the spectral density, and the frequency intervals for integration are equally spaced in logarithmic frequency. The data plotted are for the period 0145-0210 shown in Fig. 4. The total average broadband electric field $E_p$ was 51.1 mV/m. As anticipated above, the electric field is essentially constant between 100 Hz and the lower hybrid frequency, and essentially negligible at higher frequencies. Two peaks, a factor of order 2 above the uniform level, are visible. The first is at low frequencies centered on 178 Hz, with a broad shoulder at significant amplitudes to the second peak which is situated between 5.6 KHz and 10 KHz. As described above, the lower hybrid frequency varies between 5 and 10 KHz during this time period, providing an excellent identification for the higher frequency peak. Above 58 KHz measured electric fields are essentially negligible. Murphy et al. (Ref. 8) and Shawhan et al. (Ref. 6) have previously recognized the existence of the low frequency peak. However, neither the essentially constant level of waves between the 100 Hz and the lower hybrid frequency, nor the peak near the lower hybrid frequency have been recognized before.

The interpretation of these data in terms of components in the wave spectrum is not unique. However, it seems most appropriate to interpret the wave spectrum in terms of a fairly constant high level of waves (electric fields of order 2.5 mV/m per frequency interval) from 31 Hz to 10 KHz with two superposed peaks, one around 178 Hz and one near the lower hybrid frequency. These superposed peaks have electric fields a factor of two higher than the constant level of waves between 30 Hz and 10 KHz. These data require any high frequency waves above about 20 KHz to smoothly merge with the lower hybrid frequency waves; no evidence is found for any sharply peaked wave components in the frequency range of 10 to 40 KHz. These identifications are referred to below as the 'uniform' component, the low frequency component and the lower hybrid component. A theoretical interpretation for the uniform component is developed in the next section, while suggestions for the two peak components are given in Ref. 5.

The other results reported in Ref. 5 are as follows.
- Null features in the wave data as the PDP spacecraft moves through the shuttle's plasma wake imply that the higher frequency near zone waves have smaller wavelengths (higher wavenumbers).
- Observations of the near zone waves while the PDP was magnetically connected to the space shuttle at a distance of order 200 m imply that the near zone waves have wavevectors perpendicular to the magnetic field.
- The near zone waves show a pronounced decrease in amplitude and spectral extent when the shuttle is moving most nearly parallel to the magnetic field. This so-called VTVV effect implies that the near zone waves are driven by water pick-up ions.

4. A NEW THEORY FOR THE NEAR ZONE WAVES: DOPPLER-SHIFTED LOWER HYBRID WAVES

Two previous theories for the near zone shuttle waves are discussed in detail in Ref. 5. Hwang et al. (Ref. 16) proposed that the waves result from ion acoustic or ion-ion acoustic instabilities driven by the secondary ion streams observed (Ref. 11) in the near vicinity of the space shuttle. This theory is inconsistent with the frequency spectrum and wavevector directions of the near zone waves reported in Ref. 5. Papadopoulos (Ref. 17) proposed that the waves are Doppler-shifted lower hybrid waves driven via the modified-two-stream instability by ionospheric oxygen ions reflected from the shuttle. This theory fails on two grounds. Firstly, severe theoretical problems exist for

Fig. 4. Spectral density as a function of frequency for the period 01450-210, day 212, 1983, during the XPOP roll.

Fig. 5. Radio R(f) of the average electric field in a frequency bandwidth divided by the total average broadband field as a function of frequency (see text for a detailed definition).
reflections of charged oxygen ions at significant yields (2% at) these low collision energies (5 eV). Second, correcting a minor error in Papadopoulos’ calculation of the observed wave frequencies leads to the prediction that the waves should have frequencies in the range from 0.5-1.4 f_L H, thereby not explaining the large wave levels below 1 kHz. In addition, no simple explanation of the observed V_T/V_1 effect is apparent for these theories.

Here we propose a new theory: the waves are Doppler-shifted lower hybrid waves driven via the modified-two-stream instability by beam arc distributions of water ions in the near vicinity of the space shuttle. These water ions naturally comprise at least 20% of the plasma densities, thereby greatly favouring this theory over Papadopoulos’ theory. In addition, a natural explanation for the V_T/V_1 effect is available. In this first development of the theory we represent the water ions as a Maxwellian beam distribution centered at zero velocity while the ionospheric electrons and oxygen ions have Maxwellian distributions drifting relative to the water ions. We restrict ourselves to the case in which the shuttle moves exactly perpendicular to the magnetic field (V_1=0). Making the standard approximations (e.g., Ref. 17) we can reduce the exact electrostatic dispersion equation (β=10^-5) to the standard form for the modified-two-stream instability:

\[ 1 - \frac{n_0}{n_e} \frac{\Omega_1^2}{(\omega - k_x V_1)^2} \frac{n_0}{n_e} \frac{\Omega_1^2}{\omega^2} = 0. \]  

(5)

Here, the quantity \( \omega - k_x V_1 \) is the Doppler-shifted wave frequency seen by the ionospheric electrons and oxygen ions. Subscripts e, O, and w refer to the electrons, oxygen ions and water ions, respectively. A positive component \( k_x \) for a wavevector implies the wavevector is directed upstream along the \( X_p \) axis. This equation is directly analogous to the dispersion equation for the usual two-stream instability in which Langmuir waves are generated by an electron beam and viewed in the reference frame of the beam (Ref. 18). Accordingly, for water ion beams which satisfy the condition \( n_w/n_e = 2.5 (V_e/V_1)^2 \) (~10^3 here), this equation predicts generation of strongly growing waves with dispersion relation \( \omega = k_x V_1 \) wavevectors approximately perpendicular to the magnetic field, frequencies near the lower hybrid frequency in the ionospheric plasma rest frame, and relatively small wave frequencies in the shuttle’s rest frame.

Fig. 6 shows the wave dispersion relation and growth rate in the ionospheric plasma frame obtained by solving the full electrostatic dispersion equation numerically (including electron and oxygen ion magnetization) for waves propagating along the \( X_p \) direction with an angle \( \theta = 89.9^\circ \) between the wavevector and the magnetic field direction (the \( Z_p \) axis). The dashed line shows the dispersion relation \( \omega = k_x V_1 \) for comparison. A strong resemblance to the ordinary beam instability for “Langmuir” waves is apparent (e.g., Fig. 1 of Ref. 18). Four important results may be inferred from this figure: (1) These waves are essentially beam driven waves with \( \omega = k_x V_1 \). (2) The waves have strong growth rates. (3) Noting that \( \omega - k_x V_1 \) for all wave-numbers \( k_x \), these waves will be Doppler-shifted to low and negative frequencies (only the magnitude of the frequency is directly observable, however). (4) The higher wave-number waves will be Doppler-shifted to larger observable wave frequencies than the smaller wave-number waves.

Further calculations show that the growing waves are severely restricted in angle \( \theta \), as expected for lower hybrid waves. Fig. 7 shows plots of observable wave frequency versus growth rate for various ratios of water ion to electron number density at the angles \( \theta \) of maximum growth rate. The theory predicts waves in the observed frequency range. Increasing the water ion number density increases both the center frequency and bandwidth of the growing waves. Accordingly, linear theory predicts that the spatial gradient in water ion number density near the shuttle (Ref. 3), when not in the wake region, implies an increase in the center frequency, bandwidth and growth rate of the unstable waves with decreasing distance from the shuttle. The linear theory can therefore explain wave growth from near zero frequency up to a frequency of order \( f_L H \) as required.

In summary, this linear theory is capable of explaining the generation of waves (1) with large growth rates in the observed frequency range and range of observable wave-numbers, (2) with wavevectors essentially perpendicular to the magnetic field, (3) with wavenumber increasing with frequency. The theory also admits natural explanations for the observed \( V_1/V_1 \) effect. Unusual species temperatures, densities, or preheating of the electrons are not required. However, the linear theory is not capable of explaining the details of the frequency spectrum for the intense near zone waves. In particular the linear theory predicts peak growth in the range 0.35-0.75 f_L H (depending on the relative number density of water ions as in Fig. 7), well above the

Fig. 6. Dispersion diagram (in the ionospheric plasma frame) for waves driven by a water ion beam with \( n_w/n_e = 0.05 \) and wavevectors defined by \( \theta = 89.9^\circ \). The damped lower hybrid mode and growing beam mode waves are shown. Subtraction of \( k_x V_1 \) gives the wave frequency in the observing frame.

Fig. 7. Growth rates versus (observable) wave frequency as a function of beam density \( n_w/n_e \) for angles \( \theta \) with the maximum growth rate and wavevectors in the \( X_p-Z_p \) plane.
observed low frequency peak at about 178 Hz and well below the observed peak near the lower hybrid frequency. This difficulty in explaining the details of the observed frequency spectrum should be expected for at least three reasons. Firstly, the preliminary nature of this linear theory, secondly the neglect of inhomogeneity effects in the strongly inhomogeneous shuttle environment, and thirdly the neglect of nonlinear effects which are often vital in determining the wave spectrum. Further discussion of improvements to the linear theory and the role of inhomogeneity effects is given in Ref. 5. Only nonlinear effects are briefly and qualitatively discussed here.

Nonlinear processes involving lower hybrid waves, such as scattering off thermal ions, decay processes involving ion acoustic waves, modulational instabilities and strong turbulence processes, have been discussed in the literature (e.g., Ref. 2, 19). Detailed discussions of these possibilities are not appropriate here. Here we note that the ratio of wave electric field energy to thermal plasma energy is of order 10^-4 (for n_e = 10^11 m^-3) while the ratio of the total water ion kinetic energy to the thermal plasma energy is of order 5 for n_w/n_e = 0.1. Moreover, the wavelengths predicted by the linear theory are smaller than (but comparable to) the PDP's effective antenna length during the XPOP roll (1.15 m), indicating that the wave levels in the plasma may be underestimated. These wave levels are considerable and imply that nonlinear processes, including strong turbulence processes, warrant considerable attention. In particular, the equations in Ref. 2 suggest that the threshold for the modulational instability is at least marginally satisfied for these waves. Further support for consideration of nonlinear effects comes on comparing the timescales for growth and convection of the waves. For waves with a linear growth rate of 50 Q typ, as in Fig. 15, 10 e-folding periods corresponds to a time of 10^4 seconds. During this time period a wave packet would be convected a maximum distance of 8 m (given the shuttle's orbital speed of 7.8 km/s) while a wave's electric field would increase by a factor of 2 x 10^4. This distance is small compared with the expected extent of the region near the shuttle with beam distributions of water ions (∼30 m).

5. CONCLUSIONS
This paper shows that ion pick-up phenomena control the plasma wave environment of the USA/NASA space shuttle, similar to the situation at comets. We have developed a theory for the water ion distribution function resulting from charge-exchange of outgassed water molecules. This theory, involving the solution of Liouville's equation with a charge-exchange source term, predicts a transition from ring-like distributions to beam arc distributions with decreasing distance upstream from the shuttle. The characteristics of the observed near zone (within 10 m of the shuttle) waves are summarized. A linear theory involving Doppler-shifted lower hybrid waves driven by beam arc distributions of water ions via the modified-two-stream instability is developed. This theory can explain most characteristics of the observed waves. However, appeals to the effects of wave nonlinearities and spatial inhomogeneity are required to explain the details of the observed frequency spectrum. Further work on these matters is required. The high wave levels present apparently exceed the threshold condition for modulational instability of lower hybrid waves, thereby providing some support for nonlinear effects being important.
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ABSTRACT

Plasma parameters in the vicinity of the Space Shuttle are studied using a Langmuir probe on the University of Iowa's Plasma Diagnostics Package. First, we examine electron density, temperature, and plasma potential as well as their dependence on the attitude of the orbiter. We then examine density fluctuations in the ambient ionosphere, in the wake of the orbiter, and during an OMS burn.
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I. INTRODUCTION

The Plasma Diagnostics Package

The region of the Earth's atmosphere higher than 60 km above the surface is chiefly composed of negatively charged electrons and positively charged ions commonly called a plasma. A spacecraft moving through this region of the atmosphere, traditionally referred to as the ionosphere, disturbs the plasma in much the same way water is disturbed by a boat sailing on its surface. Spacecraft have been flying through this region of the Earth's atmosphere for over 25 years, but there have been few opportunities to study the wake generated in the plasma. Many scientific and engineering investigations are underway which will use the Space Shuttle as a platform for experiments in the Earth's ionosphere. Therefore, it is essential that we understand the environment near the orbiter since the orbiter's wake or any electromagnetic emissions from the orbiter may have an effect on in situ observations.

For this reason the Plasma Diagnostics Package (PDP) was built by the University of Iowa Department of Physics and Astronomy under the direction of Professor Stanley D. Shawhan. The PDP contains fourteen instruments which can make measurements of magnetic and electric fields, particle distributions, radio waves, as well as plasma
composition, density, and temperature. In addition to making measurements of the ambient medium, the PDP can be teamed with other experiments to perform "active" experiments. For example, the PDP can be used to measure changes deliberately provoked by the operation of the Fast-Pulse Electron Gun, which is part of the Vehicle Charging and Potential experiment (VCAP).

The PDP has flown on two shuttle missions. First, in March of 1982 the PDP took part in the third shuttle flight as one of the experiments on the Office of Space Science payload, the OSS-1 mission. After returning to Earth, the PDP was modified and took part in the Spacelab-2 flight in July of 1985. For the remainder of this thesis note that all data taken during March, i.e., on day 083, 084, etc., is from the OSS-1 mission. All data taken during July or August, i.e., on day 211, 212, etc., is from the Spacelab-2 mission. The altitude for the OSS-1 mission averaged 240 km while the altitude for the Spacelab-2 mission averaged 380 km. The angle of inclination for the OSS-1 mission was 38°, for the Spacelab-2 mission the angle was 49.5°.

During landing and re-entry the PDP is stowed on a pallet in the orbiter's cargo bay. Over the course of each mission, several hours of data were obtained from this location which yielded a good deal of information about conditions in the bay. In addition, on both missions the crew maneuvered the Remote Manipulation System (RMS), the arm of the shuttle, to grapple the PDP, unlatch it, and moved it
around in predetermined sweeps to map the orbiter's environment near the cargo bay and out to 15 m distance. On Spacelab-2 the PDP was released as a spin-stabilized sub-satellite while the orbiter executed a complex series of maneuvers around it at distances up to 200 m. As the two slowly separated, the PDP was able to make more distant measurements of the orbiter's fields.

At this time plans are currently underway to construct the Recoverable Plasma Diagnostics Package (RPDP). The RPDP will be designed to be released from the orbiter for days at a time so that a great deal of in situ observations can be made of the ambient ionosphere. The RPDP is expected to make its first flight sometime around 1990.

**Operation of the Langmuir Probe**

The Langmuir probe on the PDP is a relatively simple instrument which has two operational modes. In the first mode the probe can determine the electron density, temperature, and plasma potential. In the second mode the probe can observe density fluctuations over a wide frequency range. The probe that was part of the OSS-1 mission was a 6 cm diameter gold-plated spherical sensor mounted on a fixed boom approximately 30 cm from the body of the PDP (see Figure 1). The probe on the Spacelab-2 mission was a 3 cm diameter gold-plated sphere mounted on a moveable boom. When deployed the probe is 78.53 in from the center of the PDP, this is shown in Figure 2. The probe can measure density fluctuations in the frequency range 0 to 178 kHz,
plasma densities from $10^3$ to $10^7$ electrons/cm$^3$, and plasma temperatures from about 1000 K to 5000 K.

The electronics that control the probe's operation alternate between two different modes. One complete cycle requires 12.8 seconds. The first is an 11.8 second lock mode. During this time the Langmuir probe is biased at +10 volts relative to the PDP chassis. The lock mode is followed by a 1 second sweep mode where the voltage is swept from +10 volts to -5 volts in increments of 0.125 volts. The performance characteristics of the probe are listed in Table 1.

During the lock mode the probe measures density fluctuations in the following manner. The probe is sampled 120 times a second to see how much charge has accumulated. In this way we are able to obtain the charge collected as a discrete function of time. By taking the Fast Fourier Transform (FFT) of these data, we obtain current fluctuations as a function of frequency. The output is then sampled through three filters: 1 Hz low pass; 1 - 6 Hz bandpass; and 6 - 40 Hz bandpass. The sample rates of the filters are 5 Hz, 20 Hz, and 120 Hz, respectively. A fourth filter (30 Hz high pass) routes the output to a wideband receiver and spectrum analyzer which can look at details of the current fluctuations up to a frequency of 178 kHz. However, data from the fourth filter will not be presented here.

During the sweep mode the data collected by the probe is sent through a 0 - 50 Hz bandpass filter and can be used to determine the electron density, temperature, and the plasma potential. From
elementary plasma physics we know the effect of introducing a potential, such as a point charge or a probe, into a plasma. If we make the assumption that the mobility of the ions can be neglected in comparison to the mobility of the electrons, then, as done by Nicholson [1983], the potential around a test charge $q$ is given by

$$V(r) = \frac{q}{r} \exp \left( \frac{-r}{\lambda_e} \right),$$

where

$$\lambda_e = \left( \frac{T_e}{4\pi n_0 e^2} \right).$$

$T_e$ is the electron temperature and $\lambda_e$ is the Debye length for electrons. Because the potential falls off so rapidly as $r$ increases, electrons or ions further than one Debye length away from the probe will be virtually unaffected by the probe's presence. If we apply a large positive bias to the probe, we can expect to attract all of the electrons and repel all of the ions within one Debye length of the probe. We can compute the current collected by the probe in the following manner.

If the radius of the probe is much larger than the Debye length, we may assume that all of the particles passing within one Debye length of the probe, through thermal motions, for example, will
hit the probe. If the probe is perfectly absorbing, then the current collected by the probe will be

\[ I = J_r A_s \]

\( J_r \) is the random current flux and \( A_s \) is the surface area of the sheath one Debye length away from the probe. Since the radius of the probe is much larger than the Debye length, we can approximate the area of the sheath by the surface area of the probe. We now have

\[ A_s = 4\pi r^2 \]

By definition,

\[ J_r = Q_s \times \text{(number of particles hitting probe each second)} \]

\( Q_s \) refers to the charge of each species present in the plasma, a sum over each species in the plasma is implied. To determine the quantity in parenthesis, we can look at a differential volume element located at the edge of the sheath farthest from the probe. The particles here are far enough away from the probe that we only need consider their thermal motions. Therefore, half of the particles in this volume element would be entering the Debye sheath, half would be leaving it. We conclude that the number of particles entering the sheath each
second, i.e., the number that will eventually impact the probe, is 
\((N_s/2)A_s v_s\). \(N_s\) is the density of each species in the plasma and \(v_s\) is 
their velocity. This tells us that

\[ J_r = Q_s \frac{N_s}{2} A_s v_s. \]

If we assume a Maxwellian distribution, then

\[ P(v) = 4 \left( \frac{M_s}{2\pi kT_s} \right)^{3/2} v^2 \exp\left(-\frac{M_s v^2}{2kT_s}\right) \]

is the probability that a given particle will have its velocity 
between \(v\) and \(v + dv\). The average velocity is given by

\[ \langle v_s \rangle = \int_{-\infty}^{\infty} v_s P(v_s)dv_s = 2 \left( \frac{2kT_s}{\pi M_s} \right)^{1/2}. \]

The direction of the velocity vector, for the particles entering the 
sheath, will be randomly distributed over 180°. Therefore, we can 
define the vector so that the component of velocity directed at the 
probe is given by \(v_s \cos \theta\). When we integrate over the factor \(\cos \theta\) 
to find the average component of velocity in the direction of the 
probe, we pick up a factor of \(1/2\) which cancels a factor of \(2\) in the 
previous expression for \(v_s\). Therefore, when we combine this
definition of \( v_s \) with the definition of \( J_T \), we find that the current collected by the probe is

\[
I = Q_s (4\pi r^2) \frac{N}{2} \left( \frac{2kT_e}{\pi M_e} \right)^{1/2}.
\]

Again there is an implied sum over all the species present in the plasma.

If we apply a large positive bias voltage to the probe, we may assume that only electrons will contribute to the current collected, since the number of ions impacting the probe will be negligible. Therefore, the value of the electron current, before the probe saturates, is

\[
I = -e(4\pi r^2) \frac{N_e}{2} \left( \frac{2kT_e}{\pi M_e} \right)^{1/2}.
\]

This equation is dependent on both density and temperature. However, we can make use of the Boltzmann relation from statistical mechanics. In the presence of a potential, in this case the probe, the density is given by

\[
N_e = N_0 \exp \left( \frac{eV}{kT_e} \right).
\]
Plugging this into the previous equation gives

\[ I = -e(4\pi r^2) \frac{N_0}{2} \left( \frac{2kT_e}{\pi M_e} \right)^{1/2} \exp\left( \frac{-eV}{kT_e} \right). \]

Now we have an equation involving the electron temperature and the probe bias voltage \( V \). Taking the natural log of both sides of the equation gives

\[ \ln I = \text{constant} + (\text{constant} \ln T_e) + \left( \frac{-e}{kT_e} \right)V. \]

The \( \ln \) of \( T_e \) will vary much slower than \( T_e \) itself, therefore, we may approximate \( \ln T_e \) as a constant. The equation becomes

\[ \ln I = \text{constant} + \left( \frac{-e}{kT_e} \right)V. \]

If we graph \( \ln I \) vs \( V \), before the probe saturates, the slope will be given by \( \left( -\frac{e}{kT_e} \right) \). Using this we have an expression for \( T_e \),

\[ T_e = -\frac{e}{k \text{ slope}}. \]
Once we have $T_e$ we can plug this into the expression for $I$ and deduce an expression for $N_0$, which is

$$N_0 = \text{constant} \cdot I \, T_e^{1/2}.$$  

The constant is determined if we know the radius of the probe, the mass of the electron, Boltzmann's constant, etc.

In this manner the Langmuir probe can give us the electron density and temperature. If we define the plasma potential as the bias voltage at which the probe saturates, a graph of $\ln I$ vs $V$ will also give us the plasma potential. A typical sweep is shown in Figure 3. Note that the value of $I$ that we use in the determination of $N_0$ is chosen so that $V$ is as positive as possible without saturating the probe. For a further discussion of the theory behind Langmuir probes see, for example, Huddlestone and Leonard [1965].
II. TYPICAL DENSITIES AND TEMPERATURES

In the Ambient Ionosphere

On day 213, 1985 the PDP was released from the orbiter as a free-flying sub-satellite for about 6 hours. During this time the Langmuir probe took measurements of the plasma parameters as the orbiter backed away from the PDP and executed a series of maneuvers around it. The booms were deployed throughout free flight so that the Langmuir probe, VLF spheres, and search coil would be further from the body of the PDP. In addition to this, the PDP used a momentum wheel to cause it to spin with a period of 13.06 seconds. As is shown in Figure 4, the PDP was spinning counterclockwise if viewed from the top. The spin plane, i.e., the plane of the paper in Figure 4, was the plane in which the orbiter executed the majority of its maneuvers after releasing the PDP. The predicted position of the shuttle, relative to the PDP, is shown in Figure 5 for the time that it took the orbiter to execute one complete fly-around. The chronological sequence of events is given in Table 2.

The data taken during this first fly-around are shown in Figures 6-7. (We should first point out that the apparent "density depletion regions" that occur approximately every 9 1/2 minutes are attributed to instrumental effects and are not rapid fluctuations in
the ionospheric electron density. This effect is discussed in Appendix A.) The data reveal the daily fluctuations in electron density and temperature that we could expect to see from the orbiter. Two points are worth noting. First, the plasma potential shows little variation during the day but appears to increase after sunset. Second, the electron density appears lowest at sunrise and sunset but also appears to increase after sunset. One possible explanation for this is that the altitude at which the Spacelab-2 mission took place, 380 km, is in the F region of the Earth's ionosphere. The peak in electron density in the F region usually occurs between 250 - 300 km during the day, and about 50 km higher at night. Therefore, what we may be seeing after sunset is the peak in the electron density shifting to a higher altitude. However, while radar observations confirm that the peak of the electron density shifts to a higher altitude at night, they also show that in most cases the value of the peak density is less at night than it was during the day. Consequently, there may be other factors contributing to the increase in the electron density.

The ambient ionosphere has been studied for many years and a great deal of data has accumulated. For comparison see, for example, Hess and Mead [1968] or Kasha [1969].

Near the Orbiter's Cargo Bay

During most of the OSS-1 and Spacelab-2 missions the PDP was kept on a pallet in the orbiter's cargo bay. The location for the
OSS-I mission is shown in Figure 8, and the location for the Spacelab-2 mission is shown in Figure 9. During the OSS-I mission the crew of the orbiter placed the shuttle in several different attitudes designed to subject the orbiter to the most extreme temperature differences that could be expected on later flights. The four attitudes used are shown in Figure 10 and are referred to as "nose to sun," "tail to sun," "bay to sun," and "passive thermal control" or PTC. During the "nose-to-sun" and "tail-to-sun" attitudes, the bay is in the shade and is bitterly cold. The "bay-to-sun" attitude places the pallet in direct sunlight which causes the temperature to soar. PTC, also known as the barbecue mode, is designed to equalize temperatures on all surfaces.

Data obtained during the "nose-to-sun" attitude is shown in Figures 11-12. Note that in Figures 12, 14, 16 the pitch and azimuth angles are measured with respect to the plasma flow vector and not the velocity vector of the shuttle. As we can see from Figure 11 when the bay is in the ram of the plasma flow, electron densities are typically $10^6$ cm$^{-3}$ and the corresponding electron temperature is less than 1000 K. However, as is discussed in Appendix B, we suspect that we are underestimating the electron temperature when the probe is in ram. Consequently, the corresponding drop in electron density by three orders of magnitude when the bay is facing the wake may be overestimated. Data obtained during PTC is shown in Figures 13-14. Here we see more vividly the effects of rolling the orbiter. Note that the
electron temperature increases in the wake of the shuttle. Similar results have been reported by Oran et al. [1975] and Samir and Wrenn [1972].

For completeness Figures 15-16 show a segment of data obtained during the "nose-to-sun" attitude when the PDP was on the RMS about 7 m above the cargo bay. Even in this position the PDP notices a decrease in the electron density as the orbiter turns so that the PDP is in the wake of the shuttle.

During the Spacelab-2 mission the orbiter executed a series of maneuvers designed to yield information about the extent of the orbiter's near wake. This series of maneuvers is referred to as XPOP (X-axis Perpendicular to Orbital Plane) roll and is described in Figure 17. The location of the PDP during this time is shown in Figure 18. During XPOP roll the orbiter rolls at a rate of 1°/second. Consequently, one complete roll requires 6 minutes. At the same time that the orbiter is rolling, the RMS can be unwound at the same rate so that the orientation of the PDP, relative to the plasma flow, remains unchanged.

Unfortunately, the software that computes the electron density and temperature was unable to make use of most of the raw data collected during XPOP roll. However, we are able to use the second point of the Langmuir probe sweep as an approximation to density. By second point of the sweep, we mean the current collected when the probe is biased at +9.375 volts. Past experience has shown that the value of
the second point of the sweep is proportional to the value of the density. Using the Orbiter Body Axis System (OBAS), a noninertial coordinate system that moves with the orbiter, we can compute the roll angle of the orbiter. The OBAS coordinate system is defined in Figure 19 and the roll angle is defined as the angle between the orbiter's velocity vector and the z-axis of the orbiter. Figure 20 shows the relationship between the interpolated electron density and the roll angle.

These data clearly indicate the presence of a density depletion region in the wake of the shuttle. The velocity of the shuttle is approximately 8 km/s. If we make the assumptions that \( n_i = n_e = 10^6 \text{ cm}^{-3} \) and \( T_i = T_e = 2500 \text{ K} \) then the thermal velocity of atomic oxygen is 1.1 km/s and the thermal velocity of an electron is 180 km/s. Because the electrons are moving much faster than the shuttle, they will be able to move into the region directly in the wake of the orbiter whereas the majority of the ions will be unable to do so. As a result the majority of the particles in the wake of the orbiter will be mostly electrons and this will be a region of negative potential. This negative potential will prevent other electrons from reaching the wake, consequently, the electron density in the near wake of the shuttle will be lower than the electron density in ram. The density depletion region is also associated with enhanced electron temperatures. As postulated by Samir and Wrenn [1972], this temperature enhancement may be due to wave-particle interactions that apply
an energy-filtering mechanism to the electrons that enter the region. 
One other possible explanation would be heating through adiabatic 
compression.

We have now given an overview of the characteristic plasma 
parameters that the Langmuir probe can measure in the vicinity of the 
shuttle. The next chapter will deal with an examination of how 
rapidly these parameters fluctuate.
III. DENSITY FLUCTUATIONS

In the Ambient Ionosphere

As was mentioned in Chapter I, when the Langmuir probe is in the lock mode, we are able to use it to determine the current collected by the probe as a function of frequency. Data obtained during the first 15 minutes of free flight, which occurred during the Spacelab-2 mission, is shown in Figure 21. As shown in Table 2, the PDP was released from the orbiter at 0010 on day 213. The 0 - 1 Hz channel remains relatively constant at about 1 volt until this time. After release the voltage rises rapidly for about 10 minutes before finally leveling off at about 0020. This indicates that there is an increase in the DC current collected by the probe as the shuttle backs away from it. This is to be expected because when the PDP was attached to the RMS, it was directly in the wake of the orbiter.

However, as the orbiter moves away the density of the plasma near the PDP increases slightly. The voltage from the 1 - 6 Hz filter remains constant after the release of the PDP. However, there is a marked increase in the turbulence in this channel when the PDP is no longer grounded to the orbiter. After its release the PDP used a momentum transfer wheel to spin up so that it would rotate with a period of 13.06 seconds. The turbulence in the 1 - 6 Hz channel exhibits a
periodicity that leads us to suspect that it is related to the spin of the PDP. That is, the turbulence is either a maximum or minimum depending on the orientation of the PDP relative to the plasma flow. The 6 - 40 Hz channel was not shown because it shows similar turbulence during this time. It is believed that this turbulence is actually interference from another instrument on the PDP. This is the same interference alluded to in Chapter II, and an explanation for it is offered in Appendix A. We believe that we can attribute most if not all of the turbulence in the 1 - 5 Hz and 6 - 40 Hz channels to this interference. Therefore, we conclude that the PDP sees very little turbulence in the ambient ionosphere during free flight. The most notable difference is an increase in the DC current collected by the probe. This is due to the fact that the PDP is no longer in the electron density depletion region found in the orbiter's wake.

We should note that Rubin and Besse [1986] have reported that a free-flying satellite, such as the PDP, could charge to a potential of -1400 volts in the wake of the orbiter. If this potential were distributed nonuniformly over the surface of the PDP, it could produce a surface discharge. However, this does not appear to have caused any problems during free flight.

**During XPOP Roll**

In Chapter II we explained the attitude known as XPOP roll. A set of data for ten wake crossings was obtained on day 212 when the orbiter was in this attitude and shows us the turbulence associated
with the wake of the orbiter. The raw data are shown for two wake crossings in Figure 22. In both cases we see that there is very little turbulence when the PDP is exactly in the wake of the shuttle. However, we see a good deal more turbulence when the PDP passes from the wake of the orbiter into the ram of the plasma flow and vice versa. This may be due to the presence of the negative potential well in the wake of the shuttle. When the probe is exactly in the wake of the orbiter, at 180°, there will be very few ions present to affect current collection by the probe. However, as we pass into the ram of the plasma flow, the probe will be bombarded by the ions that are flowing past the bay doors on the shuttle. The presence of this ion-density gradient on either side of the geometrical wake of the shuttle is responsible for turbulence which causes the data to look noisier.

We can also point out that the data for both of the wake crossings look noisier when the probe moves from the wake of the orbiter to the ram of the plasma flow than the other way around. This may be due to the \( \mathbf{v} \times \mathbf{B} \) force on the ions. Using the OBAS coordinate system, we can compute the magnitude of \( \mathbf{v} \times \mathbf{B} \) as shown in Figure 23. Note that the charge on the ions/electrons has not been included nor has the factor \( 1/c \). In this figure \( \mathbf{v} \) was taken to be the velocity of the shuttle. However, if we want the force on the ions, we can make use of the fact that the velocity of the ions is comparable to the velocity of the shuttle. Therefore, the majority of the ions
contributing to the turbulence near the wake of the shuttle will be ions moving with their velocity vectors antiparallel to the velocity of the shuttle. Therefore, the $\mathbf{v} \times \mathbf{B}$ force on these ions will be in the direction of the positive $y$-axis during the time that the Langmuir probe is in the wake of the shuttle. Consequently, the turbulence in the negative $y$-direction has been minimized because the force on the ions that pass the shuttle on this side elongates the ion-density gradient. That is, the force due to $\mathbf{v} \times \mathbf{B}$ is in the same direction as the force due to the negative potential well. The turbulence in the positive $y$-direction is magnified because the $\mathbf{v} \times \mathbf{B}$ force opposes the force due to the negative potential well and effectively compresses the density gradient. Other factors, such as the $\mathbf{E} \times \mathbf{B}$ drift, will also affect the shape of the orbiter's wake.

After an OMS Burn

During the Spacelab-2 mission a ground-based experiment was conducted to investigate the effects of an OMS (Orbiter Maneuvering System) burn on the plasma cloud surrounding the orbiter. On day 216, 1985 the orbiter conducted a 6 second OMS burn over the radar observatory at Millstone Hill, Massachusetts, starting at 19:14:44. The PDP was located in the bay of the shuttle during this time and made in situ observations of the effects of the burn. The raw data are shown in Figure 24. The data from the 0 - 1 Hz filter shows us that there was a rapid drop in the voltage sent to this filter as the burn started. However, the burn significantly affects this channel only
for about 15 seconds, although there appears to be residual affects which last up to 90 seconds after completion of the burn. The 1—6 Hz filter shows an increase in turbulence during and immediately after the burn, although the majority of the turbulence subsides after about 15 seconds here as well. The 6—40 Hz filter is essentially saturated during the first 15 seconds after the burn, and it takes another 90 seconds after the burn has stopped for the turbulence to return to the level that it was at before the burn. Therefore, it seems reasonable to conclude that the turbulence associated with an OMS burn affects all three channels for at least 90 seconds after the OMS engines were shut off. The 6—40 Hz channel suggests that the decay in the turbulence is roughly exponential. If so, the time required for turbulence to decrease by a factor of 1/e is approximately 30 seconds. It is quite possible that the wideband data, which shows us oscillations up to a frequency of 178 kHz, would indicate that the OMS burn induces most of its turbulence at even higher frequencies. However, the wideband data have yet to be examined.
IV. SUMMARY

In conclusion, we have seen that the Langmuir probe on the PDP has made in situ observations of the ambient ionosphere. These observations are in general agreement with previous studies. However, the electron density enhancement that is seen immediately after sunset still lacks a complete explanation. Data taken from the bay of the shuttle indicate a density depletion region in the wake of the shuttle. This density depletion region forms because the electrons are able to "fill in" the near wake of the shuttle more rapidly than the ions. This produced a region of negative potential and, consequently, a region of electron density depletion and enhanced electron temperatures. Explanations for the elevated electron temperatures have been offered by several authors and three realistic possibilities are:

(i) Hot electrons result from a selection effect by the negative potential found in the wake.
(ii) Electrons may be energized by wave-particle interactions in the turbulent region.
(iii) Adiabatic compression of electrons as they enter the region of negative potential results in thermal excitation.
The density fluctuation data reveal that the orbiter's wake is not totally symmetric. Several factors may contribute to this, for example, $\nabla \times \mathbf{E}$ forces and $\mathbf{E} \times \mathbf{B}$ drifts. These data also indicate that there is a great deal of turbulence in the bay of the shuttle following an OMS burn. This turbulence is greatest in the 6 - 40 Hz channel and appears to decay exponentially.
Table 1
Performance Characteristics of the Langmuir Probe

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Sensor</td>
<td>0.1 μa - 1 ma</td>
</tr>
<tr>
<td>$T_e$</td>
<td>(300 - 5000) °K</td>
</tr>
<tr>
<td>$n_e$</td>
<td>(10^3 - 10^7) cm⁻³</td>
</tr>
<tr>
<td>$\Delta N/N$</td>
<td></td>
</tr>
<tr>
<td>&lt; 1 Hz</td>
<td>1.8% - 450%</td>
</tr>
<tr>
<td>1 - 6 Hz</td>
<td>0.12% - 30%</td>
</tr>
<tr>
<td>6 - 40 Hz</td>
<td>0.012% - 3%</td>
</tr>
<tr>
<td>&gt; 30 Hz (spectrum</td>
<td></td>
</tr>
<tr>
<td>analyzer)</td>
<td>-30 dB $\Delta N/N$ to -80 dB $\Delta N/N$</td>
</tr>
</tbody>
</table>
Table 2
Free-Flight Sequence of Events

<table>
<thead>
<tr>
<th>Point</th>
<th>GMT</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>213/00:10</td>
<td>Deploy and Separation</td>
</tr>
<tr>
<td>2</td>
<td>213/00:34</td>
<td>Establish Stationkeeping at 300 feet</td>
</tr>
<tr>
<td>3</td>
<td>213/00:52</td>
<td>Begin Electromagnetic Interference Tests</td>
</tr>
<tr>
<td>4</td>
<td>213/01:37</td>
<td>Burn to out-of-plane point 1</td>
</tr>
<tr>
<td>5</td>
<td>213/01:47</td>
<td>Out-of-plane point 1 midcourse burn</td>
</tr>
<tr>
<td>6</td>
<td>213/01:57</td>
<td>Burn to Flux Tube connection</td>
</tr>
<tr>
<td>7</td>
<td>213/02:02</td>
<td>Flux Tube connection</td>
</tr>
<tr>
<td>8</td>
<td>213/02:04</td>
<td>Burn to Phantom point 1</td>
</tr>
<tr>
<td>9</td>
<td>213/02:16</td>
<td>Burn to Flux Tube connection</td>
</tr>
<tr>
<td>10</td>
<td>213/02:35</td>
<td>Midcourse burn, lower Flux Tube 1</td>
</tr>
<tr>
<td>11</td>
<td>213/02:40</td>
<td>Flux Tube connection</td>
</tr>
<tr>
<td>12</td>
<td>213/02:42</td>
<td>Burn to wake transit 1</td>
</tr>
<tr>
<td>13</td>
<td>213/02:49</td>
<td>Midcourse burn, wake transit 1</td>
</tr>
<tr>
<td>14</td>
<td>213/02:58</td>
<td>Begin wake transit 1</td>
</tr>
<tr>
<td>15</td>
<td>213/03:04</td>
<td>Midpoint of wake transit 1</td>
</tr>
</tbody>
</table>
Figure 1. The PDP for the OSS-1 mission.
PDP BOOMS DEPLOYED CONFIGURATION

TOP VIEW

Figure 2. The PDP for the Spacelab-2 mission. The scale is marked in inches.
Figure 3. A typical Langmuir probe sweep. The current is in microamperes.
Figure 4. The rotation of the PDP during free flight.
Figure 5. Position of the Shuttle, relative to the PDP.
Figure 6. Free-flight densities and temperatures.
Figure 7. Free-flight densities and temperatures.
Figure 8. The pallet for the OSS-1 mission.
Figure 9. The pallet for the Spacelab-2 mission.
Figure 10. Shuttle attitudes.
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PDP LOCATION: ORBITER BAY

TEMPERATURE PLOT
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OTHER EVENTS OF INTEREST: Electron Gun Firings, 2013-1029
2059-1101
2116-1128

Figure 11. "Nose-to-Sun" data, PDP in cargo bay.
OSS-1 DATA

SHUTTLE ATTITUDE: NOSE-TO-SUN

Figure 12. "Nose-to-Sun" data, attitude timeline, PDP in cargo bay.
Figure 13. "PTC" data, PDP in cargo bay.
OSS-I DATA

SHUTTLE ATTITUDE: PTC (BARBECUE MODE)

PITCH ANGLE

AZIMUTH ANGLE

$\theta_1 = \text{PITCH ANGLE}$

$\theta_2 = \text{AZIMUTH ANGLE}$

Figure 14. "PTC" attitude timeline, PDP in cargo bay.
OS-1 DATA

PDF LOCATION: REMOTE MANIPULATOR SYSTEM ARM

TEMPERATURE PLOT

DENSITY PLOT

OTHER EVENTS OF INTEREST: Electron Gun Firing, 1653-1710

Figure 15. "Nose-to-Sun" data, PDP on RMS.
OSS-1 DATA

SHUTTLE ATTITUDE: NOSE-TO-SUN

PITCH ANGLE

\[
\begin{array}{c}
\text{PITCH ANGLE (DEGREES)} \\
\hline
180 \\
135 \\
90 \\
45 \\
0 \\
\hline
1600 & 1630 & 1700 & 1730
\end{array}
\]

DAY 084 ATTITUDE DATA

AZIMUTH ANGLE

\[
\begin{array}{c}
\text{AZIMUTH ANGLE (DEGREES)} \\
\hline
360 \\
270 \\
180 \\
90 \\
0 \\
\hline
1600 & 1630 & 1700 & 1730
\end{array}
\]

DAY 084 ATTITUDE DATA

\[\theta_1 = \text{PITCH ANGLE} \quad \theta_2 = \text{AZIMUTH ANGLE}\]

Figure 16. "Nose-to-Sun" attitude timeline, PDP on RMS.
Figure 17. XPOP Roll. Attitude: XPOP Roll (note: tail out of page). **Specifics:** 0.933°/second retrograde roll around x-axis. x-axis remains perpendicular to the orbit plane. It takes 6 minutes to complete one roll. A total of 10 rolls is made over 1 hour of time. **Characteristics:** Used to study azimuthal dependence of wake structure.
Figure 18. The location of the PDP during XPOP Roll. The scale is marked in inches.
Figure 19. The Orbiter Body Axis System (OBAS). Origin: Center of mass \((X = -1100", Y = 0", Z = -370")\). Orientation: \(X_{BY}\) axis is parallel to the orbiter structural body \(X_0\) axis; positive toward the nose. \(Z_{BY}\) axis is parallel to the orbiter plane of symmetry and is perpendicular to \(X_{BY}\), positive down with respect to the orbiter fuselage. \(Y_{BY}\) axis completes the right-handed orthogonal system. Characteristics: Rotating, right-handed, Cartesian system. \(L, M, N\): Moments about \(X_{BY}, Y_{BY}\), and \(Z_{BY}\) axes, respectively. \(p, q, r\): Body rates about \(X_{BY}, Y_{BY}\), and \(Z_{BY}\) axes, respectively. \(\dot{p}, \dot{q}, \dot{r}\): Angular body acceleration about \(X_{BY}, Y_{BY}\), and \(Z_{BY}\) axes, respectively. The Euler sequence that is commonly associated with this system is a yaw, pitch, roll sequence, where \(\psi =\) yaw, \(\theta =\) pitch, and \(\phi =\) roll or bank. This attitude sequence is yaw, pitch, and roll around the \(Z_{BY}, Y_{BY}\), and \(X_{BY}\) axes, respectively.
Figure 20. Electron density vs roll angle.
Figure 21. Free-flight density fluctuations.
The PDP is in the wake of the orbiter at 43 and 49 minutes.

Figure 22. The wake of the orbiter.
Figure 23. $\vec{v} \times \vec{B}$. 

**SPACELAB-2 DATA**

**V x B PLOT: X-COMPONENT**

**V x B PLOT: Y-COMPONENT**

**V x B PLOT: Z-COMPONENT**
Figure 24. Density fluctuations during an CMS burn.
After the completion of the Spacelab-2 mission, we realized that data reduction for the free-flight times would be complicated because the sweep period of the Langmuir probe was approximately equal to the rotation period of the PDP. The probe has a sweep period of 12.80 seconds. That is, every 12.80 seconds the probe starts a new sweep. During free flight the PDP is rotating with a period of 13.06 seconds. To help visualize some of the consequences of this problem, we define the phase angle as shown in Figure A-1. The phase angle is the angle between the velocity vector of the PDP and the vector that points from the center of the PDP to the Langmuir probe. Thus, if the probe starts a sweep when the phase angle is -180°, the next sweep will begin when the phase angle is approximately -172.9°. The difference in phase angles occurs because the PDP will rotate through 352.9° in 12.80 seconds. Consequently, even though the PDP is rotating in a counterclockwise direction, the probe appears to precess in the clockwise direction.

If the probe travels 7.1° in 12.80 seconds, it will take 10 minutes 42 seconds before the probe will start a new sweep at a
phase angle of -180°. Therefore, the apparent precession period of the probe is just 10 minutes 42 seconds. The velocity vector of the PDP precesses with a period of 90 minutes because this is the time it takes to complete one orbit. Consequently, the probe will start a new sweep in the same position, relative to the velocity vector, after a time T defined by

\[
\frac{1}{T} = \frac{1}{10 \text{m 42s}} + \frac{1}{90 \text{m}}.
\]

Solving this gives \( T = 9 \text{ minutes 45 seconds} \).

This is the time between the recurrences of the so-called "density depletion" regions seen during free flight. Part of the data are shown in Figure A-2. Originally, it was thought that these regions were actually times when the probe was in the wake of the PDP. If this was the case then a graph of phase angle vs time would show the phase angle to be approximately 180° during the times associated with the density depletions. However, as we see in Figure A-3, the phase angle is centered at about -60° not 180°. Therefore, the wake of the PDP is not the explanation for the density depletions.

The computer program that calculates densities and temperatures from a given sweep is sometimes unable to do this if the sweep is too noisy. When we examine the sweeps taken during the "density depletions" region, we notice an anomaly in these sweeps. Figure A-4 shows
an example of a Langmuir probe sweep taken during the middle of the first "density depletion" region, which starts at 1 hour 36 minutes on day 213. As we can see from this sweep, there appears to be something affecting the probe's ability to collect current whenever the probe is biased at approximately +7 volts relative to the PDP chassis. However, this problem only manifests itself when the phase angle is between +30° and -150°.

When we look at the data obtained when the PDP is in the lock mode, we notice some anomaly as well. As shown in Figure A-5, the instrument appears to detect some type of noise every 1.6 seconds. Note that in this figure the individual data points have been connected by lines. In order to understand why this is significant, we must first explain how the data are taken from the PDP.

All of the instruments on the PDP have their output formatted so that one complete sampling, what is referred to as one major frame of data, takes 1.6 seconds. Some instruments are sampled every major frame, others may only be sampled periodically. For example, the sweep mode of the Langmuir probe is sampled every eighth major frame. We conclude that the Langmuir probe sees some type of noise at the beginning of every major frame. For this reason we start to suspect that the source of this noise is either the probe itself, or another instrument on the PDP.

When the probe is in the lock mode, it collects 192 data points every major frame. If we look only at the last 100 points, as shown
in Figure A-6, the data clean up immensely, but we are still able to see the effects of this noise. Figure A-7 is a sample of the data obtained during the "density depletion" region starting at 1 hour 36 minutes on day 213. Note that the first 92 points of every major frame have been removed so that we may see the time evolution of the noise more clearly. This is the source of the small gaps in the data. The large gaps in the data are the time intervals when the probe was in the sweep mode. These data are also not plotted. As shown in this figure, we see that there is a shape to the "noise" which we see at the beginning of every major frame. If we follow the maximum of this noise in time, we notice that in some cases the maximum falls in the middle of the lock mode and in some cases the maximum is not present because it falls in the middle of a sweep. The times this noise falls during a sweep mode are also the times that the probe is unable to calculate densities and temperatures. Therefore, we can conclude that the problem we occasionally see during the sweep mode is always present. However, we only notice it during the sweep mode if the noise maximizes there.

As previously mentioned, the fact that we see this "noise" at the beginning of every major frame makes us suspect that there is either a problem with the probe itself or another instrument on the PDP. We are hesitant to place the blame with the probe itself because the instrument appears to have performed as expected at all other times during the Spacelab-2 mission. Also, other instruments on the
PDP record a similar effect. This leads us to believe that the probe is actually measuring some type of physical disturbance, rather than malfunctioning. Most instruments on the PDP, such as the Retarding Potential Analyzer, the Ion Mass Spectrometer, etc., operate at low voltages which would make them unlikely candidates as a source for this disturbance. The most likely source of this noise is the Low Energy Proton Electron Differential Energy Analyzer (LEPEDEA). At the beginning of every major frame LEPEDEA jumps to +2.2 kilovolts, relative to the chassis of the PDP, then decays exponentially, with a time constant of 4 msec, before the start of the next major frame. This is shown in Figure A-8. Also, as shown in Figure A-9, if we examine the orientation of LEPEDEA relative to the velocity vector, we seem to have a plausible explanation for the strange dependence on phase angle that the noise seems to have. The noise begins when the phase angle is +30°, at this point LEPEDEA is just beginning to look into the ram of the plasma flow. The noise ends when the phase angle is -150°, the point at which LEPEDEA looks into the wake. On the basis of this circumstantial evidence, we seem to have good reason for labeling LEPEDEA as the source of the noise.

The velocity of the shuttle is comparable to the thermal velocity of the ions. Therefore, ions will be colliding with the PDP in great numbers only on the side of the PDP facing the ram of the plasma flow. The thermal velocity of the electrons is much greater than the velocity of the shuttle, and they can be expected to impact
the PDP in equal numbers on all surfaces. When LEPEDEA jumps to
+2.2 kilovolts, this creates a large positive potential hill near its
opening. Because the ions are also positively charged, they will be
deflected by this well as they approach the LEPEDEA. This will cause
a number of them to alter their course so that they do not strike the
PDP. When LEPEDEA is facing the wake, only those ions whose thermal
velocities are greater than that of the PDP will be affected. How-
ever, when LEPEDEA is facing the ram, a substantially greater number
of ions will be affected because this is the side of the PDP where
most of the collisions with ions take place. As a result when LEPEDEA
is in ram, there will be less positive current flow to the body of the
PDP. This makes the potential of the chassis more negative. Conse-
quently, whenever LEPEDEA is in ram the current-collecting ability of
the probe is affected because its reference potential changes momen-
tarily as LEPEDEA fires.

If the LEPEDEA is responsible for changing the reference poten-
tial of the PDP, we would expect to see the effect of this within a
few milliseconds after LEPEDEA fires. However, as was previously
mentioned, the anomaly appears to "maximize" whenever the bias voltage
is +7 volts. This is 0.2 seconds after the LEPEDEA has fired. We
believe that this delay is caused by the electronics that controls the
operation of the Langmuir probe. Recall that when in the sweep mode
the output is sent through a 0 - 50 Hz bandpass filter. Whenever an
electrical pulse is sent through such a filter, there will be a delay
between the time that the pulse arrives at the filter and the time that the low-frequency components of the pulse are seen as output. It is believed that this delay could be as long as 0.2 seconds. However, this has yet to be experimentally verified.

At this point we begin to wonder why we did not see this effect at other times during either the Spacelab-2 mission or the OSS-1 mission. However, with the exception of the 6 hours of free-flight data, the remainder of the time we were always grounded to the orbiter. Its larger surface area essentially cancelled the effects of the potential well. Also, LEPEDEA has never before been flown in a region where the ion density is this high. Therefore, we had no reason to expect to see this phenomenon before the free-flight data were collected. As it turns out, when we go back and look at the data for other times, we are able to see the effects of this potential difference. However, the magnitude of the effect appears to have been greatly minimized when the PDP is grounded to the orbiter.

In conclusion, we believe that the regions of "density depletion" are actually regions where LEPEDEA has changed the reference potential of the PDP. This potential difference affects the current-gathering ability of the probe and produces sweeps that we are unable to use when we calculate densities and temperatures.
Figure A-1. The phase angle. A phase angle of -90 indicates that the Langmuir probe vector points toward the Earth.
Figure A-2. The density depletion regions.
Figure A-3. Density depletions as a function of phase angle.
Figure A-4. An anomaly in the Langmuir probe sweep.
Figure A-5. An anomaly in the lock mode data.
Figure A-6. "Cleaned up" lock mode data.
A maximum in the middle of a lock mode at 35.4 hours.

A maximum in the middle of a sweep mode at 39.75 hours.

Figure A-7. Lock mode data during density depletion.
Figure A-8. LEPEDEA firing sequence. LEPEDEA fires at the beginning of the major frame, every 1.6 seconds.
Figure A-9. Location of LEPEDEA at the start of the density depletions.
APPENDIX B

ERROR ANALYSIS

Whenever the Langmuir probe is in the sweep mode, there will be some point in the sweep when the bias voltage of the probe is approximately equal to the plasma potential. Whenever this is the case, the current collected by the probe will be independent of the bias voltage and will depend only on the velocity of the particles in the plasma, relative to the PDP. We can give separate expressions for the magnitude of the current due to the electrons and the current due to the ions. That is,

\[ I_{i,e} = q_{i,e} A v_{i,e} n \]

where \( q_{i,e} \) = charge on the ions/electrons, \( A \) = area of probe, \( v_{i,e} \) = velocity at which the ions/electrons impact the probe, \( n \) = density of the plasma. The current collected by the probe is the sum of both the electron and ion currents. However, when we use the Langmuir probe sweeps to calculate electron density and temperature, we are only interested in the electron current which is given by
\[ I_e = I_{\text{total}} - I_i \]

Originally it was thought that the ion current, \( I_i \), would be so small that it could be neglected. However, this is not always the case. The ions are moving with a velocity that is comparable to the speed of the shuttle. Therefore, assuming \( v_i = 8 \text{ km/s} \), we find that for the OSS-1 mission, when the probe is in ram, the ion current is given by

\[ I_i = 3.6 \times 10^{-12} \text{ n(cm}^{-3}\text{) amperes} \]

For the Spacelab-2 mission, which used a smaller probe, the value is

\[ I_i = 0.9 \times 10^{-12} \text{ n(cm}^{-3}\text{) amperes} \]

When the probe is in the wake, \( I_i \) is small enough to be neglected.

In Figure 3 we showed a typical Langmuir probe sweep taken during the OSS-1 mission. When taking the slope of the line as shown, we ignored the presence of the ion current, assuming it would be small enough to neglect. However, this particular sweep yielded an electron density of \( 3.9 \times 10^6 \text{ cm}^{-3} \). Using this as the value for \( n \), we find that the magnitude of the ion current is 14 microamps. Adding 14 microamps to the value of each of the points taken when the bias voltage is approximately equal to the plasma potential, we obtain a corrected Langmuir probe sweep. Table B-1 shows the value of the ion
current for three typical density values. By comparing the two sweeps shown in Figure 3-1, we immediately see that the slope of the "corrected" line is different from that of the "uncorrected" line. As a result we find that the uncorrected slope provides an electron temperature of 950 K, whereas the corrected slope provides an electron temperature of 2190 K. The difference that the ion current makes in calculating the electron temperature is shown in Table B-2.

As shown in Table B-2 for OSS-1, when \( n = 10^5 \text{ cm}^{-3} \) we underestimate the magnitude of the electron temperature by about 100%. When \( n = 10^5 \text{ cm}^{-3} \), we underestimate the temperature by about 50%, and when \( n = 10^4 \text{ cm}^{-3} \) the value of the ion current is so small we do not notice a difference in temperatures.

Because we have failed to take into account the presence of the ion current, we conclude that electron temperatures less than 500 K are not accurate. Data reduction for OSS-1 had been completed and was well underway for the Spacelab-2 mission before this problem was noticed. However, most of the data analysis was concerned with noting differences in the plasma parameters depending on the attitude of the shuttle, orientation of the PDP, etc., and not with determining the exact value of these parameters. Consequently, the values of the electron temperature shown in this thesis have not been changed to reflect the presence of the ion current even though this causes us to underestimate the electron temperature at high densities.
Another problem encountered during data reduction is due to
the large step size used by the probe during the sweep mode,
0.125 volts. As is shown in Figure B-1, in some cases this allows us
only 3-4 points to use when we take the slope of the line in the
log I vs V graph. This limits the accuracy of the probe by intro-
ducing an uncertainty in the value of the slope used to calculate the
electron temperature and density.
Table 3-1
The Magnitude of the Ion Current

<table>
<thead>
<tr>
<th>n (cm(^{-3}))</th>
<th>I(_i) (amps)</th>
<th>I(_i) (amps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.9 x 10(^6)</td>
<td>14.04 x 10(^{-6})</td>
<td>3.51 x 10(^{-6})</td>
</tr>
<tr>
<td>1.5 x 10(^5)</td>
<td>0.54 x 10(^{-6})</td>
<td>0.14 x 10(^{-6})</td>
</tr>
<tr>
<td>9.8 x 10(^3)</td>
<td>0.03 x 10(^{-6})</td>
<td>0.01 x 10(^{-6})</td>
</tr>
</tbody>
</table>
Table B-2

The Effect of Ion Current on Electron Temperature

<table>
<thead>
<tr>
<th>$n_e$ (cm$^{-3}$)</th>
<th>Uncorrected $T_e$ (K)</th>
<th>Corrected $T_e$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3.9 \times 10^6$</td>
<td>950</td>
<td>2190</td>
</tr>
<tr>
<td>$1.5 \times 10^5$</td>
<td>1084</td>
<td>1680</td>
</tr>
<tr>
<td>$9.8 \times 10^3$</td>
<td>2221</td>
<td>2221</td>
</tr>
</tbody>
</table>
Figure B-1. Corrected and uncorrected Langmuir probe sweeps. The current is in microamperes.
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ABSTRACT

During the Spacelab-2 mission, the University of Iowa's Plasma Diagnostics Package (PDP) was released from the space shuttle to investigate plasma effects in the near-shuttle environment. At times during this freeflight when the PDP was magnetically connected to the shuttle, an electron gun in the shuttle cargo bay ejected a nearly field-aligned 1 keV - 50 mA electron beam. During these beam ejections, the plasma wave instrument onboard the Plasma Diagnostics Package detected intense whistler-mode radiation from the beam. This thesis presents a detailed study of a whistler mode emission detected during one period when the beam was ejected continuously for about 7 minutes. The electric field polarization of the detected whistler mode signal is consistent with propagation near the resonance cone. Calculations indicate that the beam radiated approximately 1.6 mW in the whistler mode as the beam traversed the 200 meters from the shuttle to the PDP. The emissivity also decreased by about a factor of 10 over this same distance. The measured wave powers are 10^7 greater than wave powers expected from incoherent Cerenkov radiation, verifying that the radiation is generated by a coherent process.

One coherent wave generation mechanisms considered in this study is the whistler-mode instability in the beam; however, it has been concluded that this instability cannot sufficiently amplify the
radiation to the measured power levels since the path length for wave growth in the beam is much smaller than the estimated whistler-mode wavelength.

Another wave generation process considered is coherent Cerenkov radiation from electron bunches formed in the beam by an electrostatic beam-plasma instability. A one-dimensional simulation of the SL-2 electron beam verifies the existence of these electron bunches, and the calculated coherent power radiated from this modeled beam is near the power levels measured from the SL-2 electron beam in the whistler mode. Including coherent Cerenkov radiation effects in the calculation of the power increases their values by nearly 90 dB's above incoherent power levels. Consequently, this mechanism can account for the whistler-mode radiation detected by the PDP during its encounter with the 1 keV - 50 mA electron beam.
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This diagram shows the integration surface used to calculate the power emitted from the beam in the whistler mode. At closest approach, the PDP passed within 3 meters of the beam at a distance of about 200 meters from the shuttle.

The calculated power spectral density from the beam in the whistler mode is shown as a function of frequency.

7(a) and (b) The linear emissivity, $dP/dfd\xi$, is shown as a function of the distance, $L$, along the beam for the 562 kHz and 311 kHz frequency channels. Note that the emissivity starts to decrease rapidly beyond about 100 meters.

The power spectra from a single electron radiating via the Cerenkov processes is shown in a plasma environment similar to that surrounding the SL-2 beam. These calculations assume the wave/beam interaction is by a Landau resonance process and that the particle pitch angle is 10°. This power calculation is based on formulas derived by Mansfield [1967].

This figure displays the radial expansion of a field-aligned electron beam after it is initially ejected from a gun of radius $r_0$. As the beam propagates, the radius expands according to $r = r_0 + \frac{V_{\text{exp}}}{V_b} z$.

This figure is a $V_z$ versus $z$ phase-space configuration of electrons from a beam of density $n_b = 1/16 n_A$ and $V_b = 10 V_{\text{th}}$ after (a) 32 $\omega pe^{-1}$ and (b) 64 $\omega pe^{-1}$. This configuration is obtained from Pritchett and Winglee's two-dimensional simulation [1986]. The beam is injected from a spacecraft located at $z = 125$. Note that $L = 100$. This figure is a $V_z$ versus $z$ phase-space configuration of an electron beam with similar density and velocity as that of Figure 10 taken from the one-dimensional simulation developed in this study. Note that $L = 100$. 

ix
Again, a beam phase-space configuration is shown from the one-dimensional simulation developed in this study run with similar parameter as those of Figures 10 and 11, only now $L = \infty$ (no radial beam expansion).

This $V_z$ versus $z$ beam phase-space configuration is from the one-dimensional simulation run with $n_b = 8n_A$, $V_b = 15V_{TH}$ and $L = 10$ for two different times: (a) $20\, \omega_{pe}^{-1}$ and (b) $30\, \omega_{pe}^{-1}$.

This figure is a beam phase-space configuration taken from Winglee and Pritchett [1986] for an overdense beam ($n_b/n_A = 2$). Note that the beam structure looks similar to that of Figure 13.

This figure is a beam phase-space configuration taken from Pritchett and Winglee [1986] for an overdense beam ($n_b = 8n_A$) at two different times: (a) $16\, \omega_{pb}^{-1}$ and (b) $32\, \omega_{pb}^{-1}$.

This figure is a $V_z$ versus $z$ phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with the parameters shown in Table I, with $L = 10$.

This figure displays $E_z$ versus $z$ from the one-dimensional simulation run with $L = 10$. Note that a strong electric field is located near $z = 0$.

This figure displays the number of electrons, $N$, versus $z$ from the modeled beam run with $L = 10$.

This figure is a $V_z$ versus $z$ phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with the parameters shown in Table I, with $L = 5$.

This figure displays $E_z$ versus $z$ from the one-dimensional simulation run with $L = 5$. Note that a strong electric field is located near $z = 0$. 
21 This figure displays the number of electrons, N, versus z from the modeled beam run with L = 5. 

22 This figure is a V_z versus z phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with the parameters shown in Table 1, with L = 3.

23 This figure displays E_z versus z from the one-dimensional simulation run with L = 3. Note that wave activity is present in the beam.

24 This figure displays the number of electrons, N, versus z from the modeled beam run with L = 3.

25 This figure is a V_z versus z phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with the parameters shown in Table 1, with L = 2.

26 This figure displays E_z versus z from the one-dimensional simulation run with L = 2. Note that wave activity is present in the beam.

27 This figure displays the number of electrons, N, versus z from the modeled beam run with L = 2.

28 This figure is a V_z versus z phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with L = 3 and a length of 3600 grids corresponding to 180 meters. Note that the beam phase-space configuration is similar to that shown in Figure 22 for a 60-meter beam segment.

29 This diagram is a plot of J_z(k_z, \omega) as a function of \omega and k_z for the 175-meter beam segment. The largest values of J_z(k_z, \omega) are completely dark, while o's and .'s represent continually lower intensities. Note that the values of J_z(k_z, \omega) peaks at about \omega/k_z = 2.8 \times 10^7 m/s.

30 This figure shows the variation of J_z(k_z) for the 175 meter beam segment as a function of k_z. Note for k_z < 22 that J_z(k_z) increases as k_z decreases. This variation in J_z(k_z) results from the density perturbations in the beam created by a beam-plasma instability. Also shown in the figure is the simulation noise level. This noise is obtained since simulation electrons many times the mass and charge of real
electrons were used in the computer model. The range of \( k_z' \) of the whistler-mode waves is also shown in the figure.

This figure shows the power spectra of the measured whistler-mode radiation from the first 200 meters of the SL-2 electron beam along with the calculated power spectra of the incoherent and coherent Cerenkov radiation from a 200-meter beam segment. Note that the inclusion of coherent radiation effects increases the calculated powers to those measured from the SL-2 electron beam. Based on these results, it is concluded that coherent Cerenkov radiation from a bunched electron beam generates the detected whistler-mode radiation.
CHAPTER I
GENERAL INTRODUCTION

The results of a study of a whistler-mode emission detected from an artificial electron beam during the space shuttle's Spacelab-2 (SL-2) mission are presented in this thesis. The study includes a measurement of the total radiated power from the beam in the whistler-mode and a comparison of this power to the power predicted by various whistler-mode radiation mechanisms.

The Spacelab-2 flight, which was launched on July 29, 1985, included an electron gun called the Fast Pulsed Electron Generator (FPEG) from Stanford University, and a spacecraft called the Plasma Diagnostics Package (PDP) from the University of Iowa. During a 6-hour period on August 1, 1985, the PDP was released from the shuttle to investigate plasma effects in the vicinity of the shuttle. During the PDP free flight, the shuttle was maneuvered so that the PDP passed near magnetic field lines connected to the shuttle. Four such magnetic conjunctions were achieved. During one of these magnetic conjunctions a 1 keV - 50 mA electron beam was continuously ejected from the shuttle so that radiation effects could be monitored as the PDP passed near the magnetic field line carrying the beam. Figure 1 shows a frequency vs. time spectrogram from the PDP plasma wave instrument during this electron beam event. The funnel-shaped signal extending from the electron cyclotron frequency, \( f_c \), down to approximately 30
kHz is whistler-mode radiation from the electron beam. This whistler-mode radiation was first described by Gurnett et al. [1986] and is the subject of this thesis.

The observation of this beam-generated whistler-mode signal is not unusual; in fact, whistler-mode radiation is frequently detected from both artificial and natural electron beams in the ionosphere. The following briefly describes some of these electron beams and the corresponding radiation detected.

The first artificial electron beam experiment was performed in the ionosphere in 1969. An electron accelerator was flown on an Aerobee 350 rocket and injected a 9.5 keV/490 mA pulsed electron beam into the ionospheric medium [Hess et al., 1971]. Although ground-based radio receivers did not detect any beam-generating emissions, the beam did propagate ~ 200 km into the lower ionosphere where it was observed optically. This experiment demonstrated that artificial electron beams could propagate great distances without being destroyed by beam-generated instabilities.

During the seventies and eighties, an investigative group at the University of Minnesota performed a number of electron beam experiments in the ionosphere with two stated purposes: first, to study the electron beam, including its emitted radiation and its effect on the beam-ejecting spacecraft; and second, to use the beam as a diagnostic tool to further understand processes occurring in the magnetosphere and ionosphere [Winckler, 1980]. Specifically, their electron Echo experiments were designed to inject an electron beam on closed field lines ...
into the conjugate hemisphere and analyze the returning electrons (electron "echoes") to identify any physical processes involved. To study the plasma and radio waves emitted from these beams, a radio receiver, typically located in the rocket nose cone, was separated from the main payload. During beam injections these receivers detected waves in the whistler mode, at the upper hybrid/plasma frequencies and at electron cyclotron harmonics (ECH) [Cartwright and Kellogg, 1974; Kellogg et al., 1976; Monson et al., 1976; Winckler, 1980].

Recently, the scientific objectives of the latest Echo experiment, Echo 7, were presented and again include an extensive electron beam investigation [Winckler et al., 1986].

Observations of beam-generated emissions were also made during the joint Franco-Soviet Artificial Radiation and Aurora between Kerguelen and the Soviet Union (ARAKS) experiments in 1975 (Lavergnat et al., 1980). Like the Echo experiments, a diagnostics package was carried in the nose cone of the rocket and separated from the main payload. During electron beam injections, radio receivers flown on this package detected waves in the whistler mode, near the local plasma frequency, and near the fourth harmonic of the electron cyclotron frequency (an ECH emission) [Lavergnat et al., 1980; Dechambre et al., 1980a, Dechambre et al., 1980b].

Electron beams have also been used to probe structures occurring in the auroral region. Such an example is the "EBB" experiment that was launched into an auroral arc. During the flight, an electron beam was injected along geomagnetic field lines to locate the regions of
parallel electric field that generated the arc. It was believed that part of the injected electron beam would reflect from these regions; however, few reliable signatures of the returning electrons were detected during the experiment [Wilhelm et al., 1980]. A second flight under the same investigation, the NVB-06 flight, was launched in December of 1979. During pulsed electron beam injections, Kellogg et al. [1986] again reported observing waves in the whistler mode, at the upper hybrid frequency, and at the fundamental and first harmonic of the electron cyclotron frequency. The relative intensity and frequency spectra of the waves were also observed to vary with the beam energy and current, and may have been associated with beam plasma discharge (BPD) effects (see Bernstein et al. [1979]).

A unique facility used for beam-plasma research is the Johnson Space Center (JSC) plasma chamber. This cylindrical chamber has a height of 27.4 m and a diameter of 16.8 m, and is large enough to allow space-like experiments to be performed in a laboratory environment. Such experiments performed on injected electron beams include measurements of the emitted radiation and a study of BPD effects [Shawhan, 1982]. For a review of the results from these experiments, see Grandel [1982].

Electron beam injection experiments in the ionosphere have also been performed on the space shuttle. Since the electron beams and corresponding diagnostics packages (particularly the PDP) could be maneuvered into favorable positions, wave and particle measurements unobtainable from rocket experiments were made in and around the beam
environment. The first electron beam experiment performed on the shuttle was in March of 1982 as part of the STS-3 mission. On this flight, the PDP was maneuvered using the shuttle's Remote Manipulator Arm (RMS) while the FPEG, located in the shuttle cargo bay, produced an electron beam. During beam injections, strong emissions near the local plasma frequency and possibly in the whistler mode were detected by the PDP radio receivers [Shawhan et al., 1984]. In December of 1983, the shuttle carried the PICPAB (Phenomenon Induced by Charged Particle Beams) and SEPAC (Space Experiments with Particle Accelerators) investigations into the ionosphere as part of the Spacelab-I mission. During electron beam injections, the PICPAB radio receivers detected emissions in the whistler mode, at the plasma frequency and at the fourth harmonic of the cyclotron frequency [Beghin et al., 1984] while the SEPAC radio receivers detected an intense VLF signal between 0.7 and 10 kHz that varied in intensity depending on the beam pitch angle [Neubert et al., 1986]. As mentioned previously, in July/August of 1985, the shuttle again carried the PDP and FPEG into the ionosphere as part of the Spacelab-2 mission. The PDP was released to fly around the shuttle and during magnetic conjunction with the shuttle the FPEG was fired. Besides detecting the whistler-mode radiation, emissions near the local plasma frequency and intense electrostatic emissions below 30 kHz were detected by the PDP during beam injections [Gurnett et al., 1986]. During pulsed electron beam events electromagnetic waves at the fundamental and harmonics of the pulsing frequency were also observed [Reeves et al., 1986; Bush et al., 1986].
From the discussion above, it seems evident that whistler-mode radiation is commonly detected from artificial electron beams. This radiation is also produced naturally in the auroral zone in association with the field-aligned electron beams that are responsible for the aurora [Gurnett, 1966] and is usually called auroral hiss. Both upward and downward propagating auroral hiss has been observed [Mosier and Gurnett, 1969]. The downward propagating auroral hiss is associated with downward moving electron beams with characteristic energies of a few hundred eV [Gurnett, 1966; Hartz, 1969; Gurnett and Frank, 1972; Laaspere and Hoffman, 1976]. The upward propagating auroral hiss often has a V-shaped spectrum called a "saucer" [Smith, 1969; Mosier and Gurnett, 1969; James, 1976] or a "funnel" [Gurnett et al., 1983]. Upward propagating auroral hiss has been observed in association with upward moving field-aligned electron beams [Lin et al., 1984]. The characteristic frequency-time shape of the "saucer" or "funnel" is a propagation effect that occurs for whistler-mode waves propagating near the resonance cone.

Although whistler-mode waves and electron beams are closely related, the exact wave-particle interaction generating the waves is unknown. It is hoped that the study of the whistler-mode radiation from the SL-2 electron beam will aid in the understanding of the processes that create these other artificial and natural beam-generated whistler-mode emissions.

The specific outline of this thesis is as follows. In Chapter II measurements of the polarization and power of the whistler-mode
radiation from the SL-2 electron beam are presented. In Chapter III, the measured power is compared and contrasted to the calculated power predicted from possible incoherent and coherent wave generation mechanisms. By the end of Chapter III, it will be evident that coherent Cerenkov radiation from electron bunches in the beam is the only mechanism able to account for the measured power in the whistler mode. Chapters IV and V involve the detailed modeling of the electron bunches responsible for the coherent Cerenkov radiation. Specifically, an expression for the radiated power from an electron beam is derived in Chapter IV and the Appendix. In Chapter V, the results of a computer simulation of the SL-2 electron beam are presented, which includes the modeling of the electron beam distribution. Electron bunches in the simulated beam resulting from a beam-plasma instability are clearly evident. The radiated power from this simulated beam will then be calculated using the derived power expressions and will be compared to the measured power from the SL-2 electron beam in the whistler-mode.
CHAPTER II
POLARIZATION AND POWER OF THE WHISTLER-MODE RADIATION FROM THE SL-2 ELECTRON BEAM

In this section, measurements of the electric field polarization and radiated power of the whistler-mode emission from the 1 keV - 50 mA SL-2 electron beam are presented. As will be shown, both measured quantities are important in determining the wave generation mechanism of the whistler-mode emission.

A. Electric Field Polarization

The whistler mode has a polarization that depends on the wave frequency, $f$, the wave normal angle, $\theta$, the cyclotron frequency, $f_c$, and the plasma frequency, $f_p$. Using cold plasma theory [Stix, 1962], the electric-field and index of refraction vectors can be calculated as a function of these parameters. The variation of the index of refraction as a function of $\theta$ is often presented as an index of refraction surface $n(\theta)$, which defines the locus of points the index of refraction vectors make as a function of the wave normal angle for constant $f$, $f_p$ and $f_c$. Figure 2 shows a typical index of refraction surface for the whistler mode. At a limiting wave normal angle, known as the resonance cone angle, $\theta_{Res}$, the index of refraction goes to infinity. This angle is defined by $\tan^2 \theta_{Res} = -P/S$, where $P = 1 - f_p^2/f^2$ and $S = 1 - f_p^2/(f^2 - f_c^2)$. As the wave normal approaches the resonance cone,
the electric field $\mathbf{E}$ becomes linearly polarized with $\mathbf{E}$ parallel to $\mathbf{n}$. In this limit the electric field is quasi-electrostatic and the group velocity, $\mathbf{v}_g$, is perpendicular to $\mathbf{E}$ and $\mathbf{n}$ (see Figure 2).

In a previous paper [Gurnett et al., 1986], the funnel-shaped frequency versus time pattern of the radiation from the SL-2 electron beam was explained as a frequency dependent propagation effect for whistler-mode emissions propagating near the resonance cone. As the wave frequency increases, the resonance cone angle, $\theta_{\text{Res}}$, decreases and the ray path direction, $\mathbf{v}_g$, becomes increasingly oblique to the magnetic field, approaching 90° as the frequency approaches the electron cyclotron frequency. As the PDP approaches the beam, emissions near the gyrofrequency are detected first, since their ray paths are almost perpendicular to the beam. Lower and lower frequencies are then detected as the distance between the PDP and beam decreases. This frequency dependent wave propagation effect causes the funnel-shaped emission pattern observed in Figure 1 and provides strong evidence that the radiation is propagating near the resonance cone.

In order to provide further confirmation that the radiation from the SL-2 electron beam is propagating near the resonance cone, an additional test was performed. This test compares model electric-field directions in the PDP spin plane to their actual directions as measured by the PDP plasma wave instrument. To perform this test a computer program was developed that calculates the angle, $\phi$, between the projection of a model electric field onto the spin plane and a fixed reference direction. The fixed reference direction selected was
the spin plane projection of the spacecraft-sun vector. To compute $\phi$, the group velocity was assumed to be directed from a point on the beam toward the PDP with the electric field vector, $\mathbf{E}$, at an angle $\theta_{\text{Res}}$ relative to the beam. This field geometry is the expected configuration for an upward propagating whistler-mode wave near the resonance cone. Figure 3 shows the corresponding geometry of $\mathbf{E}, \mathbf{v}_g$ and $\mathbf{k}$.

The electric-field directions in the spin plane calculated using the model described above are compared to the measured electric-field directions found from spin modulation maximums in the receiver data. The spin modulation maximums occur when the PDP electric antennas are aligned with the measured electric field in the spin plane, thus allowing a direct determination of this measured electric field direction. Figure 4 shows the results of this comparison at four frequencies: 562, 311, 178, and 100 kHz. This figure shows the phase angle, $\phi$, between the projected electric field and the sun vector as a function of time. The dots represent the modeled electric-field directions computed assuming a resonance cone propagation scheme while the X's represent the measured electric-field directions. The close agreement between the computed and measured electric field directions provides strong confirmation that the waves are propagating near the resonance cone and in the beam direction (i.e., $\mathbf{k} \cdot \mathbf{v}_b > 0$), as indicated in Figure 3.

### B. Emitted Power

In this section the total power radiated from the beam in the whistler mode is estimated. By comparing the radiated power to the
total power in the beam, the efficiency of the wave-beam interaction can be determined and compared with various generation mechanisms.

The power emitted from the beam in the whistler mode is obtained by integrating the Poynting flux over a surface surrounding the beam. An inherent difficulty with this calculation is the determination of the phase and magnitude of the electric and magnetic fields in the Poynting flux expression, \( \mathbf{S} = \mathbf{E} \times \mathbf{H} \). Since three axis measurements are not available and since phase measurements were not made, the Poynting vector cannot be determined directly. The situation is further complicated by the fact that the emission is propagating near the resonance cone and is quasi-electrostatic. Consequently, the ratio of the electromagnetic to electrostatic components of the wave electric field is a sensitive function of the wave normal angle. Therefore, to compute the wave normal angle it is assumed that the radiation is produced by the Landau resonance, i.e., \( \frac{\omega}{k_\parallel} = \frac{c}{n_\parallel} = v_b \). Since the beam velocity is known, this assumption gives a well-defined value for the wave normal direction. The fact that the radiation is propagating in the same direction as the beam \( (k \cdot v_b > 0) \) provides a strong indication that the Landau resonance is involved. For example, the \( s = -1 \) cyclotron resonance produces radiation propagating in the opposite direction of the beam and is therefore completely ruled out, since the radiation is observed to be propagating in the direction of the beam. Also, as will be discussed later, the Landau resonance gives the best agreement with the measured electric to magnetic field ratios.
To compute the Poynting vector, \( \mathbf{S} \), the electrostatic and electromagnetic component of the whistler-mode electric field must be determined. Since the PDP did not measure the relative phase between \( \mathbf{E} \) and \( \mathbf{n} \), these important components of \( \mathbf{E} \) cannot be directly calculated. However, by using the assumption that the waves are generated via a Landau resonance, \( \mathbf{n} \) and \( \mathbf{E} \) can be calculated exactly using cold plasma theory. Consider, first, the whistler-mode wave electric field. Since the emission is propagating near the resonance cone, \( \mathbf{E} \) lies almost entirely in the plane defined by \( \mathbf{n} \) and the geomagnetic field (see Figure 3). The electrostatic and electromagnetic components of \( \mathbf{E} \) are then given by \( E_0 \cos \Delta \theta \) and \( E_0 \sin \Delta \theta \), respectively, where \( \Delta \theta \) is the angle between \( \mathbf{E} \) and \( \mathbf{n} \), and \( E_0 \) is amplitude of the total electric field. The angle \( \Delta \theta \) is determined by the Landau resonance condition and cold plasma theory. The Landau resonance condition specifies the component of \( n \) parallel to the geomagnetic field, i.e.,

\[
\mathbf{n}_\parallel = n \cos \theta = \frac{c}{v_b} \quad \text{(2-1)}
\]

where \( c \) is the speed of light. For a 1 keV electron beam moving parallel to the magnetic field \( n_\parallel \) is approximately 15.9. A program was written that solves Equation (1-20) of Stix [1962] for the magnitude and directions of \( \mathbf{n} \) and \( \mathbf{E} \). Using this program, \( \mathbf{n} \) and \( \Delta \theta \) at a particular wave frequency can be calculated by constraining values of \( \mathbf{n}(\theta) \) using (2-1). Since \( \Delta \theta \) is now determined, the electrostatic and electromagnetic components of \( \mathbf{E} \) can be calculated. The calculated \( \Delta \phi \) values are very small, typically ranging from .06° to 1.1° from 31.1
kHz to 562 kHz, indicating that the wave is nearly electrostatic. It is easy to show that the magnitude of the Poynting vector is given by

$$|\mathbf{S}| = \frac{n E_0^2}{2} \left(\frac{c}{\mu_0}\right)^{1/2} (A^2 + B^2)^{1/2}$$

(2-2)

where \(A = 1 - \cos^2 \Delta \theta\) and \(B = \sin \Delta \theta \cos \Delta \theta\). In the derivation of Equation 2 Faraday's Law was used to eliminate the magnetic field in the \(\mathbf{E} \times \mathbf{H}\) term. Note, also, that as \(\theta\) approaches the resonance cone angle, \(n\) and \(\mathbf{E}\) become parallel and \(|\mathbf{S}|\) goes to zero. This behavior near \(\theta_{\text{Res}}\) is similar to an expression derived by Mosier and Gurnett [1971] in their paper addressing Poynting flux measurements of VLF hiss emissions.

Figure 5 shows, pictorially, the PDP trajectory during the 1 keV - 50 mA electron beam event. As can be seen, near the magnetic conjunction, the PDP trajectory was nearly perpendicular to the beam, and, at closest approach, passed within about 3 meters of the beam at a distance of about 200 meters along the field line from the shuttle. To compute the total radiated power, the Poynting flux is integrated over an imaginary surface perpendicular to the beam that includes the PDP trajectory. Assuming that the sampled intensities along this trajectory are constant around an annular ring of the area, \(dA = 2\pi RdR\), centered on the beam, the radiated power from the beam segment can be obtained by evaluating the integral \(P = \int S_{\parallel} 2\pi RdR\), where \(S_{\parallel}\) is the field-aligned component of the Poynting vector and \(R\) is the
perpendicular distance from the beam to the PDP. Note that the evaluation of this integral will yield two values for the radiated power: one value from the inbound pass where the limits of integration extend from $R = \infty$ to $R = 0$ and one value from the outbound pass where the limits of integration now extend from $R = 0$ to $R = -\infty$. Figure 6 shows the average power spectral density from these two passes as a function of wave frequency. The error bars in the figure represent the standard deviations of the power values. Note that the power spectral density, $dP/df$, is on the order of $10^{-9}$ W/Hz in the frequency range extending from 30 kHz to 1 MHz. Adding $\int \frac{dp}{df}$ over the 30 kHz to 1 MHz frequency range, the total emitted power in the 200-meter beam segment from the shuttle to the PDP is found to be $P = 1.6$ mW. If the power were emitted uniformly along the beam, the radiated power per unit length, $dP/dl$, would be approximately $1.6$ mW/200 m = $8 \times 10^{-6}$ W/m. Since the total power of the beam was 50 W, the beam converted approximately $1.6$ mW/50 W = $3.2 \times 10^{-5}$ of its power to whistler-mode radiation in the first 200 meters. As a rough indication of the radiation efficiency, if the beam continued to radiate at this level and this radiation was the only beam energy dissipation mechanism, the beam would only propagate about 6000 km before converting all of the beam energy to radiation.

The linear emissivity of the whistler-mode radiation, $dP/dfdl$, from different locations along the beam can also be calculated. To calculate the linear emissivity, a knowledge of a signal's exact source location from the beam is required; however, by using the ray
path, the source of the signal at a particular point along the PDP trajectory can be located. The power radiated from an infinitesimal beam radiation source, $d\ell$, is $P = \int S_\perp 2\pi R d\ell$, where $S_\perp$ is the perpendicular component of the Poynting vector measured at the perpendicular distance $R$ from the beam and corresponds to the Poynting flux emitted from a cylinder of radius, $R$, and length, $d\ell$, surrounding the beam. The linear emissivity from this source, $dP/dfd\ell$, is then obtained by using the differential form of the power integral. The calculated linear emissivity of the whistler-mode waves is shown in Figure 7. Note that the emissivity drops by a factor of ten from 100 to 200 meters along the beam. This decrease in emissivity indicates that the efficiency of whistler-mode generation decreases with increasing distance along the beam and that the generation mechanism is capable of dynamic changes in tens of meters. If the emissivity continues to drop at the rate observed between 100 to 200 meters, the radiation would be undetectable by the PDP at source distances more than about 1 km from the shuttle. This result may explain why DE-1, which was magnetically connected to the shuttle during a gun firing on the STS-3 mission, did not see beam-generated whistler-mode radiation in the vicinity of the streaming electrons [Inan et al., 1984]. From the SL-2 measurements, it appears that strong whistler-mode emissions are probably generated only in close proximity to the source of the beam.

As mentioned earlier, the electric and magnetic field measurements also provide direct evidence that the whistler-mode waves were generated via a Landau resonance process. This evidence comes from a
comparison of computed and measured cB/E ratios. Assuming a specific resonance condition and using the solution of Equation (1-20) of Stix [1962], a unique value for \( \bar{n} \) and \( \Delta \theta \) can be computed. Faraday's law can then be used to obtain the relationship

\[
\bar{n} \times \bar{E} = c\bar{B}
\]  

(2-3)

where \( \bar{E} \) is the electric component and \( \bar{B} \) is the magnetic component of the whistler-mode waves. For the assumed field geometry, Equation 3 can be rewritten as

\[
n E_o \sin \Delta \theta = cB_o
\]

or

\[
\frac{cB_o}{E_o} = n \sin \Delta \theta
\]  

(2-4)

Using Equation (2-4), \( n \sin \Delta \theta \) is computed for various resonance conditions and compared with the measured \( cB/E \) ratio. The spectrum analyzer used with the PDP search coil can only provide measurements up to 178 kHz; therefore, the magnetic to electric field ratio can only be obtained in the 56 kHz, 100 kHz, and 178 kHz frequency channels. Also, the measured values of \( B \) at high frequencies using the search coil are highly uncertain, due to inaccuracies in the calibration of the instrument. The preflight calibration was performed by placing a calibration
coil in the search coil and surrounding the system in a μ-metal can. A problem arises at high frequencies (>10 kHz), where frequency dependent capacitances and inductances affect the current and the expected value of B from the calibration coils. Unfortunately, post-flight calibrations under more ideal condition (specifically, without the μ-metal can) have failed to reproduce the preflight calibrations. This suggests that the high frequency gain of the search coil may have shifted during the flight. Our current best estimates are that B (and cB/E) are accurate only to within a factor of 2 - 4 at high frequencies. The range of measured cB/E values lies between 1.3 and 15.3. Assuming a Landau resonance, n \sin Δθ is computed to be .54, .52, and .54 for 56 kHz, 100 kHz, and 178 kHz, respectively. Note that these values lie just outside the range of measured cB/E values, and fall in the range when considering the factor of 2 - 4 uncertainty in the calibrations. For an s = +1 cyclotron resonance, however, n \sin Δθ is computed to be between .05 to .08 for 56 kHz, 100 kHz, and 178 kHz. These values are about a factor of 20 smaller than the lowest measured cB/E value. Similar computed values are obtained for the s = -1 cyclotron resonance. These comparisons show that the measured cB/E ratio is closest to those expected for a Landau resonance.
CHAPTER III
POSSIBLE WHISTLER-MODE WAVE GENERATION MECHANISMS

From the power measurements alone it is not clear whether the beam-generated whistler-mode radiation detected by the PDP during the SL-2 mission results from a coherent or incoherent generation process. A coherent mechanism involves large numbers of particles acting together to generate the emitted waves. The total power from a coherent source goes as $N^2$, where $N$ is the number of particles in coherence. Common coherent sources are plasma instabilities, lasers and radio antennas. Incoherent mechanisms involve particles that are radiating independently. The power from the individual radiators must be added to get the total power emitted; thus the total power is proportional to $N$, the number of radiators. A common incoherent source is an incandescent light bulb. In this chapter possible incoherent and coherent mechanisms for generating whistler-mode radiation are described.

A. Incoherent Generation Mechanisms

One possible incoherent mechanism involves incoherent Cerenkov radiation from beam electrons. Cerenkov radiation is generated by charged particles moving with speeds greater than the phase speed of the wave in the medium. The whistler-mode waves from the SL-2 electron beam are propagating near the resonance cone with large indices of refraction, typically $n \approx 30$ to 500. The phase speed of the wave is therefore much
less than the speed of a 1 keV electron. Since the beam electrons are moving faster than the phase speed of the whistler mode, Cerenkov radiation should be produced.

The measured whistler-mode power from the beam is next compared to the calculated power from Cerenkov radiation, assuming that the beam electrons are incoherent radiators. This calculation is similar to those performed by Jorgenson [1968] and Taylor and Shawhan [1973], who both calculated the power from this process and compared it to the radiated powers from VLF hiss. Mansfield [1967] derived an equation that gives the power spectral density radiated from a single electron moving through an ambient ionized gas with a speed greater than the wave phase speed. For an incoherent mechanism, the total power radiated from the beam is the power radiated from each electron \( \frac{dP}{df} \), added up over all the electrons in a given beam volume, \( N_v \): \[ \frac{dP}{df}_{\text{total}} = N_v \frac{dP}{df}_e. \]

Using Mansfield's formula, the radiated power from each beam electron can be calculated and is shown in Figure 8. In obtaining this result, it is assumed that the radiation is produced via a Landau resonance. It is also assumed, for this calculation, that the pitch angle of the electrons is 10°. The actual pitch angles varied from 0° to 20°; however, the results are relatively insensitive to pitch angles in this range. From Figure 8 it can be seen that the most intense radiation occurs between the electron cyclotron frequency and the lower hybrid frequency, \( f_{\text{LHR}} \). Outside this range the power drops by a factor of 10^n. Note that this frequency range corresponds rather well to the frequency range of the radiation observed by the
PDP. Multiplying the power from each electron by the number of electrons in the first 200 meter segment of the beam \((3 \times 10^{12} \text{ particles})\) yields \(\frac{dP}{df}_{\text{total}} \sim 10^{-16} \text{ W/Hz}\) in the frequency range from \(f_c\) to \(f_{\text{LHR}}\). These power spectral densities are much lower than the measured power spectral densities, by about a factor of \(10^7\) (compare with Figure 6, where \(dP/df \sim 10^{-9} \text{ W/Hz}\)). Therefore, an incoherent process cannot account for the measured wave powers. Some coherent wave process must be involved. In Taylor and Shawhan's [1973] analyses of the generation of VLF hiss emissions by auroral electron beams, the calculated powers for the incoherent Čerenkov process were found to be a factor of \(10^2 - 10^3\) lower than those measured, again indicating a coherent process.

B. Coherent Generation Mechanisms

As concluded in the previous section, some coherent process must be involved in the whistler-mode wave generation from the SL-2 electron beam. Coherent processes can be divided into two classes: direct and indirect. Direct mechanisms involve the direct conversion of energy from an unstable particle distribution to electromagnetic radiation; whereas indirect mechanisms involve the intermediate generation of one or more electrostatic modes which are coupled to the escaping electromagnetic radiation. This section will discuss possible direct and indirect mechanisms that may explain the whistler-mode radiation.

Since an unstable electron distribution is present in the beam, the escaping electromagnetic radiation may result from direct conversion of the beam energy to electromagnetic radiation. Such a mechanism
has been proposed by Maggs [1976] for the generation of auroral hiss. In his model, incoherent Cerenkov radiation produced by an auroral electron beam is directly amplified via a whistler-mode plasma instability within the beam. It seems reasonable that this wave generation mechanism could be applied to the whistler-mode waves emitted from the SL-2 electron beam; however, a problem arises in doing so. Unlike auroral beams, the path length for wave growth in the SL-2 beam is very short, only two to three electron cyclotron radii (6 to 9 meters). Using the Landau resonance condition and the fact that the emission is propagating near the resonance cone, the wavelength of the whistler-mode radiation is given by

\[ \lambda = \frac{V_b}{f} \cos \theta_{\text{Res}}, \]  

(3-1)

which, for the nominal parameters has a value of about 20 meters. This wavelength is greater than the path length, which completely invalidates any mechanism involving exponential growth. Even if that were not the case, for typical whistler-mode group velocities of 10^7 m/sec, the amount of time the wave spends in the beam is so short, only about 10^{-6} sec, that unreasonably high growth rates (\( \gamma > \omega_c = 10^6 \) sec^{-1}) would be required to generate the radiation. No whistler-mode instability is known that can produce such large growth rates from realistic electron distribution functions. These same conclusions were also reached by Jones and Kellogg [1973] in their paper.
addressing the growth rates of whistler-mode radiation from artificially-created electron beams.

Mechanisms involving the intermediate generation of electrostatic waves in the beam are now considered. Any density perturbation or bunch created by an electrostatic wave in the beam is capable of emitting coherent Cerenkov radiation. The radiated power from a bunch will have a frequency spectrum similar to that of a single radiating electron; however, the wave power will be much greater since the emitted power goes as \( N^2 \), where \( N \) is the number of electrons in a bunch. Coherent Cerenkov radiation from a bunched beam has been considered previously by Bell [1968].

Beam-plasma instabilities are known to be capable of creating intense electrostatic waves and density perturbations in the beam. An estimate of the number of coherently bunched electrons required to account for the observed whistler-mode radiation is presented. A first-order expression for the total power emitted from the electron bunches in the beam is

\[
\frac{dP}{df_{\text{TOT}}} = (\frac{dP}{df_e}) (\Delta N)^2 \alpha,
\]

where \( \frac{dP}{df_e} \) is the power radiated by each electron, \( \Delta N \) is the typical number of electrons in a bunch, and \( \alpha \) is the number of bunches in the 200-meter segment of the beam. Consequently,

\[
\Delta N = \left( \frac{\frac{dP}{df_{\text{TOT}}}}{\frac{dP}{df_e} \alpha} \right)^{1/2}.
\]
Beam-plasma instabilities are known to create an electrostatic wave near the local electron plasma frequency (3 MHz). Such an emission is, in fact, observed near 3 MHz [see Gurnett et al., 1986]. The corresponding wavelength of this emission is $\lambda_{b} = 7$ meters, which is assumed to be the approximate length of each bunch. This wavelength can then be used to calculate $n$, the number of bunches in the first 200 meters of the beam. This number is $n = 29$. The radiated power from the 200-meter beam segment, $(dP/df)_{\text{total}}$, is about $10^{-9}$ W/Hz. From Mansfield, $(dP/df)_{e}$ is about $10^{-29}$ W/Hz. Using (3-2), it is calculated that each bunch must contain about $\Delta N = 2 \times 10^9$ electrons in order to account for the observed radiated power.

An estimate can now be made of the required electric field strength of the electrostatic wave in the beam that forms the bunches. Assuming that the beam diameter is about 2 cyclotron radii, the electron number density in the bunch can be estimated using the formula:

$$\Delta n = \frac{\Delta N}{\pi r_c^2 \Delta L}$$  \hspace{1cm} (3-3)

where $\Delta L$ is the bunch length and $r_c$ is the cyclotron radius (2 to 3 meters). The required number density is found to be about $\Delta n = 1 \times 10^7$ electrons/m$^3$. Again assuming a beam diameter of $2 r_c$, the average beam density is $n_0 = 1 \times 10^9$ electron/m$^3$. Note that the fractional density perturbation in the beam $\Delta n/n_0$ is only about 0.01. Consequently, a relatively small density perturbation can account for the
measured whistler-mode power. Poisson's equation can be used to
determine the magnitude of the self-consistent electric field needed
to generate this density perturbation

$$\frac{\Delta E}{\Delta L} = \frac{e \Delta n}{\varepsilon_0}. \quad (3-4)$$

From Equation (3-4), an electric field on the order of 1-2 V/m is
needed to create the required coherence in the beam electrons.

Although the PDP did not fly directly through the beam during
free flight, when the PDP was on the Remote Manipulator Arm, it did
provide electric field measurements in the beam. During these times,
an intense field-aligned electric-field signal near $f_{pe}$ was measured
with amplitudes greater than 0.3 V/m, sufficiently large to saturate
the receiver. This value is within a factor of 10 of the required
amplitudes needed for radiative coherence of the beam electrons. The
good agreement between the calculated and measured electrostatic field
strengths strongly suggests that electron bunches generated by a beam-
plasma instability can account for the observed whistler-mode power.

In the analysis above, it is assumed that the electron beam has
fully expanded to a diameter of $2 \, r_c$ after being injected. This
assumption, however, may not actually be valid near the generator since
the beam is still expanding after being ejected from the small genera-
tor orifice. As will be shown in Chapter V, this expansion can effect
beam structure and should be considered in a detailed power calcula-
tion.
In the rest of this thesis, a detailed model of the coherent
Cerenkov radiation mechanism described above is presented. A computer
simulation of the beam is performed, and the radiated power from this
beam is calculated and compared to the measured power from the SL-2
beam in the whistler mode.
In this chapter an expression will be derived for the power emitted from an electron beam in a plasma by the Cerenkov radiation process. This expression can be used with known electron beam distributions to compute the radiated power from a beam, and can be applied to the SL-2 electron beam to determine its radiated power.

The derivation is similar to that of Mansfield's [1967], who derived an expression for the radiated power from a single test particle in a plasma medium. His approach was to use the Fourier transforms of the source current and electric field to obtain the radiated power; a method that differed from Liemohn [1965], who derived a similar power expression using the solution of the Hamiltonian of the test particle's radiation field. Mansfield [1967] claimed that there was 'excellent quantitative and qualitative agreement' between his expression and Liemohn's.

Either of these expressions for single particle radiation can be used to calculate the incoherently-radiated power from an electron beam. In performing this calculation it is assumed that each electron in the beam radiates independently from all others. The radiated power from each individual electron in a given volume of the beam is then added to obtain the total radiated power.
In the previous section, a calculation of the incoherently-radiated power from the SL-2 electron beam was performed. It was found that this radiation mechanism could not account for the measured whistler-mode wave power, and concluded that coherent effects among the beam electrons must be included in the calculation.

Harker and Banks [1983] derived an expression for the power radiated from a pulsed electron beam in a plasma which included the coherent effects between the radiating electrons in the beam. They, like Mansfield, used the Fourier transforms of the pulsed current source and electric field to obtain the radiated power. In their derivation, it was assumed that all beam electrons travelled with the same velocity, \( \bar{v} \), in pulses of length, \( l \), with a distance, \( d \), separating each pulse. Compared to the incoherently-radiated power from a beam, the inclusion of coherent effects between radiating beam-electrons in a pulse leads to much higher radiated powers; however, the derived expression for radiated power did not include effects from bunches that occur due to instabilities in the beam.

In this section, a general expression will be derived for the radiated power from an electron beam that includes the coherent radiation from particle bunches. The derived expression allows one to calculate the radiated power from \( N \) field-aligned particles with arbitrary velocity and position. If a distribution of beam particles is known, the velocity and position of these particles can be used to compute the radiated power.
A. Derivations

There will be two expressions derived in this section: first, the power radiated from a single test particle in a plasma medium will be obtained. Except for a simplification, this derivation will follow the identical steps as Mansfield [1967]. Second, this derivation will be generalized to include the radiated power from N particles of arbitrary velocity and position.

In deriving these expressions, it is assumed that all particles are moving parallel to a static magnetic field in a plasma. This choice of particle trajectory will simplify the integrations involved in the derivations. It will be shown that these field-aligned particle trajectories only allow the $s = 0$ Landau resonance interaction between beam particles and waves. This is not a problem, however, since it is believed that the detected whistler-mode signal from the SL-2 electron beam was generated by the Landau interaction. It should be noted that the SL-2 electron beam was not actually field aligned, but varied in pitch angle from 0° to 20°; however, this variation causes only a 6% change in the beam electron's parallel velocity and, as mentioned previously, is not enough variation to significantly alter the radiated power from a 1 keV beam electron. Cyclotron motion of the electrons can, however, alter the radiative coherence of the beam. As will be shown, coherent effects between beam electrons is a function of their relative position. If a beam has a relatively large pitch angle, the beam electrons will deviate from their field-aligned trajectories which alter their relative position and
coherence; however, the SL-2 beam had, at most, a pitch angle of 20° and during most of the encounter was nearly field aligned. Consequently, the calculated power assuming a field-aligned beam trajectory should not be significantly different from that of the real SL-2 beam with small variations in pitch angle.

Some further assumptions will be made in deriving the two power expressions in this section. These assumptions are identical to those made by Mansfield [1967] and they are:

1. That the plasma medium is represented by a homogeneous, cold, collisionless plasma in a static magnetic field, $B_0$.
2. That the presence of the test particle(s) may be neglected in the description of the medium.
3. That the radiated waves from the test particle(s) do not significantly alter the medium and have magnetic fields much weaker than $B_0$.
4. That the magnetic permability is equal to the free space value.

1. Radiated Power From a Single Test Charge In A Plasma Medium

An expression is now be derived for the radiated power from a single test charge in a plasma medium. The steps taken in this derivation are identical to Mansfield's [1967], except for the simplification of making the particle trajectories field aligned.

The first step is to write Ampere's and Faraday's Laws for the Fourier transforms of $E(r,t)$ and $H(r,t)$:
\[ \mathbf{k} \times \overline{\mathbf{H}(\mathbf{k}, \omega)} = -\omega \varepsilon_0 \mathbf{k} \times \mathbf{E}(\mathbf{k}, \omega) + i \overline{J_q(\mathbf{k}, \omega)} \quad (4-1) \]

\[ \mathbf{k} \times \overline{\mathbf{E}(\mathbf{k}, \omega)} = \omega \mu \overline{\mathbf{H}(\mathbf{k}, \omega)} \quad (4-2) \]

where \( \overline{J_q(\mathbf{k}, \omega)} \) is the Fourier transform of the external source current and \( \mathbf{K} \) is the dielectric tensor for the plasma medium. Substituting \( \overline{\mathbf{H}(\mathbf{k}, \omega)} \) from (4-2) into (4-1) yields the homogeneous equation:

\[ \overline{n} \times \overline{n} \times \overline{\mathbf{E}(\mathbf{k}, \omega)} + \mathbf{k} \times \overline{\mathbf{E}(\mathbf{k}, \omega)} = \frac{i \overline{J_q(\mathbf{k}, \omega)}}{\omega \varepsilon_0} \quad (4-3) \]

where \( \overline{n} = \frac{\mathbf{k}_c}{\omega} \) is the index of refraction. This equation can be reexpressed as

\[ \mathbf{r} \times \overline{\mathbf{E}(\mathbf{k}, \omega)} = \frac{i \overline{J_q(\mathbf{k}, \omega)}}{\omega \varepsilon_0} \quad (4-4) \]

A static magnetic field, \( \overline{B}_o \), is present in the plasma medium and is assumed to lie along the \( \hat{z} \)-axis. Radiation from a field-aligned test particle will be azimuthally symmetric; however, for simplicity, it is assumed that \( \mathbf{k} \) is entirely in the \( y-z \) plane at an angle \( \theta \) relative to the \( \hat{z} \)-axis. This coordinate system can be rotated to analyze radiation from any specific azimuth angle, thus these assumptions can be made without any loss of generality. With these assumptions, \( \mathbf{T} \) can be expressed as:
\[
\begin{pmatrix}
\varepsilon_1 - n^2 & i \varepsilon_2 & 0 \\
-i \varepsilon_2 & \varepsilon_1 - n^2 \cos^2 \theta & n^2 \sin \theta \cos \theta \\
0 & n^2 \sin \theta \cos \theta & \varepsilon_3 - n^2 \sin^2 \theta
\end{pmatrix}
\]

where

\[
\varepsilon_1 = 1 + \frac{f_{pe}^2}{f_{ce}^2 - f^2} + \frac{1836 f_{pe}^2}{f_{ce}^2 - (1836f)^2},
\]

\[
\varepsilon_2 = \frac{f_{pe}^2 f_{ce}}{f(f^2 - f_{ce}^2)} + \frac{f_{pe}^2 f_{ce}}{f[f_{ce}^2 - (1836f)^2]},
\]

\[
\varepsilon_3 = 1 - \frac{f_{pe}^2}{f^2} - \frac{f_{pe}^2}{1836f^2};
\]

and \(f, f_{ce}\) and \(f_{pe}\) are the wave frequency, local cyclotron frequency and local plasma frequency, respectively.

The electric field, \(\mathbf{E}(\mathbf{r}, t)\), is obtained by taking the inverse Fourier transform of \(\mathbf{E}(\mathbf{k}, \omega)\):

\[
\mathbf{E}(\mathbf{r}, t) = \frac{1}{\varepsilon_0} \int \frac{d^3 \mathbf{k}}{(2\pi)^3} \mathcal{F}^{-1}_{q(\mathbf{k}, \omega)} e^{i(\omega t - \mathbf{k} \cdot \mathbf{r})} d\omega.
\]

For a single test particle in the medium, the source current is expressed as:
\[ J_q(r,t) = q \nabla_q \delta(r - r_q(t)) \]  

(4-7)

where for field-aligned trajectories, \( \nabla_q \) is

\[ \nabla_q = v_o \hat{z} \]  

(4-8)

and

\[ r_q = (r_o + v_o t) \hat{z} \]  

(4-9)

The variable \( r_o \) is defined as the particle's initial position. The Fourier transform of the source current is:

\[ \mathcal{J}_q(k, \omega) = \frac{1}{(2\pi)^n} \int \int J_q(r,t) e^{i(k \cdot r - \omega t)} \, dr \, dt = \frac{2q v_o}{(2\pi)^n} \int e^{i(k \cdot r_q - \omega t)} \, dt \]  

(4-10)

As mentioned previously, \( \hat{k} \) is assumed to lie in the y-z plane, at an angle \( \theta \) relative to the \( \hat{z} \)-axis, which allows \( \overline{k} \) to be expressed as:

\[ \overline{k} = \hat{y} k \sin \theta + \hat{z} k \cos \theta \]  

(4-11)

and

\[ \overline{k} \cdot r_q = \frac{nw \cos \theta}{c} r_o + nw \cos \theta \beta t \]  

(4-12)
where $\beta = \frac{V_0}{c}$ and $\frac{n\omega}{c}$ has been substituted for $k$. The transform of the source current is then:

\[
\tilde{J}_q(k,\omega) = \frac{\hat{z}}{(2\pi)^3} \frac{qV_o}{e} \frac{in\omega}{c} \cos \theta \frac{r_o}{\omega} \int e^{i(n\omega \cos \theta - \omega)t} dt
\]

(4-13)

\[
= \frac{\hat{z}}{(2\pi)^3} \frac{qV_o}{e} \frac{in\omega}{c} \cos \theta \frac{r_o}{\omega} \delta(n\omega \cos \theta - \omega)
\]

where $\int e^{i(n\omega \cos \theta - \omega)t} dt = 2\pi \delta(n\omega \cos \theta - \omega)$ is used to obtain (4-13). Substituting (4-13) into Equation (4-6) yields:

\[
\overline{E}(\overline{r},t) = \frac{qiv_o}{(2\pi)^3 \omega} \iint (\hat{T}-\hat{z}) \frac{in\omega}{c} \cos \theta \frac{r_o}{\omega} \delta(n\omega \cos \theta - \omega)
\]

\[
e^{i(\omega t - \overline{k} \cdot \overline{r})} \frac{d\omega}{dk} \frac{d\omega}{\omega}
\]

(4-14)

for the electric field.

The radiated power from this test particle is

\[
P(t) = q \overline{E}(\overline{r}_q,t) \cdot \overline{V}_q(t)
\]

(4-15)

\[
= \frac{q^2 iv_o}{(2\pi)^3 \omega} \iint (\hat{T}-\hat{z}) \frac{in\omega}{c} \cos \theta \frac{r_o}{\omega} e^{i(\omega t - \overline{k} \cdot \overline{r}_q)} \delta(n\omega \cos \theta - \omega) \frac{d\omega}{dk} \frac{d\omega}{\omega}.
\]
Substituting (4-12) for $\vec{k} \cdot \vec{r}_q$ in the exponential term of (4-15) yields:

$$P(t) = \frac{q^2 V^2}{(2\pi)^2} \int \int (\hat{z} \cdot \hat{T}) \delta(nw \cos \theta - \omega) e^{i(\omega - nw \cos \theta) t} \frac{dk}{\omega} \frac{d\omega}{\omega}.$$  

(4-16)

Note that the dependence of the power on $r_0$, the initial position of the particle, cancels out of the expression. The element $dk$ can be reexpressed as

$$dk = n^2 \frac{\omega^3}{c^3} \, dn \sin \theta \, d\theta \, d\phi.$$

Since there is no $\phi$ dependence in (4-16), the integration over $\phi$ yields $2\pi$. The integration over $\theta$ is more complicated since $\cos \theta$ is in both the delta function and exponential. An integral of the form

$$I = \int f(x) \delta(Ax + B) dx = \frac{f(x_0)}{|A|}$$

now has to be evaluated. For (2-16), $A = |nw\beta|$, $B = \omega$, and $x_0 = \frac{1}{n\beta}$. Note, in the integration, that a nonzero value is obtained only if

$$\cos \theta_0 = \frac{1}{n\beta}.$$  

(4-17)
is satisfied. This is the Landau resonance condition. The expression for radiated power now becomes:

\[
P(t) = \frac{-q^2 iv^2}{(2\pi)^2 \varepsilon o c^3 \varepsilon_1} \oint (z \cdot T^{-1} \cdot z) |n| |\omega| d\omega.
\]

(4-18)

From Mansfield [1967], it is found that

\[
(z \cdot T^{-1} \cdot z) = \frac{\varepsilon_1^2 - \varepsilon_2^2 - \varepsilon_1 n^2 + (n^4 - \varepsilon_1 n^2) \cos^2 \theta_o}{\varepsilon_1(n^2 - n_1^2)(n^2 - n_2^2)}.
\]

(4-19)

where \( \theta_o \) is the angle that satisfies the Landau resonance condition and \( n_{1,2}^2 = [-B \pm (B^2 - 4C\varepsilon_1)^{1/2}] / 2\varepsilon_1 \). The quantity \( B = \left( \frac{c}{v_o} \right)^2 (\varepsilon_3 - \varepsilon_1) + \varepsilon_2^2 - \varepsilon_1 \varepsilon_3 \) and \( C = \left( \frac{c}{v_o} \right)^2 (\varepsilon_1^2 - \varepsilon_2^2 - \varepsilon_1 \varepsilon_3) + \varepsilon_3 (\varepsilon_1^2 - \varepsilon_2^2) \) where \( \varepsilon_1, \varepsilon_2 \) and \( \varepsilon_3 \) are those previously defined. If the numerator of (4-19) is defined as \( T_{33}(n) \), the power expression can now be written as:

\[
P(t) = \frac{-q^2 iv^2}{(2\pi)^2 \varepsilon o c^3 \varepsilon_1} \oint \left[ \frac{T_{33}(n) |n| dn}{(n^2 - n_1^2)(n^2 - n_2^2)} \right] |\omega| d\omega.
\]

(4-20)

Since the real part of the power is needed, the imaginary part of the quantity in brackets in (4-20) has to be calculated. To obtain this imaginary part, the Plemelj formula was used with the result that
\[
\frac{T_{33}(n) |n| dn}{\int_0^1 (n^2-n_1^2)(n^2-n_2^2)} = \frac{\pi i}{2(n^2-n_1^2)} [T_{33}(n_2) - T_{33}(n_1)] \\
= \frac{\pi i}{2(n^2-n_1^2)} \sum_{k=1}^2 (-1)^k T_{33}(n_k)
\]

(4-21)

Equation (4-20) now becomes

\[
P(t) = \frac{q^2 |\omega| d\omega}{8\pi c \epsilon_0 (n^2-n_1^2)} \left(\frac{V_0}{c^2}\right) \frac{2}{\pi} \sum_{k=1}^2 (-1)^k T_{33}(n_k)
\]

(4-22)

This expression for the radiated power can be compared to Equation 32 of Mansfield [1967]. Assuming that the particle's perpendicular velocity is zero and that wave generation is via the \(s = 0\) Landau resonance, then out of the six terms in brackets in Mansfield's Equation 32, only one remains. In the limit that the particle's perpendicular velocity goes to zero, the Bessel function, \(J_0(L)\), in Mansfield's Equation 32 goes to one. Consequently, Equation (4-22) is identical to Mansfield's Equation 32 when considering the radiated power from a field-aligned test particle.

2. Radiated Power From \(N\) Particles in a Plasma Medium

An expression for the radiated power from \(N\) field-aligned test particles is now derived. This derivation is similar to the single particle case derived previously; however, coherence effects between these \(N\) radiators will be included.
The source current for the \( N \) test particles can be written as:

\[
\mathbf{J}_q(\mathbf{r}, t) = \sum_{i=1}^{N} q_i \mathbf{V}_i(t) \delta(\mathbf{r} - \mathbf{r}_i(t))
\]

with

\[
\mathbf{V}_i(t) = V_{io} \hat{z}
\]

and

\[
\mathbf{r}_i(t) = (r_{io} + V_{io} t) \hat{z}
\]

being the velocity and position of the \( i \)th particle. Like the single particle case, each of the \( N \) particles are field-aligned and are initially located at point \( r_{io} \) along the \( \hat{z} \)-axis. Using (4-12), \( \mathbf{k} \cdot \mathbf{r}_i \) can be expressed as

\[
\mathbf{k} \cdot \mathbf{r}_i = \frac{n_o}{c} \cos \theta r_{io} + n_o \cos \theta \beta_i t
\]

where \( \frac{n_o}{c} \) has been substituted for \( k \) and \( \beta_i = \frac{V_{io}}{c} \). The Fourier transform of the source current is
\[
\overline{J}_q(k,\omega) = \frac{1}{(2\pi)^4} \int \overline{J}_q(\mathbf{r},t) e^{i(k \cdot \mathbf{r} - \omega t)} \, dr \, dt
\]

\[
= \sum_{i=1}^{N} \frac{q V_{io} \hat{z}}{(2\pi)^4} \int e^{i(k \cdot \mathbf{r}_i - \omega t)} \, dt
\]

Substituting (4-26) into (4-27) and using the identity
\[
\int e^{i(n\omega \cos \theta \beta_i - \omega t)} \, dt = 2\pi \delta(n\omega \cos \theta \beta_i - \omega)
\]
yields:

\[
\overline{J}_q(k,\omega) = \sum_{i=1}^{N} \frac{q V_{io} \hat{z}}{(2\pi)^4} e^{i\omega \cos \theta \beta_i \delta(n\omega \cos \theta \beta_i - \omega)}
\]  \, (4-28)

The electric field can now be solved by substituting (4-28) into (4-6):

\[
\overline{E}(\mathbf{r},t) = \sum_{i=1}^{N} \frac{q i V_{io}}{(2\pi)^4 \epsilon_0} \int \int (\mathbf{T}_i \cdot \hat{z}) e^{i\omega \cos \theta \beta_i \delta(n\omega \cos \theta \beta_i - \omega)}
\]

\[
e^{i(\omega t - k \cdot \mathbf{r})} \frac{d\omega}{\omega}
\]

\, (4-29)

The radiated power from these particles is
\[ P(t) = \sum_{j=1}^{N} \sum_{i=1}^{N} q E(r_j,t) \cdot V_j(t) \]

\[ = \sum_{j=1}^{N} \sum_{i=1}^{N} \frac{q^2 V_i V_j}{(2\pi)^3 \varepsilon_0} \int (\hat{z} \cdot \hat{r}_j - z) \frac{\text{in} \omega \cos \theta \ r_i \delta(n \omega \cos \theta \ B_i - \omega)}{c e^{-c \omega}} \]

\[ \cdot e^{i(\omega - n \omega \cos \theta B_j) t} \delta(n \omega \cos \theta B_i - \omega) n^2 \omega^2 \varepsilon_0 \sin \theta \, dz \, \delta \, d\omega \]  

(4-30)

The element \( d\kappa \) can be written as:

\[ d\kappa = n^2 \frac{\omega^3}{c^3} \, d\theta \, d\phi \]

and

\[ \mathbf{k} \cdot \mathbf{r}_j = \frac{n \omega}{c} \cos \theta r_{j0} + n \omega \cos \theta \beta_j t \]

where \( \varepsilon_j = \frac{V_{j0}}{c} \). The radiated power, after performing the integration over \( \phi \), then becomes:

\[ P(t) = \sum_{j=1}^{N} \sum_{i=1}^{N} \frac{q^2 V_i V_j}{(2\pi)^3 \varepsilon_0} \int (\hat{z} \cdot \hat{r}_j - z) \frac{\text{in} \omega \cos \theta (r_{i0} - r_{j0})}{c e^{-c \omega}} \]

\[ \cdot e^{i(\omega - n \omega \cos \theta B_j) t} \delta(n \omega \cos \theta B_i - \omega) n^2 \omega^2 \varepsilon_0 \sin \theta \, dz \, \delta \, d\omega \]  

(4-31)
Like the single particle case, the evaluation of the integral

$$I = \int f(x) \delta(Ax+B) = \frac{f(x_o)}{|A|}$$

is needed to complete the integration over \( \theta \). For (4-31), \( A = |nw_b_i| \), \( B = \omega \) and \( x_o = \frac{1}{n_b_i} \). This integration is nonzero only for

$$\cos \theta_o = \frac{1}{n_b_i}$$

(4-32)

which is the Landau resonance condition for the \( i \)th particle. Equation (4-31) can now be expressed as:

$$P(t) = -\sum_{i=1}^{N} \sum_{j=1}^{N} \frac{q^2}{(2\pi)^2} \frac{V_{i0} V_{j0}}{\epsilon_o \epsilon_3 \beta_i} \int \int (2 \cdot T^{-1} \cdot \hat{z}) \frac{in\omega}{\epsilon} e^{-i \omega(t)} e^{\cos \theta_o(r_{i0}-r_{j0})}$$

(4-33)

$$e^{i \omega(1-\frac{\beta_i}{\beta_1})t} |n| |\omega| \ dn \ dw .$$

The quantity \((2 \cdot T^{-1} \cdot \hat{z})\) is, again,

$$\langle 2 \cdot T^{-1} \cdot \hat{z} \rangle = \frac{T_{33}(n)}{\epsilon_1(n_1^2-n^2)(n_2^2-n^2)}$$

(4-34)
where $T_{33}(n)$ is the numerator of (4-19) and $n_{1,2} = n_{1,2} (\theta_i)$. Equation (4-33) is reexpressed as

$$
P(t) = -\sum_{j=1}^{N} \sum_{i=1}^{N} \frac{q^2 i V_{io} V_{jo}}{(2\pi)^2 e_0 c^2 \varepsilon_1} \int_0^{\infty} \frac{T_{33}(n) |n| e^{i\alpha \omega} dn}{(n_2^2-n_1^2)(n_2^2-n_3^2)} e^{i\omega(1-\frac{\beta_i}{\beta_1})t} |\omega| d\omega
$$

where $\alpha = \frac{\omega}{c} \cos \theta_i (r_{io} - r_{jo})$. Since the real part of the power is desired, the imaginary part of the quantity in brackets must be calculated. In this evaluation, only the real part of the exponential, $e^{i\alpha \omega}$, is considered since only the relative phase of the electron radiators is needed. Using the Plemelj formula, the imaginary part of the integral is

$$
\int_0^{\infty} \frac{T_{33}(n) |n| e^{i\alpha \omega} dn}{(n_2^2-n_1^2)(n_2^2-n_3^2)} = \frac{\pi}{2} \sum_{k=1}^{\infty} (-1)^k T_{33}(n_k) e^{i\alpha \omega} .
$$

Substituting (4-36) for the bracketed expression in (4-35) yields the expression for the radiated power from $N$ particles:

$$
P(t) = \sum_{j=1}^{N} \sum_{i=1}^{N} \frac{q^2 i V_{io} V_{jo}}{(2\pi)^2 e_0 c^2 \varepsilon_1} \int_0^{\infty} \frac{T_{33}(n) |n| e^{i\alpha \omega} dn}{(n_2^2-n_1^2)(n_2^2-n_3^2)} e^{i\omega(1-\frac{\beta_i}{\beta_1})t} |\omega| d\omega
$$

$$
\times \sum_{k=1}^{\infty} (-1)^k T_{33}(n_k) e^{i\alpha \omega} \cos \theta_i (r_{io} - r_{jo}) .
$$

The radiated power is reexpressed as
In this expression, the first-term represents the incoherently radiated power from the $N$ test particles while the second-term represents the additional power from coherent effects between the $N$ particles. Note these coherent effects depend on a particle's velocity and position relative to all other particles.

The time-averaged power is defined as

$$\overline{P} = \frac{1}{2T} \int_{-T}^{T} P(t)dt$$

Averaging (4-37) over time yields the expression:

$$\overline{P} = \sum_{k=1}^{\infty} \frac{4\pi q^2}{n^2_i \beta_i - n^2_i (\beta_i)} \left( \frac{1}{c^2} \right) \frac{V_i}{c} \frac{2}{T} (-1)^k T_{33} (n_k (\beta_i))$$

$$+ \sum_{k=1}^{\infty} \frac{4\pi q^2}{n^2_i \beta_i - n^2_i (\beta_i)} \left( \frac{1}{c^2} \right) \frac{V_i}{c} \frac{2}{T} (-1)^k T_{33} (n_k (\beta_i))$$

$$\sin \frac{\pi x}{2} \frac{2}{T} (-1)^k T_{33} (n_k (\beta_i)) e^{i \frac{n_k (\beta_i)}{c} \omega \cos \theta_i (r_{io} - r_{jo})} \left( r_{io} - r_{jo} \right)$$
where $x = \omega T (1 - \beta_j/\beta_i)$. Note that if $\beta_i = \beta_j (V_{i0} = V_{j0})$, then

$\sin x/x + 1$ and the radiation coming from particles $i$ and $j$ can be coherent, depending only on the particle's relative position. If a distribution of particles exist with $\beta_i \neq \beta_j$ then the power averaged over very long periods will be nearly equal to the incoherently radiated power from the particles. This result is obtained because

$\lim_{T \to \infty} \frac{\sin x}{x} = 0$ for $\beta_i \neq \beta_j$, allowing only the terms that describe the incoherently radiated power to remain in (4-39). Note, from (4-39), that if all particles were moving at the same velocity and each had the same initial position, the exponential terms would be unity and the radiated power would be $P = N^2 P_1$, where $P_1$ is the radiated power from a single test charge.

As an example, the radiated power from two test particles will be written from (4-39):

$$
\frac{dP}{d\omega} = \frac{q^2 |\omega| d\omega}{8\pi \varepsilon_0 \varepsilon_1} \left[ - \frac{1}{(n_2^2(\beta_1) - n_1^2(\beta_1))} \frac{V_{10}}{c^2} \sum_{k=1}^{2} (-1)^k T_{33}(n_k(\beta_1)) 
+ \frac{1}{(n_2^2(\beta_2) - n_1^2(\beta_2))} \frac{V_{20}}{c} \sum_{k=1}^{2} (-1)^k T_{33}(n_k(\beta_2)) 
+ \frac{V_{10}}{c} \frac{\sin x_1}{x_1} \sum_{k=1}^{2} (-1)^k T_{33}(n_k(\beta_2)) \right]
$$
\[
\begin{align*}
&\frac{\text{in}_k(\beta_2)\omega}{c} e^{-\cos \theta_2 (r_{20} - r_{10})} \\
&\quad + \frac{1}{(n_2(\beta_1) - n_1(\beta_1))} \frac{V_{20}}{c^2} \frac{\sin x_2}{x_2} \sum_{k=1}^{2} (-1)^k T_{33}(n_k(\beta_1)) \\
&\quad \times \frac{\text{in}_k(\beta_2)\omega}{c} e^{-\cos \theta_1 (r_{10} - r_{20})}
\end{align*}
\]  

where \(x_1 = \omega T (1 - \beta_1/\beta_2)\) and \(x_2 = \omega T (1 - \beta_2/\beta_1)\). The first two terms in the brackets represent the radiated power from single test charge \#1 and single test charge \#2. These two terms, together, represent the incoherent radiation from the two particles. The last two terms in the brackets represent the effects of coherence on the radiated power from these two test particles. Again, if the particles are moving at the same velocity and have the same initial position, the radiated power is

\[P = 4P_1\]

where \(P_1\) is the radiated power from a single test particle.

Although it is not completely obvious in the analysis, expression (4-37) does indeed describe a Cerenkov radiation process. This fact is easily demonstrated using the Cerenkov (Landau) resonance condition:
\[ n = n \cos \theta = \frac{c}{V_b} \]  \hspace{1cm} (4-41)

Recall that if this condition is not met, the radiated power from the beam is zero (see Equation 4-32). Since the phase velocity of the emitted radiation is \( V_{PH} = c/n \), the expression

\[ V_b = \frac{V_{PH}}{\cos \theta} > V_{PH} \]  \hspace{1cm} (4-42)

can be written using (4-41). Consequently, a necessary condition to obtain radiation from the beam is that \( V_b > V_{PH} \), which describes a Cerenkov process.

### B. Practical Applications

Expressions (4-37) and (4-39) calculates the radiated power by determining the coherence effect amongst the individual beam electron radiators. This calculation represents a microscopic approach to determining the radiated power. A general macroscopic approach has also been derived and is presented in the Appendix. In this approach, the radiated power from a beam with current density \( J_z(z,t) \) is calculated. The macroscopic approach has a distinct advantage over the microscopic approach since any real calculation of the radiated power can be computed easier when considering the macroscopic variable \( J_z(z,t) \). Using the microscopic approach, the position and velocity of all \( N \) particles as a function of time must be considered. Keeping track of all these
variables on a computer requires large amounts of CPU time. Using the macroscopic approach, however, only requires a calculation of the macroscopic variable $J_\nu(z,t)$, which on a computer is far easier to calculate. Consequently, for any practical power calculation, Equation (A-10) will be used.

The microscopic approach derived in this section is still an important original work since it is the theoretical basis on which the macroscopic approach is derived. This approach also considers explicitly the concept of radiative coherence between the beam particles; a concept that is only implicitly dealt with in the macroscopic approach.

Calculating the radiated power using either approach requires a knowledge of the beam phase-space configuration. Considering the SL-2 electron beam, the phase-space configuration must be modeled from a particle simulation, since beam particle distributions were not obtained experimentally. There are two reasons for not measuring these distributions directly: first, when the PDP was in free flight, it did not fly through the beam [W. R. Paterson, personal communication, 1986]. When it was on the RMS, it was maneuvered into the beam; however, the instrument that obtains these distributions, the _Low Energy Proton Electron Differential Energy Analyzer (Lepedea) instrument, was turned off, since it was feared that a direct hit of the beam on the instrument would alter its sensitivity [W. R. Paterson, personal communication, 1986]. In either case, direct measurements of the electron beam distributions were not obtainable. Second, even if the Lepedea instrument had been turned on and in a favorable position to
measure the beam distribution, the instrument’s temporal resolution (1.6 seconds) is not fine enough to directly measure instability-related electron bunching which occurs on the order of $1/\omega_{pe} \sim 10^{-7}$ seconds.

In the next section, the results of a one-dimensional electrostatic particle simulation of the SL-2 electron beam will be reviewed. The velocities and positions of the beam electrons obtained from modeled phase-space distributions will be used to calculate $J_z(z,t)$, and, using (A-10), the Cerenkov radiated power from the beam will be calculated. This calculated power will then be compared to the measured whistler-mode power obtained during the PDP/beam encounter.
In order to complete a calculation of the radiated power from the SL-2 electron beam, a knowledge of the electron beam phase-space distribution is required. As mentioned in the previous section, no direct measurement of these distributions were made by the Lepedea instrument on the PDP; thus, the distributions must be modeled. In this section, the results of a particle simulation of the SL-2 electron beam is presented that includes modeled phase-space configurations of the beam that can be used to calculate the radiated power.

To obtain the required beam distribution, a one-dimensional electrostatic model of an electron beam propagating through an ambient plasma is simulated on a computer. Generally, these models use simulation particles that are many times the mass and charge of an electron, and modeling the plasma using these particles is valid only when many of these particles are contained in a Debye cube (Debye length for a one-dimensional system). In this simulation, the ambient plasma consists of electrons represented by simulation particles of negative charge and immobile ions represented by a net positive background charge. The simulation is designed so that initially there is no net charge in the system. The simulation particles representing the
ambient electrons can move freely in this one-dimensional system; however, they are confined to the system by re-injection boundaries. Ambient electrons leaving the system at these boundaries are re-injected with a Gaussian-weighted velocity between zero and the electron thermal speed. The electron beam is represented by simulation particles of negative charge that are injected into the system at the z = 0 boundary with velocities greater than the ambient electron thermal speed. In this one-dimensional simulation, a cold electron beam is always injected into the system. In order to keep the net charge in the system equal to zero, a positive charge equal in magnitude to the amount of negative beam charge in the system is placed at the z = 0 boundary. This boundary charge imitates the spacecraft charging effect observed on the beam-ejecting shuttle [Williamson et al., 1985].

In a one-dimensional simulation, only a particle's velocity and position in one dimension is considered. The total length of the simulation system is divided up into "grids" of a Debye length, $\lambda_D$, in size. The charge density in each grid, $\rho_n$, is calculated and the numerical solution to Poisson's equation, $E_{n+1} = E_n + 1/2(\rho_{n+1} + \rho_n)$, is used to calculate the electric field in the n+1 grid. The simulation particles are then allowed to move in the system under the influence of this electric field for a period of time $\Delta t \leq \lambda_D/V_B$, where $V_B$ is the simulation beam speed. If $\Delta t > \lambda_D/V_B$, the simulated beam particles are moving more than one grid in $\Delta t$ and will skip grids. Since the ambient particles in the skipped grids will not interact with the beam particle, the modeled system no longer represents reality.
After the simulation particles have evolved, a new charge density and electric field is calculated for each grid and the particles are again allowed to move under the influence of the new electric field. This iterative process continues until the beam-plasma interactions reach a steady-state where then the simulation is terminated.

It is assumed that the particle's position and velocity in the one-dimensional simulated electron beam and plasma is along a static magnetic field line. This alignment allows the simulated particle trajectories to be unaffected by this field. Since the SL-2 electron beam was nearly field aligned during injection, this modeling of the electron beam should yield particle distributions that, for the most part, represent the true physical situation.

Generally, near field-aligned electron beams in test chambers and on shuttle flights tend to expand from twice the radius of the electron generator opening to about two electron cyclotron radii in the radial direction, if the generator opening is less than a gyroradius. This radial or perpendicular expansion decreases the density of the beam as it propagates away from its source. Figure 9 shows pictorially this expansion of the beam. Initially, the beam leaves the electron generator (z=0) with a radius \( r_0 \) and a density \( n_0 \). However, an effect is present that causes the beam to expand perpendicular to the magnetic field with a perpendicular expansion speed of \( V_{\perp\text{exp}} \). This expansion may be related to edge effects of the generator opening or to Coulomb repulsion of beam electrons. As the beam propagates along the \( z \)-axis at a speed of \( V_B \), the beam radius is expanding according to
the first-order expression \( r = r_0 + \frac{V_{\text{exp}}}{V_B} z \) with the local density of the beam, \( n(z) \), changing proportionally. The beam expansion continues until \( r \approx r_c \), where \( r_c \) is the cyclotron radius. By equating the current at the generator to that at other points along \( z \) (\( J_0 A_0 = J(z) A(z) \)), a first-order expression for \( n(z) \) is obtained:

\[
n(z) = \frac{n_0 r_0^2}{V_{\text{exp}}^2} \left( \frac{r_0}{r_0 + \frac{V_{\text{exp}}}{V_B} z} \right)^2 \frac{1}{(1 + \frac{z}{L})^2} = \frac{n_0}{(1 + \frac{z}{L})^2} \tag{5-1}
\]

where

\[
L = \left( \frac{V_B}{V_{\text{exp}}} \right) r_0 \tag{5-2}
\]

The scale length, \( L \), represents the beam length where the beam density decreases to \( n_0/4 \), and is expressed in units of gun radii.

This perpendicular expansion is modeled in the simulation of the SL-2 electron beam. To include this effect, the density of the beam electrons in the simulation are weighted by the factor \( \frac{1}{(1+z/L)^2} \), where \( L \) is treated as a free parameter. Consequently, the simulation is able to model the density decreases associated with beam expansion which affect the modeled electric fields and beam distributions.

The parameter, \( L \), also indirectly affects the amount of positive charge at the \( z=0 \) boundary during simulated beam injections. As
mentioned previously, the amount of positive charge at the \( z=0 \) boundary is equal to the amount of negative beam charge in the system. This charge is placed there in order to conserve the total charge in the system, and effectively simulates spacecraft charging known to occur on beam-ejecting spacecraft. As \( L \) decreases, the beam density and total beam charge in the system decreases which also causes the amount of positive charge placed at the \( z=0 \) boundary to decrease. Consequently, by varying \( L \), both the modeled beam expansion and boundary charging are altered.

Including these effects in the modeling of the SL-2 electron beam makes this one-dimensional simulation rather unique. Usually, to observe the beam character under varying beam expansion and boundary charge, a two-dimensional or three-dimensional simulation is needed; however, by weighting the beam particles properly, this simple one-dimensional simulation copies processes occurring in these more advanced simulations. As an example, results from a two-dimensional simulation performed by Pritchett and Winglee [1986] are compared to the results from this one-dimensional simulation under similar simulated plasma conditions. Pritchett and Winglee's simulation is very advanced. In their two-dimensional simulation system, a simulated spacecraft immersed in a simulated plasma is able to eject a simulated electron beam. Diagnostic software is included that analyzes the electric fields and return currents that develop around the beam and spacecraft. Unlike the one-dimensional simulation, both electron and ion motion parallel and perpendicular to the static magnetic field are
modeled. Electric fields and currents are also allowed to develop both inside and outside the region where the beam propagates. It would seem that such an advanced simulation would have very different results for the electron beam distributions as compared to this study's one-dimensional simulation; however, this is not the case. Figure 10(a) and (b) shows the $V_z$ versus $z$ phase-space configuration of the beam electrons from Pritchett and Winglee's two-dimensional simulation. For this particular simulation, the ratio of the beam to ambient electron densities, $n_b/n_A$, is 1/16 and the ratio of the beam to ambient thermal velocities, $V_b/V_{TE}$, is 10. These figures show the phase-space distribution of the beam after the simulation has run for 32 and 64 plasma periods. Note, in both cases, that particle trapping is evident by the looping structures in phase space. In Figure 10(b), particle heating is occurring between 0.5 $V_B$ and the front edge of the beam has a filament structure associated with it. Figure 11(a,b) shows the $V_z$ versus $z$ phase-space configuration of the beam electrons from this study's one-dimensional simulation run with similar beam-plasma parameters as Pritchett and Winglee's. For this run, the expansion scale length parameter, $L$, is 100. Note that the phase-space configuration of the beam has trapping, heating and filament structures very similar to those of Pritchett and Winglee's, and indicates that similar physical processes are being modeled in both simulations.

The beam phase-space configurations from the one-dimensional simulation are dependent on the expansion scale length parameter, $L$. 
Figure 12(a) and (b) show the beam phase-space configuration from the one-dimensional simulation run with similar beam-plasma parameters as Figures 10 and 11, only now $L = \infty$ (no expansion). The phase-space configurations shown in this figure appear noticeably different, particularly at the leading edge of the beam, compared to those shown in Figures 10 and 11 and indicates that particle trapping dominates at this leading edge. Consequently, beam expansion alters the beam phase-space distributions by reducing wave trapping effects.

The modeling of an electron beam using the one-dimensional code works equally well when simulating an overdense beam ($n_b > n_A$) in an ambient plasma. Figure 13 shows a $V_z$ versus $z$ phase-space configuration from the one-dimensional simulation for an overdense beam with $n_b/n_A = 8$, $V_b/V_{TH} = 15$ and $L = 10$. This configuration can be compared with those obtained by Winglee and Pritchett [1986], who also performed a one-dimensional simulation of an overdense beam ($n_b/n_A = 2$). The beam phase-space distribution obtained from their simulation is shown in Figure 14. Note, in both cases, that a large charge build up of the beam particles is present at the injection boundary, with electron bunches forming near the boundary.

The results of these one-dimensional simulations can be compared to the results obtained from Pritchett and Winglee's two-dimensional simulation of an overdense beam. The $V_z$ versus $z$ beam phase-space configuration from their simulation with $n_b/n_A = 8$ and $V_b/V_{TH} \sim 15$ is shown in Figure 15. Note that a charge build up near the injection boundary is again present, along with bunches of slow moving electrons.
For the modeling of both the underdense and overdense beam injections, this study's one-dimensional simulation is capable of replicating the results obtained from the one-dimensional and two-dimensional simulations performed by Pritchett and Winglee. There is one distinct advantage to the one-dimensional simulation and that is, unlike Pritchett and Winglee's two-dimensional simulation, it can run for very long times; thus, allowing the study of the steady-state nature of the beam. Pritchett and Winglee's simulation has to be terminated as soon as about 1% of the beam particles leave the system in order to maintain charge neutrality based on the simulation boundary conditions; and this usually occurs after 60-100 plasma periods when the beam and plasma are still in a transient state. To determine the steady-state beam character, the simulation should be run for longer times.

A. Results of the Simulation of the SL-2 Electron Beam

The one-dimensional electron beam simulation was performed under similar conditions that prevailed during the SL-2 1 keV-50 mA electron beam injection. The simulated plasma parameters during these runs are displayed in Table 1. The 1 keV-50 mA electron beam was initially injected with a density much greater than the ambient electron density. In order to model this overdense beam in the simulation, an electron beam consisting of simulated electron particles was injected into the simulated plasma with a density five times greater than the ambient electron density. This beam was injected with a velocity $V_B > V_{th}$, where $V_{th}$ is the ambient electron thermal velocity. In the
region of the ionosphere where the SL-2 electron beam experiment was performed, $V_b \approx 100 V_{th}$. Simulations were performed with this velocity ratio; however, it was found that $V_b/V_{th}$ could be as low as 20 without significantly altering the beam velocity distributions. Lowering this ratio, however, allows the beam-plasma interactions to occur over shorter length scales, which increases the effective length of the simulation system. Consequently, the simulations were run with $V_b/V_{th} = 20$, which then increased the effective beam length being simulated by a factor of five without altering the interactions being modeled.

The length of the simulation system was selected to be 1200 simulation units long, which corresponds to a length of approximately 60 meters. This length was selected since it is much larger than the size of the expected beam density perturbations, and allows the simulation to be run in a couple CPU hours.

### Table 1. Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_b/n_A$ at $z = 0$</td>
<td>5</td>
</tr>
<tr>
<td>$V_b/V_{th}$</td>
<td>20</td>
</tr>
<tr>
<td>$z$</td>
<td>$1200 \lambda_p (\sim 60$ meters)</td>
</tr>
<tr>
<td>$L$</td>
<td>2, 3, 5, 10 Gun Radii</td>
</tr>
<tr>
<td>$t$</td>
<td>$270 \omega_{pe}^{-1} (\sim 1.3 \times 10^{-5}$ sec)</td>
</tr>
<tr>
<td>Total number of ambient particles</td>
<td>24000</td>
</tr>
</tbody>
</table>
The results of four simulations run with different L values (2, 3, 5, 10) will be presented. Based on practical arguments of beam expansion, spacecraft charging and wave activity, the model that is most consistent with the SL-2 electron beam will be selected.

A simulation was performed with the plasma parameters shown in Table 1, with L, the beam expansion parameter, equal to 10. Figure 16 shows the $V_z$ versus z phase-space distribution for the first 60 meters (1200 simulation units) of the beam at $t = 270 \omega_p^{-1}$. Note that the beam is strongly decelerated near the z=0 boundary. Figure 17 shows the electric field versus z for this time. The electric field is measured in dimensionless simulation units, where one of these units corresponds approximately to 6 V/m. Note that a very large positive field is present near the z=0 boundary. This electric field is similar to those obtained by Pritchett and Winglee for an overdense beam and results from the strong charging at the boundary. Figure 18 shows the total number of electrons in the beam versus z, and indicates that randomly-spaced density fluctuations are present in the beam; however, as Figure 16 indicates, their velocities are significantly smaller than the initially injected 1 keV-beam velocity. Note from Figure 16 that there is an accumulation of electrons almost lying directly on the z=0 boundary. Many of these electrons have significant negative velocities ($V \sim -V_b/2$). This return electron current has been described in great detail by Katz et al. [1986] and is a result of the large potential that develops near z=0 due to charging.
Beam expansion is increased and spacecraft charging is decreased for the simulation run with $L = 5$. Figure 19 shows the $V_x$ versus $z$ phase-space distribution of the injected beam for the first 60 meters at $t = 270 \omega_p^{-1}$. The distribution does not appear significantly different from that obtained from the run with $L = 10$ (Figure 16); however, more electrons are able to escape the region near the charged boundary. Figure 20 shows the electric field versus $z$ at $t = 270 \omega_p^{-1}$. Note that a strong electric field is again generated near the $z=0$ boundary; a result from charging effects at the boundary. Figure 21 shows the total electron number versus $z$, again indicating that randomly-spaced density perturbations are escaping from the region near the charged boundary.

Note for both the $L = 5$ and 10 simulation runs that after $270 \omega_p^{-1}$, the bulk of the beam electrons have not propagated 30 meters past the injection boundary. In contrast, if the beam had propagated unperturbed, it would have extended out to 135 meters; thus, spacecraft charging is drastically altering the character of the beam in these runs. In reality, it may be that large return currents are flowing back to the shuttle along paths unrelated to the beam; such as along magnetic field lines connected to a conducting surface on the shuttle. Such currents may neutralize the spacecraft charge substantially. If this charge is significantly reduced, the beam phase-space distribution will appear as that shown in Figure 22. This result was obtained from a simulation run with $L = 3$. Note that the beam can propagate freely from the injection boundary. The initially
cold beam becomes thermalized and bunches of electrons propagate from the z=0 boundary. Note that the beam has a significant number of particles with speeds greater than the initial beam velocity. This is an effect of particle acceleration from an electrostatic wave in the beam. This wave is clearly evident in Figure 23, which displays the electric field versus z. Also note from this figure that the strong charging-related electric field near the z=0 boundary is reduced.

Figure 24 shows the total number of beam electrons versus z, and indicates that nearly periodic, highly-localized bunches of electrons are present and, from Figure 22, it is concluded that the collective bunch velocity is near or above the initial beam velocity.

Figure 25 shows the $V_z$ versus z beam phase-space distribution from the simulation run with $L = 2$ at $t = 270 \omega_p^{-1}$. Note that the beam can again propagate freely from the z=0 boundary. Also, note from this figure, that electron bunches are clearly evident at the top of the elongated looping phase-space structures. Figure 26 displays the electric field versus z at this time. Note that strong electrostatic wave turbulence is present in the beam; however, the relative amplitude of this wave decreases as a function of z. This wave amplitude decrease is an effect of the extreme width-wise beam expansion being simulated. This expansion causes the beam density to strongly decrease as a function of $1/z^2$, which strongly decreases the turbulent electric field according to Poisson's equation. The magnitude of the wave then decreases as the density of the perturbing electrons
decreases. Figure 27 shows the total number of beam electrons versus z. Note that highly localized bunches are evident in the beam.

In Chapter III, calculations were made assuming the bunches had a length, $\Delta L$, of about 7 meters. This bunch length is clearly quite different from those obtained from the simulation. For the runs at $L = 2$ and 3, the bunches are highly localized ($\Delta L \sim 0.5$ m), nearly periodic, fast-moving groups of charges, while for $L = 5$ and 10, only small randomly-spaced density fluctuations exist in the beam. The density character of the beam in both cases differ from that described in Chapter III, since the simulation is modeling nonlinear wave and spacecraft charging effects occurring in the beam. These effects can drastically alter the beam character and were not included in the simple calculations performed in Chapter III.

As mentioned previously, a choice between the four different beam models must be made to determine which correctly models the SL-2 electron beam. The models presented can be classified according to spacecraft charging's influence on beam propagation. For the runs with $L = 5$ and 10, spacecraft charging is able to drastically alter the injected beam, while for runs with $L = 2$ and 3, the beam is only slightly influenced by charging effects. In reality, the importance of charging depends on the ability of the shuttle to effectively conduct return currents that neutralize the positive charge created during electron beam ejections.

Williamson et al. [1985] have shown that during SL-2 electron beam injections, the shuttle only charged up to between 0 and 40
volts. Consequently, enough return current was drawn from the ionospheric plasma to sufficiently neutralize the positive spacecraft charge, and this charge neutralization allowed the beam to propagate freely from the shuttle [Banks et al., 1985]. A beam freely escaping the near-shuttle region is consistent with the simulations run with \( L = 2 \) and 3, and rules out the \( L = 5 \) and 10 simulation runs as possible models of the SL-2 beam.

Figure 26 displays \( E_z \) versus \( z \) for the simulation run with \( L = 2 \). As mentioned previously, a self-consistent electrostatic wave is present in the beam with an amplitude that decreases with increasing \( z \), and has a frequency near \( \omega_{pe} \). From the figure it appears that the wave has an amplitude barely above simulation noise level in regions of the beam where \( z > 7 \) meters (150 simulation units). This modeled wave activity is inconsistent with observations made by the PDP on the RMS, where strong electrostatic wave turbulence near \( \omega_{pe} \) was detected by the PDP radio receivers in regions of the beam where \( z > 7 \) meters. This model of the beam is then ruled out as a realistic model of the SL-2 electron beam.

From the above arguments, it seems that the simulation run with \( L = 3 \) is the best model of the SL-2 electron beam. There are two more points to support this conclusion. The first point involves the energy spectrum of the backscattered beam electrons detected near magnetic conjunction by the Lepedea instrument. Apparently, these electrons were not monoenergetic, but were observed at all energies from 2 eV, the lowest Lepedea channel, to about 1 keV [W. R. Paterson,
personal communication]. If nearly-elastic collisional processes dominated the backscattering, the beam distribution would also have a similar energy spectra, which is consistent with the L = 3 simulation run (see Figure 22). Also, from Figure 23, strong wave activity is present in the beam for this run. These waves have a frequency near $\omega_{pe}$ and are similar to those observed by the PDP in the beam. Consequently, the beam model with L = 3 is consistent with the observed beam spectra, wave activity, and spacecraft charging during the 1 keV -50 mA electron beam injection, and is clearly the best beam model.

B. The Radiated Power From a Model of the SL-2 Electron Beam

The radiated power from the modeled SL-2 electron beam will now be calculated. This power will be compared to the measured whistler-mode power to determine if coherent Cerenkov radiation from a bunched beam is a viable wave generation mechanism.

It has been assumed throughout this analysis, that the magnitude of the electric field of the generated Cerenkov radiation is much smaller than that of the electrostatic wave generated within the beam, $E_{ES} \gg E_{RAD}$. This assumption implies that the radiation electric field did not significantly alter the SL-2 beam electron trajectories, and is consistent with the modeling of the beam where radiation field effects are neglected. This assumption is also consistent with observations made during the SL-2 experiment, where $E_{ES} > 0.3$ V/m in the beam while $E_{RAD} \sim 10^{-3}$ V/m for the whistler-mode waves.

The radiated power from N particles in a specific length segment of the beam can be calculated using equations (4-37) and (4-39). To
actually compute the power using these expressions, however, requires large amounts of costly computer time. An easier way to calculate the power is to use the expression (A-10):

\[ P(t) = \frac{1}{2\pi c_0 c_s} \int_{-\infty}^{\infty} \left( \frac{\omega}{c_0 c_s} \right) \left( \frac{1}{n_s^2 - n_z^2} \right) \left( \sum_{k=1}^{2} \frac{(-1)^k}{2} \right) T_{33}(n_k) \left[ 2\pi J_z(k_z(n_k, \theta_0)) J_z^*(k_z(n_k, \theta_0)) \right] \]  

(A-10)

In this expression, \( V_s \) is the velocity of the frame moving with the beam such that the current density, \( J_z(z, t) \), is considered time independent. In deriving (A-10), a transformation to this frame was made in order to calculate the radiated power from a specific beam segment. Consequently, \( J_z(z, t) \) becomes \( J_z(z') \) in this new frame, where \( z' = z - V_st \). In (A-10), \( J_z(k_z) \) represents the spatial Fourier transform of \( J_z(z') \). Once \( J_z(k_z) \) of a specific beam segment is known, the power radiated from that segment is easily calculated. As mentioned in Chapter IV, calculating the power using macroscopic variable \( J_z(z, t) \) requires less computer time than calculating the radiated power from each particle. In deriving expression (A-10), it has been assumed that a frame of reference exists where the current density is completely independent of time. In this frame, all beam density perturbations have to propagate at identically the same speed, \( V_s \). The transform of the current density is then properly expressed as (A-4), with the delta function specifying the speed of the density.
perturbations. This subtle condition placed on the propagation speed of the perturbations reduces the generality of equation (A-10) compared to equation (4-37) which expressed the radiated power from \( N \) electrons with arbitrary speeds. Despite this reduction in generality, it will be shown that (A-10) is quite capable of yielding a reasonable estimate of the radiated power from the modeled SL-2 electron beam with bunches moving at or near \( V_S \). It should be noted that in the frequency range of consideration, \( n_1 \gg n_2 \), \( n_1 \equiv n \) where \( n \) is the whistler-mode index of refraction obtained from cold plasma theory and \( T_{33}(n_1) \equiv 10^3 T_{33}(n_2) \). Also, based on arguments of the typical density structure size in the beam, \( J_z(k_z(n_1, \theta_0)) > J_z(k_z(n_2, \theta_0)) \). Consequently, the \( k^2 \) term in the summation of Equation (A-10) is very small and can be neglected. The radiated power can then be expressed as

\[
P(t) = \bar{P} = \int_{-\infty}^{\infty} \left[ -\omega \frac{d\omega}{8\pi \epsilon_0 c^2 V_S} \frac{1}{(n^2 - n_1^2)} \right] \left[ 2\pi \int J_z(k'_z) J_z(k'_z) T_{33}(n_1) \right] \tag{5-3}
\]

where \( k'_z = \frac{n \cos \theta_0 \omega}{c} \). Note that \( n_1 > n_2 \) which makes the term in brackets positive in the frequency range considered.

A simulation of the SL-2 electron beam was run with a simulation length three times longer than those run previously. This simulation length now extends 3600 grid lengths and represents a model of the first 180 meters of the SL-2 electron beam. This increased length was
added to improve the resolution of $J_x(k_z)$ in the whistler-mode range of $k_z'$. The $V_z$ versus $z$ phase-space configuration for this modeled beam at $t = 840 \omega_{pe}^{-1}$ is displayed in Figure 28. Note that this phase-space configuration is very similar to the phase-space configuration of the 60-meter beam segment displayed in Figure 22. Both configurations have two electron components: a strongly heated component found in phase-space regions where $V < V_b$ and electron bunches found in phase-space regions where $V > V_b$. These bunches are particularly pronounced in the first 75 meters of the beam (from $z = 0$ to 1500).

Using Equation (5-3), the radiated power will be calculated from a beam-segment extending 175 meters in length from $z = 100$ to 3500. The first five meters of the beam is not included in the calculation since the beam phase-space configuration near the generator ($z = 0$ boundary) is atypical of the rest of the beam. The power radiated from this 175-meter segment is equal to the Poynting flux through a cylindrical surface of radius $R$ and length $L = 175$ meters surrounding the beam:

$$ P_{175m} = S_L 2\pi R L \ (175m) \ . $$  \hspace{1cm} (5-4)

Since the radiated power varies directly with $L$, the power from a 200-meter beam segment can be approximated by

$$ P_{200m} = (200/175) P_{175m} \ . $$  \hspace{1cm} (5-5)
A quantity that has to be determined in (A-10) is $V_s$, the velocity where the current density, $J_z(z,t)$, is considered independent of time. This current density consists of two parts, $J_z(z,t) = J_0(z,t) + J_1(z,t)$. The quantity $J_0(z,t)$ represents the current density from the randomized electrons found in regions of phase space where $V_z < V_b$. The current from these electrons is flowing continuously at a nearly constant value thus $J_0(z,t) = J_0(z)$. The quantity $J_1(z,t)$ represents the current density from the density perturbations or bunches in the beam found in regions of phase space where $V_z > V_b$. The current from these perturbations is time dependent, with bunches passing a point $z = z_0$ at a periodicity of approximately $1/\omega_{pe}$. Consequently, the current density can be rewritten as $J_z(z,t) = J_0(z) + J_1(z,t)$. The frame of reference where $J_z(z,t)$ appears stationary is then a frame that is moving with the bunches since $J_1(z,t)$ is the only time-dependent term in the current density. From Figure 28 it is evident that the bunches are propagating at $V = 1.5 V_b = 2.8 \times 10^7$ m/s; thus, $V_s = 2.8 \times 10^7$ m/s.

Bunches created by an electrostatic wave in the beam propagate near the phase speed of the wave, $V_{ph} = \omega/k_z$. The frame where $J_z(z,t)$ is considered time independent is then a frame moving with this wave, $V_s = V_{ph}$. To determine the wave phase speed, the Fourier transform of $J_z(z,t)$, in both time and space for the 175-meter beam segment is calculated and plotted as a function of $\omega$ and $k_z$. This plot is displayed in Figure 29. If the perturbations in current density result from beam interaction with an electrostatic wave, then $J_z$
\((k_z, \omega)\) will be most intense near \(V_{ph}\). Note from the figure that \(J_z(k_z, \omega)\) does indeed peak near \(\omega/k = V_{ph} = 2.8 \times 10^7 \text{ m/sec}\), which is represented by the solid line in the figure. Consequently, if a transformation is made to a frame moving at \(V_s = V_{ph} = 2.8 \times 10^7 \text{ ms/s}\), the current density appears nearly stationary. Note also from the figure that all the bunches are not moving exactly at \(V_{ph}\), but have a spread in velocity in a range \(\pm \Delta V\) about \(V_{ph}\). Consequently, in the moving frame, some second-order temporal perturbations in the current density will be present and must be considered in the calculation of the radiated power. As will be shown later, these second-order perturbations will not significantly alter the calculation of the radiated power.

The current density calculated from the 175-meter segment is considered the density in the frame moving at \(V_s\), \(J_z(z')\), where \(z' = z - V_st\); and the Fourier transform of this current density, \(J_z(k_z)\), will be used in (5-3) to determine the radiated power from this segment. The transform of a 175-meter beam segment will yield discrete values of \(J_z(k_z)\) at each \(k_z = 2\pi m/175\) meters where \(m\) is an integer from 0 to 1750. A plot of \(J_z(k_z)\) versus \(k_z\) is displayed in Figure 30. The resulting transform appears as a white-noise type \(k\)-spectra for \(k_z > 22\); however, for \(k_z < 22\), \(J_z(k_z)\) appears to increase as \(k_z\) decreases. The white-noise type \(k\)-spectra found in \(k_z > 22\) results from the randomized position and velocity of the simulation electrons used in the computer model. This noise is inherent in the modeled system since simulation electrons many times the mass and charge of real electrons
were used in the model. Although not feasible, if real electrons had been modeled, this noise would be reduced to nearly zero. The average noise level was calculated by summing the $J_z(k_z)$ values between $k_z = 28.7$ and $62.8$ and dividing by the number summed. This level is represented by the dotted line in the figure. The increase in $J_z(k_z)$ found in $k_z < 22$ results from wave-particle interactions within the beam that create localized charged regions or bunches. If bunching had not occurred, the simulated beam electrons would be randomly spaced in both velocity and position and the resulting $J_z(k_z)$ would appear as a white noise type $k$-spectra at all $k_z$ values.

To solve (5-3), $J_z(k_z)$ evaluated at $k_z' = n \cos \theta \omega / c$ is required. This $k_z'(\omega)$ represents the wave numbers that satisfy the Landau resonance condition and varies from .01 at 31.1 kHz to .25 at 1 MHz. The $J_z(k_z)$ values that correspond to $k_z'$ are presented, graphically, in Figure 30. Note from this figure that six values of $J_z(k_z)$ fall in the range of $k_z'$ for the whistler-mode. Table 2 lists these $J_z(k_z)$ values with the simulation noise level subtracted at their corresponding $k_z'$ and $f(= V_e k_z'/2\pi)$. Using Equation (5-3) and (5-5), the radiated power spectral density, $dP/df$, from a 200-meter beam segment is evaluated at each of the six frequencies. These values are plotted as a function of wave frequency in Figure 31 (represented by x's) along with the calculated incoherent Cerenkov power spectra (represented by o's) and measured whistler-mode power spectra (represented by .'s) from the 200-meter SL-2 electron beam segment.
Table 2. Values of $J_z(k_z)$

<table>
<thead>
<tr>
<th>$k_z$ (l/m)</th>
<th>$f$ (kHz)</th>
<th>$J_z(k_z)$ (Noise Level Subtracted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>.0395</td>
<td>176</td>
<td>.092</td>
</tr>
<tr>
<td>.0790</td>
<td>352</td>
<td>.035</td>
</tr>
<tr>
<td>.1185</td>
<td>529</td>
<td>.192</td>
</tr>
<tr>
<td>.1580</td>
<td>705</td>
<td>.067</td>
</tr>
<tr>
<td>.1975</td>
<td>881</td>
<td>.123</td>
</tr>
<tr>
<td>.2370</td>
<td>1057</td>
<td>.112</td>
</tr>
</tbody>
</table>

Note that the inclusion of coherent effects amongst the beam electrons increases the wave powers by almost $10^9$ (90 dB's) above incoherent power levels. Also note that the coherent power level is near the measured whistler-mode powers. It is clear from the figure that coherent Cerenkov radiation from the beam can indeed account for the measured whistler-mode wave power. In fact, the calculated power from the modeled beam overestimates the measured power by about a factor of 10. This disagreement may result from the fact that both the computer simulation of the beam and the power calculations were performed in only one dimension. In this case, motion of the beam electrons perpendicular to the static magnetic field have been neglected. Such motion, as the electron's gyromotion, can change the radiative coherence of the beam electrons by giving them a significant displacement perpendicular to the geomagnetic field. Also, the one-dimensional
simulation of the beam has completely neglected any finite radius effects that occurred in the SL-2 electron beam. These effects can reduce the amplitude of the electrostatic wave in the beam, which correspondingly reduces $\Delta n$, the beam density perturbations. The radiated power from the SL-2 electron beam with its finite radius should then be less than the predicted radiated power from the model. Landau damping of the whistler-mode waves in the SL-2 electron beam may also reduce wave powers. This damping occurs because the Cerenkov radiation emitted by the bunches with a phase speed, $V_{ph} < V_s$, is able to interact with the heated component of the beam. This damping is not considered significant, however, since the path length for damping (as well as wave growth) in the SL-2 electron beam is very short. Consequently, the radiation will not interact with the thermalized beam component long enough to be altered significantly.

Note in Figure 31 that the frequency range of the modeled coherently radiated power does not extend below 176 kHz. This low frequency limit results from the discreteness of the $J_z(k_z)$ values used in the calculations. For a 175-meter beam segment, values of $J_z(k_z)$ can only be obtained at specific $k_z$ and $f$ values; namely, at $k_z = 2\pi m/175$ meters and $f = mV_s/175$ meters, where $m$ is an integer extending from 0 to 1750. Consequently, the first nonzero frequency where a $J_z(k_z)$ value exists and the power can be determined is at 176 kHz. Values of power spectral density cannot be obtained below this frequency for a beam of this length. Increasing the beam length will allow the radiated power to be determined at lower frequencies;
however, the computer run time will also be increased, possibly beyond practical considerations. As an example, a calculation of the radiated power at 50 kHz would require nine times the CPU time currently used (from 24 to 216 VAX CPU hours) and a similar calculation at 31 kHz would require a twenty-five times increase in CPU time (from 24 to 600 VAX CPU hours). Clearly, power calculations at these lower frequencies are not feasible.

Based on the results of the simulation, the measured whistler-mode powers calculated in Chapter II and displayed in Figures 6 and 31 should be corrected to account for the radiation emitted by bunch electrons moving at speeds 1.5 times greater than the initial injection speed. The original calculation of this power assumed that all the beam electrons were moving at their initial injection velocity of $1.89 \times 10^7$ m/sec which, from the Landau resonance condition, corresponds to a value of $n_\parallel = 15.9$. This value of $n_\parallel$ was used to constrain the values of $\bar{n}(\theta)$ obtained from cold plasma theory and specified the values of n and $\Delta \theta$ used in the magnitude of the Poynting vector, expression (2-2). From the simulation, however, it is evident that the radiation is emitted from electron bunches moving at $V_s = 2.8 \times 10^7$ m/sec, which corresponds to a value of $n_\parallel = 10.7$. As a consequence, the measured power is about 50% greater when considering radiation from the faster moving bunches. Although this increase is insignificant compared to the factor of 10 difference between measured and coherent Cerenkov power values, it still should be mentioned. Recall that the Landau resonance had to be incorporated into the
measured power calculations since complete information on $\overline{E}$ and $\overline{B}$ of the measured whistler-mode waves was unavailable. The measured power is then considered a model dependent quantity based on values of $n_S$.

As mentioned previously, all the bunches in the beam are not propagating at exactly $V_S$, but instead propagate in a range of velocities, $V_S \pm \Delta V$, where $\Delta V$ is the typical velocity spread. Consequently, in the moving frame, the current density is not completely independently of time as assumed in the derivation of (5-3), but has second-order temporal variations that can alter the radiative coherence of the beam. The effect of these temporal variations on the radiated power will now be considered.

Consider a current density that varies as $J_z(z') e^{-t^2/t_o^2}$, where $t_o$ represents the typical time of the temporal variations in the current density. The corresponding transform of this current density in space and time is written as

$$\overline{J_q(k,\omega)} = \frac{\hat{z}}{(2\pi)^{\frac{3}{2}}} \sqrt{2\pi} J_z(kz) \begin{bmatrix} t_o e^{-a^2 t_o^2/4} \\ 2\sqrt{\pi} \end{bmatrix}$$

(5-6)

where $J_z(kz)$ is the spatial transform of the current density and $a = kzV_S - \omega$.

If the electrostatic wave in the beam is monochromatic, the corresponding density perturbations propagate at the phase speed of
this wave. The transform of the current density is then peaked at \( \omega/k_z \) values where \( \omega/k_z = V_{ph} = V_s \), with no spread in \( \omega \) or \( k_z \). In this case, the current density is properly represented by (A-4). However, as Figure 29 indicates, the transform of the current density has a significant spread about \( \omega/k_z = V_{ph} = V_s \). Consequently, this transform is best represented by (5-6), where the delta function in (A-4) is replaced by Gaussian function centered at \( \omega/k_z = V_s \). Note as \( t_0 \to \infty \), the two expressions become identical.

Following a similar analysis as that of the Appendix, the radiated power is found to be

\[
P(t) = \frac{1}{(2\pi)^3 \epsilon_0} \int \left[ \hat{\mathbf{z}} \cdot \hat{\mathbf{r}}^{-1} \cdot \hat{\mathbf{z}} \right] [2\pi J_z(k_z)J_z(k_z)^*] \frac{t_0}{2\sqrt{\pi}} e^{-\frac{a^2 t_0^2}{4}} e^{-\frac{(t^2)}{t_0^2 + iat}} \frac{dk_z}{\omega}
\]

The time-averaged radiated power is now calculated. This power is defined to be

\[
\bar{P} = \frac{1}{2T} \int_{-T}^{T} P(t) \, dt
\]

where \( T \) is the time interval over which the power is averaged. An integral of the form

\[
I = \frac{1}{2T} \int_{-T}^{T} e^{-\frac{(t^2)}{t_0^2} + iat} \, dt
\]
must now be solved. Expression (5-9) can be reexpressed as

\[
I = \frac{-a^2 t_0^2}{4} \int_{-T}^{T} e^{-\frac{(t-t_0)}{2} + iat_0} dt .
\]

(5-10)

The whistler-mode radiation detected by the PDP radio receivers at any instant in time is generated from a beam length segment, \( l \).

The typical time an electron spends in \( l \) is \( \epsilon = \frac{l}{v_b} \). Consequently, (5-10) can be rewritten as

\[
I = \frac{-a^2 t_0^2}{4} \int_{0}^{\epsilon} e^{-\frac{(t-t_0)}{2} + iat_0} dt .
\]

(5-11)

Since \( l \) is small, \( \epsilon \ll t_0 \) and (5-11) is near unity.

The average radiated power is then

\[
\bar{P} = \frac{1}{(2\pi)^2 \epsilon \omega_0 c^2} \int (\hat{z} \cdot \hat{\tau}^{-1} \cdot \hat{\tau}) [2\pi J_z(k_z)J^*(k_z)] \frac{t_0}{2\sqrt{\pi}} e^{-\frac{-a^2 t_0^2}{4}} \, n \omega \, dn \, d\omega \, dk_z
\]

(5-12)

where \( dk = \frac{n^2 \omega^3}{c^2} \, dn \sin \theta \, d\theta \, d\phi = \frac{n \omega^2}{c^2} \, dn \, dk_z \, d\phi \). Equation (5-12) can be expressed as

\[
\frac{d\bar{P}}{d\omega} \bigg|_{\omega = \omega_0} = \int F(k_z, \omega_0) \frac{t_0}{2\sqrt{\pi}} e^{-\frac{-a^2 t_0^2}{4}} \, dk_z .
\]

(5-13)
Thus, to obtain the radiated power, a Gaussian weighted integration of $F(k_z, \omega_o)$ over $dk_z$ must be performed. Using (A-10), a similar expression can be written when $J_z(k_z, \omega)$ has no spread about $\omega/k_z = V_s$:

$$\frac{dP}{d\omega}\bigg|_{\omega=\omega_o} = \int F(k_z, \omega_o) \delta(k_z V_s - \omega_o) e^{i(k_z V_s - \omega_o) t} dk_z$$

$$= \frac{F(k_{z0}, \omega_o)}{V_s} \bigg|_{k_{z0} = \frac{\omega_o}{V_s}}.$$

Expression (5-13) and (5-14) should yield similar results as long as $F(k_z, \omega_o)$ approximates $F(k_{z0}, \omega_o)$ in $dk_z$. A numerical integration of (5-13) was performed and this result was indeed found to be true. The radiated power varied only slightly when considering a spread in $J_z(k_z, \omega)$ equal to $k_{z0}$. The deviations of the radiated power due to such a spread are shown in Table 3. In this table, the power from a Gaussian-like $J_z(k_z, \omega)$ distribution with a spread, $\Delta k_z$, equal to $k_{z0}$ is calculated using (5-13) and compared to the power expected using (5-14). From these results it is evident that the radiated power does not vary significantly when considering a spread in $J_z(k_z, \omega)$ about $\omega/k_z = V_s$. Consequently, the radiated power calculated using (5-3) is an accurate representation of the radiated power from the modeled beam.
Table 3. The Change in Radiated Power From Considering a Current Density With a Spread, $\Delta k$.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>$\frac{dP}{dz}(\Delta k) = k_{zo} \theta / k_{zo} \theta(\Delta k + 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>562 kHz</td>
<td>.930</td>
</tr>
<tr>
<td>311 kHz</td>
<td>.887</td>
</tr>
<tr>
<td>178 kHz</td>
<td>.924</td>
</tr>
<tr>
<td>100 kHz</td>
<td>.942</td>
</tr>
<tr>
<td>56.7 kHz</td>
<td>.979</td>
</tr>
<tr>
<td>31.1 kHz</td>
<td>1.031</td>
</tr>
</tbody>
</table>
CHAPTER VI
THE ELECTRON BEAM AS AN EFFICIENT ANTENNA

In this study, it has been concluded that the whistler-mode emission detection from the SL-2 electron beam is created by coherent Cerenkov radiation from electron bunches in the beam. Consequently, the electron beam is considered an antenna radiating the whistler-mode radiation. As will be shown, by positioning the radiating bunches properly in the beam, the radiation efficiency of this "antenna" can be improved. Consider, first, the bunches formed in the continuous SL-2 electron beam. From Figure 22 it is evident that these bunches have a length, \( l = 0.1 - 0.5 \) meters and have a spacing, \( d \approx 6 \) meters, apart from each other. This bunching of the modeled beam is clearly evident in Figure 30 which displays \( J_z(k_z) \) versus \( k_z \). In this figure the maximum \( J_z(k_z) \) value is near \( k_z \approx 2\pi/d \approx 1 \) corresponding to the typical bunch spacing. Note that this maximum value lies outside the range of \( k_z' \) of the whistler-mode radiation. More power in the whistler-mode would have been obtained from the beam if this maximum \( J_z(k_z) \) value had been in the \( k_z' \) range. In this case, the spacing between the bunches would then be equal to the parallel component of a whistler-mode wavelength, \( d = \lambda_\parallel \); and the coherent radiation from the bunches in the beam at \( f = V_0/\lambda_\parallel \) would constructively interfere. This
process would significantly increase the wave powers above those measured from the SL-2 electron beam to near \(10^{-6}\) W/Hz at \(f = V_s/\lambda_i\).

This effect can be artificially induced by pulsing the electron beam near the whistler-mode range of frequencies. Unlike the continuous beam, a beam-plasma instability is now undesirable, since it tends to destroy the highly coherent pulses ejected from the gun. Consequently, to reduce the effects of the instability, the length of the pulses, \(\ell\), should be \(\ell \ll V_b/f_{pe}\), where \(V_b/f_{pe}\) represents the characteristic length over which the instability acts and is the wavelength of the instability-related electrostatic wave. Also, the spacing between the pulses, \(d\), should be equal to a parallel component a whistler-mode wavelength, \(\lambda_{\parallel}\). If these two conditions are met, the radiated power at \(f = V_b/d\) will be quite intense. As an example, consider a 1 keV - 50 mA electron beam in the same plasma environment as the continuous SL-2 electron beam, however, pulsed such that

\[
J_z(z) = \sum_{n=0}^{p} NqV \delta(n \text{ 31.4 meters})
\]

where \(p\) is the number of pulses in a 200-meter segment (equal to 6). In this idealized example, the individual pulses have an infinitesimally small length, \(\ell\), and are spaced 31.4 meters apart from each other. For a 1 keV - 50 mA electron beam, \(V = 1.89 \times 10^7\) m/sec and \(N = 4.9 \times 10^{11}\) electrons. The value of \(k_z\) corresponding to the pulse spacing, \(d\), is \(k_z = .2\). The Fourier transform of \(J_z(z)\) is
\[
J_z(k_z) = \sum_{n=0}^{\infty} \frac{NqV}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{ik_z z} dz = \frac{P}{\sqrt{2\pi}} \frac{NqV}{\sqrt{2\pi}} e^{in31.4 k_z}
\]

Note that at \( k_z = 0.2 \), \( J_z(k_z) \) is a maximum since the exponential term, representing the relative phase difference between the pulses, goes to unity. Consequently,

\[
J_z(k_z = 0.2) = \frac{6NqV}{\sqrt{2\pi}} = 3.56
\]

From the Landau resonance condition, this value of \( k_z \) corresponds to a frequency of 600 kHz. The radiated power is then a maximum at this frequency and is calculated to be \( \sim 3 \times 10^{-4} \) W/Hz from a 200-meter pulsed beam segment. Note that this power is over \( 10^5 \) greater than those measured by the PDP. Consequently, the constructive interference amongst the pulses increases the radiated powers drastically.
CHAPTER VII

CONCLUSIONS

The whistler-mode radiation detected by the PDP during its flyby of a 1 keV - 50 mA electron beam has these characteristics:

A) The radiation is propagating near the resonance as determined by the electric field polarization.

B) About 1.6 mW of the radiation is emitted from the first 200 meters of the beam, corresponding to about $8 \times 10^{-6}$ W/m of emitted radiation from the beam.

C) The calculated wave powers from the beam are well above those expected from incoherent Cerenkov radiation processes in the beam.

Many mechanisms have been discussed to account for the detected signal; however, the best mechanism is coherent Cerenkov radiation from density perturbations or bunches in the beam. These bunches are created by an electrostatic beam-plasma instability occurring within the beam.

The existence of these bunches is verified in two ways: first, when the PDP was in the beam, radio receivers detected very intense waves near $\omega_{pe}$. These waves are believed to be associated with the instability creating the bunches. Second, a one-dimensional computer simulation of the beam clearly shows the presence of electron bunches in the beam.
The calculated power from the simulated beam indicates that the radiation from electrons in bunches is coherent enough to account for the measured whistler-mode power. Consequently, from this study it is concluded that the whistler-mode radiation from the SL-2 electron beam is generated by coherent Cerenkov radiation from a bunched electron beam.
Figure 1 A frequency vs. time spectogram from the PDP plasma wave instrument showing intense emissions during a D.C. electron gun firing. The funnel-shaped structure that extends from the electron cyclotron frequency, $f_c$, to about 30 kHz is whistler-mode radiation from the beam.
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This diagram shows the index of refraction surface for the whistler mode and the associated $\overrightarrow{E}$, $\overrightarrow{k}$, and $\overrightarrow{v}_g$ vectors for propagation near the resonance cone ($\theta = \theta_{\text{Res}}$). For propagation near the resonance cone, $\overrightarrow{k}$ and $\overrightarrow{E}$ are parallel and nearly perpendicular to $\overrightarrow{v}_g$. In this limit $\overrightarrow{E}$ is linearly polarized and quasi-electrostatic.
This diagram shows the ray path and $\vec{E}$, $\vec{k}$, and $\vec{V}_g$ vectors used to confirm the electric field polarization. The assumed electric field is projected into the PDP spin plane and the angle relative to the projection of the sun vector is calculated. The projected electric field direction can then be compared to the measured directions calculated from spin modulation maximums in the electric field intensity (see Figure 4).
Figure 4(a), (b), (c), and (d) These plots show the relative directions of the computed and measured electric-field vectors in the PDP spin plane for the 562 kHz, 311 kHz, 178 kHz, and 100 kHz frequency channels. The dots represent the computed electric field directions assuming that the wave vector is near the resonance cone with $k \cdot v_b > 0$, and the x's represent measured electric-field directions. The close agreement between the measured and modeled directions indicates that the whistler-mode radiation is propagating near the resonance cone in the same direction as the beam.
The graphs depict the phase (in degrees) over time (in minutes) for different frequencies:

- **562 kHz**
- **311 kHz**
- **178 kHz**
- **100 kHz**

The graphs show the comparison between:
- Model E/Sun angle
- Measured E/Sun angle
Figure 5  This diagram shows the integration surface used to calculate the power emitted from the beam in the whistler mode. At closest approach, the PDP passed within 3 meters of the beam at a distance of about 200 meters from the shuttle.
Figure 6  The calculated power spectral density from the beam in the whistler mode is shown as a function of frequency.
Figure 7(a) and (b) The linear emissivity, $dP/df$, is shown as a function of the distance, $L$, along the beam for the 562 kHz and 311 kHz frequency channels. Note that the emissivity starts to decrease rapidly beyond about 100 meters.
Figure 8 The power spectra from a single electron radiating via the Cerenkov processes is shown in a plasma environment similar to that surrounding the SL-2 beam. These calculations assume the wave/beam interaction is by a Landau resonance process and that the particle pitch angle is 10°. This power calculation is based on formulas derived by Mansfield [1967].
Figure 9  This figure displays the radial expansion of a field-aligned electron beam after it is initially ejected from a gun of radius $r_0$. As the beam propagates, the radius expands according to

$$r = r_0 + \frac{V_{\text{exp}}}{V_b} z.$$
Figure 10 This figure is a $V_z$ versus $z$ phase-space configuration of electrons from a beam of density $n_b = 1/16 \, n_A$ and $V_b = 10 \, V_{th}$ after (a) $32 \, \omega_{pe}^{-1}$ and (b) $64 \, \omega_{pe}^{-1}$. This configuration is obtained from Pritchett and Winglee's two-dimensional simulation [1986]. The beam is injected from a spacecraft located at $z = 125$. 
Figure 11 This figure is a $V_z$ versus $z$ phase-space configuration of an electron beam with similar density and velocity as that of Figure 10 taken from the one-dimensional simulation developed in this study. Note that $L = 100$. 
Figure 12  Again, a beam phase-space configuration is shown from the one-dimensional simulation developed in this study run with similar parameter as those of Figures 10 and 11, only now $L = \infty$ (no radial beam expansion).
Figure 13  This $V_z$ versus $z$ beam phase-space configuration is from
the one-dimensional simulation run with $n_b = 8 n_A$, $V_b = 15$
$V_{TH}$ and $L = 10$ for two different times: (a) $20 \omega_{pe}^{-1}$
and (b) $30 \omega_{pe}^{-1}$. 
Figure 14  This figure is a beam phase-space configuration taken from Winglee and Pritchett [1986] for an overdense beam \((n_b/n_A = 2)\). Note that the beam structure looks similar to that of Figure 13.
Figure 15  This figure is a beam phase-space configuration taken from Pritchett and Winglee [1986] for an overdense beam ($n_b = 8 n_A$) at two different times: (a) $16 \omega_{pb}^{-1}$ and (b) $32 \omega_{pb}^{-1}$. 
Figure 16 This figure is a $V_z$ versus $z$ phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with the parameters shown in Table 1, with $L = 10$. 
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Figure 17 This figure displays $E_z$ versus $z$ from the one-dimensional simulation run with $L = 10$. Note that a strong electric field is located near $z = 0$. 
Figure 18  This figure displays the number of electrons, $N$, versus $z$ from the modeled beam run with $L = 10$. 
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Figure 19  This figure is a $V_z$ versus $z$ phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with the parameters shown in Table 1, with $L = 5$. 
Figure 20  This figure displays $E_z$ versus $z$ from the one-dimensional simulation run with $L = 5$. Note that a strong electric field is located near $z = 0$. 
Figure 21  This figure displays the number of electrons, \( N \), versus \( z \) from the modeled beam run with \( L = 5 \).
Figure 22  This figure is a $v_z$ versus $z$ phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with the parameters shown in Table 1, with $L = 3$. 
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Figure 23  This figure displays $E_z$ versus $z$ from the one-dimensional simulation run with $L = 3$. Note that wave activity is present in the beam.
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Figure 24  This figure displays the number of electrons, $N$, versus $z$ from the modeled beam run with $L = 3$. 
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Figure 25  This figure is a $V_z$ versus $z$ phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with the parameters shown in Table 1, with $L = 2$. 
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Figure 26  This figure displays $E_z$ versus $z$ from the one-dimensional simulation run with $L = 2$. Note that wave activity is present in the beam.
E-FIELD MAGNITUDE AT $t = 270 \omega_{pe}^{-1}$

$\mathcal{L} = 2$
Figure 27  This figure displays the number of electrons, $N$, versus $z$ from the modeled beam run with $L = 2$. 
This figure is a $V_z$ versus $z$ phase-space configuration of the modeled SL-2 electron beam obtained from the one-dimensional simulation run with $L = 3$ and a length of 3600 grids corresponding to 180 meters. Note that the beam phase-space configuration is similar to that shown in Figure 22 for a 60-meter beam segment.
Figure 29  This diagram is a plot of $J_z(k_z, \omega)$ as a function of $\omega$ and $k_z$ for the 175-meter beam segment. The largest values of $J_z(k_z, \omega)$ are completely dark, while o's and .'s represent continually lower intensities. Note that the values of $J_z(k_z, \omega)$ peaks at about $\omega/k_z = 2.8 \times 10^7$ m/s.
Figure 30  This figure shows the variation of $J_z(k_z)$ for the 175 meter beam segment as a function of $k_z$. Note for $k_z < 22$ that $J_z(k_z)$ increases as $k_z$ decreases. This variation in $J_z(k_z)$ results from the density perturbations in the beam created by a beam-plasma instability. Also shown in the figure is the simulation noise level. This noise is obtained since simulation electrons many times the mass and charge of real electrons were used in the computer model. The range of $k_z'$ of the whistler-mode waves is also shown in the figure.
Figure 31  This figure shows the power spectra of the measured whistler-mode radiation from the first 200 meters of the SL-2 electron beam along with the calculated power spectra of the incoherent and coherent Cerenkov radiation from a 200-meter beam segment. Note that the inclusion of coherent radiation effects increases the calculated powers to those measured from the SL-2 electron beam. Based on these results, it is concluded that coherent Cerenkov radiation from a bunched electron beam generates the detected whistler-mode radiation.
A general formula for the radiated power from a field-aligned beam of current density $J_z(z)$ has been derived by C. K. Goertz. From this very general formalism, the radiated power from a single particle, $N$ particles and a pulsed beam can be easily obtained.

First, the current density is written as

$$J_q(r,t) = \hat{z} \langle n \nu \rangle \delta(x) \delta(y) = \hat{z} J_z(z,t) \delta(x) \delta(y)$$  \hspace{1cm} (A-1)

where $J_z(z)$ is the field-aligned component of the current density.

The Fourier transform of the current can be written as

$$\overline{J_q(\overline{r},\omega)} = \frac{\hat{z}}{(2\pi)^{\nu}} \iint J_z(z,t) e^{i(k_z z - \omega t)} dz dt \hspace{1cm} (A-2)$$

In order to calculate the radiated power from a group of charges, a transformation must be made to a frame of reference moving with the charges. In this frame, the current density becomes independent of time:

$$J_z(z,t) = J_z(z')$$
And, consequently, the current density appears stationary. The new coordinate \( z' \) is defined as \( z' = z - V_\text{s} t \), where \( V_\text{s} \) represents the velocity of this moving frame. Expression (A-2) is then

\[
\mathcal{J}_q(k, \omega) = \frac{2}{(2\pi)^3} \int_0^\infty J_z(z') e^{ikzz'} dz' \int_0^\infty e^{i(kzV_\text{s}-\omega)t} dt . \quad (A-3)
\]

The quantity \( \int_0^\infty J_z(z') e^{ikzz'} dz' = \sqrt{2\pi} J_z(k_z) \) where \( J_z(k_z) \) is the Fourier transform of \( J(z') \). Using the definition of the delta function, \( \int_0^\infty e^{i(kzV_\text{s}-\omega)t} dt = 2\pi \delta(kzV_\text{s}-\omega) \), and using the fact that \( k_z = \frac{\omega}{c} \cos \theta \), (A-3) now becomes

\[
\mathcal{J}_q(k, \omega) = \frac{2}{(2\pi)^3} \left( \sqrt{2\pi} J_z(k_z) \right) \delta(n\omega \cos \theta - \omega) \quad (A-4)
\]

where \( \theta = V_\text{s}/c \).

Using Equation (4-6), the electric field is written as

\[
\mathbf{E}(r, t) = \frac{i}{(2\pi)^3 \varepsilon_0 \omega} \int \left( \mathbf{T}^{-1} \cdot \mathbf{z} \right) \left( \sqrt{2\pi} J_z(k_z) \right) \delta(n\omega \cos \theta - \omega) e^{i(\omega t - k \cdot r)} \frac{d\omega}{\omega} \quad (A-5)
\]

Knowing the electric field and source current, an expression for the radiated power can be obtained:
\[ P(t) = \int E(z,t) \cdot I(z,t) \, dz \]

\[ = \frac{i}{(2\pi)^3 \varepsilon_0} \iiint (\hat{z} \cdot \hat{T}^{-1} \cdot \hat{z}) \left( \sqrt{2\pi} \, J_z(k_z) \right) \]

\[ \delta(n\omega \cos \theta - \omega) \, e^{i(\omega t - k_z z)} J_z(z,t) \, dz \, dk \, \frac{d\omega}{\omega} \]  

where the current is again described by (A-1). Moving to the frame \( z'' = z - V_s t \), (A-6) can be rewritten as

\[ P(t) = \frac{i}{(2\pi)^3 \varepsilon_0} \iiint (\hat{z} \cdot \hat{T}^{-1} \cdot \hat{z}) \left( \sqrt{2\pi} \, J_z(k_z) \right) \]

\[ \delta(n\omega \cos \theta - \omega) \, e^{i(\omega - n\omega \cos \theta) t} \]

\[ [J_z(z'') \, e^{-ik_z z''} \, dz''] \, dk \, \frac{d\omega}{\omega}. \]

The quantity in brackets is equal to \( \sqrt{2\pi} J_z^*(k_z) \) where \( J_z^*(k_z) \) is the conjugate Fourier transform of \( J(z'') \). The element \( dk \) is

\[ dk = n^2 \frac{\omega^3}{c^5} \, dn \sin \theta \, d\theta \, d\phi \quad \text{and} \]

\[ k_z = \frac{n \cos \theta \, \omega}{c} = k_z(n,\theta). \]
Substituting these into (A-7) and integrating over \( \phi \) yields:

\[
P(t) = \frac{1}{(2\pi)^2 \epsilon_0} \int \int (\mathbf{z} \cdot \mathbf{\hat{T}_1} \cdot \mathbf{z}) (2\pi) J_z(k_z(n, \theta))
\]

\[
J_z^*(k_z(n, \theta)) \delta(n \omega \cos \theta \beta - \omega)
\]

\[
e^{i(\omega-n \omega \cos \theta \beta) t} n^2 \omega^2 dn \sin \theta d\theta d\omega.
\]

Integrating over \( \theta \), an integral of the form

\[
I = \int f(x) \delta(Ax - B) dx = \frac{f(x_0)}{A}
\]

must be solved where \( A = |n \omega \beta|, B = \omega \) and \( x_0 = \cos \theta_0 = \frac{1}{n\beta} \). The radiated power then becomes

\[
P(t) = \frac{1}{(2\pi)^2 \epsilon_0 c^3 \beta} \int \int (\mathbf{z} \cdot \mathbf{\hat{T}_1} \cdot \mathbf{z}) (2\pi) J_z(k_z(n, \theta_0))
\]

\[
J_z^*(k_z(n, \theta_0)) |n| |\omega| dn dw.
\]

An explicit form for \((\mathbf{z} \cdot \mathbf{\hat{T}_1} \cdot \mathbf{z})\) is obtained using Equation (4-34), and upon obtaining the imaginary part to the integral

\[
\int_0^\infty \frac{T_{33}(n) |n| f(n) dn}{(n^2 - n_1^2)(n^2 - n_2^2)} = \frac{\pi i}{2(n_2^2 - n_1^2)} \sum_{k=1}^2 (-1)^k T_{33}(n_k) f(n_k)
\]
where \( f(n) \) is an arbitrary even with no singularities, the radiated power becomes

\[
P(t) = \bar{P} = \int_{-\infty}^{\infty} \left( \frac{\omega}{8\pi} \frac{d\omega}{\epsilon_0 \epsilon_r c^2 V_S} \right) \left( \frac{1}{(n_2^2 - n_1^2)} \right) k_3 T_{33}(n_k) \\
\times [2\pi J_z(k_z(n_k, \theta_0)) J_z^*(k_z(n_k, \theta_0))] .
\]  

(A-10)

Note that the radiated power is proportional to the square of the Fourier transform of the current density. Once the current density and its transform are known, it can be used in Equation (A-10) to easily calculate the radiated power.

As an example, the radiated power from a single field-aligned point charge moving at velocity, \( V_0 \), can be calculated. Moving to a frame where the particle is considered stationary, \( V_s = V_0 \), the current density becomes

\[
J_z(z) = q V_0 \delta(z - z_0),
\]

where \( z_0 \) represents the position of the particle relative to the center of coordinates for the frame moving at \( V_s \). The current density transform becomes

\[
J_z(k_z) = \frac{q V_0}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \delta(z - z_0) e^{ik_za} dz = q V_0 \frac{e^{i \frac{n_2 \omega \cos \theta z_0}{\sqrt{2\pi}}}}{\sqrt{2\pi}}
\]
where $k_z = \frac{m}{\epsilon} \cos \theta$. Using Equation (A-4), $J_q(k,\omega)$ is

$$J_q(k,\omega) = \frac{Z}{(2\pi)^{3/2}} e^{i \frac{m}{\epsilon} \cos \theta z_0} \delta(n \omega \cos \theta - \omega)$$

and is identical to (4-13). Since $J_z(k_z) J_z^*(k_z) = 1/2\pi$, the radiated power is

$$P = \frac{Z}{(2\pi)^{3/2}} \delta(z_0) \frac{1}{(n_2-n_1)^{2}} \sum_{k=1}^{N} T_{33}(n_k)$$

which is identical to (4-22).

The power radiated from $N$ point charges all moving at velocity $V_0$, but located at arbitrary positions along a field line can also be calculated. Again, $V_s = V_0$, however, the current density is now

$$J_z(z) = q V_0 \sum_{i=1}^{N} \delta(z - z_i)$$

where $z_i$ is the particle position relative to the center of coordinates of the frame moving with $V_s$. The transform becomes

$$J_z(k) = \sum_{i=1}^{N} q V_0 \int_{-\infty}^{\infty} \delta(z - z_i) e^{ikz} dz$$
\[ J_z(k_z) = \frac{qV_o}{\sqrt{2\pi}} \sum_{i=1}^{N} \frac{e^{ikzz_i}}{\sqrt{2\pi}} = \frac{qV_o}{\sqrt{2\pi}} \sum_{i=1}^{N} \frac{n_{\omega} \cos \theta z_i}{c} \]

and

\[ J_z(k_z) = \frac{qV_o}{\sqrt{2\pi}} \sum_{j=1}^{N} \frac{e^{-i \frac{n_{\omega} \cos \theta z_j}{c}}}{\sqrt{2\pi}} \]

The quantity

\[ J_z(k_z) J_z^*(k_z) = \frac{qV_o}{2\pi} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{i \frac{n_{\omega} \cos \theta (z_i - z_j)}{c}}{2\pi} \]

Inserting this into Equation (A-10) yields a result identical to that of (4-37) for \( B_i = B_j (V_{i0} = V_{j0}) \).

A surprising result is obtained for the radiated power if the beam density is completely uniform. In this case, the particles are moving at velocity, \( V_0 \); thus, \( V_s = V_0 \). The current density is

\[ J_z(z) = qV_o \frac{N}{L} = qV_0 \lambda_o \]

The transform is then

\[ J_z(k_z) = qV_0 \lambda_o \int_{-\infty}^{\infty} e^{ikz} dz = qV_0 \lambda_o \delta(k_z) = qV_0 \lambda_o \delta \left( \frac{n_{\omega} \cos \theta}{c} \right) \]
and $J_z^*(k_z) = q V_o \lambda_o \delta \left( \frac{\pi \omega}{c} \cos \theta \right)$. After substituting these into (A-10), it is found that radiation only at $\omega = 0$ is possible and consequently the radiated power is zero. Therefore, an unperturbed, uniform beam moving at velocity $V_o$ along a magnetic field will not radiate.

Finally, the power from a pulsed electron beam is considered. Using Equations (74), (76), (77) and (78) from Harker and Banks [1983], the Fourier transform of the field-aligned current is

$$
\overline{J(k, \omega)} = \frac{q V_o \hat{z}}{(2\pi)^2} \delta(k_z V_o - \omega) N \lambda \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \frac{\pi l}{k_z} \lambda \frac{m}{2\pi} e^{-i k_z m l}
$$

where $\ell$ is the pulse length and $d$ is the distance between pulses. Comparing this with Equation (A-4), $J_z (k_z)$ is obtained:

$$
J_z(k_z) = q V_o \frac{N \ell}{\sqrt{2\pi}} \lambda \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \frac{\pi l}{k_z} \lambda e^{-i k_z m l}
$$

and $J_z^*(k_z)$ is

$$
J_z^*(k_z) = q V_o \frac{N \ell}{\sqrt{2\pi}} \lambda \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \frac{\pi l}{k_z} \lambda e^{i k_z m l}
$$
The quantity

\[ J_z(k_z) J_z^*(k_z) = q^2 \frac{N^2L^2}{2\pi} \frac{2}{2\pi} \text{sinc}^2 \left( \frac{k_z}{2\pi} \right) \left| \sum_{m=1}^{p} e^{-imk_zd} \right|^2 \]

where \( p \) is the number of pulses. Since

\[ \left| \sum_{m=1}^{p} e^{-imk_zd} \right|^2 = \frac{\sin^2(pd_k/2)}{\sin^2(d_k/2)} \]

\( J_z(k_z) J_z^*(k_z) \) is

\[ J_z(k_z) J_z^*(k_z) = \left[ q V_o \frac{N L}{2\pi} \text{sinc} \left( \frac{k_z}{2\pi} \right) \frac{\sin(pd_z/2)}{\sin(d_z/2)} \right]^2 \]

Inserting this into (A-10) yields an expression for the radiated power similar to Equation (91) of Harker and Banks.
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ABSTRACT

During the Spacelab-2 mission ions produced from a cloud of neutral gases surrounding the Shuttle-Orbiter were observed by an electrostatic analyzer aboard the PDP spacecraft. These ions, identified primarily as $\text{H}_2\text{O}^+$, are distinguishable from ionospheric ions because they form a velocity-space distribution that has the shape of a ring. Distributions of this type were observed at distances up to 400 m from the Orbiter with densities ranging from $100/\text{cm}^3$ to $10^4/\text{cm}^3$. The production and transport of these ions are modeled in an attempt to reproduce the observed $\text{H}_2\text{O}^+$ densities. The water cloud is modeled as radial flow from a spherically symmetric source. Water molecules are removed from the cloud by collisions with atmospheric gases and $\text{H}_2\text{O}^+$ ions are produced by charge exchange between neutral $\text{H}_2\text{O}$ and ionospheric $\text{O}^+$. Once the $\text{H}_2\text{O}^+$ ions are produced they are picked up by Earth's magnetic field and removed from the cloud. The density of neutral water is a free parameter in the model which is determined by comparing the modeled $\text{H}_2\text{O}^+$ density to the measured ion density. For the Spacelab-2 mission the water density is inferred in this way to be as high as $10^9/\text{cm}^3$ at a distance of 50 m from the Orbiter, as much as ten times higher than the density of ambient atmospheric gases.
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CHAPTER I

INTRODUCTION

Spacelab 2

The Spacelab-2 payload was launched July 29 of 1985 aboard the Shuttle-Orbiter Challenger and landed August 6. This flight was a multidisciplinary science mission which included experiments in physics, astronomy, and biology. Most of the experiments were mounted on a pallet within the Orbiter's payload bay and exposed to space during a major fraction of the eight-day mission. Included among these experiments was the Plasma Diagnostics Package (PDP) designed and built at the University of Iowa. A major role of the PDP during the Spacelab-2 mission was to make measurements of plasmas, plasma waves, and electromagnetic radiation in the vicinity of the Orbiter with the goal of identifying and quantifying the Orbiter environment and the interaction of the Orbiter with the ionosphere.

The PDP

The PDP, shown in Figure 1, is a cylindrical body 1.1 m in height by 1.3 m in diameter with a total mass of 285 kg. Inside are instruments designed to detect and analyze electrically charged particles, electric and magnetic fields, waves, and the neutral gas pressure. Four retractable booms mounted on the PDP allow for the
extension of two electric field probes, a magnetic field probe and a Langmuir probe. The outside of the PDP is covered with a thermal insulation blanket affixed to which is a wire screen so that the surface acts as a conductor. Openings in both the blanket and the screen are provided for instrument apertures.

The PDP is designed so that it can be operated from the pallet within the Orbiter's bay, while attached to the Orbiter's Remote Manipulator System (RMS), or as a free-flying spin-stabilized spacecraft. In March of 1982 the PDP was also flown as part of the STS-3 mission aboard the Orbiter Columbia. During that flight, measurements were made from within the Orbiter's bay and at distances of approximately 15 m from the bay while the PDP was attached to the RMS [1]. During the Spacelab-2 mission measurements were again made from within the bay and from the RMS. In addition, the PDP was operated as a free flyer, and measurements were obtained at distances up to 400 m from the Orbiter. In this thesis these latter free-flight measurements are discussed.

**PDP Free Flight**

The free flight began on August 1 at 0010 UT, 51 hours into the mission. At this time the PDP was released from the RMS with its spin axis perpendicular to \( \hat{r}_e \), the vector pointing from the spacecraft towards the earth, and to \( \hat{v}_{sc} \), the velocity vector of the spacecraft, i.e., perpendicular to the orbital plane (see Figure 4). The rotation of the PDP was accomplished by means of a mechanical momentum wheel.
inside the spacecraft. This wheel was spun-up prior to release while the PDP was attached to the RMS. After release, angular momentum was transferred from the wheel to the rest of the spacecraft causing the spacecraft to rotate. A constant period of rotation equal to 13.1 sec was maintained throughout most of the free flight. During this time, the Orbiter was maneuvered around the PDP. Two circuits of the PDP were completed, essentially one per orbit. The projection of the Orbiter's trajectory into the orbital plane of the PDP during this time is shown in Figures 2 and 3 in a coordinate system centered on the PDP. The distance of the Orbiter out of the orbital plane during the free flight was as much as 300 m. The PDP was recovered by maneuvering the Orbiter to within approximately 15 m of the satellite and grappling it with the RMS. The recovery was successfully completed at 0620 UT.

**The Lepede**

During the free flight, the differential directional intensities of charged particles with energy-per-charge in the range of 2 V to 36 kV were observed with an electrostatic analyzer aboard the PDP. This instrument, known as the Low Energy Proton and Electron Differential Energy Analyzer (Lepede) is of a type described in detail by Frank et al. [2]. The Lepede simultaneously measures the fluxes of electrons and positively charged ions in seven separate fields-of-view. Each field-of-view includes one detector for electrons and one detector for ions so that there are fourteen separate detectors in
Particles of different mass are not distinguished. The fields-of-view of the Lepedea and their orientations with respect to the PDP spin axis are shown in Figure 4. As can be seen in the figure, these fields-of-view form a fan which rotates with the spacecraft, thus providing excellent sampling of the possible particle trajectories.

A single instrument cycle for the Lepedea is 1.6 sec in duration and includes 0.2 sec of dead-time followed by a 1.4 sec energy sweep. Each sweep consists of forty-two 33-msec samples at a sequence of energies-per-charge which approximate a decreasing exponential. Because of the rotation of the PDP the fan of the Lepedea sweeps through 360 degrees in azimuth once every 13.1 sec. During each 1.6 sec instrument cycle the detectors sweep through 44 degrees of azimuth so that approximately 8 energy sweeps occur during each rotation. Figure 5 is a polar plot showing the azimuth angles of samples during a single spacecraft rotation. Radial distance in this plot is proportional to the logarithm of the center energy of the samples. Azimuthal resolution is improved by collecting data for more than one rotation. The samples are then sorted according to azimuth. In Figure 6 the azimuth angles of samples collected during 41 energy sweeps are shown, corresponding to 0.5 spacecraft rotations or a time period of 65.6 sec. For this situation, samples at a given center energy are separated by approximately 8 degrees in azimuth. Sampling of polar angles is fixed by the geometry of the detectors as shown in Figure 4.
Data Analysis

A useful quantity in the analysis of plasmas is the density of particles per unit volume, $\Delta x \Delta y \Delta z$, and per unit volume of velocity space, $\Delta v_x \Delta v_y \Delta v_z$. This density is known as the particle velocity distribution and is denoted functionally as $f(\vec{x}, \vec{v}, t)$. While the velocity distribution is, in general, a function of position, $\vec{x}$, and time, $t$, as well as velocity, $\vec{v}$, it is often written as simply $f(\vec{v})$.

When the velocity distribution of a group of particles is known, certain bulk properties of the particles can be determined such as the density per unit volume,

$$n = \int f(\vec{v}) dv_x dv_y dv_z$$

the mean velocity,

$$\langle \vec{v} \rangle = \frac{1}{n} \int \vec{v} f(\vec{v}) dv_x dv_y dv_z$$

or the mean kinetic energy,

$$\langle E \rangle = \frac{1}{n} \int \frac{1}{2} m v^2 f(\vec{v}) dv_x dv_y dv_z$$

where the integrals are over all possible values of $v_x$, $v_y$, and $v_z$, and $m$ is the mass of a single particle. The functional form of the velocity distribution is also important for the analysis of plasma
instabilities and waves [3]. In particular, multiply peaked distributions can drive plasma waves which in turn alter the particle velocity distributions.

The velocity distribution, \( f(\mathbf{v}) \), is related to the differential particle intensity or differential flux denoted by \( j'(E) \). Consider the flux through a surface of unit area of particles with speeds within \( dv \) of \( v \) and coming from within the differential solid angle \( d\Omega \) which is centered about the vector \( \mathbf{v} \). This flux is given by

\[
dj = v f(\mathbf{v}) v^2 dv d\Omega.
\]

Since \( E = 1/2 \, mv^2 \), we may also write

\[
\frac{d^2j}{dEd\Omega} = \frac{2}{m^2} E f(\mathbf{v}) , \quad \text{or}
\]

\[
j'(E) = \frac{2}{m^2} E f(\mathbf{v}) ,
\]

(1)

where \( j'(E) = d^2j/dEd\Omega \).

If an ion plasma consists of more than one species of particle, as is generally the case, then there exist separate velocity distributions, \( f_k(\mathbf{v}_k) \), for each species in the plasma, where the subscript \( k \) denotes the particle species. In this case,

\[
j'(E) = \sum_k j_k'(E) ,
\]
where the summation includes a term for each species, and \( E = \frac{1}{2} m_k v_k^2 \).

Count rates observed by the Lepedea are proportional to the differential flux into the detectors. In the case of electrons, where only a single species is observed, the conversion to \( f(\mathbf{v}) \) is straightforward. In the case of positive ions, however, several species may be observed simultaneously. Because the Lepedea does not distinguish between ions of different mass, it is not possible to unambiguously deconvolve the \( f_k \)'s from the total flux \( j'(E) \).

At times during the mission the ion flux into the Lepedea was of sufficient intensity to saturate the ion detectors. For these times it is not possible to determine the ion fluxes directly from the ion count rates. Ions impacting surfaces within the instrument, however, give rise to a flux of secondary electrons, and some of these electrons are observed by the electron detectors. Since the flux of secondaries is proportional to the ion flux, the observed electron count rate due to these electrons is proportional to the ion count rate. The constant of proportionality relating the rates is found by comparing the electron rates to the ion rates at times when the ion detectors are not saturated. The flux of secondary electrons is much less than the ion flux, so that when the ion detectors are saturated, the true ion rate can be deduced from the electrons. This analysis assumes that the electron counting rate remains proportional to the ion flux even when the ion detectors are saturated.
CHAPTER II
IONOSPHERIC IONS AND ION PICK-UP

During the PDP free flight, two different kinds of ion distributions are observed by the Lepedea. One of these distributions is due to ambient ionospheric ions which flow past the spacecraft with a velocity equal to $-\mathbf{v}_{sc}$. The other distribution is interpreted as ions created by the ionization of contaminant gases which co-orbit with the Orbiter. Before presenting these observations it is useful to discuss some of the processes which maintain the ionosphere. The goal of this discussion is to develop an understanding of the kinds of ion distributions which are to be expected at the 320 km altitude of the Orbiter.

**Atmospheric Gases and Ionospheric Ions**

Ionospheric ions are produced by the ionization of neutral atmospheric gases. At the altitude of the Orbiter the atmosphere is composed primarily of atomic oxygen, $\text{O}_1$, molecular nitrogen, $\text{N}_2$, and molecular oxygen, $\text{O}_2$. The density of neutral gases in the ionosphere depends on the atmospheric temperature. Since the upper atmosphere is heated primarily by solar radiation, the temperature depends in turn upon the solar flux incident at Earth. The Spacelab-2 mission was accomplished during conditions approaching solar minimum when the
solar flux and hence the atmospheric temperature and densities were relatively low. Figure 7 shows the atmospheric temperature and the neutral-gas concentrations at the position of the spacecraft during the free flight, as predicted by the MSIS-83 atmospheric model [4]. Variations in temperature and density at the 90-minute period of the orbit are evident, due primarily to diurnal variations in the atmosphere. The dominant species is clearly OI, with a density ranging from $1 \times 10^8$ to $3 \times 10^8$/cm$^3$. The concentrations of $N_2$ and $O_2$ are lower than those for OI, but the amplitude of the diurnal variations is greater. The densities for these molecules range from $4 \times 10^6$ to $4 \times 10^7$/cm$^3$ for $N_2$ and from $2 \times 10^5$ to $2 \times 10^6$/cm$^3$ for $O_2$.

Ion production and losses at 320 km are dominated by the reactions

$$0 + hv + 0^+ + e^- ,$$

where $hv$ and $e^-$ denote photons and electrons respectively,

$$e^- + O + 0^+ + 2e^- ,$$

$$N_2 + O^+ \rightarrow NO^+ + N ,$$

$$O_2 + O^+ \rightarrow O_2^+ + O ,$$

$$NO^+ + e^- \rightarrow N + O ,$$

and
Reactions (2) through (7) and their associated rates are discussed in detail in reference [5] and are summarized in Table 1. The primary source of ions is photoionization of OI as described by reaction (2). The photoionization rate, $I_\nu$, depends upon the flux of solar ultraviolet radiation. For solar-minimum conditions $I_\nu = 1.7 \times 10^{-7}$/sec [5]. Reaction (3) refers to ionization of OI by energetic photoelectrons created in reaction (2). A sample photoelectron spectrum observed with the Lepedea during the free flight at 0208 UT is shown in Figure 8. The rate, $I_e$, for reaction (3) is determined by the cross section for electron impact ionization of OI [6] and by the spectrum of the photoelectrons. For the free flight this rate is calculated to be $I_e < 2 \times 10^{-8}$/sec, approximately 10 percent of the rate for photoionization. The neutral molecules N$_2$ and O$_2$ are also subject to photoionization and ionization by electron impact. These molecules, however, form ions more rapidly through reactions (4) and (5). These reactions are also the dominant mechanisms for removal of O$^+$ since direct recombination of O$^+$ with electrons is a slow process with a rate $= 10^{-12}$ cm$^3$/sec [7]. The molecular ions NO$^+$, and O$_2^+$, on the other hand, recombine rapidly via the dissociative recombination processes (6), and (7) with the result that their net concentrations remain low compared to the concentration of O$^+$. The velocity distributions of ionospheric ions are Maxwellian with temperatures approximately equal to the temperature of the
neutral gas, i.e., \( T_i = 1000 \) °K. The thermal speeds of these ions are given by \( C_i = \left[ \frac{2kT_i}{m_i} \right]^{1/2} \), where \( m_i \) is the mass of the ions and \( k \) is Boltzmann's constant. This results in speeds of 1000 m/sec for \( O^+ \) ions and 700 m/sec for \( NO^+ \) and \( O_2^+ \). The Orbiter and the PDP fly through the ionosphere with a speed approximately equal to \( V_{sc} \), where \( V_{sc} \) is the orbital speed of these spacecraft, equal to 7800 m/sec. Because \( V_{sc} \) is much greater than \( C_i \), in the reference frame of the spacecraft the ions form a narrow beam centered at a velocity equal to \( -V_{sc} \). The kinetic energies of these ions in the rest frame of the PDP are given approximately by \( E = \frac{1}{2} m_i v_{sc}^2 \), which predicts energies of 5 eV for \( O^+ \) ions and 10 eV for \( NO^+ \) and \( O_2^+ \).

Reactions (2) through (7) lead to a set of first-order differential equations for the ion concentrations. Denoting the density of species \( X \) by \([X]\), these equations are written,

\[
\frac{\partial}{\partial t} [O^+] = I[O] - \gamma_1[O^+][N_2] - \gamma_2[O^+][O_2] \quad (8)
\]

\[
\frac{\partial}{\partial t} [NO^+] = \gamma_1[O^+][N_2] - a_1[NO^+][e^-] \quad (9)
\]

\[
\frac{\partial}{\partial t} [O_2^+] = \gamma_2[O^+] - a_2[O_2^+][e^-] \quad (10)
\]

\[ [e^-] = [O^+] + [NO^+] + [O_2^+] \quad , \quad (11) \]
where the coefficient, I, in equation (8) is the combined rate for
ionization of OI by solar radiation and energetic electrons. Equa-
tions (8) through (11) describe the major features of the ionospheric
chemistry of interest for the present problem. By assuming steady-
state conditions, these equations can be solved to give an estimate of
the ambient ion densities to be expected at the 320 km altitude of the
Orbiter.

If we assume a combined ionization rate $I = 1.9 \times 10^{-7}$/sec,
and typical daytime atmospheric densities predicted by the MSIS-83
model of $[O] = 2.3 \times 10^8$/cm$^3$, $[N_2] = 2.1 \times 10^7$/cm$^3$, and $[O_2] =
7.3 \times 10^5$/cm$^3$, equations (8) through (11) yield ion densities of
$[O^+] = 2.8 \times 10^6$/cm$^3$, $[NO^+] = 120$/cm$^3$, and $[O_2^+] = 240$/cm$^3$. The
electron density is approximately equal to the density of $O^+$, and this
value is consistent with peak daytime electron densities $\sim 10^6$/cm$^3$
measured by the Langmuir probe aboard the PDP.

The velocity distributions of the ambient ions can be modeled
by assuming Maxwellian velocity distributions of the form

$$f_i(v) = n_i\left(\frac{m_i}{2\pi k T_i}\right)^{3/2} \exp\left[-\frac{m_i(v - \bar{v})^2}{2k T_i}\right].$$

The results of such modeling are shown in Figure 9. In that figure,
the V axis is chosen so that it is parallel to $\bar{v}_{sc}$, and the ion den-
sities are from the steady-state solution of equations (8) through
(11). An ion temperature of 1000 °K is assumed. The distributions
peak at \( V = -V_{sc} \). By applying equation (1), the differential flux due to these ions can be computed. The total flux, \( j'(E) \), is shown in Figure 10 for the direction opposite to the vector \( \dot{V}_{sc} \). This flux peaks at 5 eV corresponding to the orbital ram energy of the dominant species, \( O^+ \). Fluxes at energies greater than 10 eV are due primarily to \( NO^+ \) and \( O_2^+ \) which have ram energies of approximately 10 eV.

**Orbiter Gas Cloud and Ion Pick-Up**

The Orbiter releases gases in several different ways as it flies through the ionosphere. Water, which is produced as a byproduct of the generation of electricity, is periodically dumped, and thrusters are fired frequently to change or correct the Orbiter attitude. The thrusters rely on a reaction between \( N_2O_4 \) and MMH (monomethyl hydrazine). This reaction is predicted to result in a complex set of products which include \( H_2O, N_2, CO_2, H_2, H, \) and \( MMH-NO_3 \) [8]. In addition to these sources, outgassing from Orbiter surfaces and leakage from pressurized systems probably occur as well.

With the exception of the thrusters, these gases are released at a temperature approximately equal to the temperature of the Orbiter surface, about 300 °K, so that the thermal speed of the gas, \( C \), is small compared to \( V_{sc} \). The result is a cloud of gas which, in the reference frame of the Orbiter, expands slowly with a speed approximately equal to \( C \). Thruster gases, on the other hand, are emitted with a high velocity relative to the Orbiter. Thruster firings have been observed on several shuttle flights by neutral mass spectrometers.
and by plasma instruments, and the effects of the thrusters are seen to dissipate on a time scale on the order of seconds or less [8,9].

At times when the thrusters are inactive, neutral gases and ions which are not usually found in the upper atmosphere are still observed. The commonly observed species include \( \text{H}_2\text{O}, \text{He}, \text{H}_2\text{O}^+, \text{and H}_3\text{O}^+ \) [10,11,12].

Gases co-orbiting with the Orbiter are subject to collisions with atmospheric gases, reactions with ionospheric ions, and ionization by solar ultraviolet radiation or by the impact of energetic photoelectrons. Collisions with the atmospheric constituents scatter and thermalize the molecules released from the Orbiter so that a trail of contaminants is left behind the spacecraft. Molecules which are ionized produce a distinctive velocity-space distribution, and can be detected by the Lepedea.

Consider the situation shown in Figure 11. A neutral molecule of mass \( m_1 \) moves in the X-Z plane with a velocity equal to \( \vec{V} \). There is a magnetic field \( \vec{B} \) directed parallel to \( Z \), and the components of \( \vec{V} \) perpendicular to \( \vec{B} \) and parallel to \( \vec{B} \) are \( V_\perp = V \sin(\alpha) \) and \( V_\parallel = V \cos(\alpha) \). The molecule is unaffected by the magnetic field, and has a trajectory which is a straight line as shown in Figures 11(a) and 11(b). At a time \( t = t_0 \) when the molecule is at a point \( A \), the molecule is ionized by charge exchange or by absorbing an energetic photon, processes which have little effect on the momentum of the molecule. The newly formed ion experiences a Lorentz force \( \vec{F} = q \vec{V} \times \vec{B} \), where \( q \) is the charge of the ion. The subsequent ion velocity, as a function of time, is given by
\[ \ddot{v}_i = v_{\perp} \cos(\omega(t - t_0))\hat{x} + v_{\perp} \sin(\omega(t - t_0))\hat{y} + \dot{v}_r \hat{z}, \] (13)

where \( \hat{x}, \hat{y}, \text{and} \hat{z} \) are unit vectors in the X, Y, and Z directions. The ion motion is a combination of translation parallel to \( \hat{r} \) and gyration perpendicular to \( \hat{r} \), resulting in a helical trajectory as shown in Figures 11(c) and 11(d). The radius of the helix is given by

\[ R_g = \frac{m_i v_{\perp}}{qB} \]

and the frequency of the gyration by

\[ \omega_g = \frac{qB}{m_i}. \]

Now consider a cloud of molecules co-orbiting with the Orbiter, as shown in Figure 12. If these molecules have thermal velocities which are small compared to \( V_{sc} \), then in the rest frame of the ionosphere each molecule has a velocity given approximately by \( \ddot{v} = \ddot{v}_{sc} \).

The components parallel to and perpendicular to the Earth's magnetic field are \( V_1 = V_{sc} \cos(\alpha) \) and \( V_\perp = V_{sc} \sin(\alpha) \). A molecule which is ionized at \( t = t_0 \) will have a velocity given by

\[ \ddot{v}_i = V_{sc} \sin(\alpha) \cos(\omega(t - t_0))\hat{x} + V_{sc} \sin(\alpha) \times \sin(\omega(t - t_0))\hat{y} + V_{sc} \cos(\alpha)\hat{z}, \] (14)

In the rest frame of the spacecraft the velocity is equal to

\[ \ddot{v}_i = \ddot{v}_i - \ddot{v}_{sc}, \]

so that
\[ \hat{v}_1 = v_{sc} \sin(\alpha) \left( \cos[\omega(t - t_0)] - 1 \right) \hat{x} + v_{sc} \sin(\alpha) \sin[\omega(t - t_0)] \hat{y} \quad \text{(15)} \]

In velocity space, equation (15) describes a circle of radius \( V_1 = v_{sc} \sin(\alpha) \). This circle lies in a plane perpendicular to \( \hat{z} \) and is centered at \( V_x = -V_1 \) as shown in Figure 13. The ion velocity ranges from zero to \(-2v_{sc} \sin(\alpha) \hat{x}\) resulting in a kinetic energy, \( \frac{1}{2} m_i v_1^2 \), which ranges between zero and \( 2 m_i v_{sc}^2 \sin^2(\alpha) \). The time average of this velocity is

\[ \langle \hat{v}_1 \rangle_t = -v_{sc} \sin(\alpha) \hat{x} \]

which is equal to the component of \(- \hat{v}_{sc}\) projected into the plane perpendicular to \( \hat{z} \). To an observer on the spacecraft, the ion appears to gyrate about a center which moves away from the spacecraft with a velocity equal to \( \langle \hat{v}_1 \rangle_t \). If \( \hat{v}_{sc} \) and \( \hat{z} \) are perpendicular so that \( \alpha = 90 \) degrees, then \( \langle \hat{v}_1 \rangle_t = -\hat{v}_{sc} \), and the center of gyration moves past the spacecraft with the same velocity as the ambient ionospheric ions. If \( \alpha \neq 90 \) degrees, then the velocities of flow of the ambient ions and the ions created from the co-orbiting gas cloud are not the same. For the case where \( \alpha = 0 \) degrees, the Lorentz force on the newly created ions is zero, so that these ions continue to co-orbit with the spacecraft until colliding with atmospheric gases.
If many molecules are ionized then, in the absence of other forces or collective effects, the resulting ion velocity distribution is ring shaped with a diameter equal to $2V_{sc} \sin(\alpha)$. The ring lies in the plane perpendicular to $\mathbf{B}$ and is centered at $V_x = -V_{sc} \sin(\alpha)$. In this discussion, the finite temperature of the contaminant gas has been neglected. A finite thermal spread in velocities would tend to give the ring a finite width. Also ignored are collective plasma effects resulting in waves which would alter the ion velocity distributions.

The ionization of a neutral gas moving transverse to a magnetic field is a process known as "ion pick-up" [13]. Velocity distributions resulting from this process have been observed in the solar wind as it interacts with cometary atmospheres [14,15] and helium of interstellar origin [16]. In these cases, however, the ions appear to have been scattered both in energy and in direction so that the ion velocity-space distributions form either a sphere or a spherical shell rather than a ring.
CHAPTER III
OBSERVATIONS

Figure 14 is a plot of the differential ion flux from the direction of orbital motion, i.e., along \( -\mathbf{v}_{sc} \), on August 1 of 1985 at 0208 UT. At this time the PDP is at a distance of 280 m from the Orbiter, and the angle between \( \hat{s} \) and \( \mathbf{v}_{sc} \) is 86 degrees. The spectrum shown in Figure 14 peaks at an energy-per-charge \( E \) of \( 5 \) V. This peak saturates the ion detector in which it is observed and the fluxes for this peak are derived from the electron count rates as discussed in Chapter I. A secondary peak is observed at an energy-per-charge \( = 18 \) V, while between 20 V and 60 V the spectrum gradually decreases, and at 60 V drops sharply by almost two orders of magnitude.

The low energy peak is due to ambient ionospheric ions that flow past the spacecraft with a velocity equal to \( -\mathbf{v}_{sc} \), as discussed in Chapter II. These ions are expected to have energies approximately equal to \( 1/2 m_i v_{sc}^2 \). For atomic oxygen ions this corresponds to an energy of 5 eV which is consistent with the observed energy of the peak. Because this ion distribution is so sharply peaked, it cannot be properly resolved by the Lepedea so it is not possible to make estimates of either the density or the temperature of these thermal ions from the observations.
For singly charged ions, the higher energy peak is at an energy = 18 eV. This energy is somewhat lower than the maximum energy of water-group ions (i.e., OH\(^+\), H\(_2\)O\(^+\), H\(_3\)O\(^+\)) picked up from a cloud of gases moving with the Orbiter. The maximum energy of H\(_2\)O\(^+\) picked up from such a cloud is 23 eV, 22 percent higher than the energy of the observed peak. Water and water ions, however, are observed to be the predominant contaminants in the near vicinity of the Orbiter \([10,11]\), and H\(_2\)O\(^+\) was observed throughout the free flight by the ion mass spectrometer aboard the PDP \([12]\). In addition, the velocity-space contours of the ion velocity distribution, shown in Figures 15 and 16 and discussed below, indicate that these ions are pick-up ions. The contours show that the peak at 18 V is actually a cross section through an extended ring-like distribution rather a single localized peak. This kind of distribution is consistent with pick-up ions, but not with ambient ionospheric ions which have a distribution that forms a single well-defined peak. For these reasons, the secondary maximum observed at 18 V is interpreted as water ions gyrating about Earth's magnetic field with a speed approximately equal to the orbital speed of the spacecraft. The discrepancy between the observed energy of these ions and the expected energy may be due to the mechanism by which neutral water is ionized, or may be caused by collective plasma processes after the ions are formed.

Neutral water molecules in the vicinity of the Orbiter are subject to charge exchange with ionospheric O\(^+\) resulting in H\(_2\)O\(^+\) ions and neutral OI. As will be shown in Chapter IV, this process is the
dominant mechanism for ionization of H₂O at the altitude of the Orbiter. Charge exchange reactions generally proceed with little exchange of momentum between the interacting particles, however, some momentum transfer can occur [17]. The fact that the ions observed by the Lepedea have an energy somewhat lower than expected may be an indication that some momentum transfer does occur or that some of the kinetic energy of the H₂O molecule is converted to internal energy during the charge exchange process. An alternative explanation is that the H₂O⁺ ions lose energy through wave-particle interactions.

The spectrum of Figure 14 clearly shows a multiply peaked distribution, and such distributions are known to be unstable to the generation of plasma waves. An instability arising from this distribution could alter the velocity distribution of the plasma and might be the reason why the H₂O⁺ ions are observed at an energy which is lower than the energy predicted by the simple arguments presented in Chapter II.

Ions with energy greater than 20 eV are also shown in Figure 14. The broad plateau-like region between 20 V and 60 V is also a cross section through an extended distribution, and is probably due to the pick-up of ions with masses greater than 18 AMU. It is interesting to note that CO₂, which is predicted to be one of the contaminants produced by thrusters, would have a maximum pick-up energy of 55 eV, which corresponds closely to the cut-off energy of the spectrum of Figure 14.

Figure 15 displays contours of constant f(\vec{v}) at 0208 UT in the velocity-space plane containing Vₓ and Vᵧ. This plane is
perpendicular to the magnetic field which lies along the $V_z$ axis. The projection of $\mathbf{v}_{sc}$ into this plane lies along the $V_x$ axis, and for this case $\mathbf{v}_{sc}$ is out of the plane by only 4 degrees. To calculate $\mathbf{v}$ and $f(\mathbf{v})$, a mass of 16 AMU corresponding to the mass of $0^+$ ions is assumed. For water ions, which have a mass of 18 AMU, the contours are approximately accurate. For more massive ions, however, the contours and velocities should be recomputed. The outermost contour in Figure 15, which crosses the $V_x$ axis at $-2.9 \times 10^6$ cm/sec, corresponds to $f = 10^{-19}$ sec$^3$/cm$^6$. Successive interior contours increase in value by factors of 10. The maximum in $f$ near $V_x = -0.8 \times 10^6$ cm/sec is the signature of the ambient ionospheric ions. The maximum seen in the energy spectrum of Figure 14 at 18 V is represented in Figure 15 by the contour which crosses $V_x$ at $-1.5 \times 10^6$ cm/sec. This contour and adjacent contours are nearly circular and similar in placement and shape to the velocity-space trajectory of a single ion picked up by a magnetic field (Figure 13). The low-energy threshold of the Lepedea is 2 V corresponding to a speed of $0.5 \times 10^6$ cm/sec, so the region near the origin where these circular contours would be expected to close is not accessible to observation. To demonstrate that the distribution is ring-like rather than spherical, it is necessary to look at the distribution in a plane perpendicular to the plane of Figure 15.

Figure 16 is a second contour plot, also at 0208 UT, but for the plane containing $V_x$ and $V_z$. The magnetic field is parallel to the $V_z$ axis, and this plane is perpendicular to the plane of Figure 15.
From this figure and Figure 15, it is clear that the extent of the distribution parallel to \( \vec{B} \) is much less than in the direction perpendicular to \( \vec{B} \). With the exception of the three innermost contours near \( V_x = -0.8 \times 10^6 \) cm/sec that are due to the ionospheric ions, the velocity-space contours show a broad distribution that occupies a ring-like or disk-like region of velocity space, with the plane of the disk lying perpendicular to the magnetic field. As discussed in Chapter II, this is consistent with the type of distribution expected for pick-up ions. For the distribution shown in Figures 15 and 16, however, the ring-like nature of the pick-up ion distribution is partially obscured by the ambient ions which fill the center of the ring.

When \( \vec{B} \) and \( \vec{V}_{sc} \) are not perpendicular, the plane of the ring remains perpendicular to \( \vec{B} \), however the diameter of the ring, which is proportional to \( \sin(\alpha) \), decreases. The ambient ionospheric ions, on the other hand, always lie in a direction opposite to \( \vec{V}_{sc} \), so that in general they do not lie in the plane of the ring. A distribution that demonstrates this behavior is observed at 0237 UT when \( \vec{B} \) and \( \vec{V}_{sc} \) are at an angle of 125 degrees.

Figure 17 shows the differential ion flux along the \(-V_x\) axis at 0237 UT. At this time the angle between the \( V_x \) axis and \( \vec{V}_{sc} \) is equal to 35 degrees. In this figure the low-energy peak, seen in Figure 14 at an energy-per-charge < 5 V, is absent. This is as expected since that peak is due to ambient ionospheric ions which have velocities approximately equal to \( \vec{V}_{sc} \), and the vector \( \vec{V}_{sc} \) no longer lies along the \( V_x \) axis. The higher energy peak is still present, but has
decreased in energy to an energy-per-charge of 12 V. This peak is a cross section through the ring, and this decrease in energy is consistent with the expectation that the diameter of the ring should shrink as \( \sin(\alpha) \) decreases.

Contours of constant \( f(\vec{v}) \) are shown in Figure 18 for the plane perpendicular to \( \hat{z} \). As in Figure 15, the contours are ring-like, however in this case, the distribution has a smaller diameter. Also, the distribution decreases near \( v_x = -0.8 \times 10^6 \) cm/sec due to the fact that the distribution of ambient ionospheric ions is no longer centered in this plane. The two innermost contours in Figure 18 correspond to the same value, \( f = 10^{-16} \) sec\(^3\)/cm\(^6\), and the region of velocity space interior to the innermost contour is a slight depression in \( f(\vec{v}) \) rather than a peak. This is shown more clearly in Figure 19 which is a cross section through both the ring and the distribution of ionospheric ions.

Figure 19 displays the contours in the \( v_x, v_z \) plane. The dashed line in this figure is parallel to \( \vec{v}_{sc} \). It is clear from this figure that the ambient ions have been "lifted" from the plane of the ring. The ionospheric ions lie along the direction opposite to \( \vec{v}_{sc} \) while the rest of the distribution, which is due to pick-up, remains in the plane perpendicular to \( \hat{z} \). Again, this is as expected and helps confirm the identification of the separate pick-up ion and ambient ion distributions.

Distributions similar to those discussed above were observed throughout the free flight, indicating that the contaminant ions reach
at least as far as the maximum distance of the PDP from the Orbiter, 400 m. The essentially ring-like nature of the pick-up ion distributions indicates that these ions follow trajectories which are generally consistent with the single-particle motion of ions created from a cloud of gas moving with the Orbiter. The energy at which the contaminant distribution peaks is somewhat lower than the energy expected of water ions formed from such a cloud. This may be due to the charge-exchange process through which the ions are formed, or to an instability associated with the ion velocity distribution. The identification of these ions as water ions is consistent with measurements made by the ion mass spectrometer on the PDP and with observations of neutral H$_2$O and H$_2$O$^+$ ions on other Shuttle flights. Heavier ions appear to be present as well, but in lower concentrations than H$_2$O$^+$. The density of heavy ions is estimated to be less than ten percent of the density of H$_2$O$^+$. The distributions have a finite spread both in energy and in pitch angle, $\alpha$. These features may be due to the finite temperature of the source cloud, or they may indicate that the ions are scattered by either plasma waves or collisions. However, it is clear that scattering has not progressed to such an extent that the ion distributions have become isotropic, forming a spherical shell or filled sphere in velocity space.

The observed pick-up ion distributions can be integrated numerically to obtain a quantitative estimate of the density of these ions. To determine the density of the pick-up ions, it is necessary to remove the contribution from the ionospheric ions. Also, part of
the pick-up distribution lies below the low-energy threshold of the detectors, and it is also necessary to account for this unobserved portion of the distribution. The ionospheric ions are eliminated by removing from the integration a spherical region of velocity space centered at the velocity of the ambient-ion peak. The diameter of this sphere is chosen to be large enough to remove the bulk of the ambient ions, but not so large as to include a significant part of the pick-up distribution. The unobserved part of the pick-up distribution is accounted for in the following way. Rather than attempt to integrate the entire distribution, only that part which is at 

\[ V_x < -V_{sc} \sin(\alpha) \]

is included in the integration. This accounts for half of the ring, and the resulting density is multiplied by a factor of two to account for the rest. This procedure could lead to a significant error if a large fraction of the pick-up ions are bunched at a given phase rather than spread out gyrotropically about the ring. Bunches of this sort, however, are not clearly observed in the data, and therefore do not appear to be significant for the distributions observed during the free flight. The pick-up densities calculated in this way at 0208 UT and 0237 UT are 490/cm³ and 210/cm³.
CHAPTER IV
MODELING

A number of simplifying assumptions are made about the processes affecting the contaminant molecules and ions surrounding the Orbiter. These assumptions are incorporated into a model which predicts spatial and temporal variations in the density of the contaminant ions at the position of the PDP. The rate at which the Orbiter releases neutral gas is a free parameter in this model, and an estimate of this rate is obtained by normalizing the modeled pick-up densities to the densities measured by the Lepedea.

The Orbiter's Gas Cloud

In order to model the pick-up of ions it is first necessary to develop a model of the cloud of gases which is their source. To simplify the chemistry, only H$_2$O molecules are included in this model. As discussed in Chapter III, water and water ions have been observed to be the dominant contaminant species near the Orbiter, and the energy spectrum of ions observed by the Lepedea is consistent with these observations. Therefore, it is expected that the major features of the gas and ion clouds can be reproduced by considering H$_2$O to be the only molecule released. The water is assumed to leave the Orbiter with a temperature of 300 °K, the approximate temperature of the
Orbiter surfaces. The density of the resulting water cloud is assumed to be low enough that collisions between the water molecules are unimportant. The shape of the Orbiter is fairly complicated, and the actual source of the water is unknown. To simplify, the contaminant cloud is modeled as radial flow from a spherically symmetric source with a radius \( R_0 = 10 \) m, the approximate linear dimension of the Orbiter. The gas expands radially with a speed relative to the Orbiter of \( C = 525 \) m/sec corresponding to the thermal speed of H\(_2\)O at 300 °K.

The cloud is shaped by collisions with the ambient atmospheric gases, predominantly O\(_1\). The mean free path for such collisions is

\[
\lambda = \frac{1}{(n_a \sigma)},
\]

where \( n_a \) is the atmospheric density, and \( \sigma \) is the cross section for the collisions. The cross section for collisions between O\(_1\) and H\(_2\)O is not known but can be estimated assuming diameters of \( 4.6 \times 10^{-8} \) cm for H\(_2\)O and \( 2.6 \times 10^{-8} \) cm for O\(_1\) [17], where the diameter of O\(_1\) is assumed to be equal to the diameter of Ne. Using these diameters, and assuming hard-sphere collisions leads to an estimate of \( \sigma = 4 \times 10^{-15} \) cm\(^2\). Since \( C \ll V_{sc} \), the water molecules have a velocity relative to the atmosphere approximately equal to \( V_{sc} \), and the mean collision time is given approximately by

\[
\tau = \frac{\lambda}{V_{sc}}.
\]

Relative to the Orbiter, then, these gas molecules travel a distance \( d = Ct = C\lambda/V_{sc} \) before colliding with the atmosphere. The parameter \( d \) is an "effective" mean free path which is also a measure of the scale of the cloud. The effect of collisions is to transfer momentum from the atmospheric gases to the water. Assuming hard-sphere elastic
collisions, approximately 90 percent of all such collisions result in H$_2$O molecules with speeds > 5 C relative to the Orbiter. Therefore, these molecules are rapidly scattered away from the spacecraft. The density of contaminant molecules that have not suffered collisions can be derived in an approximate way from the equation of continuity by assuming that losses are proportional to the flux of atomic oxygen molecules through the cloud and that the flux of atomic oxygen is unperturbed by the collisions. This approximation is valid so long as the mean free path for collisions in the cloud remains greater than the dimension of the cloud. The equation of continuity may be written

$$\frac{3n}{3t} + \nabla \cdot (n \vec{C}) = L,$$  \hspace{1cm} (16)

where L represents the losses due to collisions, n is the density of H$_2$O, and $\vec{C}$ is the radial velocity of expansion of the cloud in a frame of reference centered on and moving with the Orbiter. The loss term L may be written

$$L = - n \nu_{sc} \omega - \frac{n \nu_{sc}}{\lambda}.$$ 

In spherical coordinates, and assuming steady-state conditions so that $\partial n/\partial t = 0$, equation (16) may be written as
\[
\frac{1}{r^2} \frac{\partial}{\partial r} (r^2 nC) = - \frac{nVsc}{\lambda} .
\]

The derivatives on the left-hand side of this equation are evaluated and the equation rearranged algebraically to yield

\[
\frac{1}{n} \frac{\partial n}{\partial r} = - \frac{2}{r} - \frac{Vsc}{\lambda C} .
\]

The solution may be written

\[
n(r) = n(R_o) \frac{R_o^2}{r^2} \exp\left[-\frac{(r - R_o)}{d}\right] ,
\]

where \(d = CL/V_{sc}\) is the "effective" mean free path which has already been predicted through qualitative arguments. This equation is valid for \(r > R_o\), \(C \ll V_{sc}\), and for a cloud of water that does not significantly affect the flow of OI through the cloud. It can be seen from equation (17) that if there are no collisions with the atmosphere, then \(d\) becomes infinite and the density of water within the cloud varies as \(1/r^2\), a result which can be obtained directly by setting the loss term, \(L\), in equation (16) to zero. The constant \(n(R_o)\) may be rewritten in terms of the rate at which gas escapes the spherical surface at \(R_o\). This rate, \(N\), is given by
Equation (17) is used to model the H\textsubscript{2}O cloud from which H\textsubscript{2}O\textsuperscript{+} ions are created. The goal of the model is to account for the H\textsubscript{2}O\textsuperscript{+} ion densities observed by the PDP. Water molecules that have collided with the atmosphere are scattered away from the spacecraft. Since these molecules have speeds relative to the spacecraft which are much greater than \( C \), they disperse rapidly. Therefore, the principal contribution to the distribution of pick-up ions observed by the PDP is expected to be water molecules that have not yet suffered collisions. The validity of equation (17) is probably somewhat better ahead of the Orbiter than behind, since collisions generally scatter the H\textsubscript{2}O into the region behind the Orbiter. The actual density of water within the cloud, however, is probably no greater than it would be in a collisionless cloud, and during the PDP free flight the density predicted by equation (17) varied from the density within a collisionless cloud by no more than a factor of two.

**Ionization and Losses**

Possible sources for ionization of H\textsubscript{2}O at Orbiter altitudes include photoionization by solar ultraviolet radiation, ionization caused by the impact of energetic photoelectrons, and charge exchange with O\textsuperscript{+} ions through the reaction

\[
O^+ + H_2O \rightarrow O + H_2O^+ \quad (18)
\]
Momentum transfer during the charge exchange process is small [15], so that an H$_2$O$^+$ ion created in this way initially has a velocity about the same as the neutral H$_2$O molecule. Of these three processes, reaction (18) dominates and the other two processes can be neglected by comparison. To see that this is so, it is possible to estimate the ionization rates for photoionization and electron impact ionization.

The ionization potential of H$_2$O is 12.6 eV which corresponds to a photon wavelength of 986 Å. The solar flux between 2 Å and 1000 Å for low-average solar conditions can be computed from the tables in reference [5] to be $< 5 \times 10^{10}$/cm$^2$ sec. The photoionization cross section between 400 Å and 1000 Å has been measured by Wainfan et al. [18] to be $< 2.5 \times 10^{-17}$ cm$^2$. If it is assumed that this represents an upper limit to the cross section for the entire range of wavelengths then the photoionization rate is $< 10^{-6}$/sec. The rate for ionization of H$_2$O by electron impact is calculated using the observed spectrum of energetic photoelectrons and the measured cross section for this process [19]. For the free flight this rate is calculated to be less than $1.5 \times 10^{-8}$/sec, about the same as the rate for electron impact ionization of OI. The cross section for charge exchange between H$_2$O and O$^+$ for the 5 eV energy of O$^+$ ions relative to the cloud appears uncertain. Measured cross sections for this reaction range from $0.6 \times 10^{-15}$ cm$^2$ to $2.6 \times 10^{-15}$ cm$^2$ [20,21]. We adopt the cross section measured by Turner and Rutherford [21] which is equal to $2.6 \times 10^{-15}$ cm$^2$. This value is a factor of two lower than the cross section for charge exchange for H$_2^+$ incident on H$_2$O at an energy of
30 eV [22]. For a relative velocity of $7.8 \times 10^5$ cm/sec, this cross section leads to a reaction rate $\gamma_3 = 2 \times 10^{-9}$ cm$^3$/sec. If it is assumed that this value is a reasonable estimate of the reaction rate for reaction (18), then for typical ionospheric O$^+$ densities ranging from $10^4$ to $10^6$/cm$^3$, the rate for ionization of H$_2$O by charge transfer with O$^+$ can be estimated to be between $2 \times 10^{-5}$ and $2 \times 10^{-3}$/sec, much faster than the estimated rates for either photoionization or electron impact ionization.

Water ions can be lost through dissociative recombination with electrons

$$H_2O^+ + e^- \rightarrow OH + H \quad (19)$$

or through an ion-molecule reaction with neutral H$_2$O

$$H_2O^+ + H_2O \rightarrow H_3O^+ + OH \quad (20)$$

The $H_3O^+$ ions resulting from reaction (20) may recombine with electrons

$$H_3O^+ + e^- \rightarrow \text{products} \quad (21)$$

The reaction rates for reactions (19) and (21) are $\alpha_3 = 1.7 \times 10^{-7}$ cm$^3$/sec and $\alpha_4 = 1.9 \times 10^{-7}$ cm$^3$/sec, respectively [23]. For
reaction (20), the kinetic energy of the $\text{H}_2\text{O}^+$ relative to the $\text{H}_2\text{O}$ cloud ranges from zero to approximately 23 eV, due to the fact that these ions are gyrating about the magnetic field. The rate used in the model is the rate at 300 °K which is $\gamma_4 = 1.7 \times 10^{-9}$ cm$^3$/sec [24]. The reactions involving $\text{H}_2\text{O}$, $\text{H}_2\text{O}^+$, and $\text{H}_3\text{O}^+$ that are included in the model are summarized in Table 2.

Reactions (19) through (21) lead to a pair of differential equations for the concentrations of $\text{H}_2\text{O}^+$ and $\text{H}_3\text{O}^+$. These equations are

\[
\frac{3}{3t} [\text{H}_2\text{O}^+] = \gamma_3 [\text{H}_2\text{O}] [\text{O}^+] - \gamma_4 [\text{H}_2\text{O}^+] [\text{H}_2\text{O}] - \alpha_3 [\text{H}_2\text{O}^+] [\text{e}^-] \tag{22}
\]

\[
\frac{3}{3t} [\text{H}_3\text{O}^+] = \gamma_4 [\text{H}_2\text{O}^+] [\text{H}_2\text{O}] - \alpha_4 [\text{H}_3\text{O}^+] [\text{e}^-] \tag{23}
\]

Equations (22) and (23) are solved numerically with a fifth-order Runge-Kutta routine. As discussed in Chapter II, the pick-up ions leave the water cloud with a time-averaged velocity equal to $-\hat{\mathbf{v}}_i$. To account for this motion the equations are solved in a reference frame that is at rest with respect to the instantaneous center of gyration of the pick-up ions.

Consider the geometry shown in Figure 20. The coordinate system used in the model is one in which the V axis points along $\hat{\mathbf{v}}_{sc}$ and the vector $\hat{\mathbf{R}}$ from the Orbiter to the PDP lies in the plane defined
by V and W. Integration of equations (22) and (23) is performed at
the point P which, sliding along the field line $\mathbf{B}$ with velocity
$\mathbf{v}_\parallel = \mathbf{v}_{sc} \cdot \mathbf{B}/B$, intercepts the PDP at time $t = t_0$. The density of $H_2O$
at P is found from equation (17) with $r(t) = |\mathbf{x} + \mathbf{v}_\parallel (t_0 - t)|$. In
practice, the integration is started at a time $t = 0$ when P is
sufficiently far from the center of the water cloud that the density
of $H_2O$ at P is approximately zero. The fact that the ions have a
finite radius of gyration of about 30 m is neglected.
CHAPTER V
MODEL RESULTS

Pick-up ion densities measured during the free flight and
densities calculated from the model are shown in Figure 21. Also
shown in this figure are the angle, \( \theta \), between \( \mathbf{R} \) and \( \mathbf{v}_{sc} \) and the
distance, \( R \), between the two spacecraft. The angle \( \theta \) is an indication
of whether the PDP is ahead of or behind the Orbiter. The Orbiter's
thrusters are not fired during any of the density measurements shown
in Figure 21. Most of the calculations are performed assuming that
the density of \( O^+ \) is equal to the density of electrons measured with
the Langmuir probe, however, between 0232 and 0250 UT and between 0405
and 0422 UT reliable Langmuir probe sweeps are not available and the
\( O^+ \) density is assumed to be \( 10^4/cm^3 \). Poor agreement between the model
and the data for the first of these intervals may be due to \( O^+ \) densi-
ties which are higher than have been assumed. The density of \( H_2O \) at
10 m from the Orbiter is a free parameter in the model and has been
chosen by normalizing the model results to the data for the peak near
0350 UT. This normalization yields a density of \( H_2O \) at \( R_o \) equal to
\( 3.8 \times 10^{10}/cm^3 \) and a corresponding water release rate of \( \dot{N} = 2.5 \times 
10^{22}/cm^3 \) sec. If this rate is constant for the entire eight-day
mission, a total of 500 kg of water is released. The integrated
column density for the cloud is \( \approx 4 \times 10^{13}/cm^2 \). This can be compared
to maximum column densities inferred from neutral mass spectrometer measurements from within the Orbiter's bay during the STS-2, STS-3, and STS-4 missions [25]. These column densities range from $1.5 \times 10^{11}$ to $3.2 \times 10^{13}/\text{cm}^2$. For these flights, the measured water densities are largest at the beginning of the flight, and decrease with a time constant of approximately 10 hours.

It should be noted that the density of the neutral water cloud inferred from the model is inversely proportional to the cross section for charge exchange between O$^+$ and H$_2$O. If the actual cross section is a factor of five lower than the value estimated in Chapter IV, then the density of H$_2$O inferred from the model would be a factor of five higher than the estimate discussed above.

Because the water density near the Orbiter is so high, approximately two orders of magnitude greater than $n_a$ at $R_o$, the assumption that the fluxes of OI and O$^+$ through the cloud are unperturbed is probably not correct for distances from the Orbiter < 50 m, or in the region directly behind the Orbiter. Directly behind the Orbiter these assumptions are not satisfied in any case because the Orbiter itself obstructs the flow and is known to produce a plasma wake [26].

Between 0420 UT and 0500 UT the PDP traversed the region directly behind the Orbiter, and the divergence of modeled and measured densities during this time may be due to the wake of the Orbiter or to a depletion of O$^+$ near the dense center of the cloud. Between 0115 and 0130 UT, however, the PDP was also in this near-downstream region and the agreement during this time period appears to be quite good. The
fit to the model is also poor between 0310 and 0330 UT. This may be due to a variation in the water release rate or to difficulties integrating the observed distributions to obtain the density. During this time period the angle \( \alpha \) between \( \vec{B} \) and \( \vec{V}_{SC} \) becomes relatively small, ranging from 30 to 60 degrees. When this occurs it is difficult to remove the ambient ions from the integration without removing a significant part of the pick-up ion distribution as well.

Despite the discrepancies at the times mentioned above, the modeled and observed densities are in good qualitative agreement, and for some portions of the free flight the model provides a good quantitative fit to the data as well. We note that the agreement is also good near the first and second sunrise of the free flight even though a variation in the rate of release of water might be expected at these times, when Orbiter surfaces are suddenly exposed to sunlight.

As can be seen in Figure 21, the variation in density of the pick-up ions ranges over more than two orders of magnitude. Much of this is due to variations in the ionospheric plasma density, since the rate of pick-up is proportional to \([O^+]\). The position of the PDP relative to the spacecraft, however, is also important. In Figure 22 the calculated densities of the \( \text{H}_2\text{O} \) cloud and of \( \text{H}_2\text{O}^+ \) and \( \text{H}_3\text{O}^+ \) pick-up ions are shown along an axis parallel to the \( V \) axis of Figure 20 but displaced 50 m from the center of the cloud. For this calculation, \( \vec{B} \) and \( \vec{V}_{SC} \) are taken to be perpendicular and typical daytime densities of \([\text{OI}] = 2.3 \times 10^8/\text{cm}^3 \) and \([O^+] = 4.3 \times 10^5/\text{cm}^3 \) are assumed. The scale
length, \( d \), of the \( \text{H}_2\text{O} \) cloud is equal to 714 m. In the region ahead of
the Orbiter the \( \text{H}_2\text{O}^+ \) density generally follows the density of \( \text{H}_2\text{O} \), but
is five orders of magnitude lower. The formation of \( \text{H}_3\text{O}^+ \) is propor-
tional to the densities of \( \text{H}_2\text{O}^+ \) and \( \text{H}_2\text{O} \), so that \([\text{H}_3\text{O}^+]\) becomes
significant only near the center of the cloud where \([\text{H}_2\text{O}]\) and \([\text{H}_2\text{O}^+]\)
are relatively large. Behind the Orbiter \([\text{H}_2\text{O}^+]\) and \([\text{H}_3\text{O}^+]\) remain
approximately constant. This happens because the ions are transported
downstream with a velocity equal to \(-\vec{v}_\text{sc}\), and are many kilometers
behind the spacecraft before recombination occurs.

The density of the \( \text{H}_2\text{O} \) cloud falls off as

\[
\frac{1}{r^2} \exp\left[ -\frac{(r - R_o)}{d} \right],
\]

where \( d \) is proportional to \( 1/(n_a \sigma) \). Therefore, changes in \( n_a \), the
atmospheric density, affect the density of the neutral water cloud and
hence the density of the pick-up ions as well. Figure 23 is similar
to Figure 22, but is calculated for an atmospheric density five times
higher than the density used for the calculation of Figure 22. This
density would be observed at an altitude of 270 km, 50 km lower than
the altitude of the free flight, during moderate solar conditions. In
this case, the scale length of the water cloud is only 143 m, and the
density of water ions falls below \( 1/\text{cm}^3 \) at a distance approximately
700 m upstream from the Orbiter.
The dependence of the pick-up densities on the angle between $\vec{B}$ and $\vec{v}_{sc}$ is illustrated in Figure 24. This figure shows a calculation of $[\text{H}_2\text{O}^+]$ and $[\text{H}_3\text{O}^+]$ along the same axis as in Figures 22 and 23, but for the case where the angle $\alpha$ between $\vec{B}$ and $\vec{v}_{sc}$ is equal to 60 degrees. The densities of OI and $\text{O}^+$ are the same as in Figure 22. Upstream, the pick-up densities are approximately the same as for the case of Figure 22. However, behind the Orbiter the ion density drops rapidly as a consequence of the transport of the pick-up ions along the magnetic field. This transport speed is equal to $v_{sc} \cos(\alpha)$, so the further $\alpha$ is from 90 degrees, the higher the speed of transport. Limiting cases of $\alpha = 0^\circ$ and $\alpha = 180^\circ$ would result in pick-up ions which flow along the field with speed $v_{sc}$. In these cases, the ions would co-orbit with the spacecraft and would be removed only by recombination with electrons or collisions with the atmosphere. For the Spacelab-2 mission, $30^\circ < \alpha < 150^\circ$, so these cases are not observed.
<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 + \text{hv} + 0^+ + e^-$</td>
<td>$I_0 = 1.7 \times 10^{-7}/\text{sec}$</td>
</tr>
<tr>
<td>$0 + e^- + 0^+ + 2e^-$</td>
<td>$I_e = 2 \times 10^{-8}/\text{sec}$</td>
</tr>
<tr>
<td>$N_2 + 0^+ + NO^+ + N$</td>
<td>$\gamma_1 = 1.2 \times 10^{-12}(300/T)$ cm$^3$/sec</td>
</tr>
<tr>
<td>$O_2 + 0^+ + O_2^+ + 0$</td>
<td>$\gamma_2 = 2 \times 10^{-11}(300/T)^{1/2}$ cm$^3$/sec</td>
</tr>
<tr>
<td>$NO^+ + e^- + N + 0$</td>
<td>$\alpha_3 = 4.2 \times 10^{-7}(300/T_e)$ cm$^3$/sec</td>
</tr>
<tr>
<td>$O_2^+ + e^- + 0 + 0$</td>
<td>$\alpha_2 = 2.2 \times 10^{-7}(300/T_e)(0.7 \text{ to } 1.0)$ cm$^3$/sec</td>
</tr>
</tbody>
</table>

Note: The symbols $T$ and $T_e$ in the expressions for the rates refer to the temperatures of the gas and the electrons, respectively.
<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{O} + \text{O}^+ + \text{H}_2\text{O}^+ + \text{O}$</td>
<td>$\gamma_3 = 5 \times 10^{-9}$ cm$^3$/sec</td>
</tr>
<tr>
<td>$\text{H}_2\text{O}^+ + e^- \to \text{OH} + \text{H}$</td>
<td>$\alpha_3 = 1.7 \times 10^{-7}$ cm$^3$/sec</td>
</tr>
<tr>
<td>$\text{H}_2\text{O}^+ + \text{H}_2\text{O} + \text{H}_3\text{O}^+ + \text{OH}$</td>
<td>$\gamma_4 = 1.7 \times 10^{-9}$ cm$^3$/sec</td>
</tr>
<tr>
<td>$\text{H}_3\text{O}^+ + e^- + \text{products}$</td>
<td>$\alpha_4 = 1.9 \times 10^{-7}$ cm$^3$/sec</td>
</tr>
</tbody>
</table>
Figure 1. Top and side views of the PDP with the booms deployed as in free flight. Distances are in inches.
Figure 2. Orbital-plane motion of the Orbiter relative to the PDP between 0137 and 0304 UT.
Figure 3. Orbital-plane motion of the Orbiter relative to the PDP between 0304 and 0434 UT.
Figure 4. Relative orientations of \( \vec{R}_e \), \( \vec{v}_{sc} \), the PDP spin axis, and the fields-of-view of the Lepedea (adapted from Frank [2]).
Figure 5. Polar plot showing the azimuth angles of samples from the Lepedea during eight consecutive energy sweeps for a spin period of 13.1 sec. Radial distance is proportional to the logarithm of the energy of the sample.
Figure 6. Same as Figure 5 except that 41 consecutive energy sweeps are shown.
Figure 7. Atmospheric temperature and densities at the position of the spacecraft during the free flight. Calculated from the MSIS-83 atmospheric model (Hedin [4]).
Figure 8. The energy spectrum of photoelectrons observed at 0208 UT.
Figure 9. Calculated ion distributions in a reference frame moving with velocity $V = 7.8 \times 10^3$ m/sec with respect to the rest frame of the ions.
Figure 10. Energy spectrum calculated for the distributions of Figure 9.
Figure 11. Motion of a particle in a magnetic field before and after ionization. The particle is ionized at point A. (a) Trajectory of the particle in the X, Z plane before ionization. (b) Trajectory of the particle in the X, Y plane before ionization. (c) Trajectory of the particle in the X, Z plane after ionization. (d) Trajectory of the particle in the X, Y plane after ionization.
Figure 12. Coordinates used to describe pick-up of ions from a cloud of gases co-orbiting with the Orbiter.
Figure 13. The velocity-space trajectory of a single pick-up ion. The magnetic field is out of the plane of the figure. The ion speed ranges from zero to $2V_1$. 
Figure 14. The energy spectrum of positive ions observed by the Lepedea at 0208 UT in the direction of orbital motion.
Figure 15. Contours of constant $f(\vec{v})$ at 0208 UT in the $V_x$, $V_y$ plane. Both $V_x$ and $V_y$ are perpendicular to $\vec{B}$. The projection of $\vec{V}_{sc}$ into the plane is along $V_x$. At this time, $\vec{V}_{sc}$ and $\vec{B}$ are at an angle of 86°. The outermost contour is for $f = 10^{-19}$ sec$^3$/cm$^6$. Contours interior to this increase by factors of ten.
Figure 16. Contours of constant $f(\vec{v})$ at 0208 UT in a plane perpendicular to the plane of Figure 15. The magnetic field is parallel to the $V_Z$ axis.
Figure 17. Energy spectrum of positive ions at 0237 UT in the direction of $V_x$. 
Figure 18. Contours of constant $f(\vec{v})$ in the $V_x, V_y$ plane at 0237 UT.
Figure 19. Contours of constant $f(\vec{v})$ in the $v_x$, $v_z$ plane at 0237 UT. The direction of orbital motion is indicated by the dashed line and the arrow marked $\vec{v}_{sc}$. 
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Figure 20. The coordinate system used to integrate equations (22) and (23). The integration is performed at the point \( P \) on the field line \( \hat{R} \). The point \( P \) moves along \( \hat{R} \) with a velocity equal to \( \vec{V}_1 \). Magnetic field lines sweep past the Orbiter with velocity \( -\vec{V}_{sc} \). The PDP lies in the \( U, V \) plane at a distance \( R \) from the Orbiter.
Figure 21. Comparison of observed and calculated pick-up ion densities during the free flight. The lower panels show the angle $\theta$ between $R$ and $V_{sc}$, and the distance $R$ between the PDP and the Orbiter.
Figure 22. Calculated $\text{H}_2\text{O}$, $\text{H}_2\text{O}^+$, and $\text{H}_3\text{O}^+$ densities along a line which is parallel to the $V$ axis of Figure 20 and which passes within 50 m of the center of the water cloud. Parameters used in the calculation are discussed in the text. The angle between $\vec{B}$ and $\vec{V}_{sc}$ is $90^\circ$. 

MODEL DENSITIES

$d = 714$ METERS

DENSITY, $/\text{cm}^3$

$10^{11}$

$10^{10}$

$10^9$

$10^8$

$10^7$

$10^6$

$10^5$

$10^4$

$10^3$

$10^2$

$10^1$

$10^0$

$1$  

$10^1$  

$10^2$  

$10^3$  

$10^4$  

$10^5$  

$10^6$  

$10^7$  

$10^8$  

$10^9$  

$10^{10}$  

$10^{11}$

DISTANCE, KM

DOWNSTREAM

UPSTREAM

$\text{H}_2\text{O}$

$\text{H}_2\text{O}^+$

$\text{H}_3\text{O}^+$
Figure 23. Same as Figure 22 but calculated for an atmospheric density five times higher than the density of Figure 22.
Figure 24. Same as Figure 22 but for an angle between $\mathbf{s}$ and $\mathbf{v}_{sc}$ of 60°.
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ABSTRACT

The large scale plasma wake structure of the shuttle orbiter is studied using a Langmuir probe on a smaller ionospheric satellite. This satellite, the University of Iowa's Plasma Diagnostics Package (PDP), was flown on shuttle mission STS-51F from 29 July to 6 August 1985. The PDP was carried in the shuttle's payload bay, but during certain times throughout the mission it was placed on the arm of the shuttle, the Remote Manipulator System (RMS), or ejected as a free-flying satellite, so that both the near and far wake of the orbiter could be studied. The resulting data on the electron temperature, electron density, and fluctuations in the electron density in the orbiter's wake provide the first in situ observations of the large scale wake of the orbiter. The density profile suggests the possibility of converging ion streams in the orbiter's wake and the temperature profile indicates enhanced electron temperatures at distances as great as 250 m downstream from the orbiter. The region of density depletion and temperature enhancement are bounded by the orbiter's Mach cone. The turbulence data indicates an enhancement of about 10 dB on the order of the ion plasma frequency along the Mach cone with no appreciable increase in turbulence detected directly on the wake axis.
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CHAPTER I
INTRODUCTION

The phenomena involved in the expansion of a plasma into a vacuum are of fundamental importance to many areas of plasma physics. This expansion process is qualitatively similar to many naturally occurring processes in the solar system, as well as certain processes in laser fusion. The distribution of charged particles and electric fields in the wake of an object moving supersonically in a plasma is an example of the expansion of a plasma into a void (vacuum) or into a more tenuous plasma. One specific problem of particular interest is the structure of the wake of a satellite as it moves through the Earth's ionosphere. Here the interaction takes place in a flow regime that is both supersonic and sub-Alfvenic. This suggests application to the motion of natural satellites, such as Io and Titan, orbiting their parent planets in the outer solar system. As listed by Martin [1], the interaction of the plasma with the satellite is important in that:

1. The charged particles will contribute to the drag of the body as it moves through the plasma.
2. The disturbance produced by the body must be known if diagnostic and measuring instruments are to be placed on board a vehicle.
3. The redistribution of charged particles and the potentials and screening sheaths will have an effect upon any radio-frequency antennae, aerials, and probes which are mounted on the vehicle.

4. The disturbed wake of the body will be of interest to radar detection and tracking applications.

5. The design of shields for protection against high energy particles, and their radiation, will have to take the disturbed conditions into account.

6. The excitation of plasma waves and other propagating disturbances will be influenced by the changes caused by the vehicle.

Some in situ observational attempts have been made to study these interactions, Samir and Wrenn [2], Samir and Willmore [3], Henderson and Samir [4], however, as reported by Samir [5], and Stone and Samir [6] the available in situ data is meager, fragmentary and applicable only to the very near wake zone.

The object of this dissertation is to obtain a better understanding of the physical processes responsible for the phenomena that are associated with the plasma wake of a large object, in this case the shuttle orbiter. This will be accomplished by examining data collected by a Langmuir probe on The University of Iowa’s Plasma Diagnostics Package (PDP). From 30 July to 6 August 1985 the PDP was flown as part of the Spacelab-2 payload on space shuttle flight STS-51F. During this time the shuttle orbiter executed a series of maneuvers designed to allow the PDP to make extensive studies of plasma parameters in both the near and far wake zones. This was the first study of its kind and has produced the only in situ data on the mid and far orbiter wake that is available at this time.
We should note that the Spacelab-2 mission was actually the second shuttle flight for the PDP. The PDP was first flown on the STS-3 mission as part of the first Office of Space Sciences (OSS) payload in March of 1982. That mission yielded some of the first measurements of plasma parameters near the shuttle orbiter, Murphy et al. [7] and Raitt et al. [8]. The OSS-1 mission provided investigators with a general idea of what conditions were like in the vicinity of the orbiter and led to a much more comprehensive study of the orbiters wake during the Spacelab-2 mission.

This dissertation will begin with a review of plasma wakes, Chapter II. The object of this review is two-fold. It will afford us with an idea of the type of phenomena we can expect to see in the wake of an object, such as the shuttle orbiter, and it will also indicate the areas where this study can be expected to make significant contributions. Chapter III will describe the experimental wake studies conducted during Spacelab-2, Chapter's IV and V will present the data, and Chapter VI will summarize our results.
CHAPTER II
REVIEW OF PLASMA WAKES

An Obstacle in a Plasma

When an obstacle is placed in a plasma it will be subjected to a current due to the electrons and ions that are striking it. If there is an imbalance between the electron current and the ion current the obstacle will begin to charge. This charging will continue until the obstacle reaches an electrical potential that will cause the ion flux to balance the electron flux. When this occurs the obstacle is said to be charged to the floating potential, \( \phi_{fl} \). The equation that describes this is

\[ I_{ion} - I_{electron} = 0, \]  

(1)

where \( I_{ion} \) is the sum of the ion currents and \( I_{electron} \) is the sum of the electron currents. In the example that follows we will use the word 'ram' to refer to the region within 90° of the spacecraft velocity vector, while 'wake' will refer to the region within 90° of the vector antiparallel to the spacecraft velocity vector.

Measurements taken at the altitude of the Spacelab-2 mission, 340 km, indicate a typical electron density given by \( n_e = 1 \times 10^{-5} \text{ cm}^{-3} \) and an electron temperature of \( T_e = 2500 \text{ K} \). This will be examined in more detail in the next chapter. Assuming these to be the nominal values for \( n_e \) and \( T_e \) and that \( n_e \approx n_i \),
$T_e \approx T_i$, as is typical of ionospheric plasmas, we find the ion and electron thermal velocities to be 1.1 km/s and 180 km/s, respectively. Since the velocity of the orbiter, $v_o$, was 7.7 km/s we are in the regime where $v_{i,th} \ll v_o \ll v_{e,th}$. Under these conditions the ion current to an ionospheric satellite will consist of the ions that are 'rammed' out by the spacecraft's orbital motion. The equation describing this is

$$I_{i,sc} = A_i e n_i v_o,$$

where $A_i$ is the cross sectional area that is swept out by the spacecraft, $n_i$ is the ambient ion density, and $v_o$ the satellite orbital velocity.

Since the thermal velocity of the electrons is greater than the orbital velocity of our satellite all surfaces of the satellite will collect electron current, not just the ram side. We assume that the electrons have a Maxwellian velocity distribution given by

$$f_e(v) = n_e \left( \frac{m_e}{2\pi k T_e} \right)^{3/2} \exp \left( \frac{-m_e v^2}{2k T_e} \right).$$

The electron current to a satellite at a potential $V$ less than the plasma potential, and measured relative to the plasma potential, consists of those electrons with energies greater than $|eV|$ that strike the satellite, and is given by

$$I_{e,sc} = A_e e n_e \left( \frac{k T_e}{2\pi m_e} \right)^{1/2} \exp \left( \frac{eV}{k T_e} \right),$$
where $A_e$ is the surface area of the satellite, $T_e$ is the electron temperature, $k$ is Boltzmann's constant, $n_e$ is the electron density, and $m_e$ is the electron mass. Combining equations (2), (4), and (1) we find that the floating potential is given by

$$\phi_{fl} = \frac{kT_e}{e} \ln \left( \frac{A_e n_e v_o}{A_e n_e \left( \frac{kT_e}{2\pi m_e} \right)^{1/2}} \right).$$

(5)

The value of the floating potential that we would calculate from this equation for the PDP is -0.86 volts, Tribble et al. [9]. This derivation has ignored the possibility of photoemission of electrons and a number of other factors that may add small corrections to equation (5). These corrections, which are not expected to have an impact on measurements to be presented in this dissertation, are adequately discussed by Kasha [10].

The potential on the body, $\phi_{fl}$, is one of two parameters that play an important role in the formation of a plasma wake. The second parameter is known as the space charge field. The space charge field is the electric field that arises because of the differing thermal velocities of the ions and electrons. Since we are in a regime where $v_{i,th} \ll v_o \ll v_{e,th}$ the electrons will be able to fill in the wake of our obstacle quite easily. The ions, having much slower thermal speeds, will not be able to reach the area in the very near wake of the obstacle and a charge separation will result giving rise to the space charge field. The relative abundance of electrons in the near wake of the satellite will be responsible for causing that region to be a region of negative potential. This negative potential
will then act as a barrier to additional electrons and the near wake of the satellite will be characterized by an unequal depletion of both ions and electrons. Samir, Maier, and Troy [11].

It is appropriate to mention that electron temperature enhancements are usually observed in these regions of negative potential. Samir and Wrenn [12], Illiano and Storey [13], and Troy, Maier, and Samir [14] report that these enhancements are typically on the order of 50 -100%, but can sometimes be higher. Samir, Brace, and Brinton [15] report that the magnitude of the enhancement is dependent upon the size of the object and the ambient temperature but not upon the plasma density. Morgan, Chan, and Allen [16] report that the enhancement depends on the ratio of the ion energy to the electrical potential energy of the object. The mechanism for production of this temperature enhancement is not agreed upon in the literature. Two explanations have been offered to account for this effect. One is that a wave-particle interaction may take place in the potential well behind the object. This interaction may apply a filtering mechanism to the electrons that leave the well and result in a population of hotter electrons close to the spacecraft. Alternatively, one may infer the possibility of a heating mechanism related to stream interactions and/or instabilities correlated with plasma oscillations in the near wake, Samir and Wrenn [12].

A simple sketch of the wake, as depicted by Fournier and Pigache [17] and Martin [1], is seen in Figure 1. Because of the electric field due to the body potential, ions passing near the body will be deflected towards the wake axis. These deflected ions may produce an ion density peak in the wake. The
location of the peak, $z_{peak}$, and the deflection angle, $\theta_D$, are both dependent upon the body potential, $\phi_B$. Several investigations into the properties and dependencies of these ion density peaks have been carried out. Worthy of special note are the studies by Taylor [18,19], Skvortsov and Nosachev [20,21], Schmitt [22], Bogaschenko et al. [23], Stone, Oran, and Samir [24], and Merlino and D'Angelo [25], in addition to those previously mentioned.

After the ion streams pass the edge of the body they will continue to be accelerated by the space charge field. The transverse velocity acquired by these ions is on the order of the ion acoustic speed. In the far wake of the object we may detect a wave-like disturbance propagating at about the Mach angle $\theta_m = \sin^{-1}(1/M)$. It can easily be seen that this transverse ion acceleration is similar to the process of plasma expansion into a vacuum, which is the subject of the next section.

**Plasma Expansion into a Vacuum**

Consider a semi-infinite plasma confined to the region $z < 0$ at $t = 0$, Figure 2 a). If the plasma is allowed to expand into the vacuum, the region $x > 0$, how will the density and velocity distribution evolve? As the expansion begins the electrons will enter the vacuum first, because of their higher thermal velocities. This is the charge separation mentioned earlier. The space charge field will accelerate the ions and an 'expansion front' will move into the vacuum. To compensate for this a region of decreased plasma density, a 'rarefaction wave', will move into the ambient plasma. The ion acceleration has been studied by
Gurevich, Parilskaya, and Pitaevskii [26], who report that it is the ions nearest the interface that will attain the highest velocities. Since the rarefaction wave is the result of ion motion it can be expected to travel at the ion acoustic velocity.

A numerical simulation by Singh et al. [27] reports that this plasma expansion can account for the electron temperature enhancements mentioned earlier. The picture they present is that as the ambient plasma expands into the vacuum it is the electrons with highest thermal velocities that arrive in the vacuum first. Then, as time elapses progressively slower electrons will stream into the void. The electric potential in the void will grow more negative as the electrons fill in the region. This negative potential slows down the electrons that have yet to arrive. As a result, electrons that are already in the region of negative potential, the electrons in the tail of the original Maxwellian distribution, will account for the majority of electrons seen there. Consequently, we will detect a warm electron population with a thermal spread in the velocity distribution about a factor of 2 larger than the thermal spread in the ambient plasma.

As summarized by Samir, Wright, and Stone [28], the phenomena we may expect to see in the wake of an object in a plasma are as follows:

1. Ions are accelerated to high energies.
2. A rarefaction wave is created which propagates into the ambient plasma.
3. An ion front (shock) moves into the vacuum region.
4. Excitation of instabilities and plasma waves over certain volumes in space take place.
5. Strong (or jump) discontinuities in the plasma occur at the expansion front.

In the next section we will examine how some of the phenomena seen in the wake are dependent upon the plasma and upon the object being studied.

Factors Influencing Wake Phenomena

In order to understand the specific case of a satellite in the ionosphere we need to first understand how the properties associated with a plasma wake are dependent upon both the size and shape of the object and upon the plasma being studied. That is, how do the values of the plasma density and temperature, the satellite floating potential, and the ratio of object size to Debye length affect the wake structure. Let’s first examine the effect of body size on wake structure. As reported by Martin [1] the ratio of body size to Debye length plays an important role. In the situation where \( R_o < \lambda_D \) the wake will be dominated by the ion deflection effects that are controlled by the potential on the object. If we move to the region where \( R_o > \lambda_D \) we find that the body potential loses much of its influence upon the ion trajectories and the wake is controlled mostly by the space charge field. The reason for this is fairly straightforward to understand. Consider a disk 1 cm in diameter in a streaming plasma with a Debye length of 1 cm. Obviously, a sizeable fraction of the ions found in the objects wake must have passed within one Debye length of the object. In contrast, if the disk was 10 m in diameter, then the fraction of ions in its wake that had passed within one Debye length of its edge would be negligible. The shape of the object will
also play an important role in determining wake features. As reported by Oran, Stone, and Samir [29], the cross sectional area is actually more important than the overall size. A highly symmetrical object would be expected to give rise to a highly symmetrical wake with sharp wake features, whereas the converse would be true for an asymmetrical object.

Changing the ratio of $T_e/T_i$ may also have a noticeable effect on some wake features. Könemann [30] reports that in isothermal plasmas no sharp wake features can be expected, because the appropriate waves are heavily damped and other features are smoothed by the thermal motion of the ions. Effects associated with varying the value of the body potential, $\phi_f$, have already been discussed.

**Summary**

We can now summarize some of the results that we would expect to see in the wake of an object like the shuttle orbiter. First, since we are in the realm where $R \gg \lambda_D$ we would not expect to see effects due to deflected streams of ions, as seen in Figure 1. Rather we would expect to see only those effects related to the space charge field, i.e., wake disturbances that propagate outward at the Mach angle. Second, since the ionosphere satisfies the condition $T_i \approx T_e$ we would expect most of the waves in the wake of the orbiter to be heavily damped. Finally, the fact that the orbiter presents a highly asymmetrical cross section to plasma flow indicates that we will not expect any 'sharp' wake features and the regions of density depletion, temperature enhancements, and turbulence would be spatially 'smoothed'.
CHAPTER III
THE EXPERIMENT

Equipment

The data that will be presented in this dissertation was collected by a University of Iowa satellite the Plasma Diagnostics Package (PDP), Figure 3. The PDP was composed of 14 instruments designed to make measurements of magnetic and electric fields, particle distributions, radio waves, plasma composition, as well as plasma density, temperature, and turbulence. In particular, we will be examining data collected by a Langmuir probe on the PDP, which was mounted on one of the PDP's extendable booms. The Langmuir probe consisted of a 3 cm diameter gold-plated sphere and supporting electronics. The probe was used to measure plasma densities from $10^3$ to $10^7$ electrons/cm$^3$, plasma temperatures from about 1000 K to 5000 K, and density fluctuations in the frequency range 30 Hz to 178 kHz.

The electronics that control the probe's operation alternate between two different modes, one complete cycle requiring 12.8 seconds. The first is an 11.8 second 'lock' mode. During this time the Langmuir probe is biased at +10 volts, relative to the PDP chassis, and is used to measure electron density fluctuations. The current to the probe is sampled at a rate of 120 Hz. The data is passed through three filters, 1 Hz low pass, 1-6 Hz bandpass, and 6 - 40 Hz bandpass,
with sampling rates of 3 Hz, 20 Hz, and 120 Hz respectively. A fourth filter, 30 Hz high pass, routes the output to a wideband receiver and spectrum analyzer which can look at details of the current fluctuations up to a frequency of 173 kHz.

The 'lock' mode is followed by a 1.0 second 'sweep' mode where the bias voltage on the probe is swept from +10 volts to -5 volts in discrete steps of 0.125 volts and then returned to +10 volts. During the sweep mode the data collected by the Langmuir probe is sent through a 0-50 Hz low pass filter and can be used to determine the electron temperature, electron density, and plasma potential. A derivation of the appropriate equations is given in Appendix A. The data we obtain from the probe therefore consists of one measurement of electron density, temperature, and plasma potential every 12.8 seconds, in addition to the 11.8 seconds of density fluctuation data. Experience has shown that when the Langmuir probe is in the lock mode the output from the 1 Hz low pass filter, which is essentially the DC current to the probe, can be used as a good approximation to the electron density. This will be justified in the section on the ambient ionosphere. The performance characteristics of the probe are listed in Table 1.

It is also possible to perform a spectral analysis on the 0-40 Hz data that we have just described. To do this we first create a data file containing the 11.8 seconds worth of lock mode data. We then apply a cosine weighting function to the first and last 10% of the data, Bingham et al. [31], and set any bad or missing data to zero. By taking the Fast Fourier Transform (FFT) of these data we are
able to look at the spectral density. The output from this FFT is given in units of dB ($\delta N/N$) and is calibrated to have a minimum of 0.01% and a maximum of 2.7%. We will look at the dB average ($20 \times \log(\text{data})$) and the peak values over the range -80 to -31.37 dB.

Finally, we will give examples of the spectral density obtained by routing the Langmuir probe data through a spectrum analyzer. The spectrum analyzer consists of 16 channels. The output from each channel is an amplitude spectrum given in units of dB ($\frac{\delta N/N}{\sqrt{Hz}}$), found from the relation ($20 \times \log(V_{rms})$). Table 2 shows the channels, their bandwidths, their saturation levels and the appropriate multiplying factors (see below). Subsequent to the mission four of the channels were found to contain bad data, these are the channels that are not reported in Table 2. Note that the saturation $\delta N/N$ has been multiplied by the square root of 2 since we wanted peak values rather than RMS values. The multiplying factor is formed by dividing saturation $\delta N/N$ by the square root of the bandwidth.

**Procedure**

The data used to study the wake of the orbiter was obtained during two separate maneuvers designed to allow the PDP to study both the near and far wake of the orbiter. The first maneuver, designed for near wake studies, involved placing the PDP on the RMS a distance of 10.53 m above the center of the payload bay with the booms partially extended. By keeping the x-axis of the orbiter perpendicular to the orbital plane rolling the orbiter at a rate of 1° per second would move the PDP alternatively into and out of the orbiter's wake.
Figure 4. This maneuver is referred to as XPOP roll. At this same time, the RMS could be rotated at the same rate so that the orientation of the PDP, relative to plasma flow, remained unchanged. In the plane of rotation the biggest obstacles to plasma flow were the orbiter's payload bay doors, which were 10.35 m wide. Consequently, if we define Z to be the width of our obstacle, 10.35 m, and R to be our downstream distance, 10.53 m, the XPOP roll maneuver occurred at a characteristic ratio of $Z/R \approx 1$.

For a period of 6 hours the PDP was released as a free-flying satellite in order to allow the PDP to study the mid and far wake of the orbiter. During this time the booms seen in Figure 3 were extended to their full length. After release from the orbiter the PDP was spin stabilized with an inertial spin period of 13.06 seconds. The plane of PDP rotation was coincident with the orbital plane. During this period of six hours the orbiter executed a series of maneuvers around the PDP designed to allow the PDP to study the wake of the orbiter. Also, on four occasions the PDP and the orbiter were aligned on approximately the same magnetic field line which allowed for a study of flux tube events. The distance from the orbiter to the PDP, in a non-inertial coordinate system using the orbiter as its origin, is shown in Figures 5 - 8. Here the largest obstacle to plasma flow is the body of the orbiter itself, with a length of 35.56 m. The data obtained during this six hours of free flight represents the only in situ observations on the mid and far wake of the shuttle orbiter.
The Ambient Ionosphere

It is appropriate to discuss the characteristics of the ambient ionosphere. The plasma in the Earth's ionosphere arises due to the ionizing effect of the sun's UV radiation striking the neutral gases found there. At the altitude of the Spacelab 2 mission the ionization is 1 - 2% of the neutral gas, with the major constituent being atomic oxygen. Data obtained by the Langmuir probe on the PDP during the period of free flight just described is illustrated in Figures 9 and 10. These data correspond to the times when the distance between the PDP and the orbiter were those given in Figures 6 and 7, respectively. The apparent data drop outs that occur with a periodicity of approximately 9.5 minutes are an indirect result of the operation of another PDP instrument, the LEPEDEA, and are described in more detail by Tribble et al. [9]. For the remainder of this dissertation we will remove any visible perturbations in the data that we can associate with the LEPEDEA so that it will not have an affect on the results we present. At this point we can compare the 0-1 Hz data with the results from the Langmuir probe sweep mode. Earlier we had mentioned that the 0-1 Hz data could be used as our approximation to electron density. This agreement is confirmed in Figure 11. We will use the 0-1 Hz data as our estimate of the electron density in the succeeding chapters since it is sampled at a rate of 5 Hz and not once every 12.8 seconds as is the sweep mode data.

As we can see from Figures 9 and 10, the data we measure agree with the assumptions used in Chapter II. A listing of some of the plasma parameters associated with the ionospheric plasma are given in Table 3.
CHAPTER IV
THE NEAR WAKE

*Plasma Density and Temperature*

Our discussion of the near wake of the orbiter will center around data taken during XPOP roll. Since the rotation rate of the orbiter was one degree per second we will present the data in terms of an orbiter phase angle, which we define as the angle, in the orbiters' yz plane, between the velocity vector of the orbiter and the vector that points from the center of mass of the orbiter to the center of the PDP.

Measurements of the plasma density and temperature found during the first transit of the orbiters' near wake are shown in Figure 12. Unlike the remaining wake transits, during the first near wake transit the RMS was kept fixed. Two things should be noted about this data. First, the apparent density enhancement at a phase angle of 180° is associated with a thruster firing. Second, the wake of the orbiter appears to be centered around a phase angle of about 185° and not 180° as we might expect. This 5° offset occurs because the physical displacement of the Langmuir probe from the center of the PDP was such that the Langmuir probe did not arrive at the center of the orbiter's wake until the orbiter phase angle was approximately 185°.
If we assume that the ambient plasma conditions can be given by a straight line fit between the data collected at a phase angle of $130^\circ$ and that collected at $230^\circ$ we can calculate the density depletions and temperature enhancements in the wake as shown in Figures 12 and 13, respectively. During the maneuver known as XPOP roll we have data on 8 transits of the orbiter's wake. The value of the electron density obtained when on wake axis, i.e. when the orbiter phase angle was $180^\circ$, was always below the minimum sensitivity of the instrument. But, by interpolating as in Figure 12 we can infer that on the wake axis at a distance of 10 meters behind the orbiter the electron density is approximately 0.1% of its ambient value, while the electron temperature shows an enhancement on the order of 300-500%. The value for the Mach angle calculated for these conditions is approximately $43^\circ$. If we allow for the $5^\circ$ offset due to the physical displacement of the Langmuir probe boom we would expect the Langmuir probe to enter the Mach cone when the orbiter phase angle was $142^\circ$ and exit it when the phase angle was $228^\circ$. This is in excellent agreement with the data. For completeness data on the succeeding two wake transits are shown in Figures 14 through 16. The electron temperature data for the third wake transit is not presented because, as can be seen from Figure 16, there are too few data points available to allow an accurate interpretation of temperature enhancements.

**Plasma Turbulence**

We can now proceed with an examination of the plasma turbulence in the orbiter's wake. As mentioned in Chapter II, the output from the Langmuir
probe circuitry is broken up into three channels representing the 0-1 Hz, 1-6 Hz, and 6-40 Hz components, respectively. The 1-6 Hz data obtained for near wake transit one is shown in Figure 17, while the 6-40 Hz data is shown in Figure 18. The 1-6 Hz data indicate that there are few, if any, wake effects visible in this frequency range. This data is reproducible throughout XPOP roll. The 6-40 Hz data on the other hand, indicate there is a great deal of turbulence in this frequency range that is associated with the wake of the orbiter. In addition to the wake structure, Figure 18 indicates the effects of thruster firings at 130° and 230°. Also, the effects of the LEPEDEA are visible when that instrument points into the ram of the plasma flow, phase angles 250° to 270°. The 6-40 Hz data obtained during the two successive wake transits are shown in Figures 19 and 20. Again increases in turbulence which are associated with thruster firings are visible in Figure 20 at a phase angle of approximately 130°. Recall that during near wake transit one there was a thruster firing at an orbiter phase angle of about 180°. We believe that this is the explanation for the fact that turbulence is seen throughout near wake transit one, while transits two and three indicate a decrease in turbulence when directly on the wake axis. These data support the conclusion that we encounter turbulence as we cross the orbiter's Mach cone. This turbulence then decreases to a level below that associated with the ambient ionosphere when directly on wake axis.

A brief aside is in order here to discuss the Langmuir probe circuitry. Recall from Figure 12 that the measurements of electron density when on the wake axis were below the minimum sensitivity of the instrument. We have examined
the possibility that the decrease in turbulence seen when crossing the wake axis was due to instrumental effects. However, the gain of the 6-40 Hz channel is a factor of 154 greater than the gain of the 0-1 Hz channel. We believe that the decrease in current to the probe, when on the wake axis, would not in itself be sufficient to account for the decrease in turbulence.

We can carry our analysis one step further by performing a Fast Fourier Transform (FFT) on the 0-40 Hz data. Recall that the FFT calculation utilizes 11.8 seconds of data to produce one graph. Since this corresponds to an 11.8° arc through the wake this will limit our spatial resolution. We should also mention that an examination of the FFT data does not indicate any effects that we can associate with the effect of the LEPEDEA.

FFT Data obtained during near wake transit one is presented in Figures 21 through 25. The starting and ending values of the orbiter phase angle that correspond to each graph can be calculated by adding the decimal seconds of the starting and ending time of each graph to 120°. For example, Figure 21, which begins at 04 seconds and ends at 16 seconds, represents data obtained between an orbiter phase angle of 124° and 136°. The conditions indicated by Figure 21, taken just outside of the orbiter's Mach cone, are equivalent to those encountered in the ambient ionosphere. Immediately after crossing the Mach cone, Figure 22, the basic shape of the signature remains the same but the spectral density is shifted downward by about 20 dB. When we reach a phase angle of about 150°, Figure 23, the spectral density of the lowest frequency components, 0 - 1 Hz, are about the same, -50 dB, but the spectral density of the higher frequency
components, 2 - 40 Hz, has increased from -80 dB to -65 dB. This is the increase seen previously in the 6-40 Hz data of Figure 18. This leveling of the spectral density increases as the phase angle progresses to 143°, Figure 24. The data obtained when crossing the wake axis, Figure 25, is essentially the same as that seen in Figure 24 except for an increase in spectral density in the 0-5 Hz range. This particular increase is most likely the result of the thruster firing reported earlier that occurred at a phase angle of 180°. The data pertaining to the two subsequent wake axis crossings, Figures 21 and 22, are identical to that seen in Figure 25 except for the increase in the 0-5 Hz range. As the PDP exits the orbiters wake Figures 21 - 25 are essentially repeated in reverse order, confirming the geometrical symmetry that we would expect.

We will now examine the spectral analyzer data which examines details of density fluctuations from 30 Hz to 178 kHz. These data are sampled once every 6.83 minutes for a period of 51.2 seconds at a stretch. The only spectral analyzer data that are available during a near wake transit is that of near wake transit five. The density, temperature, and turbulence data for near wake transit five are quite similar to those presented for near wake transits one through three previously given.

The spectrum analyzer data corresponding to an orbiter phase angle of 159° are given in Figure 26. There appears to be a fairly sharp drop off in spectral density of $\Delta N/N$ past a frequency of 10,000 Hz. This frequency is on the order of the ion plasma frequency, 39,000 Hz. Recall that the Langmuir probe would cross the orbiter's Mach cone at phase angles of 142° and 225°, so
we are well within this range. The data corresponding to a phase angle of 164° is shown in Figure 27. It is fairly similar to that given in Figure 26 in that there is a sharp drop off in the spectral density of $\Delta N/N$ at 10,000 Hz. However, Figure 29 indicates a drop in the spectral density for the frequency range 31 - 200 Hz and an increase for the 200 - 10,000 Hz range. This trend is continued in the next graph, corresponding to a phase angle of 167°, Figure 28. Figure 29, corresponding to a phase angle of 175°, indicates a return to the conditions of Figure 28. This is repeated when the PDP is directly on the orbiter's wake axis, Figure 30.

The same shift, from a spectral density of about -80 dB to -90 dB in the frequency range of 31 - 200 Hz is observed as the PDP continues in its transit of the orbiter's wake. Figures 30 and 31 indicate a spectral density of about -80 dB for this frequency range, while Figure 32, orbiter phase angle 190°, shows the spectral density here depressed by about 10 dB in comparison to the spectral density at 1000 Hz. The conditions return to those originally seen in Figure 26 for phase angles of 198° and 206°, see Figures 33 and 34.
CHAPTER V
THE MID AND FAR WAKE

Plasma Density and Temperature

We have a number of opportunities to view cross sections of data taken downstream from the orbiter during the six hours of free flight. The spatial location of the PDP during the times best suited for wake studies can be culled from Figures 5 - 8, and is given in Figure 35. The first data set that we will examine was taken just after the PDP was released from the orbiter. This maneuver, which we refer to as backaway, is illustrated in Figure 36. The electron density dependence seen during this time is illustrated in Figure 37. The dashed line in Figure 37 a) represents the value associated with the ambient ionosphere. Note that the enhancements seen from 11:45 to 12:00 minutes are associated with a series of thruster firings. The ambient data was obtained at the same local time 1.5 hours later in the mission when the PDP was not in the wake of the orbiter. Similarly, the electron temperature dependence is shown in Figure 38. Note that two symbols are used to indicate the values obtained for the electron temperature. Due to the rotation of the PDP some data points were obtained when the Langmuir probe was in the wake of the PDP and may show effects associated with the PDP’s wake. A box is used for these points while an asterisk is used for data points taken when the Langmuir probe was not in the wake of
the PDP. The wake of the PDP is discussed in Appendix B. During backaway the
electron density increases exponentially from a low value of approximately 5% of
the ambient density as the distance between the PDP and the orbiter increases,
while the electron temperature shows an initial enhancement of approximately
100%, which decreases linearly as distance increases.

The first far wake transit is illustrated in Figure 39. The electron density
and electron temperature dependencies for this time are given in Figures 40 and
41. Again, the values shown in Figures 40 b) and 41 b) have used a a straight line
fit between the unperturbed ambient conditions. Data for wake transit two is
given in Figures 42 through 44, wake transit three is shown in Figures 45 through
47, and wake transit four is given in Figures 48 through 50.

It is possible to combine the values obtained from each wake transit into
one graph that describes the density depletions measured in the wake of the or-
biter, Figure 51. This plot is quite significant in that it represents the first such
contour model obtained from in situ data. Also of significance is the fact that the
lines associated with the value of \( N_w/N_a \) cross approximately 100 m downstream
from the orbiter. This may suggest the possibility of crossing streams of ions as
measured by Merlino and D'Angelo [25]. The work by Murphy et al., [32], indi-
cates values for the maximum electron density depletion on the wake axis that
are slightly different than the values that would be calculated from the data
in this dissertation. The difference arises because Murphy assumes an ambient
model that allows for slight ionospheric variations over the 4-5 minutes necessary
for wake transit. Values for \( n_{e,\text{wake}}/n_{e,\text{ambient}} \) measured by both methods agree
to within the errors of the experiment. In order to compare our results with laboratory observations the data in Figure 51 were used to obtain a graph of density depletions for constant values of \( Z/R \). That is, at fixed distances downstream of the orbiter, measured along the orbiters' z-axis, the value of \( N_w/N_a \) that would be encountered at various transverse locations, measured along the orbiters' x-axis, were interpolated from Figure 51. These results are presented in Figure 52.

Our efforts to obtain a similar graph for the electron temperature enhancements were somewhat complicated. As is seen in Figures 44, 47, and 50, some of the temperature data taken inside of the orbiters Mach cone happen to coincide with times when the Langmuir probe was in the wake of the PDP. For this reason we have avoided the use of any data points taken in the wake of the PDP in our attempt to obtain a contour map of the temperature dependence in the wake of the orbiter. The remaining data are not sufficient to obtain an accurate map, but they do indicate a distinct temperature gradient as illustrated in Figure 53.

**Plasma Turbulence**

Due to the problem with the LEPEDEA, Tribble et al., [9], the 1-6 Hz data is completely unusable during free flight. The 6-40 Hz data is somewhat perturbed, but the majority of these perturbations can be removed from the data. The 6-40 Hz data obtained during backaway is seen in Figure 54. These data indicate that the majority of the turbulence in this frequency range that is seen on axis as we move away from the orbiter is confined to the first 2.5 minutes
of backaway, or a distance of 25 m downstream. The large enhancements seen between 11.75 and 12.0 minutes and the smaller enhancements seen at approximately 14.9 minutes, 16.1 minutes, 16.5 minutes, etc., are all associated with thruster firings. If we move to an examination of the far wake transit one data, Figure 55, we see that there are no large structures that we can associate with the orbiter wake. A very slight enhancement is visible at about 02:58:30, between 03:01 and 03:06, and again between 03:08 and 03:09. The interval 03:01 - 03:06 corresponds to the times when the PDP is inside the orbiter's Mach cone. The times 02:58:30 and 03:08 - 03:09 are times when the LEPEDEA is in ram. Even though we have removed a majority of the data that show the effects of this problem, some perturbations are still visible in the data when the LEPEDEA is in ram. The data corresponding to far wake transit two, Figure 56, indicate a larger enhancement centered at about 04:33:15 and a number of smaller enhancements noticeable throughout this interval. In Figure 56, the PDP was inside of the orbiter's Mach cone from 04:30 to 04:34. Again in far wake transit three, Figure 57, there are a number of sharp, short lived enhancements that we associate with thruster firings. But as in Figure 56 there are no large enhancements to associate with the Mach cone crossings at 04:47 and 04:51. The final far wake transit data are shown in Figure 58, which again shows no large enhancements linked to the Mach cone crossings at 04:58 and 05:03.

The 6-40 Hz data did not indicate any large increases in turbulence that we can associate with the wake of the orbiter. We shall next turn to an examination of the FFT of the 0-40 Hz data. First we will examine data obtained during
backaway 35 m downstream of the orbiter, Figure 59. These data do not differ appreciably from that seen in the ambient ionosphere. Data obtained 120 m downstream, about 20 m past the wake 'crossing point' seen in Figure 51, is presented in Figure 60. These data both indicate a similar drop in spectral density at the higher frequencies. Data taken along the orbiter's Mach cone 200 m downstream are presented in Figure 61. In comparison to the 2 previous figures we see a drop in spectral density on the order of 15 - 20 dB at the higher frequencies. Data taken just outside the orbiter's Mach cone at distances of 20 m and 90 m downstream from the orbiter are shown in Figures 62 and 63, respectively. These bear the general shape of the data obtained on the wake axis, but they also exhibit more rapid variations in spectral density as frequency increases.

The data just presented was choosen so that the LEPEDEA would be facing the wake of the PDP during most of the 11.8 second period covered by the graph. In this manner we have attempted to minimize its effect. However, we previously mentioned that the 1-6 Hz data was completely unusable due to this problem and that the 6-40 Hz data was noticeably perturbed. These perturbations were not removed by the algorithms that computes the FFT of the data. However, by comparing the free flight data with data taken from the RMS or payload bay were are unable to detect any significant differences that we can attribute to either the wake of the PDP or the LEPEDEA.

Due to the different sampling schedule of the spectral analyzer we did not have as many data points available to us as we did for the FFT data. The
locations where we do have spectral analyzer data available to us are shown in Figure 64. The roman numerals will be used to reference the individual data points. For the sake of comparison we will first present data obtained in the ambient ionosphere, Figure 65. Recall the turbulence seen in the very near wake of the orbiter in the 6-40 Hz data. Again, when in the very near wake at location I of Figure 65 we see that the measurements of the turbulence show enhancements, Figure 66. However, the data taken 50 m further downstream, at location II, do not indicate such enhancements, Figure 68. An examination of data obtained on the orbiter's Mach cone at a distance of 250 m, location III, indicates an enhancement of approximately 5 dB at a frequency of 10,000 Hz, Figure 69. This enhancement disappears on wake center, IV, Figure 69, but seems to reappear at the opposite side of the Mach cone, V, Figure 70. Just inside the orbiter's Mach cone at a distance of 150 m downstream, VI, we see an enhancement of approximately 15 dB at a frequency of approximately 20,000 Hz, Figure 71. Again, even at the closer distance, III, the enhancement is not visible on axis, Figure 72. Data obtained at the 5 remaining locations is presented in Figures 73 - 77.
CHAPTER VI
SUMMARY AND CONCLUSIONS

Having completed our analysis of the data we can now present the description of the wake of the orbiter as inferred from the in situ observations. The very near wake of the orbiter, \( Z/R \approx 1 \), is a region of electron density depletion and temperature enhancement bounded by the orbiter’s Mach cone. The electron density measured on the wake axis is \( 10^{-3} \) of the ambient value, while the temperatures measured there are increased by a factor of 3 - 5 over ambient conditions. The turbulence in the 6-40 Hz range exhibits a change from a fraction of a percent to over three percent as the PDP entered the orbiter’s Mach cone. This turbulence decreased to a level slightly below that associated with the ambient ionosphere when the PDP was within 2° - 3° of the orbiter’s wake center. The FFT of the low frequency data indicated an overall decrease in the spectral density when crossing the Mach cone and a flattening of the spectral density signature when on the wake axis.

The spectral density of \( \Delta V/N \) in the near wake decreased significantly for frequencies higher than \( f_{p,i} \) at all times. The turbulence that we associate with crossing the orbiter’s Mach cones exhibited an increase in the spectral density for frequencies below about 200 Hz. When in the quieter wake region there was a decrease in the spectral density of these lower frequencies and a slight increase
for frequencies between 200 Hz and 10,000 Hz. When directly on the wake axis, the spectral density at the lowest frequencies was about -80 dB and decayed exponentially as the frequency increased to a spectral density of about -95 dB at a frequency of 10,000 Hz.

In the far wake of the orbiter, the electron density depletion data, Figure 51, indicates a 'crossing point', a region where the electron density on the wake axis was less both upstream of this point and downstream of it. It is important to note that the first far wake transit was at times as much as 15 m out of the orbital plane. Therefore, the density depletions indicated by this farthest wake transit might have indicated densities as low as 0.5 $N_a$ had this transit been completely in plane. In any case, the significance of Figure 51 is that it shows conclusively that the density depletions behind the orbiter extend to a distance of several hundred meters behind the orbiter, perhaps even as far as a kilometer. Similarly, the electron temperature enhancements shown in Figure 53 extend equally far downstream.

The 6-40 Hz data indicate that the region of maximum turbulence is confined to a region on the order of the size of the orbiter itself, 35 m. The fact that there is no minimum on the orbiter's axis seen after release from the orbiter may indicate that the turbulence associated with the Mach cones during XPOP roll converges approximately 15 m downstream of the orbiter. It is difficult to find low frequency turbulence that we associate with the far wake of the orbiter, but the effects of thruster firings are readily visible as far as 250 m downstream. The FFT data support the conclusion that there is a decrease in the overall spectral
density when crossing the orbiter's Mach cone and a slight increase when at the 'crossing point' just mentioned.

The spectral density of $\Delta N/N$ is largest in the near wake, a further confirmation of the fact that the majority of the turbulence is confined to a region on the order of the size of the orbiter. The spectral density is essentially constant along the wake axis both before and after the 'crossing point', however this point exhibits a slight increase in the lower frequency spectral density. The spectrum analyzer data indicate that there are ion plasma waves, excited by the passage of the orbiter, that travel outward at the ion acoustic velocity. Since these ion plasma waves were not observed during XPOP roll this data is consistent with the picture seen in Figure 1. That is, the region of turbulence that expands at the Mach angle originates some distance downstream of the obstacle. Since the signature of these waves can vary by 5 - 10 dB, depending on the location of the sample, it would support the statement that waves in the wake of a large obstacle are heavily damped, [30].

Having completed our analysis we find that our results are in agreement with what was expected in Chapter II. Our results are summarized as follows:

1. The electron density depletions and temperature enhancements associated with the wake of the orbiter extend to distances on the order of 1 km behind the orbiter.

2. There is a great deal of low frequency turbulence confined to the near wake, $\approx 35$ m, region downstream of the orbiter.
3. The regions of greatest turbulence in the orbiter's wake have essentially a constant spectral density in the 0-40 Hz range.

4. There are ion plasma waves generated in the wake of the orbiter that are traveling at the ion acoustic speed.
APPENDIX A
DERIVATION OF LANGMUIR PROBE EQUATIONS

During the sweep mode the current that is collected by the Langmuir probe is sent through a 0-50 Hz low pass filter and can be used to determine electron density, temperature, and the plasma potential. From elementary plasma physics we know the effect of introducing an object that is charged to a potential, such as a point charge or a probe, into a plasma. If we make the assumption that the mobility of the ions can be neglected in comparison to the mobility of the electrons then the potential around a test charge $q$ is given by

$$V(r) = \frac{q}{r} \exp \left( \frac{-r}{\lambda_e} \right), \quad (A.1)$$

where

$$\lambda_e = \left( \frac{T_e}{4\pi n_0 e^2} \right), \quad (A.2)$$

$T_e$ is the electron temperature and $\lambda_e$ is the Debye length for electrons. Because the potential falls off so rapidly as $r$ increases electrons and ions further than one Debye length away from the probe will be virtually unaffected by the probe's presence. If we apply a large positive bias to the probe we can expect to attract all of the electrons and repel all of the ions within one Debye length of the probe.
Then, as shown, for example, by Huddlestone and Leonard [33], we can compute the current collected by the probe in the following manner. If the radius of the probe is much larger than the Debye length, we may assume that all of the particles passing within one Debye length of the probe, through thermal motions for example, will hit the probe. If the probe is perfectly absorbing, then the current collected by the probe will be

\[ I = J_r A_s, \quad (A.3) \]

where \( J_r \) is the random current flux and \( A_s \) is the surface area of the sheath one Debye length away from the probe. Since the radius of the probe is assumed to be much larger than the Debye length we can approximate the area of the sheath by the surface area of the probe. We now have

\[ A_s = 4\pi r^2. \quad (A.4) \]

By definition,

\[ J_r = Q_s \times \text{(number of particles hitting the probe/unit time)}. \quad (A.5) \]

\( Q_s \) refers to the charge of each species present in the plasma, a sum over each species in the plasma is implied. To determine the quantity in parenthesis we can look at a differential volume element located at the edge of the sheath farthest from the probe. The particles here are far enough away from the probe that
we only need consider their thermal motions. Therefore, half of the particles in this volume element would be entering the Debye sheath, half would be leaving it. We conclude that the number of particles entering the sheath per unit time, i.e. the number of particles that will eventually impact the probe, is \((N_s/2)A_s v_s\), where \(N_s\) is the density of each species in the plasma and \(v_s\) is their velocity. This tells us that

\[
J_r = \frac{Q_s N_s A_s v_s}{2}.
\]

If we assume each plasma species has a Maxwellian velocity distribution then

\[
P(v) = 4 \left( \frac{M_s}{2\pi k T_s} \right)^{3/2} v^2 \exp \left( \frac{-M_s v}{2k T_s} \right)
\]

is the probability that a given particle will have its velocity between \(v\) and \(v + dv\). The average magnitude of the velocity is given by

\[
\langle v_s \rangle = \int_{-\infty}^{+\infty} v_s P(v_s) dv_s = 2 \left( \frac{2k T_s}{\pi M_s} \right)^{1/2}
\]

The direction of the velocity vector, for the particles entering the sheath, will be randomly distributed over 180°. Therefore, we can define the vector so that the component of velocity directed at the probe is given by \(v_s \cos \theta\). When we integrate over the factor \(\cos \theta\) to find the average component of velocity in the direction of the probe we pick up a factor of 1/2, which cancels a factor of 2 in the previous expression for \(v_s\). Therefore, when we combine this definition of \(v_s\), with the definition of \(J_r\), we find that the current collected by the probe is
Again, there is an implied sum over all the species present in the plasma. If we apply a large positive bias voltage to the probe we may assume that only electrons will contribute to the current collected, that is, the ion current will be negligible. Therefore, the value of the electron current, before the probe saturates, is given by

\[
I = Q_s (4\pi r^2) \frac{N_e}{2} \left( \frac{2kT_e}{\pi M_e} \right)^{1/2}. \tag{A.9}
\]

This equation is dependent upon both density and temperature. However, we can make use of the Boltzmann relation from statistical mechanics. In the presence of a potential, in this case the probe, the density is given by

\[
N_e = N_0 \exp \left( \frac{-eV}{kT_e} \right). \tag{A.11}
\]

Plugging this into the previous equation gives

\[
I = -e(4\pi r^2) \frac{N_e}{2} \left( \frac{2kT_e}{\pi M_e} \right)^{1/2} \exp \left( \frac{-eV}{kT_e} \right). \tag{A.12}
\]

Now we have an equation involving the electron temperature and the probe bias voltage \( V \). Taking the natural log of both sides of this equation gives

\[
\ln I = C + (C' \ln T_e) + \left( \frac{-e}{kT_e} \right) V. \tag{A.13}
\]
where both $C$ and $C'$ are constants depending on the radius of the probe, the mass of the electron, and so on. The term proportional to $\ln T_e$ will vary much slower than $1/T_e$, therefore we may approximate the $\ln T_e$ term as a constant. The equation becomes

$$\ln I = C'' + \left( \frac{-e}{kT_e} \right) V. \quad (A.14)$$

If we graph $\ln I$ vs $V$, before the probe saturates, the slope will be given by $(-e/kT_e)$. This gives us an expression for $T_e$,

$$T_e = \frac{-e}{k \text{ slope}}. \quad (A.15)$$

Once we have $T_e$ we can plug this into the expression for $I$, equation A.10, and deduce an expression for $N_e$, which is

$$N_e = \frac{-2I}{e(4\pi r^2)} \left( \frac{\pi M_e}{2kT_e} \right)^{1/2}, \quad (A.16)$$

Consequently, we find that the Langmuir probe can indeed give us temperature. If we define the plasma potential as the bias voltage at which the electron density and the probe saturates, a graph of $\ln I$ vs $V$ will also give us the plasma potential. A typical sweep is shown in Figure 78. Note that the value of $I$ that we use in the determination of $N_e$ is chosen so that $V$ is as positive as possible without saturating the probe. This completes our discussion of the equations governing the operation of the Langmuir probe. For a more in depth discussion of probe characteristics under specific plasma conditions see the works by Parrot et al.
[34], Rubinstein and Laframboise [35], Szuszczewicz and Takacs [36], or Makita and Kuriki [37].
APPENDIX B
THE WAKE OF THE PDP

There are times during free flight when the Langmuir probe passes through the wake of the PDP. It is important to understand what effect this may have on the data collected by the probe. Measurements of the electron density depletions in the wake of the PDP are presented in Figure 79 where the PDP phase angle is defined analogously to the orbiter phase angle defined previously. That is, the PDP phase angle is defined as the angle between the PDP’s velocity vector and the vector that points from the center of the PDP to the Langmuir probe. Figure 79 seems to indicate that the wake of the PDP is centered around a phase angle of 190° and not the 180° that we might expect. We believe that this ten degree offset arises from uncertainties associated with the calculation of the PDP phase angle and is not indicative of an asymmetric wake.

The data in Figure 79 indicate a density depletion on the order of 30 - 40% of the ambient values when directly in the wake of the PDP. These data also confirm that the density depletions in the wake of the PDP are bounded by the orbiter’s Mach cone. Figure 79 represents data collected during four complete rotations by the PDP, so we can conclude that the wake structure is quite stable.

Data pertaining to temperature enhancements in the wake of the PDP are presented in Figure 80. The asterisks are used to indicate data points taken
when the Langmuir probe was outside of the PDP's Mach cone, while the boxes indicate that the probe was inside the Mach cone. We conclude that the wake of the PDP is characterized by a temperature enhancement on the order of 75%, in agreement with previous studies, [12 - 16].
TABLE 1.

Langmuir Probe Performance Characteristics

<table>
<thead>
<tr>
<th>Current Sensor</th>
<th>$0.1\mu a - 1ma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_e$</td>
<td>$800 - 5000$ K</td>
</tr>
<tr>
<td>$n_e$</td>
<td>$10^3 - 10^7$ cm$^{-3}$</td>
</tr>
<tr>
<td>$\Delta N/N$</td>
<td></td>
</tr>
<tr>
<td>$\leq 1$ Hz</td>
<td>$1.3% - 460%$</td>
</tr>
<tr>
<td>$1 - 6$ Hz</td>
<td>$0.12% - 30%$</td>
</tr>
<tr>
<td>$6 - 40$ Hz</td>
<td>$0.012% - 3%$</td>
</tr>
<tr>
<td>$\geq 30$ Hz (spectrum analyzer)</td>
<td>$-30$ dB $\Delta N/N$ to $-80$ dB $\Delta N/N$</td>
</tr>
</tbody>
</table>
### TABLE 2.

Spectrum Analyzer Performance Characteristics

<table>
<thead>
<tr>
<th>Channel</th>
<th>Center Freq. (kHz)</th>
<th>Saturation $\Delta N/N$</th>
<th>Saturation Input (V)</th>
<th>Bandwidth (Hz)</th>
<th>Mult. Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0355</td>
<td>0.113</td>
<td>0.5012</td>
<td>16.1</td>
<td>0.05639822</td>
</tr>
<tr>
<td>1</td>
<td>0.0633</td>
<td>0.057</td>
<td>0.2512</td>
<td>21.5</td>
<td>0.04880926</td>
</tr>
<tr>
<td>2</td>
<td>0.1200</td>
<td>0.090</td>
<td>0.3981</td>
<td>34.9</td>
<td>0.03830448</td>
</tr>
<tr>
<td>3</td>
<td>0.2000</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>4</td>
<td>0.3110</td>
<td>0.226</td>
<td>1.0000</td>
<td>89.1</td>
<td>0.02397155</td>
</tr>
<tr>
<td>5</td>
<td>0.5620</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>6</td>
<td>1.0000</td>
<td>0.226</td>
<td>1.0000</td>
<td>353.0</td>
<td>0.01204336</td>
</tr>
<tr>
<td>7</td>
<td>1.7800</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>8</td>
<td>3.1100</td>
<td>0.113</td>
<td>0.5012</td>
<td>907.0</td>
<td>0.00751406</td>
</tr>
<tr>
<td>9</td>
<td>5.6200</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10</td>
<td>10.0000</td>
<td>0.113</td>
<td>0.5012</td>
<td>2,050.0</td>
<td>0.00499806</td>
</tr>
<tr>
<td>11</td>
<td>16.5000</td>
<td>0.226</td>
<td>1.0000</td>
<td>2,780.0</td>
<td>0.00429158</td>
</tr>
<tr>
<td>12</td>
<td>31.1000</td>
<td>0.226</td>
<td>1.0000</td>
<td>3,550.0</td>
<td>0.00379771</td>
</tr>
<tr>
<td>13</td>
<td>56.2000</td>
<td>0.226</td>
<td>1.0000</td>
<td>7,110.0</td>
<td>0.00268349</td>
</tr>
<tr>
<td>14</td>
<td>100.0000</td>
<td>0.226</td>
<td>1.0000</td>
<td>11,300.0</td>
<td>0.00212861</td>
</tr>
<tr>
<td>15</td>
<td>178.0000</td>
<td>0.180</td>
<td>0.7943</td>
<td>12,200.0</td>
<td>0.00204878</td>
</tr>
</tbody>
</table>
### TABLE 3.

Ionospheric Plasma Characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol and Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron/Ion density</td>
<td>( n_e \approx n_i \approx 1 \times 10^5 \text{ cm}^{-3} )</td>
</tr>
<tr>
<td>Electron/Ion temperature</td>
<td>( T_e \approx T_i \approx 2500 \text{ K} )</td>
</tr>
<tr>
<td>Orbital velocity</td>
<td>( v_o = 7.7 \text{ km/s} )</td>
</tr>
<tr>
<td>Earth's magnetic field strength</td>
<td>( B_E \approx 5 \times 10^{-5} \text{ T} )</td>
</tr>
<tr>
<td>Thermal electron velocity</td>
<td>( v_{e,\text{th}} = \left( \frac{2kT_e}{m_e} \right)^{1/2} \approx 180 \text{ km/s} )</td>
</tr>
<tr>
<td>Thermal ion velocity</td>
<td>( v_{i,\text{th}} = \left( \frac{2kT_i}{m_i} \right)^{1/2} \approx 1.1 \text{ km/s} )</td>
</tr>
<tr>
<td>Electron plasma frequency</td>
<td>( f_{p,e} = \frac{1}{2\pi} \left( \frac{4\pi n_e e^2}{m_e} \right)^{1/2} = 440 \text{ kHz} )</td>
</tr>
<tr>
<td>Ion plasma frequency</td>
<td>( f_{p,i} = \frac{1}{2\pi} \left( \frac{4\pi n_i e^2}{m_i} \right)^{1/2} = 39 \text{ kHz} )</td>
</tr>
<tr>
<td>Electron gyrofrequency</td>
<td>( \Omega_e = \left( \frac{eB_e}{m_e c} \right) = 3.5 \times 10^{-2} \text{ s} )</td>
</tr>
<tr>
<td>Ion gyrofrequency</td>
<td>( \Omega_i = \left( \frac{eB_e}{m_i c} \right) = 1.0 \times 10^{-6} \text{ s} )</td>
</tr>
<tr>
<td>Electron Larmor radius</td>
<td>( R_{e,\text{L}} = \left( \frac{m_e v_{e,\text{th}} eB_E}{c} \right) = 2 \text{ m} )</td>
</tr>
<tr>
<td>Ion Larmor radius</td>
<td>( R_{i,\text{L}} = \left( \frac{m_i v_{i,\text{th}} eB_E}{c} \right) = 46 \text{ m} )</td>
</tr>
<tr>
<td>Electron Debye length</td>
<td>( \lambda_{e,D} = \left( \frac{T_e}{4\pi n_e e^2} \right) = 1 \text{ cm} )</td>
</tr>
<tr>
<td>Ion acoustic speed</td>
<td>( C_s = \left( \frac{kT_e + 3kT_i}{m_i} \right)^{1/2} = 1.6 \text{ km/s} )</td>
</tr>
<tr>
<td>Mach number</td>
<td>( M = \left( \frac{v_o}{C_s} \right) = 3.85 )</td>
</tr>
<tr>
<td>Mach angle</td>
<td>( \theta_m = \tan^{-1} M = 14.5^\circ )</td>
</tr>
</tbody>
</table>
Figure 1. An idealized view of the plasma wake of an object in a flowing plasma.
Figure 2. Plasma Expansion into a vacuum.
Figure 3. The Plasma Diagnostics Package.
Figure 4. XPOP roll, the procedure used to study the near wake of the orbiter.
Figure 5. In plane distance between the orbiter and the PDP, 00:00 - 01:30.
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Figure 6. In plane distance between the orbiter and the PDP, 01:30 - 03:00.
Figure 7. In-plane distance between the orbiter and the PPD, 03:00 - 04:30.
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Figure 8. In plane distance between the orbiter and the PDP, 04:30 - 06:00.
Figure 9. Ambient ionospheric characteristics, 01:30 - 03:00.
Figure 10. Ambient ionospheric characteristics, 03:00 - 04:30.
Figure 11. A comparison of the electron density calculated from the Langmuir curves (top) with that calculated from the 0-1 Hz data (bottom).
Figure 12. Electron density depletions during near wake transit one.
Figure 13. Electron temperature enhancements during near wake transit one.
Figure 14. Electron density depletions during near wake transit two.
Figure 15. Electron temperature enhancements during near wake transit two.
Figure 16. Electron density depletions during near wake transit three.
Figure 17. 1-6 Hz data during near wake transit one.
Figure 18. 6-40 Hz data during near wake transit one.
Figure 19. 6-40 Hz data during near wake transit two.
Figure 20. 6-40 Hz data during near wake transit three.
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Figure 21. 0-40 Hz FFT data corresponding to orbiter phase angles 124° - 136°.
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Figure 22. 0-40 Hz FFT data corresponding to orbiter phase angles 137° - 149°.
Figure 23. 0-40 Hz FFT data corresponding to orbital phase angles 150° - 162°.
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Figure 24. 0-40 Hz FFT data corresponding to orbiter phase angles 163° - 175°.
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Figure 25. 0-40 Hz FFT data corresponding to orbiter phase angles 175° – 187°.
Figure 26. Near wake transit one spectral density data corresponding to orbiter phase angle 159°.
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Figure 27. Near wake transit one spectral density data corresponding to orbiter phase angle 164°.
Figure 28. Near wake transit one spectral density data corresponding to orbiter phase angle 167°.
SPECTRUM ANALYZER DATA

31 JULY 1985 02:00:55

--- PEAK AVERAGE

θ_{ORB} = 175°

Figure 20. Near wake transit one spectral density data corresponding to orbiter phase angle 175°.
Figure 30. Near wake transit one spectral density data corresponding to orbiter phase angle 180°.
Figure 31. Near wake transit one spectral density data corresponding to orbiter phase angle 185°.
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Figure 32. Near wake transit one spectral density data corresponding to orbiter phase angle $190^\circ$. 
Figure 33. Near wake transit one spectral density data corresponding to orbiter phase angle 198°.
Figure 34. Near wake transit one spectral density data corresponding to orbiter phase angle $206^\circ$. 
Figure 36. Spatial relationship between the orbiter and the PDP during backaway.
Figure 37. Electron density depletions during backaway.
Figure 38. Electron temperature enhancements during backaway.
Figure 39. Spatial relationship between the orbiter and the PDP during far wake transit one.
Figure 40. Electron density depletions during far wake transit one.
Figure 41. Electron temperature enhancements during far wake transit one.
Figure 42. Spatial relationship between the orbiter and the PDP during far wake transit two.
Figure 43. Electron density depletions during far wake transit two.
Figure 44. Electron temperature enhancements during far wake transit two.
Figure 45. Spatial relationship between the orbiter and the PDP during far wake transit three.
Figure 46. Electron density depletions during far wake transit three.
Figure 47. Electron temperature enhancements during far wake transit three.
Figure 48. Spatial relationship between the orbiter and the PDP during far wake transit four.
Figure 49. Electron density depletions during far wake transit four.
Figure 50. Electron temperature enhancements during far wake transit four.
Figure 51. Electron density depletions in the wake of the shuttle orbiter for constant values of $N_w/N_a$. 
Figure 52. Electron density depletions in the wake of the shuttle orbiter for constant values of $Z/R$. 
Figure 53. Electron temperature enhancements in the wake of the shuttle orbiter.
Figure 54. 6-40 Hz data during backaway.
Figure 55. 6-40 Hz data during far wake transit one.
Figure 56. 6-40 Hz data during far wake transit two.
Figure 57. 6-40 Hz data during far wake transit three.
Figure 58. 6-40 Hz data during far wake transit four.
Figure 59. 0-40 Hz FFT data obtained on the wake axis 35 m downstream from the orbiter.
Figure 60. 0-40 Hz FFT data obtained on the wake axis 120 m downstream from the orbiter.
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Figure 61. 0-40 Hz FFT data obtained on the Mach cone 200 m downstream from
the orbiter.
Figure 62. 0-40 Hz FFT data obtained just outside the Mach cone 20 m downstream from the orbiter.
Figure 63. 0-40 Hz FFT data obtained just outside the Mach cone 90 m downstream from the orbiter.
Figure 64. The locations where Langmuir probe spectrum analyzer data is available during wake studies.
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Figure 65. Ambient ionospheric conditions as measured by the spectrum analyzer.
Figure 66. Spectral density of $\Delta N/N$ at location I.
Figure 67. Spectral density of $\Delta N/N$ at location II.
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Figure 68. Spectral density of \( \Delta N/N \) at location III.
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Figure 69. Spectral density of $\Delta N/N$ at location IV.
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Figure 70. Spectral density of ΔN/N at location V.
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Figure 71. Spectral density of $\Delta N/N$ at location VI.
Figure 72. Spectral density of $\Delta N/N$ at location VII.
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Figure 73. Spectral density of $\Delta N/N$ at location VIII.
Figure 74. Spectral density of $\Delta N/N$ at location IX.
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Figure 25. Spectral density of ΔN/N at location X.
Figure 76. Spectral density of $\Delta N/N$ at location XI.
Figure 77. Spectral density of $\Delta N/N$ at location XII.
Figure 78. A typical Langmuir probe sweep showing the values of $N_0$, I, and 'slope' needed to calculate $N_e$, $T_e$, and $V_p$. 
Figure 79. Electron density depletions in the wake of the PDP.
Figure 80. Electron temperature enhancements in the wake of the PDP.
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ABSTRACT

As part of the Spacelab-2 mission the Plasma Diagnostics Package (PDP) was released from the shuttle as a free flying satellite. The shuttle performed maneuvers around the PDP in order that the ionospheric plasma around the shuttle might be studied. One objective of the PDP was to measure quasi-static electric fields in the vicinity of the shuttle. During most of the free flight, the measured electric field was comparable to the induced electric field due to the orbital motion of the spacecraft. The difference between the measured field and the motional field was typically on the order of the uncertainty of measurement. At certain times, when the shuttle thrusters were operating, decreases in the motional electric field by 10% to 20% were observed. The decreases are explained by the generation of an Alfvén wave from pickup current. An estimate of the electric field associated with Alfvén wave excitation agrees with the decreases observed at times of thruster firings. The Alfvén wave model predicts that large changes in the electric field should occur only at times of large neutral gas releases from the shuttle. The decreases in the electric field occur in the region of the thruster plume, as well as along the magnetic flux tubes passing through the plume.

During times when an electron beam was ejected from the shuttle, large signals were also recorded. These large signals were probably
not due to ambient electric fields, but can be attributed to three causes: differences in fluxes of streaming electrons to the two probes due to shadowing by the PDP chassis, depressions in the plasma density caused by the PDP wake, and spatial gradients in the fluxes of energetic electrons reaching the probes. Energetic electrons were found in a region 20 m wide and up to at least 170 m downstream from the electron beam. At 80 or more meters downstream from the beam, the energetic electrons had a preferential direction of motion opposite to the beam injection direction.
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Alfvén wave disturbance generated by a current source moving through a magnetized plasma.

The electric field $E_2$ between the current wings...
is of lower magnitude than the motional field

\[ E_1 = \vec{V} \times \vec{B} \]
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Alfvén wave disturbance generated by a current source moving through a magnetized plasma.

The electric field \( E_2 \) between the current wings is of lower magnitude than the motional field

\[ E_2 = \vec{V} \times \vec{B} \]
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Large differential voltage signals associated with times of the electron beam generator operation.
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Dashed lines indicate the trajectory of PDP in the plane perpendicular to \( \vec{B} \) during times of electron beam generator operation. The trajectories for events 1 through 5 are shown as solid segments. The origin represents the position of the magnetic field line on which the beam lies. \( V_\perp \) is the component of velocity perpendicular to \( \vec{B} \).
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Average potential measurements during times when large electric field signals were detected.
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Solution of Equation 25 using values from Table 6. Model of floating potential as a function of energetic electron current. Antenna probe and PDP chassis have different floating potentials because of their different current collecting surface areas.
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CHAPTER I

INTRODUCTION

As part of the Spacelab-2 mission, which was launched on July 29, 1985, a spacecraft called the Plasma Diagnostics Package (PDP) was released from the space shuttle to survey the plasma environment around the orbiter. The PDP, which consisted of a scientific instrument package containing 14 instruments, was designed and constructed at the University of Iowa, and is described by Shawhan et al. [1982]. The PDP was in free flight for roughly six hours, during which time the shuttle was maneuvered to perform two complete fly-arounds of the PDP. The fly-arounds allowed the PDP to make measurements both upstream and downstream from the shuttle at distances up to 400 meters. The fly-arounds also included four magnetic conjunctions during which the shuttle was targeted to pass through the magnetic field line passing through the PDP. At various times an electron beam was ejected from the shuttle so that the effects in the plasma might be studied. The electron beam generator, flown as part of the Vehicle Charging and Potential (VCAP) experiment provided by Stanford University and Utah State University, is described by Banks et al. [1987]. The PDP and the electron beam generator were previously flown on the STS-3 flight [Shawhan et al., 1984a]. The PDP carried instrumentation which made
differential voltage measurements between two floating probes in order to measure quasi-static electric fields. This thesis reports on efforts to measure the quasi-static electric fields in the plasma with the PDP during the free flight. The discussion is divided into two main topics: measurements of perturbations in the electric field associated with operation of the shuttle thrusters, and measurements of large differential voltages between the double probes at times of electron beam operations.

In situ measurements of the plasma environment around the space shuttle have shown that the plasma differs significantly from that expected for an ambient ionospheric plasma. Some of the plasma measurements which have been performed from the shuttle are reported in the papers by Stone et al. [1983], Raitt et al. [1984], Shawhan et al. [1984b], Pickett et al. [1985], Hunten and Calo [1985], Murphy et al. [1986], Reasoner et al. [1986], Stone et al. [1986], Grebowsky et al. [1987a], and Grebowsky et al. [1987b]. A review of the ion and neutral particle measurements on shuttle flights STS-2 through STS-4 is given by Green et al. [1985]. The plasma around the shuttle is characterized by the induced effects of neutral gases released from the orbiter. Neutral gases are released from the shuttle by outgassing of shuttle surfaces, orbiter water dumps, flash evaporator system releases, and thruster operations. Charge exchange reactions between the neutral particles of shuttle origin and the ambient plasma particles lead to the creation of molecular ions which are not naturally present at
shuttle altitudes, or that do not generally occur in the concentrations measured around the shuttle. The principal contaminant neutral species is $H_2O$, although the thruster emissions also include significant amounts $N_2$, $H_2$, and $CO$, plus lesser amounts of a few other species. The contaminant molecular ions identified in the region around the shuttle include $H_2O^+$, $H_3O^+$, $NO^+$, $OH^+$, $N_2^+$, $N^+$, and $O_2^+$. Some of the ions measured near the shuttle are found to have drift velocities with respect to the shuttle less than the orbital velocity [Hunten and Calo, 1985], thus suggesting that some plasma moves with the shuttle.

In this thesis, the effect of the interaction between shuttle derived neutrals and ambient plasma on the quasi-static electric field near the shuttle is considered. The motion of the orbiting shuttle through the earth's magnetic field $\mathbf{B}$ induces an electric field in the reference frame of the shuttle equal to $\mathbf{V} \times \mathbf{B}$, where $\mathbf{V}$ is the velocity vector of the shuttle relative to the ionospheric plasma, which is assumed to co-rotate with the earth. However, plasma processes may alter the electric field. Katz et al. [1984] point out that if a cloud of plasma drifts with the shuttle, the plasma cloud would polarize and partially or completely screen out the motional electric field. Pickett et al. [1985] suggest that if ions formed by charge exchange reactions do not drift with the shuttle, but rather are picked-up by the ionospheric plasma flow, then the motion of the pickup ions may cause partial screening out of the motional electric field. The effect
of pickup ions on the electric field will be considered further in a later section of this thesis.

Measurements of the electric field around the shuttle made using probes attached to the shuttle orbiter have previously been reported. Smiddy et al. [1983] measured electric fields by measuring the differential voltage between two spherical probes mounted 1.6 m apart in the bay of the orbiter. Their measurements showed no discernible changes in the motional $\mathbf{\nabla} \times \mathbf{B}$ electric field during thruster firings or water dumps. Other indications of the electric field around the shuttle are given by the measurements of Shawhan et al. [1984b] and of Raitt et al. [1984]. Both groups measured the floating potential of a probe attached to the orbiter. Since the main engine nozzles are the only exposed conducting surfaces of the orbiter, the measurements were compared to $(\mathbf{\nabla} \times \mathbf{B}) \cdot \mathbf{L}$, where $\mathbf{L}$ is the vector from the probe to the center of the main engine nozzles. Both groups claim that $(\mathbf{\nabla} \times \mathbf{B}) \cdot \mathbf{L}$ provides a good first-order model of the data, indicating that the motional electric field is screened to only a small degree. However, the Shawhan et al. results show reductions in the measured potential at times of thruster operations (Figure 1). This suggests that at times of large gas releases such as those associated with thruster firings, the electric field may be partially screened.

Whereas the previous electric field measurements were made from probes attached to the orbiter, this thesis discusses measurements made with the PDP while it was released as a free-flying satellite. During
the free flight there were no water dumps, and no flash evaporator system operations were performed. The only chemical releases were the outgassing from the shuttle surfaces, and thruster firings. Except for perturbations related to electron beam operations, the only perturbations to the motional electric field detected with the PDP were associated with thruster firings.

In addition to study of the interaction of the ionospheric plasma with neutral gases released from the shuttle, the Spacelab-2 mission provided opportunity to study the interaction of an electron beam with the ionospheric plasma. Prior to shuttle flights, several electron beam experiments were performed in plasma chambers and from rockets. Some of these experiments included electric field measurements. Using the same PDP and electron beam generator later flown onboard Spacelab-2, quasi-static electric fields of the order of a few volts/m were measured within a few meters of the beam in a large plasma chamber at Johnson Space Flight Center [Shawhan, 1982]. Denig [1982] questioned the reliability of these measurements because of the possibility of differential charging on the measuring probes, and because the fields seemed too large to be sustained in the given apparatus. Kellogg et al. [1982] also reported measuring fields of a few volts/m in a similar chamber test. Measurements of the quasi-static electric fields have also been reported in association with electron beams emitted from rockets in the ionosphere. In the Polar 5 experiment, fields on the order of 0.1 volts/m were detected
over 100 meters away from the beam source [Jacobsen and Maynard, 1978].

During the Echo 6 experiment, Winckler and Erickson [1986] measured fields on the order of 0.2 volts/m at a distance of 40 meters from the flux tube on which the beam was expected to be centered. All the measurements mentioned here involved differential voltage measurements using floating probes. Considering the chamber and rocket experiments, on the Spacelab-2 mission we expected to detect fields on the order of 1 volt/m associated with the electron beam.

The electron beam generator was operated at various times throughout the free flight, both in a steady (DC) mode, and in a pulsed mode. During several of these times, signals on the order of 1 volt/m were detected by the quasi-static electric field instrument. In this thesis the large signals obtained in association with the electron beam firings are described and the origin of the signals is discussed.

Understanding the plasma environment around the shuttle is of interest for planning other scientific experiments to be performed from the shuttle, and for designing other large objects to be placed in low earth orbit. The interaction of the gas around the shuttle with the ambient plasma is also interesting because of its analogy to other important problems in space plasma physics, such as the interaction between comets and the solar wind, Io and the Jovian magnetosphere, or Titan and the Saturnian magnetosphere. Understanding beam plasma interactions is of interest as electron beam experiments continue to be performed in the ionosphere.
Quasi-static electric field measurements were made on the PDP by measuring potentials using two conducting spheres, both at floating potential, mounted on insulated booms on opposite sides of the spacecraft. The sphere-to-sphere separation was 3.89 meters, and the diameter of the spheres was 10.2 cm. A diagram of the PDP, showing the dimensions of the main chassis and the locations of spherical probes, which are labeled sphere 1 and sphere 2, is presented in Figure 2. Two types of measurements were made: the differential voltage, $V_{\text{diff}}$, between the two probes was measured at both a high gain and a low gain, and the average voltage, $V_{\text{ave}}$, of the two probes relative to the PDP chassis was measured at a fixed gain. The following relations describe the two measurements:

$$V_{\text{diff}} = V_2 - V_1$$
$$V_{\text{ave}} = (V_2 + V_1)/2$$

where $V_1$ and $V_2$ are respectively the potentials of sphere 1 and sphere 2 relative to the PDP chassis. Typically the quantity $V_{\text{diff}}/L$, where $L$ is the antenna length, is interpreted as a measurement of the electric
field. The basic instrument parameters and dynamic ranges are given in Table 1. Since the floating potential of an object in a plasma is dependent on the surface materials, it is also important to describe the surface properties of the spacecraft and spheres. The PDP chassis was covered with a teflon-coated fiberglass cloth which in turn was covered with an aluminum mesh to provide a uniform conducting surface. Potential measurements were referenced to the aluminum mesh. The spherical antenna probes were coated with a conducting graphite-epoxy paint.

After release from the shuttle, the PDP was made to spin by the action of an inertia wheel within the PDP. When spinning at its maximum rate, the spacecraft had a spin period of 13.1 seconds. The spin axis was oriented approximately perpendicular to the orbital plane. Thus, the spacecraft velocity vector lay approximately in the PDP spin plane.

The electron beam generator was mounted in the shuttle payload bay. A beam was produced by accelerating electrons emitted from a heated tungsten wire filament through a 1 kilovolt potential. The generator operated at beam currents of either 50 ma or 100 ma, and could produce either a steady or a pulsed beam. The beam was pulsed at frequencies up to 800 kHz.
CHAPTER III
DATA ANALYSIS

From the electric field signal ($\frac{V_{\text{diff}}}{L}$), one can obtain a measurement of the electric field in the spacecraft spin plane. The complete electric field vector was evaluated by first determining the electric field in the spin plane, and then using the assumption that $\vec{E} \cdot \vec{B} = 0$ to find the component of $\vec{E}$ along the spin axis. The magnetic field was determined from a multipole model of the earth's magnetic field. In the region of the ionosphere where the Spacelab-2 mission was flown, the parallel conductivity is generally much greater than the perpendicular conductivity, so the assumption that the parallel electric field is zero is reasonable. A discussion of the determination of the electric field in the spin plane follows.

Upon initial release from the shuttle, the PDP was not spinning. After release, the inertia wheel inside the PDP was activated and the PDP began to spin, attaining a spin period of 13.1 seconds after 73 minutes. The spin rate of the inertia wheel was gradually reduced starting at about 53 minutes before the end of the free flight, so that the PDP was not spinning when the spacecraft was retrieved. When the PDP was rotating, the potential difference between the spheres was expected to vary sinusoidally, with the spin period. A measurement of
the electric field vector in the spin plane, $\vec{E}_s$, was obtained by using a least squares fit method to fit a 13.1-second segment of the electric field signal to the function

$$F(t) = F_1 + F_2 \cos(2\pi t/T - \phi)$$

where $T$ is the spin period in seconds, and $F_1$, $F_2$, and $\phi$ are parameters determined by the fit procedure. Measurements of the electric field were made for all times when the PDP spin period was 15 seconds or less. During these times the PDP was no closer than 50 meters from the shuttle.

As part of the fitting procedure, it was found to be necessary to remove certain contaminating signals. The contaminating signals were found to be related to the operation of the Low Energy Proton and Electron Differential Energy Analyzer (Lepedea) on the PDP. As Tribble et al. [1987] report, the operation of the Lepedea resulted in changes in the spacecraft potential. The Lepedea utilized a current collecting plate whose voltage jumped to +2 kilovolts every 1.6 seconds. The plate collected a large thermal electron current, and the PDP potential decreased by several volts, typically recovering its original value within 0.8 seconds. The average potential $V_{ave}$ of the probes was sampled every 1.6 seconds and always 0.166 seconds after the voltage on the Lepedea current collecting plate jumped to 2 kilovolts. Thus, $V_{ave}$ was sampled at a time when the PDP potential was lower than when
Lepedea was not collecting current. Or equivalently, the average potential of the probes relative to the PDP at the sample time was higher than when Lepedea was not collecting current. The degree of charging of the spacecraft was less when the Lepedea aperture faced the spacecraft wake, than when the aperture faced the ram direction. The V_ve potential signal was spin modulated because of this effect, as can be seen in Figure 3. For the V_diff measurement, a large negative potential on the PDP was equivalent to a large positive common mode signal on the probes. Because of limitations in the common mode rejection, the V_diff signal was contaminated whenever the PDP potential exceeded several volts negative. An example of the contaminating signal is shown in Figure 4. In order to remove this contaminating signal, 0.8 seconds of the signal was removed every 1.6 seconds. This process significantly degraded the accuracy and resolution of the electric field measurement, but was unavoidable due to the contaminating signal from the Lepedea.

In addition to the contamination from the Lepedea, times when one probe was in the PDP spacecraft wake were also removed from the signal. Examination of the electric field signal shows that during much of the free flight, the signal deviated from a sine wave whenever one of the probes passed through the PDP wake. An example is shown in Figure 4. In the spacecraft wake, the plasma density is lower than the ambient density, and the electron temperature is higher. Whenever the plasma environment differs between the two probes, differential voltage
measurements on floating probes do not give a reliable measure of the electric field. The antenna probe is typically within the Mach cone extending downstream from the PDP when the angle of the antenna to the velocity vector is less than 26°. In order to be sure to remove the effects of the spacecraft wake, the electric field signal was removed if the angle between the antenna and the velocity vector was less than 35°. This turns out to be a segment of the signal lasting 2.5 seconds. Figure 5 shows the signal remaining after the various known contaminating signals were removed.

Measurements of the electric field in the spin plane were made every 5 seconds, by sliding the 13.1-second sample of the signal used in the fit procedure along in 5-second intervals. That is, each measurement contains 8.1 seconds of the signal used in the previous measurement. In order to estimate the uncertainty of $E_s$ for each measurement, the following goodness of fit parameter was calculated:

$$X = \frac{\sum(F(t_i) - x_i)^2}{(N - 3)1/2/F_2}$$

The parameter $X$ is derived from the chi square parameter normally used in statistical analysis, by scaling chi square to the sine wave magnitude $F_2$, so as to obtain a dimensionless parameter. Small values of $X$ (less than about 0.1) indicate that fitted function $F(t)$ represents the data well.
CHAPTER IV

GENERAL RESULTS

The magnitude of the measured electric field in the PDP spin plane was usually on the order of the component of \( \vec{V} \times \vec{B} \) in the spin plane, which ranged from 0.04 volts/m to 0.16 volts/m. Exceptions occurred during the following five time intervals when the electron beam was operating, and \( V_{\text{diff}}/L \) signals from 0.5 volts/m to 2 volts/m were detected.

- GMT 213 00:46:10 - 00:49:15
- GMT 213 01:19:25 - 01:20:20
- GMT 213 02:47:30 - 02:50:45
- GMT 213 03:33:25 - 03:34:25
- GMT 213 04:11:10 - 04:12:00

The signals during these intervals will be discussed in Section VI.

Measured values of the electric field magnitude in the spin plane, for all times excluding the above five intervals, are shown in Figure 6. The line in the figure represents the spin plane component of \( \vec{V} \times \vec{B} \).

The magnitude of the measured field is generally within about 10% of the motional field. Figure 7 displays the uncertainty of measurement as determined from Equation 2.
After the electric field in the spin plane \(E_s\) was measured, the electric field vector \(E\) was determined as described in the previous section. The electric field vector was resolved into two components which lie in a plane perpendicular to the magnetic field. One component, \(E_v\), is along the direction of the velocity vector projected into the plane perpendicular to the magnetic field. The other component, \(E_{xB}\), is along the direction of the motional field, \(\vec{V} \times \vec{B}\). Figure 8 shows the measured values of \(E_v\). Comparing Figures 7 and 8, one finds that the \(E_v\) component is of the order of magnitude of the uncertainty of measurement. Measured values of \(E_{xB}\) are plotted as points in Figure 9. The line in the Figure 9 represents \(|\vec{V} \times \vec{B}|\).

The measured values of \(E_{xB}\) are considered further in Figure 10, where the ratio \(E_{xB}/|\vec{V} \times \vec{B}|\) is plotted. If \(E_{xB}/|\vec{V} \times \vec{B}|\) is 1, then only the motional field is measured. If \(E_{xB}/|\vec{V} \times \vec{B}|\) is less than 1, then the motional field is possibly being screened in the region near the shuttle. Values of \(E_{xB}/|\vec{V} \times \vec{B}|\) less than 1 were recorded during the free flight, although at no time was the magnitude of the measured electric field less than 0.5 times \(|\vec{V} \times \vec{B}|\). Values of \(E_{xB}/|\vec{V} \times \vec{B}|\) greater than 1 were not expected, as they imply plasma flow past the spacecraft at speeds greater than the orbital speed. Yet values greater than 1 were recorded at times. Only during the five times listed at the beginning of this section, when operation of the electron beam generator on board the shuttle lead to large electric field signals, was \(E_{xB}/|\vec{V} \times \vec{B}|\) greater than 1.3. The measurements for these
five times, which are not included in Figure 10, will be discussed in Section VI. Figure 10 also shows that at other times the measured value of \( E_{VXB}/|\vec{V} \times \vec{B}| \) was greater than 1. Possible reasons for this are considered next.

The times when \( E_{VXB}/|\vec{V} \times \vec{B}| \) stayed consistently greater than 1 occurred primarily when the PDP was on the day side of the orbit. One can see this by comparing the times for dawn and dusk listed below to Figure 10.

<table>
<thead>
<tr>
<th>Dawn</th>
<th>Dusk</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMT 212 23:49</td>
<td>GMT 213 00:44</td>
</tr>
<tr>
<td>GMT 213 01:20</td>
<td>GMT 213 02:15</td>
</tr>
<tr>
<td>GMT 213 02:50</td>
<td>GMT 213 03:45</td>
</tr>
<tr>
<td>GMT 213 04:21</td>
<td>GMT 213 05:16</td>
</tr>
</tbody>
</table>

At all times on the dayside of the orbit, the angle of the PDP spin plane to the Sun was such that one probe passed through the spacecraft shadow as the PDP rotated. A shadow on the probe can affect the electric field measurements in the following manner. While in the shadow, the probe does not emit photoelectrons, and thus the probe's floating potential is lower than if it were not in a shadow. The resulting effect on the measurement would be an apparent, but not real, electric field in the anti-Sunward direction. If \( \vec{V} \times \vec{B} \) were also in the anti-Sunward direction, then the apparent electric field due to the photoelectric emission would add to the motional \( \vec{V} \times \vec{B} \) field leading to values of \( E_{VXB}/|\vec{V} \times \vec{B}| \) greater than one. However, on the day side of
the orbit, \[ \vec{V} \times \vec{B} \] as projected onto the spin plane was directed anti-Sunward at times and Sunward at other times. Thus, even though the values of \( \frac{E_{V \times B}}{|\vec{V} \times \vec{B}|} \) greater than 1 were recorded mainly on the day side of the orbit, the values are not explained by photoelectric emission from the probes.

Whereas the magnitude of the measured electric field in the spin plane varied between 0.03 volts/m and 0.16 volts/m, signals larger than 0.064 volts/m were out of the range of the high gain, as can be seen by referring to Table 1. The times when \( \frac{E_{V \times B}}{|\vec{V} \times \vec{B}|} \) stayed consistently greater than 1 occurred primarily when the electric field in the spin plane was greater than 0.064 volts/m, and the low gain was used. Thus, the values of \( \frac{E_{V \times B}}{|\vec{V} \times \vec{B}|} \) greater than 1 are probably related to the inaccuracy inherent the low gain data.

The resolution of the low gain circuitry (the size of one digitizing step) was 0.017 volts/m. Thus, the resolution of the low gain was on the order of 10% of \( |\vec{V} \times \vec{B}| \). So, for those times when the electric field was out of the range of the high gain, the difference between the measured signal and \( |\vec{V} \times \vec{B}| \) was typically on the order of the uncertainty of measurement. In order to measure precisely the small differences between the electric field in the plasma and the motional electric field, times when the measured signal in the spin plane was less than 0.064 volts/m were considered. At those times, the high gain can be used, and the resolution of the measurement is 0.51 millivolts/m. During the free flight, the measured signal was within
the range of the high gain for the following four time intervals.

(1) GMT 213 01:03:20 - 01:18:00
(2) GMT 213 02:30:00 - 02:47:00
(3) GMT 213 04:02:00 - 04:11:00
(4) GMT 213 04:12:25 - 04:19:56

The nature of the measured electric field during these time intervals will be discussed in Section V.
CHAPTER V
THRUSTER RELATED EFFECTS

A. Observations

The four time intervals when the measured signal was within the range of the high gain are listed in the previous section. In this section the nature of the measured signal during these intervals will be addressed. During interval 1, the PDP was located directly downstream from the shuttle, between 85 and 89 meters away. For interval 2, the PDP was located generally above the shuttle, between 212 and 256 meters away. During this interval, the PDP passed within 20 m of the magnetic flux tube passing through the shuttle, moving from upstream to downstream of the flux tube. During interval 3 the PDP was generally located above the shuttle, between 216 and 297 meters away. The PDP was upstream of the magnetic flux tube passing through the shuttle. At the end of this interval, the PDP approached to within 10 meters of the flux tube passing through the shuttle. During interval 4 the PDP was located above the shuttle, between 199 and 229 meters away. At that time the PDP was downstream from the magnetic flux tube passing through the shuttle.

In Figures 11, 12, and 13 the components $E_x$ and $E_{\perp}$ of the measured electric field are plotted. The motional field has been
subtracted from the measured electric field in these plots, so that a value of zero corresponds to a measured electric field equal to the motional field. Study of the measurements made during all four time intervals shows that deviations of the measured electric field from the predicted motional electric field occur primarily in the component $E_{VXB}$, and occur as decreases in the motional field. The ratio $E_{VXB}/|\mathbf{V} \times \mathbf{B}|$ during all four time intervals is shown in Figures 14, 15, and 16. These plots show that the motional field is reduced at times by 10% or more. Also shown in Figures 14, 15, and 16 is the total gas emission rate of all thrusters operating during the given interval. Inspection of these plots indicates a possible relation between the firing of the thrusters and the diminutions of $E_{VXB}$.

**B. Discussion**

In order to investigate the relationship between changes in $E_{VXB}$ and thruster firings, the linear correlation coefficient between the ratio $E_{VXB}/|\mathbf{V} \times \mathbf{B}|$ and the thruster emission rate in grams/s was calculated. Because each measurement of the electric field uses 13.1 seconds of data, the thruster emissions were averaged over a comparable time period, 13.0 seconds, before evaluating the correlation coefficient. The correlation was evaluated using the total emission rate from all the 44 thrusters on the shuttle, and for the emission rate from a sum of those thrusters that should be more or less pointed at the PDP. Throughout the PDP free flight, except during a portion of interval 1, the shuttle was maintained in an orientation such that the
shuttle bay was pointed toward the PDP within about 10°. Therefore the 9 thrusters which are directed "up," corresponding to the direction "up" out of the bay, were generally directed toward the PDP. A diagram showing the location and emission direction of the shuttle thrusters can be found in Murphy et al. [1983]. To aid in the interpretation of the correlation coefficients, we evaluated a second parameter: the probability of obtaining a correlation coefficient equal to or larger than the calculated coefficient, if the values are actually randomly distributed, given the size of the sample [Bevington, 1969]. The results are listed in Table 2. For time intervals 1, 2, and 4, the magnitude of the correlation between the ratio $E_{xB}/|\vec{V} \times \vec{B}|$ and the sum of all thruster activity ranges from 0.30 to 0.44, and in each case is much larger than would be likely if the two quantities were randomly distributed. Thus, the ratio $E_{xB}/|\vec{V} \times \vec{B}|$ appears to be anti-correlated to thruster activity.

The inverse relationship between the ratio $E_{xB}/|\vec{V} \times \vec{B}|$ and thruster activity is indicated in Figure 17, where the measurements for all four time intervals are combined and plotted together. As in the determination of correlation coefficients, the thruster emissions are averaged over 13 seconds. In Figure 18 the measurements are separated into bins having similar numbers of measurements, and the average of the ratio $E_{xB}/|\vec{V} \times \vec{B}|$ in each bin is plotted. The error bars indicate the standard deviation of the mean of each bin. Figure 18 indicates that $E_{xB}/|\vec{V} \times \vec{B}|$ decreases as the average thruster emission rate
increases. It must be noted that during parts of the time intervals we are considering, the electron beam generator on board the shuttle was operating. During interval 2 the beam generator was turned on from 02:31:38 until 02:37:46. The beam generator was also turned for the period from 04:11:03 until 04:18:24, which overlaps intervals 3 and 4.

In order to determine if the diminutions in the electric field are actually related only to the electron beam operation, and not to thruster operation, the ratio $E_{v,B}/|\vec{V} \times \vec{B}|$ was plotted versus thruster activity in Figure 19 for those times when there was no electron beam operation. In Figure 20 the measurements are separated into bins having similar numbers of measurements, and the average of the ratio $E_{v,B}/|\vec{V} \times \vec{B}|$ in each bin is plotted. Examination of the plot shows that, although, for thruster emission rates of less than 100 grams/sec the electric field is not significantly altered, for thruster emission rates greater than 100 grams/sec, the electric field is reduced.

In order to explain the relationship between the thruster firings and the electric field measurements, the thruster-induced effects which might reduce the validity of the measurements are considered. One such effect would be a large reduction in the plasma density. A large release on neutral gas can deplete the plasma density in a two-step process [Mendillo and Forbes, 1978]. First, the molecular neutral particles undergo charge exchange reactions with ionospheric $O^+$ ions. Then, the newly produced molecular ions recombine with electrons, doing so more readily than the ambient atomic ions. Recombination is more
favorable for molecular ions since only a two-body collision is required, whereas for atomic ions a three-body collision is necessary. If the plasma density becomes too low, then the probe sheath resistance becomes comparable to the input resistance of the differential voltage measurement circuitry. The measured signal is then less than the actual electric field. The probe sheath resistance can be estimated in the following manner. The potential of a probe in a plasma is given by [Kasha, 1969]

$$\Phi = -U_e \ln[(I - I_i)/I_e]$$

(3)

where $U_e$ is the electron temperature in electron volts, $I$ is the total current to the probe, $I_i$ is the total ion current collected by the probe, and $I_e$ is the electron current gathered by a probe at the plasma potential. The sheath resistance for a floating probe is given by

$$R_s = \left(\frac{d\Phi}{dI}\right)_{I=0} \frac{U_e}{I_i}$$

(4)

Because the orbital velocity is greater than the ion thermal speed, the ion current is determined by the sweeping up of ions as the probe moves through the plasma. The expression for the ion current is

$$I_i = n_e A e V_{sc}$$

(5)
where \( n_e \) is the plasma density, \( A \) is the probe cross sectional area, and \( V_{sc} \) is the orbital velocity. With \( U_e = 0.2 \) volts, \( A = 82 \text{ cm}^2 \), \( V_{sc} = 7.8 \text{ km/s} \), and \( n_e = 10^2 \text{ cm}^{-3} \), the sheath resistance is found to be \( 2.0 \times 10^8 \text{ ohms} \). In contrast, the input resistance of the differential voltage measurement circuitry is greater than \( 10^{10} \text{ ohms} \). So for plasma densities greater than \( 10^2 \text{ cm}^{-3} \), the probe sheath resistance is not of concern. Although the Langmuir probe instrument on the PDP detected reductions in the plasma density at the times of the thruster firings studied in this paper, the measured density did not become as low as \( 10^2 \text{ cm}^{-3} \) [personal communication, A.C. Tribble].

Another effect that might call into question the validity of the measurements is the possible deposition of thruster emission products on the probes. A deposit might form a resistive layer on a probe. If both probes are coated with deposit symmetrically, then the measurement will only be affected if the resistance of the layer is comparable to the instrument input resistance. If a deposit forms on the probes differentially, then the measured signal could be either larger or smaller than the actual electric field. The measured electric field is observed primarily to decrease at the times of thruster operations. The perturbations in the electric field do not last significantly longer than the thruster firing. Also the Langmuir probe measurements of the density depletions last only about as long as the thruster firing [personal communication, A.C. Tribble]. Thus, if deposits are formed on the probe, they apparently do not persist. However, if the
perturbations in the electric field are due to deposits on the probes, then the correlations calculated in Table 2 should be larger for the case where only thrusters directed toward the PDP are considered. For intervals 2 and 4, the correlation is in fact larger when all thrusters are considered. Thus, it seems to be unlikely that the decreases in measured electric field are due to deposits on the probe.

Having considered some possible sources of error in measurement, and argued that they are not important, changes in the plasma caused by the thruster operation are considered which would affect the electric field. The introduction of a large concentration of neutrals will alter the conductivity in the plasma by increasing the collision frequencies for ions and electrons. If the region of the thruster plume is a region of higher conductivity than the surrounding plasma, then it is possible that the motional electric field is screened out in the region of the plume. The collision frequencies, parallel conductivity, Pedersen conductivity, and Hall conductivity are calculated here from relations given by Hanson [1965]. The results are shown in Table 3. A reasonable value for the ambient neutral density is $3 \times 10^8 \text{ cm}^{-3}$. From a model of the thruster plume [Hoffman and Hetrick, 1982], it is estimated that the density of neutrals from the thruster 100 m away from the shuttle is approximately $10^{12} \text{ cm}^{-3}$. From Table 3 one can see that if the neutral density is increased from $3 \times 10^8 \text{ cm}^{-3}$ to $10^{12} \text{ cm}^{-3}$, the Pedersen conductivity does not change by a very large amount. A larger change can be found in the Hall.
conductivity, which becomes comparable to the Pedersen conductivity. However, a large Hall current leads to a polarization field with a component along the direction of $\mathbf{E} \times \mathbf{B}$, and this is not observed in the measured electric field.

The above evaluation of the conductivity does not consider an important source of current: the current due to the motion of the newly formed ions after a charge exchange reaction. The newly formed pickup ions move in such a way as to produce a current in the direction of the motional electric field [Goertz, 1980]. Consider a water molecule that is initially stationary with respect to the shuttle. If the $\text{H}_2\text{O}$ molecule undergoes a charge exchange reaction, then an $\text{H}_2\text{O}^+$ ion is formed which is initially at rest with respect to the shuttle. In the frame of the $\text{H}_2\text{O}^+$ ion there is an electric field equal to $\mathbf{E} \times \mathbf{B}$. The ion will begin to move on a cycloid trajectory, drifting in the $\mathbf{E} \times \mathbf{B}$ direction. In addition, the guiding center of the ion is displaced in the direction of $\mathbf{E} \times \mathbf{B}$ by one cyclotron radius. The current is given by

$$
\mathbf{J} = \Sigma (q_s \frac{\mathbf{E}}{|\mathbf{E}|} \frac{\mathbf{r}}{cs})
$$

(6)

$$
\mathbf{J} = \Sigma \left( \frac{\mathbf{E}}{dt} \frac{m_s}{|\mathbf{E}|^2} \right)
$$
where \( q_s \) is the ion charge, \( n_s \) is the ion density, \( r_{cs} \) is the ion cyclotron radius, \( m_s \) is the ion mass, and the sum is over all product ion species. Even if the pickup ions undergo collisions at a rate greater than the cyclotron frequency, there will still be a pickup current, since the particles are still on average displaced in the direction of \( \vec{V} \times \vec{B} \).

The thruster emissions are not initially stationary with respect to the shuttle. In fact, the exit velocity is about 3.5 km/s [Pickett et al., 1985]. Therefore, the trajectory of a pickup ion must be considered more carefully than previously stated. Consider the motion of a newly formed ion that has an initial velocity relative to the shuttle. The coordinates used here are represented in Figure 21. The shuttle velocity vector \( \vec{V} \) is along the +y direction, the magnetic field is along the +z direction, and \( \vec{V} \times \vec{B} \) is along the +x direction. At time \( t = 0 \), the ion is located at position \( x = 0 \) and \( y = 0 \), and has velocity \( V_{xo} \) and \( V_{yo} \). Given the electric field \( \vec{E} = \vec{V} \times \vec{B} \), the time averaged value of \( x \) is

\[
\langle x \rangle = \frac{V_{yo} + E/B}{f_c}.
\]

Thus, the pickup ion will be displaced in the direction of \( \vec{V} \times \vec{B} \), as long as \( V_{yo} > -E/B \). The pickup ion may be displaced in the \(-\vec{V} \times \vec{B}\) direction if the thrusters fire directly downstream, and \( E/B \) is less
than 3.5 km/s. For the observations presented here, E/B is always greater than 3.5 km/s, except from 04:02 until 04:08 during interval 3. During every other time considered here, pickup ions associated with thruster emissions should move in such a way as to produce a current.

With pickup current occurring within the thruster plume, the situation is that of a current source moving through a background plasma. In this situation, an Alfvén wave is generated. The topic was addressed originally by Drell et al. [1965] with application to conducting satellites in the ionosphere. The topic has also been treated with respect to Jupiter's moon, Io, by Goertz [1980] and Neubauer [1980], for example. The general picture is shown in Figures 22 and 23.

The Alfvén wave system shown in Figures 22 and 23 can be understood as follows. The current course causes a disturbance in the magnetic field, the electric field, and the plasma flow velocity. This disturbance propagates away from the current source along magnetic field lines as a shear Alfvén wave. The perpendicular current in the current source is closed by currents along the magnetic field lines, which in turn are closed by a polarization current in the propagating Alfvén wave front. The sheets of parallel current, which connect to each side of the current source, are referred to as Alfvén wings. Momentum is transferred from the moving current course to the plasma by the Alfvén wave. As the Alfvén wave front propagates along the field lines, the plasma behind the wave front, which is the plasma between
the Alfvén wings, is accelerated to convect with the current source. Because of the change in the plasma flow, the electric field in the region between the Alfvén wings (E$_2$ in Figures 22 and 23) is reduced from the motional electric field (E$_1$ in Figures 22 and 23). The electric field between the Alfvén wings is the same as the electric field within the current source region.

In order for an Alfvén wave, which is a magnetohydrodynamic wave, to be generated by the thruster plume, the plume must be much larger than the ion cyclotron radius. For a magnetic field of 0.25 gauss, atomic oxygen ions of energy 0.2 eV, a reasonable value for the thermal energy, will have larmor radius of 10 meters. The thruster plume extends over a comparably larger distance of a few hundred meters.

The plasma in the thruster plume convects with the current source as long as a current is driven through the source. If the thrusters are fired continuously, then the pickup current will be continuous. However, the thrusters firings are of finite duration. When a cloud of ionized gas is moving through a background plasma, momentum will be transferred from the cloud to the plasma by the Alfvén wave until the cloud comes to rest with respect to the background plasma. Scholer [1970] shows that the time scale for the cloud coming to rest with respect to the background plasma is given by

$$\tau = \frac{\mu_0 \rho \Delta z V_a}{2B^2}$$

(8)
where \( \rho \) is the mass density of the ionized gas cloud, \( \Delta z \) is the thickness of the cloud in the \( \vec{B} \) direction, and \( V_a \) is the Alfvén speed. The quantity \( \tau \) is then the time for the Alfvén wave front to move over a volume of ambient plasma of mass comparable to the mass of the plasma cloud. Using the following representative values for the shuttle environment: \( B = 0.25 \) gauss, \( \rho = 3.0 \times 10^{-15} \) kg/m\(^3\), \( V_a = 4 \times 10^5 \) m/s, and \( \Delta z = 100 \) m, the time for the cloud to be picked up by the ambient flow is \( \tau = 1.2 \times 10^{-4} \) sec. Because this time is so short, the perturbation in the electric field will only be present as long as the contaminating neutral gas is being released. When the source is removed, or when the thruster firing ends, the current source is turned off. The pickup ions formed are then immediately convected away with the ambient plasma.

An expression for the electric field in the perturbed region is obtained in the following manner. The force on the plasma in the region of the Alfvén wave front is expressed as

\[
\vec{J} \times \vec{B} = \rho \frac{d\vec{u}}{dt},
\]  

(9)

where \( \rho \) is the plasma mass density, and \( \vec{u} \) is the plasma flow velocity. Using the coordinates shown in Figure 21, the relation becomes
Given that the Alfvén wave front propagates at speed $V_a$, the change in plasma flow velocity can be expressed as

$$\frac{dU_y}{dt} = V_a \frac{dU_y}{dz} \quad . \quad (10)$$

Combining equations 10 and 11, and noting that $U_y = E_x/B_0$, the current in the wave front $J_\perp$ can be expressed as

$$J_\perp = (\mu_0 V_a)^{-1} \frac{dE_x}{dz} \quad . \quad (12)$$

The Alfvén conductance $\Sigma_a$ is defined as $\Sigma_a = (\mu_0 V_a)^{-1}$. For convenience, we integrate the current over the thickness of the Alfvén wave front, and write the relation in terms of the height integrated current $J'_\perp$

$$J'_\perp = \Sigma_a (E_1 - E_2) \quad . \quad (13)$$

where $E_1$ is the electric field in the undisturbed plasma, and $E_2$ is the field in the region of the current source and between the Alfvén wings. If the conductance within the region of pickup is called $\Sigma_{pu}$, then the current in that region can be written as
Equating Equations 13 and 14, one obtains a relation between the motional electric field and the perturbation electric field

\[
\frac{E_2}{E_1} = \frac{\Sigma_a}{\Sigma_a + \Sigma_{pu}} \quad (15)
\]

To determine the change in the electric field, \( \Sigma_{pu} \) must be estimated. From Equation 6, the pickup conductivity is seen to be

\[
\sigma_{pu} = \Sigma \left( \frac{dn_s}{dt} \right) \frac{m_s}{B_o^2} \quad (16)
\]

and thus the pickup conductance is

\[
\Sigma_{pu} = \int \sigma_{pu} \, dz \quad (17)
\]

The pickup ion production rate is expressed as

\[
\frac{dn_s}{dt} = k_s [O^+] [M_s] \quad (18)
\]

where \( k_s \) is the reaction rate constant, and \([M_s]\) is the density of the molecular species. The electric field can now be determined from Equations 15, 16, 17, and 18.
First consider the prediction of this model for times when no thrusters are firing. Since significant screening of the motional field is observed mainly during thruster firings, the model should predict no change in the electric field. An approximation for $\Sigma_{pu}$ during times of no thruster firings is needed. It is assumed that $H_2O^+$ is the only important contaminant ion. In assigning values to parameters in Equation 18, the highest expected values are chosen, so as to estimate the maximum change in electric field at times without thruster firings. The ambient plasma density, $[O^+]$, is estimated to be $10^6 \text{cm}^{-3}$, which is on the order of the upper range of densities measured by the Langmuir probe during the mission [personal communication A.C. Tribble]. During the STS-3 mission, the PDP detected neutral pressures in the near shuttle region on the order of $10^{-6}$ torr, which is an order of magnitude larger than the expected ambient pressure [Shawhan et al. 1984b]. Since $10^{-6}$ torr corresponds to approximately $10^{10} \text{cm}^{-3}$, the water density, $[H_2O]$, is estimated to be $10^{10} \text{cm}^{-3}$. The rate constant used is $k = 1.95 \times 10^{-9} \text{cm}^3/\text{s}$ [Turner and Rutherford, 1968]. A lower value of the rate constant, $k = 3.9 \times 10^{-10} \text{cm}^3/\text{s}$ was reported by Murad and Lai [1986]. For the present calculation, we want to find an upper limit to the electric field perturbation, so the larger value of the rate constant is used. Assuming a cloud with a diameter on the order of 200 m (a probable overestimate), the result is $\Sigma_{pu} = 0.19 \text{ohm}^{-1}$. Using $B = 0.25$ gauss, the Alfvén conductance is $\Sigma_a = 5.82 \text{ohm}^{-1}$. Thus,
from Equation 15, $E_2/E_1 = 0.97$; the estimated change in the electric field for this case is small, and the actual change in electric field is expected to be smaller.

Next, the electric field during a thruster firing is estimated. First, the pickup conductivity within the thruster plume must be determined. The thruster emissions include a number of molecular species which can undergo charge exchange reactions with $O^+$. However, here we consider only the following reactions:

\begin{equation}
H_2O + O^+ \rightarrow H_2O^+ + O
\end{equation}

and

\begin{equation}
N_2 + O^+ \rightarrow NO^+ + N
\end{equation}

The $H_2O$ and $N_2$ make up 63% of the molecules in the thruster emission. Also, $H_2O$ and NO have lower ionization potentials than O, making the above reactions favorable. The other molecules likely to undergo charge exchange reactions all have ionization potentials greater than O, making their reactions less likely. Inclusion of other charge exchange reactions between thruster molecules and ambient plasma particles would lead to a larger pickup conductivity. So, by considering only 2 reactions, we are underestimating the pickup current. However, the correct order of magnitude should be obtained.
The concentration of neutrals in the thruster plume is determined from the relation

\[ f_s (6.02 \times 10^{23}) Y \]

\[ \frac{[M_s]}{M_{th} V_{ch}} \]  

(21)

where \( f_s \) is the mole fraction of the neutral molecule, \( M_{th} \) is the mass of one mole of thruster emission, \( V_{ch} \) is the thruster emission speed, and \( Y \) is the mass flux of thruster emissions given by [Hoffman and Hetrick, 1982]

\[ Y(r, \theta) = \frac{1351.0}{r^2} \cos(0.0126\theta) \]  

\[ \text{g/cm}^2/\text{s} \quad [0^\circ \leq \theta \leq 64^\circ] \]  

(22)

\[ Y(r, \theta) = \frac{35.0}{r^2} e^{-0.084(\theta-64^\circ)} \]  

\[ \text{g/cm}^2/\text{s} \quad [64^\circ \leq \theta \leq 180^\circ] \]

In the above expression, \( r \) is the distance from the thruster, and \( \theta \) is the angle from the center line of the thruster nozzle. With Equations 16, 18, 21 and 22, Equation 17 is integrated numerically over the thruster plume.

Some values for the pickup conductance, obtained by integrating Equation 17, and the corresponding values of \( E_{VxB}/|\vec{V} \times \vec{B}| \), are shown in Tables 4 and 5. The calculations are performed using both values of the rate constant given earlier for Equation 19. The higher value of the rate constant is used for Table 4, and the lower value is used for
Table 5. The rate constant used for Equation 20 is \( k = 3 \times 10^{-10} \text{ cm}^3/\text{s} \) [McFarland et al., 1973]. For the cases presented, the integration is performed along a magnetic field line which intersects the centerline of the thruster nozzle at a distance of 100m from the nozzle. Results are shown for thruster injections at various angles to the magnetic field. Also, calculation results are shown for different values of the magnetic field strength and ambient plasma density. The magnetic field strengths and plasma densities used are typical of the F-region of the ionosphere. The model results in Tables 4 and 5 for the electric field values are of the same order of magnitude as the measured values shown in Figures 11-16. For example, given the representative values \( n_e = 10^5 \text{ cm}^{-3} \) and \( B = 0.5 \) gauss, the computed value of \( E_{VxB}/|VxB| \) in Table 5 varies from 0.96 for a thruster injection angle of 90°, to 0.47 for a thruster injection angle of 2°. Thus the model can account for the measured values.

The results in Tables 4 and 5 indicate that the electric field screening is stronger for higher ambient plasma densities, for weaker magnetic field strengths, and for smaller thruster injection angles to the magnetic field. These dependences are understood simply as follows. If the ambient plasma density is higher, the rate of pickup ion production is greater, so the pickup current is larger. For weaker magnetic fields, the Larmor radius of the pickup ion is larger; thus, the pickup ion is displaced a greater distance and the pickup current is larger. If the thruster injection angle is small, (injection is
along the magnetic field) then the integrated pickup current along the magnetic flux tube will be much larger than if the thruster injection angle is large (injection is perpendicular to the magnetic field).

The electric field at the PDP is reduced under either one of the following conditions: 1.) the PDP is within the thruster plume where the pickup process is taking place; or 2.) the PDP is on a magnetic field line which passes through the region of the thruster plume where the pickup process is taking place. The thrusters do not have to be firing directly toward the PDP. Thus, it is not surprising that the correlation coefficient did not improve when we considered only thrusters firing generally toward the PDP, instead of all the thrusters [see Table 2]. However, by including all thrusters, we included thruster firings which do not satisfy either of the above conditions, and thus are not related to changes in the electric field.

The screening of electric field will last only for the duration of the thruster operation, which can be a very short time; the thrusters have a minimum on-time of about 80 milliseconds. Further, recall that each measurement of the electric field requires 13.1 seconds. Thus, a change in the electric field will only be noticed during times when thrusters are fired continuously over a period of more than a second. Recall that in Figures 18 and 20, the average thruster emission rate for 13.0 seconds was plotted. The actual thruster emission rate for the primary thrusters is 1419 grams/second/engine. A 13.0-second averaged thruster emission rate of 100 grams/sec could correspond to a
single thruster firing lasting 0.92 seconds. Thus, the ratio $E_{VxB}/|\vec{V} \times \vec{B}|$ in Figures 18 and 20 should be lower mainly for thruster emission rates above 100 grams/sec. If the electric field was screened for only a few seconds, then the measured reduction in the field will be less than the actual reduction, because the measurement is an average value of the field over 13.1 seconds. Also, recall that in the data reduction, certain segments of the measured signal up to 2.5 seconds long were removed. Thus, for a thruster firing lasting less than 2.5 seconds, its effect on the electric field may be completely missed in the measurement. Given the above considerations, it is not surprising that the thruster firings and the electric field measurements do not appear to be perfectly correlated.

As mentioned earlier in this section, the observations considered have included time periods when the electron beam generator on the shuttle was operating. The relationship of the electron beam to screening of the electric field has not yet been discussed. When the beam is emitted from the shuttle, there is a return current to the shuttle. A perpendicular current is then driven through the shuttle, and the possibility that this current generates an Alfvén wave should be considered. Alfvén wings might form on opposite sides of the shuttle vehicle. For the Alfvén wave model to be an appropriate description, the separation of the Alfvén wings should be greater than two ion Larmor radii for typical ions. A thermal $O^+$ ion has a Larmor radius on the order of $10m$. The largest shuttle dimension is the nose
to tail length of 37m. So the condition that the Alfvén wings be separated by more than two Larmor radii might only barely be met. The thruster plume, in contrast, spreads out over several hundred meters. We point out also that the predicted total current associated with the pickup ions at the time of a thruster firing is typically several times larger than the beam current. The electron beam generator normally operated at 100ma. The total current associated with the pickup ions is estimated as follows. The height integrated current density, $J'_i$ in Equation 13 is approximated by

$$ J'_i = I/L $$  (23)

where $I$ is the total current and $L$ is the size of the thruster cloud along the direction of the velocity flow. Equation 13 becomes

$$ I = L \Sigma_a (E_1 - E_2) $$  (24)

Reasonable approximations for $L$ and $(E_1 - E_2)$ are $L = 100m$ and $(E_1 - E_2) = 0.01 \text{ volts/m}$. Values for the Alfvén conductance $\Sigma_a$ range from 0.3 mhos to 7.3 mhos, which yields total currents ranging from 290 ma to 7.3 amps. Thus, the pickup current may be more important than the beam current. Under certain conditions, the beam current may enhance the current associated with the pickup ions. The beam will also have other important affects on the plasma which will complicate the
physical picture. For example, the electron beam will cause ionization through impacts, which can produce pickup ions. Plasma heating will occur in regions disturbed by the electron beam. A complete physical description of the case when thrusters operate and the electron beam generator is operating is quite complicated, and will require a more detailed analysis than attempted here. However, for electric field screening, the thruster effects are more important than the beam effects.

The measurements have several other features which are not fully explained. For example, in Figures 14, 15 and 16 the measurements appear to have a periodicity of about 1 minute. This periodicity has been investigated, but no cause for variation of the signal at this frequency has been determined. Also, in some cases the measured reductions in the motional electric field are not simultaneous with thruster firings as the model suggests they will be. Instead, the reduction is found up to one minute after a thruster firing. Additionally, note that the discussion thus far has emphasized the reduction in the electric field in the region between the Alfvén wings, but in the region immediately outside the Alfvén wings the electric field will be enhanced. Although reductions in the electric field associated with thruster firings are observed, significant enhancements of the field are not observed. Failure to observe enhanced electric fields indicates that the PDP was never outside the Alfvén wings. The measurements presented were made at distances up to 300 meters away.
from the shuttle, so the region of plasma influenced by the thruster plume likely extends to 300 meters. Typically, several thrusters pointing in different directions are fired at once, so that pickup current is produced in an extended region of several overlapping plumes. Thus, the region of space influenced by the thruster plumes is known to be quite large, but a complete understanding of the extent of the thruster plume requires further study.

In summary the following conclusions are drawn from analysis of the time intervals where the measured signal was within the range of the high gain. Partial screening of the motional electric field was observed at distances over 200 meters away from the shuttle. The screening of the field, which was on the order of 10% to 20%, occurred primarily when the shuttle thrusters were operating. The changes in the electric field are explained by the generation of an Alfvén wave from pickup current, as suggested by Pickett et al. [1985]. An estimate of the electric field associated with an Alfvén wave is in agreement with the measurements at times of thruster firings. Further, the model predicts that the pickup current is sufficient to produce a large change in the electric field only at times of large releases of neutral gas from the shuttle. The effect occurs in the region of the thruster plume, as well as along the magnetic flux tubes passing through the plume. Thus, perturbations in the electric field can be detected far from the shuttle. The screening of the field lasts only for the duration of the thruster firing, and thus was not detectable
with the PDP unless many thruster firings occurred over a period of several seconds.
CHAPTER VI
ELECTRON BEAM RELATED EFFECTS

A. Observations

At five times during the free flight when the electron beam generator was operating, electric field signals were recorded that were significantly larger than $|\vec{V}_{x}\vec{B}|$. The five time intervals are listed in section IV. The cause of these large signals is discussed in this section.

The signals for the five events are shown in Figure 24, and the events are numbered 1 through 5. At no other times during the PDP free flight were signals this large recorded. Of these five events, the beam was operated in a steady mode for three events, and in a pulsed mode for two events. The beam injection pitch angle varied widely among these events. Table 6 lists the beam operation mode, injection pitch angle, beam current, and several other important parameters.

In addition to the basic periodicity due to the spinning of the spacecraft, the $V_{\text{diff}}$ signals in Figure 24 have a number of unusual features. During event 1 the instrument saturates. Thus, the difference voltage on the probes is greater than 8 volts, which corresponds to an inferred electric field strength in the spin plane greater than 2 volts/m. Event 2 has a "spiky" character, and events 3,
4, and 5 all show a "double peak" character. At the end of event 3 (around 00:49), there is an apparent higher frequency structure to the signal. This structure is associated with the pulsing of the electron beam. Note that as long as the beam pulse frequency is much greater than the $V_{\text{diff}}$ sample rate, then no effect of the pulsing should be apparent in the $V_{\text{diff}}$ signal. Such is the case for event 2, where the beam was pulsed at 1.2 kHz. However, during event 3 the beam pulse frequency was lowered in steps from 600 Hz down to frequencies near the $V_{\text{diff}}$ sample frequency of 20 Hz. The apparent higher frequency structure is the result of a beating effect that occurs between the beam pulse rate and the $V_{\text{diff}}$ sample rate.

In order to understand the origin of the large signals, the phase angle of the spinning PDP was investigated. Arrows are plotted in Figure 24 at the top of the graph to indicate times when the electric antenna was aligned with the spacecraft velocity vector. Recall that the velocity vector lay approximately in the PDP spin plane. Arrows are plotted in Figure 24 at the bottom of the graph to indicate times when the antenna was aligned with the magnetic field projected onto the spin plane. In general, the magnetic field vector did not lie exactly in the spin plane, but made an angle of between 10° and 24° with the spin plane. The angle for each event is given in Table 6. Inspection of Figure 24 reveals that for cases 2, 3, 4, and 5 a voltage peak occurs when the antenna is aligned with the spacecraft velocity vector,
and for cases 3, 4, and 5 a second peak occurs when the antenna is aligned parallel to the magnetic field projected onto the spin plane.

Figure 25 shows the trajectory of the PDP in a plane perpendicular to the magnetic field during all times that the electron beam generator was operating. The direction $V_\perp$ indicated in the figure is along the component of the velocity perpendicular to $\vec{B}$. The origin represents the position of the magnetic field line on which the electron beam should be centered. The beam is assumed to lie on a magnetic field line which intersects the electron beam generator, and the field is determined from a multipole model of the Earth's magnetic field.

Although the beam is shown in Figure 25 only as a point, the beam electrons will have a cyclotron motion about the magnetic field. The injection pitch angles are listed in Table 6. The pitch angles are relatively small (less than $10^\circ$) for events 1 and 2 and large (greater than $30^\circ$) for events 3, 4, and 5. The beam also has some spreading due to beam divergence, space charge repulsion of the beam electrons, and beam instability. The actual width of the beam is unknown; however, previous beam experiments indicate that the cyclotron radius of a beam electron with pitch angle $90^\circ$ is a reasonable approximation for the beam radius. For a 1 keV electron in a magnetic field of 0.25 - 0.5 gauss, the cyclotron radius is approximately 2-4 meters.

The trajectories during the five large events are shown in Figure 25 as solid segments, and the trajectories during times when the beam generator was operating but the measured differential voltages as small
(i.e., approximately equal to \(|(\mathbf{V} \times \mathbf{B}) \cdot \mathbf{L}|\), are shown by the dashed lines. During events 1 and 2, the length of time the electron beam generator was turned on was longer than the length of time large signals were recorded, indicating that the spatial region over which large signals occur is limited. For each of events 3, 4, and 5, large signals were recorded for the entire period the beam generator was on. Note that events 1 through 5 occur at times when the PDP was in a region downstream of the flux tube carrying the electron beam. Except briefly during event 1, the perpendicular distance from the PDP to the flux tube of the electron beam was much greater than the 2 to 4 meter predicted beam radius, so that the PDP was well outside of the region of the primary beam. Events 1 and 2 occur when the PDP was closest to the flux tube of the electron beam, and are the largest in magnitude.

The average potential \(V_{\text{ave}}\) measurements for events 1 through 5 are shown in Figure 26. The largest changes in the average potential measurements associated with the electron beam are seen during events 1 and 2, where the average potential measurements of the probes goes from positive values of +2 to +4 volts to negative values of -2 to -4 volts. The spin period variation of the signal discussed in Section III can be seen in the graphs for events 1 and 2 during the times before and after the large negative excursions of the signal. During events 3, 4, and 5, the average potential does not change by a large amount, but the smooth spin period variation of the signal is disrupted.
Because the determination of the quasi-static electric field with the PDP is based on measurements of the differential voltage between two floating probes, the results can be affected by energetic beam electrons striking the probes. It is easily shown that a small flux of energetic electrons may alter the floating potential of the probes by a large amount [Fahleson, 1967]. Arnoldy and Winckler [1981] reported a population of energetic electrons in the region around an electron beam, causing the floating potential of the Echo 3 rocket to become several volts negative. A similar observation was made on Echo 6 [Winckler et al. 1984]. Thus we expect to find that the PDP potential is affected by energetic electrons around the beam. In fact, during each of events i through 5 discussed here, the Lepedea on the PDP detected energetic electrons at energies nearly up to the beam energy [W. R. Paterson, personal communication, 1987]. Further, data from the PDP Langmuir probe seems to indicate that the PDP charged to at least -4.3 volts during event 2, and to at least -7.6 volts during event 1 [A. C. Tribble, personal communication, 1987]. Therefore there is reason to suspect that the probes also charged. If the charging is different for the two probes, then $V_{\text{diff}} / L$ cannot be safely interpreted as a good measure of the electric field.

To determine the possible effect on our measurements, a simple calculation of the floating potential is performed. This is done by considering the balance of currents to the object of concern (see for
example Kasha, 1969). The possible current sources are: (1) thermal (background) electrons, (2) thermal (background) ions swept up by the motion of the spacecraft, (3) energetic electrons (energies >> kTₑ), (4) energetic ions (energies >> 5.0 eV, the ramming energy), (5) secondary electron emission, and (6) photoelectron emission. Measurements made with the Lepedea indicate that the current from energetic ions is much less than that from the ramming ions [W. R. Paterson, personal communication, 1987], so this current can be neglected. The maximum secondary electron yields for aluminum (PDP surface material) and graphite (probe surface material), are 1.0 secondaries/primary for 300 eV primaries [Whetten, 1985]. Thus, secondary production would reduce the negative charging effect of the energetic electrons by some fraction. Photoemission would also reduce the negative charging. But since we wish to obtain a worst case estimate of the spacecraft potential, both secondary production and photoemission are neglected. Consider then the following current balance equation for an object at potential V < 0

\[ A_n u\sigma_{sc}(1 - eV/E_i) - A_s n_e(kT_e/2\pi m_e)^{1/2}\exp(eV/kT_e) - A_s J_b = 0 \]  

(25)

The first term in the above equation includes the ion current due to the sweeping up of the ionospheric ions by the spacecraft motion plus some effect of the attraction of ions to the negatively charged object. The second term is the electron current from the thermal electrons.
The third term is the current to the object due to energetic electrons. The variables in the Equation 25 are identified in Table 7. Note that Equation 25 differs from the expression for probe potential used in Section IV (Equation 3), in which the energetic electron current and the attraction of ions to the negatively charged object were neglected.

Using the representative parameters given in Table 7, Equation 25 was solved numerically for various values of $J_b$ and $n_e$. The floating potential was determined from Equation 25 for both the spherical probes and for the PDP chassis. The current collecting area of the PDP was taken to be its surface area. Unfortunately, the current collecting properties of the spacecraft body are complicated, and this estimate is to be taken only as a rough approximation. The solution for the floating potential as a function of the energetic electron current density is plotted in Figure 27. Measurements from the Lepedeal during beam event 1 indicate $J_b$ was as high as $4 \times 10^{-4} \text{ amp/m}^2$ [W. R. Paterson and L. A. Frank, personal communication, 1987]. The Langmuir probe measurements indicate that during event 1, $n_e$ was of the order of $10^{11} \text{ m}^{-3}$ [A. C. Tribble, personal communication, 1987]. From Figure 27 one can see that under the conditions of event 1 the PDP floating potential could easily be lower than -10 volts. This is consistent with the Langmuir probe observation mentioned previously which show that the PDP charged to at least -7.6 volts during event 1. More importantly for the $V_{\text{diff}}$ measurements, under the conditions of event 1 differences in $J_b$ on the order of $10^{-5} \text{ amp/m}^2$ lead to floating
potential differences on the probes of several volts. During events 2, 3, 4, and 5 the Langmuir probe measurements indicate that $n_e$ was on the order of $10^{10} \text{ m}^{-3}$ [A. C. Tribble, personal communication, 1987]. For this lower ambient density, Figure 27 shows that differences in $J_b$ on the order of $10^{-6} \text{ amp/m}^2$ lead to floating potential differences on the probes of several volts. Figure 27 also shows that for a fixed value of $J_b$, small differences in the ambient plasma density lead to floating potential differences of several volts.

Using the differential voltage between the probes to infer electric field values can produce erroneous results if the two antenna probes receive different amounts of current from any of the various current sources. Current differences can occur if one of the probes is shielded by the PDP chassis from a current source, or if the plasma environment is nonuniform over the length of the antenna. During events 2, 3, 4, and 5 the peaks in the electric field data are associated with special orientations of the antenna, and therefore can be primarily attributed to shadowing of one probe. A shadowing effect was observed by Winckler et al. [1984] during the Echo 6 experiment. In that experiment, large signals at the payload spin frequency were attributed to shadowing of one probe from a magnetic field aligned plasma flow. At the time, the electric probes were stowed in the payload body. During events 3, 4, and 5 the "double peak" character of the signals indicates that two different shadowing effects are occurring. Each effect is discussed separately below.
For events 3, 4, and 5 one finds a voltage peak, and therefore a probable shadowing of one probe, when the antenna is aligned with the magnetic field. Because the local ion larmor radius is much larger than the PDP, a shadowing along field lines suggests a shadowing of electrons. We explain the signal peak in the following manner. For events 3, 4, and 5 the beam was injected in the direction of $\vec{B}$. At the time when the antenna was aligned with $\vec{B}$, the probe on the boom pointing in the direction of $\vec{B}$ was at a lower potential than the probe on the boom pointing in the direction of $-\vec{B}$. Thus, we conclude that some energetic electrons are moving in the direction of $-\vec{B}$, and one probe is shielded from them. So, for the three events when the PDP is 80 or more meters from the beam, the energetic electrons have a preferred direction, which is opposite to the injection direction.

This explanation is consistent with the report by the Lepede group of a secondary electron beam in the shuttle wake [Frank et al., 1987]. The shadowing of one probe from electrons moving down the field lines is pictured in Figure 28. Consideration of Figure 29. shows that if the angle $\theta$ of the magnetic field to the spacecraft spin plane is too large, then shadowing along the field lines will not occur. The range of angles where shadowing is possible is $\theta < 20.4^\circ$. Referring to the values of $\theta$ listed in Table 6, one finds that shadowing along field lines is possible for events 2, 3, 4, and 5.

The energetic electrons moving down the field lines and charging the probes in events 3, 4, and 5, may be attributed to reflection of
beam electrons by collisions with atmospheric neutrals, or to a beam plasma interaction. First, consider reflection of electrons by collisions. Given the distance of the PDP downstream from the beam for these events, and the spacecraft velocity, one can determine the time of flight for the energetic electrons to be around 10 to 20 msec. For 1 keV electrons, the corresponding total distance traveled is about 200 to 400 km. For comparison, the mean free path of electrons for collisions with oxygen atoms can be roughly estimated by \( \lambda = \frac{1}{(n_n \sigma)} \), where \( n_n \) is the atomic oxygen density and \( \sigma \) is the collision cross section. We use a value for \( \sigma \) of \( 7 \times 10^{-16} \text{ cm}^2 \), the total scattering cross section for 100 eV electrons measured by Sunshine et al. [1967]. At an altitude of 300 km, \( n_n \) is approximately \( 10^8 \text{ cm}^{-3} \) [Johnson, 1965], which yields a mean free path \( \lambda = 140 \text{ km} \). Because the atomic oxygen density is larger at lower altitude, \( \lambda \) will become shorter at lower altitudes. Thus, for events 1 and 3 where the beam was injected downward, it is quite reasonable that electrons reflected by collisions with neutrals could reach the PDP. Since the atomic oxygen density is smaller at higher altitudes, \( \lambda \) becomes longer at higher altitudes. At an altitude of 400 km, \( n_n \) is approximately \( 10^7 \text{ cm}^{-3} \), which yields \( \lambda = 1400 \text{ km} \). For events 2, 4, and 5 where the beam was injected upward, it may seem unlikely that the PDP could be affected by reflected electrons. However, it is not necessary that most of the beam particles be reflected. The solution of Equation 25 showed that the measured signals are explained by differential energetic electron
currents of the order of $10^{-6}$ amp/m$^2$, and this current can result from only a small percentage of beam particles being reflected. An alternative explanation is considered by Wilhelm et al. [1985]. In the SCEX experiment, Wilhelm et al. measured energetic electrons in the region downstream of an electron beam. They discuss the possibility that the energetic electrons are the product of a beam plasma interaction. Both explanations are possible, and without a further, more detailed analysis we cannot say which is correct.

A different shadowing effect occurs for events 2, 3, 4, and 5 when the antenna is aligned with the velocity vector. Because the local ion thermal speed is less than the spacecraft velocity, ions are swept up by the spacecraft motion. The electron thermal velocity is much greater than spacecraft velocity, so the electrons are not swept up. However, because quasineutrality must be maintained, both the ion and the electron densities are reduced behind the spacecraft, forming a plasma wake. The sweeping of the antenna through the wake as the PDP spins is indicated in Figure 28. Because the velocity vector lay in the PDP spin plane as shown, the antenna always passed through the wake region. In order to estimate the plasma density in the wake at the location of the antenna probe, we use the self-similar solution for the expansion of a plasma into a vacuum as shown by Samir et al. [1983] and Singh and Schunk [1982]. In the standard treatment one assumes initially a plasma of density $N_o$ for the region $x < 0$, and a vacuum for the region $x > 0$. At time $t = 0$ the plasma is allowed to expand into
the vacuum region. The solution for the density at later times is given by

\[ N = N_0 \exp\left[-\left(\frac{x}{S_0 t} + 1\right)\right] \]  

(26)

where \( S_0 \) is the ion sound speed. To obtain from Equation 24 an estimate of the density at the probe when the probe is in the wake, we take for \( x \) the radius of the PDP, \( x = 0.53 \) m, and for \( t \) the time for the ionospheric plasma to flow a distance of half of the antenna length relative to the PDP, \( t = 2.5 \times 10^{-4} \) sec. Assuming an electron temperature of 0.2 eV, and assuming ions are atomic oxygen, the ion sound speed is estimated to be about \( 1.4 \times 10^3 \) m/s, yielding a wake density

\[ N = 0.08 N_0 \]  

(27)

This solution corresponds to the expansion of the plasma in one direction only. The wake fills in from all directions, so we expect the density in the wake at the location of the antenna probe to be greater than 0.08 \( N_0 \), but less than \( N_0 \). Examination of Figure 27 shows that if both probes receive the same amount of energetic electron current, but one probe is in the wake where the density is lower, then the probe in the wake will be several volts lower in potential than the
probe upstream. This explanation is consistent with the observed signals.

Event I does not lend itself to explanation in terms of probe shadowing, as the other events do. The angle $\theta$ between the magnetic field and the spin plane (see Table 6) is greater than 20.4°, so that probes are not shadowed along field lines. Figure 24 shows that the peaks in voltage are not consistently centered about the times the antenna is aligned with the velocity vector or the magnetic field. The peaks are also broader than expected if due only to a shielding effect. Thus the signal is due either to only a gradient in the fluxes of energetic electrons reaching the probes, or both a gradient in fluxes of energetic electrons and an electric field. We cannot rule out the possibility that we have measured the electric field. However, because the entire region where energetic electrons are observed is only 20 meters wide (refer to Figure 25), gradients over the antenna length are expected. As will be discussed below, we consider it likely that the electric field measurement in event I is caused mainly by a gradient in energetic electron fluxes.

In order to investigate the possible interpretation of the large signals associated with event I, the $V_{\text{diff}}$ signals were analyzed as follows. Due to the spacecraft rotation, the $V_{\text{diff}}$ signal varies sinusoidally with the PDP spin period of 13.1 seconds, and it is assumed that $V_{\text{diff}}$ attains peak value when the antenna is aligned with the direction of strongest gradient in the energetic electron flux.
The direction and relative magnitude of the gradient is then obtained by using a least squares method to fit a 13.1-second segment of the \( V_{\text{diff}} \) signal to the function \( F(t) \) defined in Equation 1 in Section III. If the signal is interpreted as a measure of the gradient of the energetic electron flux, then the constant \( F_2 \) gives the magnitude of the gradient and \( \phi \) gives the direction of the gradient in the spin plane. It is not expected that the energetic electron flux varies much along the direction of \( \mathbf{B} \), so it is assumed that the gradient lies in the plane perpendicular to \( \mathbf{B} \) and that the component of the gradient projected onto the PDP spin plane has been measured. Using this assumption, the magnitude of the gradient vector in the plane perpendicular to \( \mathbf{B} \) was determined. In order to establish a "goodness of fit" of the curve performed for each measurement, the test variable \( X \), defined in Equation 2 in Section III was calculated. Measurements were retained if \( X < 0.25 \), corresponding roughly to 25% error.

The vectors obtained by the above analysis are shown in Figure 30. The vectors are plotted along the trajectory of the PDP relative to the electron beam where the coordinate directions are the same as in Figure 25. The \( V_{\text{diff}} \) signals first become larger than \( |(\mathbf{V} \times \mathbf{B}) \cdot \mathbf{L}| \), and the gradient in the energetic electron flux first becomes significant when the PDP is about 10 meters away from a line extending directly downstream from the center of the beam. The \( V_{\text{diff}} \) signal, and thus the gradient in the electron flux, becomes larger as the PDP gets closer to this line. The gradient vectors tend to point toward the line. The
indicated picture is that of a region of energetic electrons downstream from the primary electron beam. The region is not homogeneous but rather the electron flux increases as the PDP approaches the line extending directly downstream from the primary beam.

The presence of a gradient in energetic electron flux can account for the large magnitude (larger than 8 volts) of the $V_{\text{diff}}$ signals during event 1. If the magnitude of the gradient in $J_b$ is estimated from the Lepedea measurements, then the $V_{\text{diff}}$ signal that would result from such a gradient can be estimated. As stated previously, the Lepedea measured a peak value of $J_b$ of about $4 \times 10^{-4}$ amp/m². We assume that the flux of energetic electrons is peaked on a line extending directly downstream from the center of the beam, and is symmetric about that line. Since the region where large signals are detected is about 20 meters wide, the spatial gradient $\Delta J_b/\Delta x$ is approximately $(4 \times 10^{-4} \text{ amp/m}^2)/(10 \text{ m}) = 4 \times 10^{-5} \text{ amp/m}$. The resulting $V_{\text{diff}}$ can be estimated by

$$V_{\text{diff}} = (\Delta J_b/\Delta x)(\Delta V/\Delta J_b)(L\sin\theta)$$

(28)

where the quantity $\Delta V/\Delta J_b$ must be determined from Figure 27, $L$ is the antenna length, and $\theta$ is the angle of $\vec{B}$ to the spin plane. For $n_e = 10^{11} \text{ m}^{-3}$ and $J_b > 4 \times 10^{-5} \text{ amp/m}^2$, $\Delta V/\Delta J_b$ is $-1.6 \times 10^5$ volts/amp/m². The antenna length is 3.89m (see Table 1) and $\theta$ is about 23° (see Table 6). Using Equation 28 with the given values, we obtain
$V_{\text{diff}} \approx 9.7$ volts. Thus, a gradient in the energetic electron flux of the magnitude indicated by the Lepedea measurements could possibly produce the $V_{\text{diff}}$ signals recorded during event 1.

Even though the energetic electron flux is expected to be symmetric about the line extending directly downstream from the electron beam, the electric field signals during event 1 do not indicate a reversal of the gradient as this line is crossed. The reason for a lack of a reversal is not completely understood. However, at the time the PDP crossed the line extending directly downstream from the expected beam center, the PDP was within about 3 meters of the beam center. The electron beam width is expected to be on the order of about 3 meters. Thus, the PDP was possibly in a region containing both backscattered beam electrons and primary beam electrons. Within such close proximity of the beam center, the description of the plasma becomes more complicated than further away from the beam center. The failure to detect a reversal in the electric field signal is probably due to effects of the primary beam, given the small distance between the PDP and the primary beam at the time the PDP crossed the line extending directly downstream from the beam center.

Analysis of all five events suggests that energetic electrons are found in a region about 20 meters wide extending up to 170 meters downstream from the injected electron beam. Consideration of event 1 indicates that very close to the beam, there is a large spatial gradient in the energetic electron flux: the flux increases as one
approaches the line extending directly downstream from the center of the beam. For events 3, 4, and 5, in which the PDP was 80 or more meters away from the beam, the signals are explained by the presence of energetic electrons having a preferential direction of motion along the magnetic field line, but in a direction opposite to the beam injection.

Although the main features of the electric field signals during events 1 through 5 are understood in terms of the discussion given above, some features remain unexplained. For example, the voltage peaks during event 4 are bumps on a signal that is otherwise sinusoidal. The peaks in event 4 are explained by alignment of the antenna with the magnetic field or with the velocity vector in the presence of energetic electrons. However, the electric field signal for event 4 shown in Figure 24 would also provide a reasonably good fit to the function in Equation 1. Yet, since the shadowing effects are apparent in the measurements, a fit of the signal to Equation 1 would be difficult to interpret. It is not clear why event 4 has a more sinusoidal character than events 3 or 5. Similarly, the large peaks in the signal during event 2 can be attributed to alignment of the antenna with the velocity vector in the presence of energetic electrons, but the signal remains $> |(\vec{V} \times \vec{B}) \cdot \vec{L}|$ when the probes are not in the spacecraft wake.

Finally, the average potential measurements are considered. The measurements show that during periods of no beam operation, the average probe floating potential was several volts higher than the PDP chassis
floating potential. The solution of Equation 25 (see Figure 27) indicates that the probes should float to a potential which is much less than a volt higher than the PDP potential. During events 1 and 2 the average probe floating potential became lower than the PDP potential. The solution of Equation 25 indicates that the average probe floating potential should always be higher than the PDP chassis potential. The reasons for these discrepancies are not clear. However, it is probable that explanation involves the properties of the PDP surface materials. In solving Equation 25 for the PDP potential, it was assumed that the PDP had a uniformly conducting surface. However the potential of the aluminum mesh on the PDP surface may be influenced by the fiberglass cloth which underlies it. The fiberglass cloth may have charged to a different potential than the aluminum mesh. Katz and Davis [1987] analyzed some of the effects of the fiberglass cloth-aluminum mesh arrangement for the case of the PDP attached to the shuttle. The ultimate effect on the mesh potential when the PDP was in free flight is uncertain.

In summary, analysis of the large signals seen at times of electron beam operations leads to the following conclusions. The large signals measured by the PDP quasi-static electric field instrument during electron beam operation can primarily be attributed to three causes. First, at times when the electric antenna is aligned with the projection of the magnetic field into the spin plane, the spacecraft body shields one probe from energetic electrons moving along the
magnetic field lines. The two probes receive different amounts of electron current, thereby causing large signals. Second, at times when energetic electrons are reaching both probes, but one probe is in the PDP wake, the wake produces asymmetries in the plasma density at the two probes, thereby causing large signals. Finally, spatial gradients in the energetic electron current to the two probes, thereby causing large signals. When the electron beam generator is operating, energetic electrons are found in a region about 20 meters wide and up to 170 meters downstream from the injected electron beam. Because the region is so narrow, the spatial gradients are significant even over the length of the PDP antenna. For events 80 or more meters away from the beam, the electric field results are explained by the presence of energetic electrons having a preferential motion back down the magnetic field line on which the beam was injected.
CHAPTER VII
CONCLUSION

The electric field measured with the PDP in free flight during the Spacelab-2 mission was generally on the order of the motional field \( \mathbf{V} \times \mathbf{B} \). Much of the time, the difference between the measured field and the motional field was within the measurement uncertainty. At a few times when the signal was within the range of the instrument high gain, partial screening of the motional field was observed. The screening of the field during these times was associated with operation of the shuttle thrusters. Signals much larger than \( \mathbf{V} \times \mathbf{B} \) were observed five times when the electron beam generator on board the shuttle was operating.

Partial screening of the motional electric field associated with thruster operations can be explained by the generation of an Alfvén wave from pickup current, as suggested by Pickett et al. [1985]. An estimate of the electric field associated with an Alfvén wave is in agreement with the measurements at times of thruster firings. This model predicts that that the pickup current is sufficient to produce a large change in the electric field only at times of large releases of neutral gas from the shuttle. Though the shuttle is constantly
outgassing, screening of the electric field is not significant except
during a large gas release.

The large signals detected at times of electron beam operation are
not representative of ambient electric fields. Rather they can be
attributed to three causes: differences in fluxes of energetic
electrons to the two probes due to shadowing by the PDP chassis,
depressions in the plasma density caused by the PDP wake, and spatial
gradients in the fluxes of energetic electrons reaching the measurement
probes.

On the Spacelab-2 mission, it was demonstrated that it is possible
to carry out detailed studies of electron beam effects from the
shuttle. Further, it should be possible to obtain a good map of the
electric field near an electron beam. However, our experience
indicates that double probe floating potential measurements are not
reliable in the region near the beam. The floating potential of an
object in a region of energetic electrons can be many times $kT_e/e$ more
negative than the plasma potential. A small difference in energetic
electron current collected by each probe of a double probe system can
then lead to differential voltages much higher than those due to any
electric field in the plasma. Reliable potential measurements near a
beam probably require biased probes, such as described by Fahleson
[1965], or emissive probes such as described by Bettinger [1965].
These active potential measurements are not as sensitive to energetic
electrons. An example of a biased probe system is found on the ISEE-1
spacecraft [Mozer et al., 1978]. In general, though, active potential measurements have not been used much because of the appealing simplicity of floating potential measurements. However, for future spacecraft electron beam experiments, active instead of passive potential measurements will have to be considered.
Table 1. Instrument parameters and dynamic ranges

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric field high gain range</td>
<td>± 0.064 volts/m</td>
</tr>
<tr>
<td>Electric field high gain precision</td>
<td>± 0.51 millivolts/m</td>
</tr>
<tr>
<td>Electric field low gain range</td>
<td>± 2.0 volts/m</td>
</tr>
<tr>
<td>Electric field low gain precision</td>
<td>± 0.017 volts/m</td>
</tr>
<tr>
<td>Electric field sample rate</td>
<td>20.0 samples/second</td>
</tr>
<tr>
<td>Average potential range</td>
<td>± 8.0 volts</td>
</tr>
<tr>
<td>Average potential sample interval</td>
<td>1.6 seconds/sample</td>
</tr>
<tr>
<td>Spherical probe separation</td>
<td>3.89 meters</td>
</tr>
<tr>
<td>Spherical probe diameter</td>
<td>10.2 cm</td>
</tr>
</tbody>
</table>
Table 2. Correlation coefficient between $|E_{VxB}|/|VxB|$ and the emission rate of thrusters, and the probability of obtaining a correlation coefficient greater than or equal to the value calculated if the measurements are randomly distributed.

<table>
<thead>
<tr>
<th>time interval</th>
<th>correlation coefficient, all thrusters</th>
<th>probability of correlation, all thrusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMT</td>
<td>-0.31633</td>
<td>2.98x10^{-5}</td>
</tr>
<tr>
<td>213 01:03:20</td>
<td>-0.37168</td>
<td>2.17x10^{-6}</td>
</tr>
<tr>
<td>213 02:30:00</td>
<td>0.05206</td>
<td>0.593</td>
</tr>
<tr>
<td>213 04:02:00</td>
<td>-0.44041</td>
<td>1.63x10^{-5}</td>
</tr>
<tr>
<td>213 04:12:25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time interval</th>
<th>correlation coefficient, thrusters directed toward PDP</th>
<th>probability of correlation, thrusters directed toward PDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMT</td>
<td>-0.29937</td>
<td>1.87x10^{-5}</td>
</tr>
<tr>
<td>213 01:03:20</td>
<td>0.13804</td>
<td>0.154</td>
</tr>
<tr>
<td>213 02:30:00</td>
<td>-0.43155</td>
<td>2.40x10^{-5}</td>
</tr>
</tbody>
</table>
Table 3. Parallel conductivity \( \sigma_\parallel \), Pedersen conductivity \( \sigma_p \), and Hall conductivity \( \sigma_h \) for different neutral densities \( \mathbf{n}_n \), assuming an ambient plasma density \( n_e = 10^5 \text{ cm}^{-3} \) and magnetic field \( B = 0.25 \text{ gauss} \)

<table>
<thead>
<tr>
<th>( \mathbf{n}_n (\text{cm}^{-3}) )</th>
<th>( f_e (\text{Hz}) )</th>
<th>( f_i (\text{Hz}) )</th>
<th>( \sigma_\parallel (\Omega^{-1} \text{m}^{-1}) )</th>
<th>( \sigma_p (\Omega^{-1} \text{m}^{-1}) )</th>
<th>( \sigma_h (\Omega^{-1} \text{m}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 3 \times 10^8 )</td>
<td>57.8</td>
<td>3.1</td>
<td>50.0</td>
<td>1.3 \times 10^{-5}</td>
<td>-2.8 \times 10^{-7}</td>
</tr>
<tr>
<td>( 10^{11} )</td>
<td>2.6 \times 10^3</td>
<td>10^3</td>
<td>1.1</td>
<td>9.4 \times 10^{-5}</td>
<td>-6.3 \times 10^{-4}</td>
</tr>
<tr>
<td>( 10^{12} )</td>
<td>2.6 \times 10^4</td>
<td>10^4</td>
<td>0.11</td>
<td>1.3 \times 10^{-5}</td>
<td>-6.3 \times 10^{-4}</td>
</tr>
<tr>
<td>( 10^{13} )</td>
<td>2.6 \times 10^5</td>
<td>10^5</td>
<td>1.1 \times 10^{-2}</td>
<td>3.9 \times 10^{-5}</td>
<td>-6.4 \times 10^{-4}</td>
</tr>
<tr>
<td>( 10^{14} )</td>
<td>2.6 \times 10^6</td>
<td>10^6</td>
<td>1.1 \times 10^{-3}</td>
<td>2.8 \times 10^{-4}</td>
<td>-4.7 \times 10^{-4}</td>
</tr>
</tbody>
</table>
Table 4. Electric field screening determined from Alfvén wave model. Reaction rate constant used for \( \text{H}_2\text{O} + \text{O}^+ \) reaction was \( 1.95 \times 10^{-9} \text{ cm}^3/\text{s} \)

<table>
<thead>
<tr>
<th>thruster injection angle degrees</th>
<th>plasma density ( \text{cm}^{-3} )</th>
<th>B field ( \text{gauss} )</th>
<th>( \Sigma_a \ \text{ohms}^{-1} )</th>
<th>( \Sigma_o \ \text{ohms}^{-1} )</th>
<th>( E_{\text{VxB}}/IV \times B_l )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>( 1.0 \times 10^4 )</td>
<td>0.25</td>
<td>1.3340</td>
<td>0.5812</td>
<td>0.3035</td>
</tr>
<tr>
<td>2.0</td>
<td>( 1.0 \times 10^5 )</td>
<td>0.25</td>
<td>13.3400</td>
<td>1.3379</td>
<td>0.1211</td>
</tr>
<tr>
<td>2.0</td>
<td>( 1.0 \times 10^6 )</td>
<td>0.25</td>
<td>133.3999</td>
<td>5.8119</td>
<td>0.0417</td>
</tr>
<tr>
<td>2.0</td>
<td>( 1.0 \times 10^4 )</td>
<td>0.50</td>
<td>0.3335</td>
<td>0.2906</td>
<td>0.4656</td>
</tr>
<tr>
<td>2.0</td>
<td>( 1.0 \times 10^5 )</td>
<td>0.50</td>
<td>3.3350</td>
<td>0.9189</td>
<td>0.2160</td>
</tr>
<tr>
<td>2.0</td>
<td>( 1.0 \times 10^6 )</td>
<td>0.50</td>
<td>33.3500</td>
<td>2.9059</td>
<td>0.0802</td>
</tr>
<tr>
<td>45.0</td>
<td>( 1.0 \times 10^4 )</td>
<td>0.25</td>
<td>0.0655</td>
<td>0.5812</td>
<td>0.8987</td>
</tr>
<tr>
<td>45.0</td>
<td>( 1.0 \times 10^5 )</td>
<td>0.25</td>
<td>0.6554</td>
<td>1.8379</td>
<td>0.7371</td>
</tr>
<tr>
<td>45.0</td>
<td>( 1.0 \times 10^6 )</td>
<td>0.25</td>
<td>6.5545</td>
<td>5.8119</td>
<td>0.4700</td>
</tr>
<tr>
<td>45.0</td>
<td>( 1.0 \times 10^5 )</td>
<td>0.50</td>
<td>0.1639</td>
<td>0.9189</td>
<td>0.8487</td>
</tr>
<tr>
<td>45.0</td>
<td>( 1.0 \times 10^6 )</td>
<td>0.50</td>
<td>1.6386</td>
<td>2.9059</td>
<td>0.6394</td>
</tr>
<tr>
<td>90.0</td>
<td>( 1.0 \times 10^4 )</td>
<td>0.25</td>
<td>0.0467</td>
<td>0.5812</td>
<td>0.9256</td>
</tr>
<tr>
<td>90.0</td>
<td>( 1.0 \times 10^5 )</td>
<td>0.25</td>
<td>0.4672</td>
<td>1.8379</td>
<td>0.7973</td>
</tr>
<tr>
<td>90.0</td>
<td>( 1.0 \times 10^6 )</td>
<td>0.25</td>
<td>4.6723</td>
<td>5.8119</td>
<td>0.5543</td>
</tr>
<tr>
<td>90.0</td>
<td>( 1.0 \times 10^4 )</td>
<td>0.50</td>
<td>0.0117</td>
<td>0.2906</td>
<td>0.9614</td>
</tr>
<tr>
<td>90.0</td>
<td>( 1.0 \times 10^5 )</td>
<td>0.50</td>
<td>0.1168</td>
<td>0.9189</td>
<td>0.8872</td>
</tr>
<tr>
<td>90.0</td>
<td>( 1.0 \times 10^6 )</td>
<td>0.50</td>
<td>1.1681</td>
<td>2.9059</td>
<td>0.7133</td>
</tr>
</tbody>
</table>
Table 5. Electric field screening determined from Alfvén wave model. Reaction rate constant used for $H_2O + O^+$ reaction was $3.9 \times 10^{-10}$ cm$^3$/s

<table>
<thead>
<tr>
<th>thruster injection angle (degrees)</th>
<th>plasma density (cm$^{-3}$)</th>
<th>$B$ field (gauss)</th>
<th>$\Sigma_{pu}$ (ohms$^{-1}$)</th>
<th>$\Sigma_a$ (ohms$^{-1}$)</th>
<th>$E/V_{XB}/\nu \times B_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>$1.0 \times 10^4$</td>
<td>0.25</td>
<td>0.4728</td>
<td>0.5812</td>
<td>0.5514</td>
</tr>
<tr>
<td>2.0</td>
<td>$1.0 \times 10^5$</td>
<td>0.25</td>
<td>4.7281</td>
<td>1.8379</td>
<td>0.2799</td>
</tr>
<tr>
<td>2.0</td>
<td>$1.0 \times 10^6$</td>
<td>0.25</td>
<td>47.2807</td>
<td>5.8119</td>
<td>0.1095</td>
</tr>
<tr>
<td>2.0</td>
<td>$1.0 \times 10^4$</td>
<td>0.50</td>
<td>0.1182</td>
<td>0.2906</td>
<td>0.7109</td>
</tr>
<tr>
<td>2.0</td>
<td>$1.0 \times 10^5$</td>
<td>0.50</td>
<td>1.1820</td>
<td>0.9189</td>
<td>0.4374</td>
</tr>
<tr>
<td>2.0</td>
<td>$1.0 \times 10^6$</td>
<td>0.50</td>
<td>11.8202</td>
<td>2.9059</td>
<td>0.1973</td>
</tr>
<tr>
<td>45.0</td>
<td>$1.0 \times 10^4$</td>
<td>0.25</td>
<td>0.0232</td>
<td>0.5812</td>
<td>0.9616</td>
</tr>
<tr>
<td>45.0</td>
<td>$1.0 \times 10^5$</td>
<td>0.25</td>
<td>0.2323</td>
<td>1.8379</td>
<td>0.8878</td>
</tr>
<tr>
<td>45.0</td>
<td>$1.0 \times 10^6$</td>
<td>0.25</td>
<td>2.3231</td>
<td>5.8119</td>
<td>0.7144</td>
</tr>
<tr>
<td>45.0</td>
<td>$1.0 \times 10^4$</td>
<td>0.50</td>
<td>0.0058</td>
<td>0.2906</td>
<td>0.9804</td>
</tr>
<tr>
<td>45.0</td>
<td>$1.0 \times 10^5$</td>
<td>0.50</td>
<td>0.0581</td>
<td>0.9189</td>
<td>0.9406</td>
</tr>
<tr>
<td>45.0</td>
<td>$1.0 \times 10^6$</td>
<td>0.50</td>
<td>0.5808</td>
<td>2.9059</td>
<td>0.8334</td>
</tr>
<tr>
<td>90.0</td>
<td>$1.0 \times 10^4$</td>
<td>0.25</td>
<td>0.0166</td>
<td>0.5812</td>
<td>0.9723</td>
</tr>
<tr>
<td>90.0</td>
<td>$1.0 \times 10^5$</td>
<td>0.25</td>
<td>0.1656</td>
<td>1.8379</td>
<td>0.9173</td>
</tr>
<tr>
<td>90.0</td>
<td>$1.0 \times 10^6$</td>
<td>0.25</td>
<td>1.6560</td>
<td>5.8119</td>
<td>0.7782</td>
</tr>
<tr>
<td>90.0</td>
<td>$1.0 \times 10^4$</td>
<td>0.50</td>
<td>0.0041</td>
<td>0.2906</td>
<td>0.9860</td>
</tr>
<tr>
<td>90.0</td>
<td>$1.0 \times 10^5$</td>
<td>0.50</td>
<td>0.0414</td>
<td>0.9189</td>
<td>0.9569</td>
</tr>
<tr>
<td>90.0</td>
<td>$1.0 \times 10^6$</td>
<td>0.50</td>
<td>0.4140</td>
<td>2.9059</td>
<td>0.8753</td>
</tr>
</tbody>
</table>
Table 6. Beam parameters, Sunlight conditions, PDP orientation

<table>
<thead>
<tr>
<th>Event</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance from PDP to shuttle</td>
<td>206m</td>
<td>218m</td>
<td>93m</td>
<td>90m</td>
<td>235m</td>
</tr>
<tr>
<td>Distance from PDP to Flux Tube of Beam</td>
<td>26-3m</td>
<td>9-40m</td>
<td>87m</td>
<td>84m</td>
<td>143m</td>
</tr>
<tr>
<td>( \delta ) - Angle of B to Spin Plane</td>
<td>( 22.9^\circ )</td>
<td>( 15.4^\circ )</td>
<td>( 15.1^\circ )</td>
<td>( 10.8^\circ )</td>
<td>( 15.4^\circ )</td>
</tr>
<tr>
<td>( \delta ) - Angle of B to Spin Plane</td>
<td>( -23.6^\circ )</td>
<td>( -15.7^\circ )</td>
<td>( -19.4^\circ )</td>
<td>( -12.1^\circ )</td>
<td>( -16.6^\circ )</td>
</tr>
<tr>
<td>Day/Night</td>
<td>day</td>
<td>night</td>
<td>night</td>
<td>night</td>
<td>night</td>
</tr>
<tr>
<td>Beam Current</td>
<td>50 ma</td>
<td>100 ma</td>
<td>100 ma</td>
<td>100 ma</td>
<td>100 ma</td>
</tr>
<tr>
<td>Beam Injection Direction</td>
<td>down</td>
<td>down</td>
<td>down</td>
<td>up</td>
<td>up</td>
</tr>
<tr>
<td>Beam Injection Pitch Angle</td>
<td>(&lt;7.5^\circ)</td>
<td>(2.4^\circ - 10^\circ)</td>
<td>(54^\circ - 70^\circ)</td>
<td>(68^\circ - 69^\circ)</td>
<td>(38^\circ - 45^\circ)</td>
</tr>
<tr>
<td>Beam Mode</td>
<td>DC</td>
<td>1.2 kHz</td>
<td>DC</td>
<td>DC</td>
<td>DC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>115s pulsed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>600Hz stepped</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>down to 10 Hz</td>
</tr>
</tbody>
</table>
Table 7. Parameters used in evaluation of Equation 25

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_{sc} ) spacecraft velocity</td>
<td>( 7.8 \times 10^3 ) km/s</td>
</tr>
<tr>
<td>( A_x ) cross sectional area for ion collection: PDP</td>
<td>( 0.869 ) m(^2)</td>
</tr>
<tr>
<td>probe</td>
<td>( 8.11 \times 10^{-3} ) m(^2)</td>
</tr>
<tr>
<td>( A_s ) total surface area: PDP</td>
<td>( 4.52 ) m(^2)</td>
</tr>
<tr>
<td>probe</td>
<td>( 3.24 \times 10^{-2} ) m(^2)</td>
</tr>
<tr>
<td>( E_i ) ion energy in spacecraft reference frame</td>
<td>( 5.08 ) eV</td>
</tr>
<tr>
<td>( T_e ) electron temperature</td>
<td>( 0.2 ) eV</td>
</tr>
<tr>
<td>( n_e ) plasma density</td>
<td>( 5.0 \times 10^{11} ) m(^{-3})</td>
</tr>
<tr>
<td>( J_b ) current density of energetic electrons</td>
<td>( 0.55 \times 10^{-4} ) amp/m(^2)</td>
</tr>
</tbody>
</table>
Figure 1. Measurements made with the PDP during the STS-3 mission. The plot labeled -SC POT is the average potential of the electric probes of the PDP relative to the shuttle potential. The potential changes at times of thruster operations [Shawhan et al., 1984].
Figure 2. The Plasma Diagnostics Package. Dimensions are given in meters.
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SIDE VIEW
Figure 3. Average potential measurements showing a variation at the spacecraft spin period. Arrows indicate the times when the aperture of the Lepdea faced directly into the ram direction.
Figure 4. A segment of the electric field signal showing the contamination of the signal by a common mode signal related to the operation of the Lepedea, and the passage of the probes through the spacecraft wake.
Figure 5. The portion of the electric field signal remaining after segments of the signal known to be contaminated are removed.
Figure 6. Dots indicate measurements of the magnitude of the electric field in the spacecraft spin plane. The solid line indicates the projection of $\vec{V} \times \vec{B}$ in the spin plane.
Figure 7. The RMS error of the sampled electric field values with respect to the least square's fit to a sinusoidal function.
Figure 8. The component of the electric field along the direction of the velocity vector projected into a plane perpendicular to the magnetic field.
Figure 9. Dots indicate measurements of the component of the electric field along the direction of $\vec{\nu} \times \vec{B}$. The solid line indicates $\vec{\nu} \times \vec{B}$. 
Figure 10. The ratio of the component of the electric field along the direction of $\vec{V} \times \vec{E}$ to the magnitude of $\vec{V} \times \vec{E}$. 
Figure 11. Electric field measurements during interval 1
when the high gain was not saturated. Dotted line is
the component in the direction of \( \vec{V} \times \vec{B} \). The
motional field \( \vec{V} \times \vec{B} \) has been subtracted from the
measured field. Solid line is the component in the
direction of \( V_\perp \), the velocity projected into the plane
perpendicular to the magnetic field.
Electric field measurements during interval 2 when the high gain was not saturated. Dotted line is the component in the direction of $\mathbf{\tilde{V}} \times \mathbf{\tilde{B}}$. The motional field $\mathbf{\tilde{V}} \times \mathbf{\tilde{B}}$ has been subtracted from the measured field. Solid line is the component in the direction of $V_\perp$, the velocity projected into the plane perpendicular to the magnetic field.
Electric field measurements during intervals 3 and 4 when the high gain was not saturated. Dotted line is the component in the direction of $\vec{V} \times \vec{B}$. The motional field $\vec{V} \times \vec{B}$ has been subtracted from the measured field. Solid line is the component in the direction of $V_1$, the velocity projected into the plane perpendicular to the magnetic field.
Figure 14. Upper plot shows the ratio $E_{tXB}/|\vec{V}_{xB}|$. Lower plot shows the thruster emission rate.
Figure 15. Upper plot shows the ratio $E_{VXB}/|\nabla x B|$. Lower plot shows the thruster emission rate.
Figure 16. Upper plot shows the ratio $E_{\nabla x B} / |\nabla x B|$. Lower plot shows the thruster emission rate.
Figure 17. The ratio $E_{v_xB}/|v_xB|$ versus the thruster emission rate averaged over 13 seconds. Points from all 4 time intervals are included.
Figure 18. Measurements of $E_{\nu_B}/|\bar{\nu}_B|$ are segregated into bins having comparable numbers of measurements, and averaged. The vertical lines show the boundaries of each bin. The error bars indicate the standard deviation of the mean in each bin.
Figure 19. The ratio $E_{\nu x B}/|\vec{v} \times \vec{B}|$ versus the thruster emission rate averaged over 13 seconds. Points from all four time intervals are included. Times when the electron beam generator was operating are excluded.
Figure 20. Measurements of \( \frac{E_{\nu \times B}}{|\vec{V}_{\nu \times B}|} \) are segregated into bins having comparable numbers of measurements, and averaged. The vertical lines show the boundaries of each bin. The error bars indicate the standard deviation of the mean in each bin. Times when the electron beam generator was operating are excluded.
Figure 21. Directions of x, y, z coordinates.
Figure 22. Alfvén wave disturbance generated by a current source moving through a magnetized plasma. The electric field $E_2$ between the current wings is of lower magnitude than the motional field $E_1 = \vec{v} \times \vec{B}$. 
Figure 23. Alfvén wave disturbance generated by a current source moving through a magnetized plasma. The electric field $E_2$ between the current wings is of lower magnitude than the motional field $E_1 = \mathbf{v} \times \mathbf{B}$. 
Figure 25. Dashed lines indicate the trajectory of PDP in the plane perpendicular to $\vec{B}$ during times of electron beam generator operation. The trajectories for events 1 through 5 are shown as solid segments. The origin represents the position of the magnetic field line on which the beam lies. $V_\perp$ is the component of velocity perpendicular to $\vec{B}$. 

Figure 26. Average potential measurements during times when large electric field signals were detected.
Solution of Equation 25 using values from Table 6. Model of floating potential as a function of energetic electron current. Antenna probe and PDP chassis have different floating potentials because of their different current collecting surface areas.
The PDP with the spin plane corresponding to the plane of the page. Energetic electrons move along the field lines. As the PDP spins, the antenna periodically becomes aligned with the magnetic field, and one probe is shielded from the electron flux. The probe also passes through the PDP wake.
Figure 29. The PDP viewed with the spin axis in the plane of the page. The angle $\theta$ of the magnetic field to the spin plane is shown. If $\theta$ is small, then particles moving along field lines can be shadowed from one probe.
Figure 30. Vectors showing the gradient in energetic electron flux along the trajectory of the PDP. Note that the beam will have a finite width, and the location of the beam center shown is accurate only to within a few meters.
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