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A steady incompressible three-dimensional viscous flow analysis has been conducted for the Space Shuttle external tank/orbiter propellant feed line disconnect flapper valves with upstream elbows. The Navier-Stokes code, INS3D, is modified to handle interior obstacles and a simple turbulence model. The flow solver is tested for stability and convergence in the presence of interior flappers. An under-relaxation scheme has been incorporated to improve the solution stability. Important flow characteristics such as secondary flows, recirculation, vortex and wake regions, and separated flows are observed. Computed values for forces, moments, and pressure drop are in satisfactory agreement with water flow test data covering a maximum tube Reynolds number of $3.5 \times 10^6$. The predicted hydrodynamic stability of the flappers correlates well with the measurements.

Introduction

Quick separable disconnect valves are placed in the Space Shuttle main propulsion system propellant feed lines (liquid oxygen, LO$_2$; liquid hydrogen, LH$_2$) at the external tank (ET) to orbiter (ORB) interface. Each disconnect is comprised of two bolted circular tube sections, one on the ET side and the other on ORB side, with each section containing a rotary flapper valve that is operated by a pneumatic actuator on the orbiter side. Figures 1a and 1b show the configurations of the LO$_2$ and LH$_2$ disconnects, respectively. A linkage exists between the actuator and the drive and follower arms attached to the flappers. The flappers are held initially by the drive arm at different angles of attack to the main flow leaving the upstream elbows. Once the flow is started, the flappers move due to flow loads and the elasticity of the linkage and settle to equilibrium positions at steady flow, as indicated by a kinematic model of the mechanism. Unsteadiness of turbulence causes the flappers to vibrate about an equilibrium position in steady state. One of the main design requirements is the flapper stability in the open position so that the flappers do not close during flow. Other design considerations include cavitation margin and pressure drop across the valve.

Extensive experimental data on the disconnects from ground tests with simulated water flow have suggested that over a certain range of flapper angle orientations the lift forces in the direction of opening begin to decrease above a certain flow rate. Such a reduction in lift force can lead to the closing of the flappers during flight, which can be catastrophic to the mission and crew safety. The reduction in lift force does not have to be accompanied by a mechanical failure of the drive/follower arms in order for the valve to close. A detailed computational fluid dynamics (CFD) analysis of the complex flow around the flappers is therefore important for improved design and specification of stable flapper orientations.

Incompressible three-dimensional Navier-Stokes simulation of fluid flow has thus regained increased attention in recent years in view of its application to propulsion systems such as described previously. Although several three-dimensional codes are developed for compressible flows (e.g., Refs. 1 and 2), very few solution codes are presently available for the analysis of incompressible flow. The problem of pressure-velocity coupling in incompressible flow is generally addressed by Poisson equation for pressure, vorticity-velocity formulation, pressure-correction equation, or artificial compressibility.

Although not time accurate, the method of artificial compressibility generates a hyperbolic system of equations in primitive variables that can be solved conveniently for steady flows in generalized curvilinear coordinates. Kwak et al. have recently developed a Navier-Stokes code, INS3D, to solve incompressible flow equations using this method. This code is tested for internal and external flows and in laminar and turbulent flows. However, this code in its original form does not accommodate internal obstacles when applied to internal flows. The present paper discusses the modifications made to the flow solver with application to the flow analysis of Space Shuttle quick separable disconnect valves. A portion of this work is based on Ref. 10, in which detailed flapper stability boundaries are not reported.
Physical Assumptions

Because of the complexity of the geometry and the flow characteristics, a number of simplifying assumptions have been made to achieve a practical solution. The major assumptions follow.

1) The flow is assumed to be steady.
2) Flow visualizations during water tests have indicated that, at a given flow rate, the flappers settle to a new equilibrium position about which they vibrate. In this analysis, the flappers are assumed to be stationary about their equilibrium position, and any fluid-structure interaction is ignored.
3) The linkages (drive and follower arms) are removed from consideration. Although the linkages contribute to the overall pressure drop, their modeling involves prohibitively large computing time, so that their contribution to the pressure drop can be approximately evaluated by an empirical correlation.
4) Step-like roughness at the flapper surface due to linkage joints are not taken into account. Thus, the flappers are taken as smooth surfaces. Similarly, other walls in the system are assumed smooth. The flapper curvature and flapper angle are given primary consideration.
5) The flapper edges are smoothed out, and the flapper diameters are slightly reduced from 16.3 to 15.1 in. to provide a reasonable gap for computational stability in the annular region between the flapper and the tube which is 17 in. in diameter.

This assumption amounts to a decrease of 7% in the flapper diameter and 14% in the surface area of the flappers. Thus, the error in computing the net hydrodynamic loads due to a change in the flapper surface area is about 14%. Since the pressure difference across the flapper near the leading and trailing edges are modeled fairly accurately regardless of a small decrease in flapper diameter, it is considered that the location of the neglected material (near the edge of the flapper) may not introduce significant error in the calculation of pitching moments. As the thickness of the flapper is small compared to the pipe diameter, the flowfield about the downstream flapper is not expected to be influenced strongly by the errors incurred in the edge clearance between it and the neighbor upstream.

6) The turbulent flow is assumed to be developed fully about 2 tube diameters upstream of the elbow. In the test setup, a straight pipe several tube diameters long is located upstream of the elbow to allow fully developed flow near the inflow.
7) The outflow boundary is taken at about 3.5 tube diameters downstream of the elbow, and the residual vector f(Qn) are given by

\[ Q = \begin{bmatrix} p, u, v, w \end{bmatrix}^T \]

\[ L_{Li} = \left[ I + \Delta t J^{n+1} \delta_i(A_f^n - T_i) - \epsilon_i \delta_i^n \right] \]

\[ f(Q^n) = -\Delta t J^{n+1} \delta_i E_i^n + \delta_i E_i^n + \delta_i E_i^n \]

\[ + \Delta t J^{n+1} \delta_i (n_t T_1 + n_t T_2 + n_t T_3) Q^n - \left[ I - (J^{n+1} / J^n) \right] Q^n \]

The continuity equation is modified by the introduction of a pressure wave using an artificial equation of state,

\[ \rho' / \rho' = \beta' \]  

(1)

where \( \beta' \) is the compressibility parameter. As a result, the governing Reynolds-averaged Navier-Stokes equations become hyperbolic and are given in dimensionless tensor notation:

\[ \frac{1}{\beta} \frac{\partial \rho'}{\partial t} + \frac{\partial u_i}{\partial x_i} = 0 \]  

(2a)

\[ \frac{\partial u_i}{\partial t} + \frac{\partial u_i u_j}{\partial x_j} = - \frac{\partial p}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j} \]  

(2b)

The primes denote dimensional quantities and the subscript \( r \) denotes reference quantities.

Difference Equation Formulation of INS3D

In the INS3D code, the physical coordinates are transformed into generalized curvilinear coordinates:

\[ \xi_i = \xi_i(x, y) \]  

(3)

where \( \xi, \eta, \xi, \xi \) and \( x, y, z \) for \( i = 1, 2, 3 \), respectively. The governing equations are then transformed to computational space, with the Jacobian of the transformation given by

\[ J = \text{det} \left[ \frac{\partial \xi_i}{\partial x} \right] \]

Implicit approximate factorization scheme is employed. Although both fully implicit (Euler implicit, first order time accurate) and trapezoidal time differencing (second order time accurate) are considered, only Euler implicit scheme has been investigated in this work. With the smoothing terms included, the approximate factored form of the governing difference equations for fully implicit scheme in delta form become

\[ L_{Li} A_{Li} Q^{n+1} = f(Q^n) - \epsilon_i \delta_i^n \]

where the solution vector \( Q \), the operator \( L_{Li} \), and the residual vector \( f(Q^n) \) are given by

\[ Q = \begin{bmatrix} \rho, u, v, \eta \end{bmatrix}^T \]

\[ L_{Li} = \left[ I + \Delta t J^{n+1} \delta_i(A_f^n - T_i) - \epsilon_i \delta_i^n \right] \]

\[ f(Q^n) = -\Delta t J^{n+1} \delta_i E_i^n + \delta_i E_i^n + \delta_i E_i^n \]

\[ + \Delta t J^{n+1} \delta_i (n_t T_1 + n_t T_2 + n_t T_3) Q^n - \left[ I - (J^{n+1} / J^n) \right] Q^n \]

In these equations, \( A_f \) is the coefficient matrix, \( T_i \) the viscous operator, \( \delta_i \), \( \delta_i E_i^n \), \( \delta_i E_i^n \) the central differences of first, second, and fourth order, respectively, and \( \epsilon_i \) and \( \epsilon_i \) the coefficients of second-order implicit and fourth-order explicit smoothing terms, respectively.

The numerical scheme of Eq. (4) is accurate to \( O(\Delta x^2) \) and \( O(\Delta t) \). The previous equations reduce to a block tridiagonal matrix of the form

\[ A_i \Delta Q^{n+1} + B_i \Delta Q^{n+1} + C_i \Delta Q^{n+1} = D_i^n \]

(5)

in each spatial direction and are solved for \( \Delta Q \) at \( n + 1 \) iteration using successive sweeps, where

\[ \Delta Q^{n+1} = Q^{n+1} - Q^n \]

Modifications to INS3D

In its original form, the INS3D code does not allow any interior obstacles for internal flow. Therefore, the code is modified to accept interior obstacles of arbitrary geometry and tested for solution stability, convergence, and accuracy. This marks an important contribution of the present report. Following are the major modifications made.

1) The grid region corresponding to the interior obstacles is blanked out. Thus, a so-called porosity method is used for treating the flappers in the computational grid.
2) The coefficients of the block tridiagonal matrix corresponding to the blanked grid points are set such that in Eq. (5)
\[
A_i = 0, \quad B_i = 1, \quad C_i = 0, \quad D_i = 0
\]
so that the solution at those points is not carried out.
3) Second-order explicit smoothing is considered near the surface of the internal obstacles.
4) Appropriate explicit boundary conditions are imposed on the exterior of these obstacles.
5) An under-relaxation scheme has been implemented to provide enhanced stability and accuracy of the flow solution.

Flow Solution
The adjustable parameters in the solution include the compressibility parameter \( \beta \), the smoothing coefficients \( \varepsilon_1 \) and \( \varepsilon_2 \), and the time step \( \Delta t \). The stability, convergence, and accuracy of the solution is known to depend strongly on these parameters, in addition to the quality of the given grid. In general, the choice of these parameters depends on the grid configuration and Reynolds number, and no definitive rules for setting their range currently exist. The choice is one of trial and error procedure. Even in laminar flow at low Reynolds number, the solution becomes more difficult at high Reynolds number and for complex geometry with interior obstacles. The present section discusses some of the guidelines reported in Ref. 9 and our observations in dealing with the present geometry.

Compressibility Parameter
The magnitude of \( \beta \) controls the speed of the pressure wave and plays an important role in determining not only convergence, but also accuracy and stability. A criterion for the procedure. Even in laminar flow at low Reynolds number, the range currently exist. The choice is one of trial and error process. Even in laminar flow at low Reynolds number, the solution becomes more difficult at high Reynolds number and for complex geometry with interior obstacles. The present section discusses some of the guidelines reported in Ref. 9 and our observations in dealing with the present geometry.

\[
\beta < 0(1/\Delta t)
\] (7a)

Similar constraint was also noted in a paper by Steger and Kutler. Thus, no fundamental principle is violated by using any arbitrary value of \( \beta \) as long as it satisfies the constraint. In a given problem, some particular choice of \( \beta \) ensures faster convergence, stability, and accuracy. The optimum or the best choice of \( \beta \) reported in various studies is, therefore, arrived at through only numerical experimentation. An examination of the existing literature on Navier-Stokes simulations suggests that the choice of \( \beta \) has a linkage to the time step, which in turn is related to the Reynolds number.

For one-dimensional and two-dimensional problems involving simple geometries and low Reynolds number (typically laminar flow), usually a value of \( \Delta t = 0.1 \) is used, with a choice of \( \beta = 1 \). However, for complex geometries and/or high Reynolds number (typically turbulent flow), lower values of \( \Delta t \) had to be used on stability grounds, in which case the value of \( \beta \) is increased.

For example, Rogers et al. recently solved a system of equations in pseudocompressibility form using line relaxation technique [no approximate factorization is involved, and so maximum \( \beta \) is not limited by Eq. (7a)] in a time-accurate manner. For a simple two-dimensional unsteady case, the authors used \( \Delta t = 0.1 \) and \( \beta = 1.0 \). However, in analyzing a three-dimensional flow in an artificial heart valve of complex geometry (\( Re = 1 \times 10^5 \), they used \( \Delta t = 0.025 \) and \( \beta = 500 \). It is noted that in some cases the choice of \( \beta \) could cause the scheme to become unstable. In yet another paper by Rogers and Kwak, using the above solution technique, a two-dimen-

sional unsteady flow over a cylinder (involving separation and wake region with vortex shedding) at \( Re = 2 \times 10^5 \) was simulated using \( \Delta t = 0.025 \) and \( \beta = 2500 \).

The authors independently reached similar observations in their initial checkout of INS3D code by a simulation of the hydrodynamic development in a circular tube. For low Reynolds number (<1 x 10^3), a value of \( \Delta t = 0.1 \) and \( \beta \) in the range 1–10 were found to be adequate to achieve converged and stable solution. At higher Reynolds number of 10^4, \( \Delta t = 0.01 \) and \( \beta = 100 \) were found to insure convergence and stability. The accuracy of the computed results (velocity and pressure distributions, friction factor, and development lengths) were checked with analytical results and correlations.

In the case of the disconnect valves (complex geometry, high Reynolds number, separation, wake, etc.), \( \Delta t = 0.002 \) with \( \beta = 500 \) ensured stable solution. The authors did try \( \Delta t = 0.002 \) with \( \beta \) starting from 1. Values of \( \beta = 0 \) (1) did not yield stable computations. Larger values of \( \beta = 0 \) (100) ensured stability with acceptable convergence in the pitching moments, although the residuals dropped only 1.5 orders of magnitude, as will be seen later in the paper. Based on the previous considerations, and to provide a consistent selection of \( \beta \), a value of

\[
\beta = C/\Delta t
\] (7b)

corresponding to the upper bound is used in the present investigation, with \( C = 1.0 \).

Large values of \( \beta \) cause the ratio of absolute values of maximum and minimum eigenvalues to be large, thereby making the system of equations very stiff, which greatly reduces convergence. In the present work, choice of large \( \beta \) is required on the basis of stability considerations.

Time Step
A linear von Neumann stability analysis shows that the Alternating Direction Implicit (ADI) method in delta form is known to be unconditionally unstable for three dimensions due to the extra factor for the third dimension. Consequently, the choice of time step is important to ensure stability of the solution. The local time step for stability based on the explicit scheme provides a guide and is given by the acoustic [Courant-Friedricks-Lewy (CFL) condition] and diffusion limitations.

\[
\Delta t = \min \left[ \frac{\Delta S}{|V \cdot I|} + c + (\alpha \mu_{out}/\Delta S) \right]
\] (8a)

where \( I \) is the unit vector along the curvilinear arc distance \( \Delta S \) and \( V \) the velocity vector. The quantity \( \mu_{out} \) is the total viscosity given by

\[
\mu_{out} = \mu + \mu_{turb}
\] (8b)

and \( \alpha \) is the inverse of the diffusion number and is of the order of 4. The pseudospeed of sound \( c \), for one-dimensional problems, is given by

\[
c = \sqrt{u^2 + \beta}
\] (8c)

For problems under investigation, \( u = 0 \) (1) and, thus, \( c = |V \cdot I| \). Furthermore, for high Reynolds number flow applications, the third term in the denominator is much smaller than \( c \). As a result, for high Reynolds number, the stability is governed primarily on the compressibility parameter \( \beta \).

Smoothing Coefficients
Numerical dissipation or smoothing terms are added to smooth high-frequency oscillations associated with central differencing.

The value of \( \varepsilon_1 \) is scaled here with \( \Delta t \) such that

\[
\varepsilon_1 = \Delta t/2
\] (9a)
to maintain consistent definition of $\epsilon_e$. A certain relation between $\epsilon_e$ and $\epsilon_t$ exists that maintains the stability of the solution. Based on a linear stability analysis for one-dimensional flow and numerical experimentation, a relation

$$\epsilon_t = 3\epsilon_e$$

(9b)

has been suggested in INS3D and is employed in this analysis.

**Initial and Boundary Conditions**

For the initial condition, the streamwise velocity distribution is taken to be the same as that at inflow. The pressure is taken to be 1.0 throughout.

No slip boundary condition is used on all solid surfaces including the internal obstacles. The normal pressure gradient is set to zero on the walls, i.e.,

$$\frac{\partial p}{\partial n} = 0$$

(10)

At the inflow, static pressure of 1.0 is specified and a power-law-type turbulent flow velocity profile for fully developed conditions is employed. All of the flow variables are extrapolated linearly at the outflow boundary. A correction for the streamwise velocity at time level $n$ is applied based on mass weighted extrapolation as

$$\left( u^* \right)_{\text{out}} = \frac{m_{\text{out}}}{m_{\text{in}}} \left( u^* \right)_{\text{out}, e}$$

(11a)

where the subscript $e$ denotes extrapolated value. The quantities $m_{\text{in}}$ and $m_{\text{out}}$ are the mass fluxes at the inflow and outflow, respectively, with the mass flux defined by

$$m = \int_A V \cdot dA$$

(11b)

all of the boundary conditions are treated explicitly, for the sake of convenience.

**Turbulence Model**

The nature of turbulent flow in the present geometry is complicated by the upstream bends and internal obstacles. Although the well-known Baldwin-Lomax model\(^{20}\) is widely used for external flow, its application to the present case may not be appropriate since the location of maximum moment of vorticity, taken as the turbulence length scale, is not well defined for internal flows. A simple and crude turbulence model is coded initially based on Prandtl mixing length theory for turbulent shear flow in pipes. The use of mixing length model has been extended successfully to model the Space Shuttle main engine, high-pressure fuel turbo pump turn-around duct.\(^{21}\) However, caution needs to be exercised in the use of mixing length turbulence models for complex flows such as those under consideration.\(^{22}\) Higher order $k$-$\varepsilon$ models\(^{23,24}\) would improve the accuracy of the results and will be considered in a future investigation.

In the present work, the turbulent viscosity is computed based on the assumption of local fully developed pipe flow conditions. Thus, we have\(^{25}\)

$$\frac{\nu_t}{u^* R_L} = k (1 - e^{-y^*})(1 - y^*)^{3/2}, \quad y^* \leq 0.8$$

(12a)

$$\frac{\nu_t}{u^* R_L} = \frac{\nu_t}{u^* R_L} \text{ at } y^* = 0.8, \quad y^* \geq 0.8$$

(12b)

where

$$y^* = y' u^*/\nu_t, \quad u^* = \sqrt{\gamma T / \rho}$$

In Eqs. (12), $k$ is the mixing length constant of 0.4, $y'$ the distance from the wall (pipe wall or the wall of internal obstacle), and $\tau_w$ the wall shear stress. The length scale $R_L$ is taken as the effective radius of the local flow cross section normal to the stream.

The turbulence model is conveniently coded in the transformed coordinates (Fig. 2). The region between two opposing pipe walls and that between a pipe wall and the wall of an internal obstacle is halved. At any streamwise cross section, the eddy viscosities are computed at any point in each half-region: one based on the distance from pipe wall $y_{1, e}$, and the other based on the distance from an appropriate adjacent pipe wall or the wall of an internal obstacle, $y_{2, e}$. The lower of the two values is considered to be representative eddy viscosity.

**Under-Relaxation**

The boundary conditions at inflow and outflow, as discussed earlier, are more appropriate for an elliptic problem. Thus, care needs to be exercised in applying the boundary conditions rather gradually during time iterations for promoting solution stability. Such a treatment has become necessary for high Reynolds number flows with interior obstacles. Some kind of relaxation is therefore considered to preserve the stability of the solution, as suggested in Ref. 25.

In the present study, both boundary and global under-relaxation have been found to be useful and are conveniently implemented as

$$Q^{n+1} = Q^n + \alpha_p Q_i^{n+1} - 1$$

(13)

where $\alpha_p$ is an under-relaxation factor corresponding to the pressure and the three velocity components.

Typical values of $\alpha_p$ chosen in the present problem for $p$ and $u_i$ ($i = 1, 2, 3$) are

$$\alpha_p = (0.01, 0.5, 0.5, 0.5), \quad J = 2$$

$$= (0.05, 0.5, 0.5, 0.5), \quad J = J_{\text{max}} - 1, \quad J_{\text{max}} - 2$$

$$= (0.8, 0.5, 0.5, 0.5), \quad J = 2 < J < J_{\text{max}} - 2$$

where $J = 1$ and $J_{\text{max}}$ represent the inflow and outflow, respectively.

**Computational Grid**

An interactive grid generation code IMAGINE\(^{26}\) was developed that integrates INGRID\(^{27}\) and SVTGD3D\(^{27,28}\) grid generation codes and the PLOT3D\(^{29}\) graphics code. The code INGRID is a two-dimensional interactive grid generator, and the code SVTGD3D is a three-dimensional grid generator in batch mode. Three-dimensional grids of the disconnect are generated on a VAX 8650 machine using a combination of algebraic transfinite interpolation and elliptic smoothing from the solution of the Poisson equation.\(^{30}\)

The computational grid of the LO disconnect for the coarse grid is illustrated in Fig. 3. Initial two-dimensional H-type algebraic grids are generated, using INGRID, for flow cross sections without the flappers at typical streamwise position. These grids are then smoothed by the elliptic solver using appropriate forcing coefficients and an iterative process until the grid is satisfactory in terms of orthogonality, smoothness,
and clustering. Interior flapper surfaces are then defined, and an initial three-dimensional algebraic grid is generated using SVTGD3D by a volume patching process. Cross sections containing the flappers are improved by elliptic smoothing using INGRID. The final three-dimensional algebraic grid is then generated. No elliptic smoothing was done on the three-dimensional grid.

The grid is clustered at all solid boundaries, flapper leading and trailing edges, and in the wake regions, where flow variations are expected to be large. Hyperbolic tangent functions are used for grid stretching. In regions containing the flappers, cubic Bezier curves are also specified to provide grids that are more nearly orthogonal.

**Force and Moment Routine**

The forces and moments on the interior flappers due to pressure and viscous forces are computed by a three-dimensional generalized force/moment routine. This program is
based on the equations derived in Ref. 31 and employs trapezoidal quadrature in the computational domain.

**Results**

**Convergence History**

The convergence of the solution is measured by the root mean squared (RMS) values of $\Delta Q$, denoted by RMSDQ. The accuracy of the solution is monitored by the quantity RMS-DIV, which is the RMS value of the divergence of the velocity field. Also the maximum value of $\Delta Q$, DQMAX, is checked to ensure stability of the solution.

Figure 4a presents the convergence history of the LO2 coarse grid ($54 \times 21 \times 25$) at a full power Reynolds number of $3.52 \times 10^6$ and in-flight flapper angles. In these calculations, a time step of 0.002 and a $\beta$ of 500 are employed. The corre-

---

**Fig. 4a** Convergence history for LO2 disconnect.

**Fig. 4b** Pitching moment history for LO2 disconnect.

---

**a) Velocity vectors**

**b) Pressure contours**

**Fig. 5** Velocity vectors and pressure contours in the x-z plane for LO2 disconnect.
sponding CFL number is about 140. It is seen that both RMSDQ and RMSDIV converge up to about 800 iterations. The convergence has decreased by only about 1.5 orders of magnitude. This relatively slow convergence is attributed to the large values of \( \beta \) that are required to assure numerical stability.

The computed time-wise variation of the pitching moments for the ET and the ORB flapper is shown in Fig. 4b. The results indicate that the pitching moments on both flappers approach a nearly steady state condition for which the present solution is valid. The steady flapper pitching moments converge to within a few pound-feet, which is acceptable from a practical standpoint even though the convergence is slow. The ET flapper shows a positive pitching moment (clockwise) and the orbiter flapper a negative moment (counterclockwise). This result implies that both flappers tend to move in the open direction and are, therefore, considered stable.

Convergence for the LH\(_2\) unit at a full power Reynolds number of \( 2.37 \times 10^6 \) is obtained up to 650 iterations. Again, \( \Delta t = 0.002 \) (CFL = 90) and \( \beta = 500 \) are used. The steady-state pitching moment directions show that both the flappers are stable.

Typical computing speeds are \( 2.8 \times 10^{-3} \), \( 1.1 \times 10^{-4} \), and \( 1.5 \times 10^{-4} \) s/mesh point/iteration on VAX-8650, Cray X-MP, and Cray-2, respectively. The Cray X-MP and Cray-2 super computers at NASA Marshall Research Center and NASA Ames Research Center, respectively, were linked to NASA Johnson Space Center through long distance communication lines.

**Flowfield**

The flow solution is visualized using the PLOTT3D program. Figure 5a presents the \( x-z \) view of the mean velocity vectors in the symmetry plane for LO\(_2\) disconnect at all streamwise locations. In the flow through the elbow, centrifugal forces act at right angles to the main flow and generate secondary flow. At the outer radius of the elbow, the flow decelerates initially due to an adverse pressure gradient and then begins to accelerate downstream due to a favorable pressure gradient. The situation is just the opposite near the inner radius of the bend. The point at which the velocity has its peak is shifted to the outside. Also shown are a leading-edge separation region on the ET flapper, a wake region between the flappers, and a developing turbulent wake past the orbiter flapper. Further downstream of the orbiter flapper, the flow tends to be fully developed.

Pressure contours in the \( x-z \) plane of symmetry are displayed in Fig. 5b. This result shows the low and high pressure regions in the elbow, leading-edge stagnation regions, and the wake region. The isobars around the valves are not represented accurately. At the surface of the flappers, the pressure contours are not orthogonal. These factors are attributed to the coarseness of the grid and the uncertainty in the turbulence model. Similar results for the velocity vectors and pressure contours are obtained for the LH\(_2\) valve also. Pressure contours and velocity vectors in the flow cross sections containing the flappers are presented in Ref. 10, which show secondary flow, recirculation, and tip vortices near the flapper edges.

**Comparison of Water Test Data**

**Flapper Stop Loads**

The accuracy of the predicted steady-state hydrodynamic loads from the coarse grid is tested by a comparison with available water test data obtained at Wyle Laboratories in California. Rockwell International, Downey, the prime contractor for the Shuttle, subcontracted the design and development of the disconnect to Parker-Hannifin, Irvine, which monitored these tests. In the water tests,\(^{19}\) water at a pressure of 1 psi and a temperature of 65 ± 15 °F is used. A video examination of the flappers during flow suggested that the flappers settle to a new orientation during flow about which they vibrate. The incremental angle due to settling increases relatively rapidly with the flow rate up to about the minimum power level (MPL) and varies only gradually thereafter up to full power level (FPL). At full power, the ET and orbiter angles for the LO\(_2\) valve become 5.5 and -8.5 deg, respectively, whereas their initial (no flow) angles are 4.5 and -3.5 deg, respectively. In the present grid, the full power flow angles are used. No significant change in the flapper angles due to flow is observed for the LH\(_2\) valve.

In the test, loads are measured at two stops on each flapper, with the stops located at about 1.57 in. from the flapper center. The reaction force measured at these stops yields the pitching moment of the flapper. At no flow, there exists a load on the flapper due to the linkages. This load is given by the effective stop load at no flow, which is added to the predicted stop load from CFD analysis. Thus, the total stop load is the sum of the preload (stop load at no flow) and the hydrodynamic load.

Figure 6a shows a comparison of the predicted values and test data of the stop loads on the ET flapper of LO\(_2\) valve as a function of the dynamic pressure. At a given flow rate, the
data show oscillations of load about an equilibrium value. These oscillations are observed to be due to flapper vibration during flow about a mean position. Therefore, the present predictions correspond to the average value of the data band at a given flow rate. The analysis is seen to predict the average stop load data satisfactorily over the flow-rate range considered. The comparisons of stop loads on the ORB flapper are displayed in Fig. 6b. The analysis predicts the data well in the low flow-rate range, but somewhat under predicts the data in the higher flow-rate range. The evidence for flattening of the data is also suggested by marks on the flapper in a post-test examination, indicating that at the larger flow rate the ORB flapper contacts the drive arm. The inability of the model to predict the nonlinear form of the stop load vs flow rate squared prior to the flapper-drive arm contact is perhaps due to the inadequacy of the simple turbulence model.

Displayed in Figs. 7a and 7b are the comparisons of stop loads for the LH2 ET and ORB flappers, respectively. Excellent comparison is noted between the predictions and the data.

Pressure Drop

Pressure drop due to flappers/linkages is measured by taking differential pressure data about 15 ft upstream of the ET flapper position and 14 ft downstream of the ORB flapper position. The measurements are taken with and without flappers/linkages and allow pressure recovery. In the analysis, pressure drop between inflow and outflow are predicted with and without the flappers. For LO2 valve, the pressure drop due to the flappers at full power Re = 3.52 x 10^6 is estimated at about 3.1 psi. This result compares to the test data of about 4.1 psi. The underprediction of pressure drop is attributed to factors including the neglect of the drive/follower arms, the assumption of smooth walls, the coarseness of the grid, and the crudeness of the turbulence model.

In the case of the LH2 valve, the computed pressure drop is about 1.7 psi, which compares with a measured value of about 1.8 psi.

Flapper Stability Boundaries

The limiting hydrodynamic stability of the flappers is controlled by the minimum stop loads on the flappers approaching zero at full power. Since the present model calculates only average pitching moments at steady state, minimum values of stop loads are deduced by subtracting the half-oscillation from the CFD prediction, which include the preload. Test data suggest that, for a given disconnect unit, the load oscillation varies as a cube of the flow rate, but is only weakly dependent on the flapper angles for both the flappers. The relatively low oscillation of the LO2 ORB flapper loads near full power is an exception and is attributed to the contact of the flapper with the drive arm, which was also responsible for the flattening of the data, as discussed earlier.

In the stability tests of LO2 valve, the ET flapper angles (no flow) range from 1.59 to 5.71 deg and the ORB flapper angles range from -0.9 to -5.33 deg. For LH2 unit, the ET flapper...
angles vary from $-3.86$ to $2.45$ deg, and the ORB flapper angles vary from $0.86$ to $-4.5$ deg. Average flapper stop load oscillations of about 1100 lbf and 300 lbf are noted at full power for LO$_2$ and LH$_2$ disconnects, respectively. Both the preload and the flapper load oscillations are converted to the equivalent pitching moments.

Figure 8a displays for the LO$_2$ unit the variation of flapper pitching moments as a function of ET flapper angle, with the orbiter flapper angle fixed near the flight angle. Both the average and minimum pitching moments are presented for the ET flapper. As the ET flapper angle is reduced, its pitching moment decreases and changes direction at about 0 deg, which indicates the onset of instability at the given orbiter angle. However, the orbiter flapper pitching moment variation with the ET flapper angle is only slight. Calculations are repeated for various orbiter angles at a constant ET flapper angle. The orbiter flapper stability is illustrated in Fig. 8b, where the ET flapper is fixed and the ORB flapper angle is varied. When the ORB flapper is reduced to about $-4$ deg, the ORB flapper pitching moment changes direction, whereas the ET flapper moment varies only weakly with the ORB flapper angle. Test data confirm these trends.

A comparison of CFD prediction and data on the stability boundaries of LO$_2$ flappers is shown in Fig. 9. For convenience, the results are presented in terms of no-flow angles. The predicted stability boundaries for the ET flapper is within 3 deg of the test data that are accurate to about 2 deg. The predictions determine the stability boundary of the ORB flapper; however, the test data do not extend to the stability limit. Variations of the LH$_2$ flapper pitching moments with flapper angles are depicted in Fig. 10. Similar trends of the flapper moments are noted, as in the case of LO$_2$ disconnect. Figure 11 suggests a satisfactory comparison of the predicted stability limits with the test data. The ORB flapper stability line is predicted to within 1 deg, whereas the ET flapper stability is computed to within 2 deg of the test data. The relatively better correlation of stability boundaries for LH$_2$ flappers is attributed to less uncertainty in the flapper flow angles and reduced flapper oscillations than in the case of the LO$_2$ valve. These comparisons thus serve to validate the CFD model and demonstrate its usefulness, despite a number of physical assumptions and simplifications made in analysis.

### Discussion

The primary advantage of relaxation in the present problem is to ensure and enhance stability especially due to inflow/outflow boundary conditions in high Reynolds number flows. Specifying both pressure and velocity at the upstream end is an overspecification to a hyperbolic system. As noted earlier, this boundary condition is appropriate for an elliptic problem that is approached only in steady state. Since we are seeking a steady-state solution, the boundary relaxation technique served to alleviate the problem due to overspecification and
produced converged solution. The overshoot in pressure at the station next to (downstream of) the inlet, which occurs due to the inconsistency in the boundary condition, is also effectively minimized to an acceptable value. Problems of stability at the outflow boundary, caused primarily by the secondary flow, are also satisfactorily resolved by the application of boundary relaxation.

The relatively large values of CFL used in the present work (140 for LO2 disconnect and 90 for LH2 disconnect) are made possible by the use of global relaxation technique. In the absence of relaxation, the maximum CFL number for a given grid is reduced and depends, in general, on the number of spatial dimensions of the ADI scheme, the complexity of the geometry, and Reynolds number. For example, Rai14 reported values of CFL = 250 in a two-dimensional Navier-Stokes simulation of rotor/stator interaction. Values of CFL > 500 produced unstable results. Pan and Lomax17 reported a value of CFL = 15 for a three-dimensional case.

In some preliminary attempts to accelerate convergence using local time stepping, the authors found that the technique is not helpful. It appears that in the artificial compressibility formulation large values of local time step require that $\beta$ needs to be reduced in those regions, as indicated by Eqs. (7). Thus, local time stepping in conjunction with a constant value of $\beta$ may not promote convergence and stability. It is believed that implicit treatment of boundary conditions and the multigrid method could enhance convergence rate, but it is beyond the scope of the present work.

The accuracy of the predictions can be improved by the application of a higher-order turbulence model to describe better the effective viscosity under complex flow conditions present in the valve. The use of a finer grid, especially around the flappers, would improve the predictions and resolve the flowfield at flight Reynolds number of about $20 \times 10^6$ for LO2 and $50 \times 10^6$ for LH2 disconnects, respectively.

Conclusions

The stability, convergence, and accuracy of the modified INSID code using a coarse grid are tested by a comparison with available water test data for hydrodynamic loads on the flappers. Satisfactory prediction of the hydrodynamic stability of the flappers is demonstrated. Complex flowfield, especially around the flappers, is observed. Although the preliminary results from the code are promising, the convergence of the code needs to be accelerated while maintaining the solution stability.
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