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AWARDS ABSTRACT

This invention relates to real-time video image enhancement in the
field of robotics and teleoperation and, in particular, to providing the op-
erator a graphic display of the locations and orientations of multiple cameras
and light sources, and the region each camera views in the workspace, together
with information on which camera view is being presented on the monitor.

The invention utilizes at least one of a plurality of monitors 27-30
and a plurality of cameras 13'-17' and lighting elements 22' and 23' to view a
workspace as shown in FIG. 1 which illustrates schematically a plan view of a
gantry 10* supporting four television cameras on four walls, a fifth television
camera 17* supported on a ceiling, and two robot arms 11'and 12* on the floor
of the workspace. Also shown is an operator 19 at a control station having a
hand controller 24", 25* for each robot arm and multiple television monitors
27-30. Graphics are generated and displayed on a monitor as shown in PIG. 2
which includes wall and floor grids in order to provide an operator such infor-
mation as locations and orientations of all relevant television cameras and
lighting elements to help the operator decide how to position cameras and
lighting elements for optimum viewing of the workspace. Once lighting and
camera positions are selected, a television image may be selected from a camera
and displayed with graphics surrounding the image, as shown in FIG. 3. The
graphics include an indication of which camera is producing the image currently
displayed on the monitor being viewed. The image displayed may be adjusted in
size while displaying more or less graphics, or while sharing the image area
with images from the other cameras. The graphics indicate if the hand-control-
ler coordinates are transformed to correspond with the coordinates of the
selected camera, such as by a double outline around the icon 16', so that the
operator may orient his movements of the hand controllers with.reference to the
selected camera whose image is on display. A virtual camera 31 may be selected
for display of an image of objects in the workspace from any point of view
using a world model produced from television images from all points of view.
Additional information may be displayed on demand of the operator, which may
include, for example, a perspective graphics display of a cone projection of
the field of view of a selected camera and its region of focus as well as the
power (brightness) of and the region illuminated by each lighting element. In
addition, the boundaries of the view of a nonselected camera may be graphically
overlaid on the television image currently displayed, such as by a dotted line
circle or ellipse 33 with a dotted line around the nonselected camera, as shown
in FIG. 3. This type of graphics display can also be generated for any light-
ing element, such as by a dotted line circle or ellipse indicating the area of
illumination on the workspace floor by an indicated lighting element, as shown
in FIG. 2.

The novelty of the invention resides in display of graphics surrounding
a television image from a selected camera on a monitor to show locations and
orientations of available cameras and an indication of which is the selected
camera as well as other helpful information.
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Origin of the Invention

The invention described herein was made in the perform-

ance of work under a NASA contract, and is subject to the

provisions of Public Law 96-517 (35 USC 202) in which the

5 Contractor has elected not to retain title.

Technical Field

The present invention relates to real-time video image

enhancement in the field of robotics and teleoperation and, in

particular, to a method and apparatus for providing the opera-

10 tor a graphic display of the locations and orientations of one

or more cameras and light sources, and the region each camera

views in the workspace, together with information on which

camera view is presented on the monitor in the case of a

single monitor, or which camera view is presented in each

15 monitor in the case of multiple monitors.

Background Art

In teleoperation, visual depth information may be

critical. Several possible approaches to providing this depth

information are available, including multiple camera televi-

20 sion systems, stereo camera television systems, and video

graphic systems.

Stereo camera television systems provide depth informa-

tion by presenting the views of two horizontally separated

television cameras, one to each eye. This technique is often

25 called 3-D binocular image presentation. Video graphic sys-

tems can provide depth information through a variety of tech-

niques including monocular depth labeling by color, bright-

ness, perspective, occlusion, etc., as well as traditional 3-D

binocular image presentation. Multiple camera television sys-
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terns provide depth information by providing several views of

the workspace.

In most systems, camera mobility is desirable. However,

moving cameras can confuse the operator. Therefore, it is

5 desirable for the operator to know at all times the location

of each camera. The operator may also need to know the loca-

tion and power of all light sources. Providing such informa-

tion can be cumbersome and increase operator workload.

Recent advances in video graphics open new possibili-

10 ties for addressing these and other problems. When using a

system with, for example, robot arms or a remotely operated

vehicle, hand controllers, movable television cameras and

perhaps lighting elements and a voice command recognition

system to control the system, both trained and untrained op-

15 erators may be able to achieve enhanced performance with the

aid of video graphics. The present invention concerns a

combination of one or more video monitors, one or more televi-

sion cameras, and video graphics which provide camera and

lighting information to the operator in a manner designed to

20 enhance operator performance in teleoperation.

Statement of the Invention

This invention provides a television system for viewing

a workspace using at least one monitor and one or more cam-

eras and perhaps lighting elements. Graphics are generated

2b and displayed on a monitor surrounding the television image in

order to provide an operator such information as locations and

orientations of all relevant television cameras and lighting

elements, and for multiple camera systems, an indication of

which camera's image is currently displayed on the one moni-

30 tor, or in the case of multiple monitors, which camera's image

is displayed on each monitor. The operator may use the graph-

ics information to decide how to move cameras and lighting

elements for optimum viewing of the workspace. The image

displayed may be adjusted in size while displaying more or
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less graphics, or while sharing the image area with images

from the other cameras.

The graphics generated for display surround the televi-

sion camera image in order that the operator may see all the

5 graphic information and the television camera image on the

same monitor. In addition, the graphics information displayed

may be designed so that the operator can rely upon his periph-

eral vision to view the graphic information while concentrat-

ing on the television image displayed in the central area of

10 the monitor. The relevant graphics may include graphics of

wall grids (indicated by solid line grids) with television

camera and lighting element icons displayed on the wall grids

to indicate their position around the workspace, their height

from the floor space or ground, and their orientation (pan and

15 tilt angle).

The cameras and lighting elements need not necessarily

be on real gantry walls. For example, they may be mounted on

extension arms movable in the workspace. When camera and/or

lighting element positions are not restricted to a plane,

20 graphics of wall grids may be moved to indicate the new posi-

tion of the plane of the movable camera and/or lighting ele-

ment. Passive relative motion of lighting elements with

respect to the workspace may also be exhibited, for example,

the sun while a space-shuttle workspace is being viewed with

25 its cargo bay open.

If the hand-controller coordinates are transformed to

correspond with the coordinates of a selected camera, the

graphics will indicate that fact so that the operator may

orient his movements of the hand controllers with reference to

30 the selected camera whose image is on display. In this text,

the term "hand controller" is intended to include any and all

controls used for controlling robot arm motions, or driving a

remote vehicle, for example, foot pedals, etc.

Additional information may be displayed upon operator

35 demand, which may include, for example, a perspective graphics
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display of a cone projection of the field of view of a se-

lected camera and its region of focus, as well as the power

(brightness) of and the region illuminated by each lighting

element. In addition, the boundaries of the view of a non-

5 selected camera may be graphically overlaid on the television

image currently displayed, such as by a dotted line circle or

ellipse with a dotted line around the nonselected camera.

This type of graphics display can also be generated for any

lighting element, such as by a dotted line circle or ellipse

10 indicating the area of illumination on the workspace floor by

an indicated lighting element.

The camera icon and the cone projection (or the bounda-

ries of the view) of selected camera views will aid the opera-

tor in visualizing the views available with the cameras at

15 their current positions, or in moving the unselected cameras

prior to selecting them. Similarly the icon and cone projec-

tion (or the boundaries of the view) of a lighting beam will

aid the operator in selecting the optimum lighting configura-

tion. Within the cone projection of each camera, the region of

20 focus selected can be indicated in the graphics, such as by

hatch lines in the unfocused regions, in order to aid the

operator in setting the cameras for optimum focus on an object

or objects in the workspace.

The graphics generator may also generate a graphics

25 floor grid of the workspace for display on command in place of

a television image. Icons of the robot arms or remote vehi-

cles are then displayed in their respective positions on the

floor or the ground or in the air, to assist the operator in

envisioning the workspace and commanding positions and orien-

30 tations of the television cameras and lighting elements, such

as before viewing through a particular camera or cameras, or

before commencing a task, or before commencing each segment of

a task. The operator may thus have proper lighting in the

workspace and each camera properly positioned and oriented

35 before commencing execution of a task or segment of a task.
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Any graphic information provided for display, such as

the cameras' cone projections and regions of focus, may be

presented intermittently to minimize interference with the

television image displayed and avoid confusion due to too much

5 information being displayed at any one time.

It should also be noted that this invention can accom-

modate high resolution television cameras simply by using a

monitor of even higher resolution. Currently, graphics moni-

tors can be obtained with higher resolution than most high

10 resolution television cameras.

Although the gantry surrounding the workspace in the

example described below in detail is considered to be com-

prised of four stationery walls and ceiling, the gantry may in

fact be movable as a unit. Also, in special circumstances,

15 the gantry may be a virtual gantry, such as when the cameras

and lighting elements are mounted on more than one remote

vehicle, each of which carries one or more of the robot arms

and/or one or more cameras and/or lighting elements, or when

the cameras are mounted in fixed locations, such as on tri-

20 pods. Consequently, such a virtual gantry is to be considered

within the novel features of this invention when the graphics

generated for display surround the selected camera image on a

monitor.

Novel features that are considered characteristic of

25 this invention are set forth with particularity in the ap-

pended claims. The invention will best be understood from the

following description when read in connection with the accom-

panying drawings.

Brief Description of the Drawings

30 PIG. 1 illustrates schematically a plan view of a

gantry supporting four television cameras on four walls, a

fifth television camera supported on a ceiling, two lighting

elements and two robot arms on the floor of the workspace

within the gantry. Also shown is an operator at a control
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station having a hand controller for each robot arm and multi-

ple television monitors.

FIG. 2 illustrates an example of a monitor selected

from FIG. 1 for display of a perspective graphics wall grid of

5 the gantry shown in FIG. 1, or a virtual wall grid as viewed

from above, i.e., looking down into the workspace. The graph-

ics include icons representing the locations of all robots,

cameras and lighting elements as well as a cone projection of

the field of view of one camera and its region of focus and a

10 cone projection of illumination of two lighting elements

pointing into the workspace.

FIG. 3 illustrates an example of a monitor selected

from FIG. 1 for display of a television image from a selected

camera in FIG. 1 with the perspective graphics wall grid,

15 camera icons and lighting element icons of FIG. 2 displayed

around the television image, including a virtual camera icon

and boundaries of the view of a nonselected camera graphically

overlaid on the television image.

Detailed Description of the Invention

20 FIG. 1 illustrates schematically by way of example and

not limitation a plan view of a gantry 10' which surrounds the

workspace of two robot arms 11' and 12' attached to mounts

lla1 and 12a* which may move in the workspace. Four televi-

sion cameras 13'-16* are supported on the walls of the gantry,

25 one on each wall movable along the wall horizontally and ver-

tically to any position, and a fifth television camera 17*

movable to any position on the ceiling, for example by using

servomotors or stepping motors (not shown) to move a beam

(also not shown) parallel to either the longer sides or the

30 shorter sides of the gantry and to move the camera on that

beam along its length. Positioning each of the four cameras

on the four walls can be accomplished in the same analogous

way.
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Reference to these cameras 13' through 17* will be made

in describing a perspective graphics grid of the walls of the

gantry 10' and icons of these cameras as shown in FIGs. 2 and

3. In order to maintain a direct correlation between real

5 cameras 13' through 17" and their icons, the icons will be

referred to by the same reference numeral as for the real

cameras, but without the prime after the reference numeral.

The same convention will be followed in referring to the

gantry 10' and its graphics, as well as the two robot arms 11'

10 and 12'.

Each of the five cameras can be provided with servo-

motors or stepping motors (not shown) that pivot the cameras

about vertical and horizontal axes for pan and tilt, and

optionally about their viewing axis for roll. In that way,

15 the operator may select the position and orientation of each

camera viewing the workspace to select a view from virtually

any side and angle, including an overhead view, i.e., a view

from the top at any angle, including a vertical (direct top-

down) view. Views up from the floor are limited to positioning

20 and orienting a wall camera at the lowest possible position on

a wall. However, floor cameras may be added if required.

In FIG. 1, a system controller 18 receives all inputs

and commands from a human operator 19, converts them into

action and instructs a graphics generator 20 to perform its

25 functions. The operator 19 may control the position and

orientation of the cameras through a console 21, for example

by voice command, but possibly by other command input means,

including such conventional devices as a mouse, foot pedals,

and a keyboard. The operator may also use verbal instructions

30 to a second human operator (not shown) who initiates execution

of the instructions. In fact, all commands from the principal

operator that cannot be entered directly by the principal

operator may be entered through the second human operator,

including control of lighting elements 22' and 23', camera

35 motions (position, pan, tilt and optionally roll), zoom lens,
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focus and iris changes, robot motions and video switches,

etc., in a conventional manner.

The use of voice commands may be preferred because in

normal operation of a task, the operator will have both hands

5 preoccupied in the control of the robot arms 11' and 12'

through respective hand controllers 24 and 25 which may oper-

ate directly through the system controller 18, but may

operate through a separate hand-controller controller 26. All

of the elements shown in FIG. 1 are linked by cables and

10 busses (not shown) in a conventional manner.

The coordinates of the hand controllers may be trans-

formed, singularly or in unison, to coincide with the coordi-

nates of a camera the image of which is displayed on a

selected one of a plurality of television monitors 27-30. The

15 transformation of hand-controller coordinates to selected

television camera coordinates is conventional. What is new and

unobvious is the manner in which the selected television

camera view is displayed on a monitor screen together with the

graphics which surround the television camera view, and the

2Q indication that the hand-controller coordinates have been

transformed to match the coordinates of that camera.

In some cases there may be only one television monitor,

but in usual practice there will be more than one, and pref-

erably one monitor for each television camera for simultaneous

25 display of television camera images of the workspace from all

different available camera points of view. The television

image from a camera is displayed in the center of the monitor

and can be mapped in a pixel-by-pixel manner so that every

pixel of the television image is shown in full clarity on the

30 monitor. But in the example shown in PIG. 1, there are four

monitors for five television cameras. Therefore, the operator

assigns the monitors to up to four of the five cameras and

changes these assignments as the need arises.

Ifoether there are less than or as many television

35 monitors as cameras, the operator may select the transforma-
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tion of coordinates for each hand controller 24 and 25 to

conform to the coordinates of only one television camera at

any one time (except in the special case of two or more cam-

eras parallel to each other). The operator may select the

5 same television camera coordinates for both hand controllers.

When a hand-controller's coordinates conform to the

coordinates of a television camera, movement of that hand

controller in a directly forward direction will move the end

of the controlled robot arm 11* or 12* directly away from the

10 selected camera, i.e., along a vector in space determined by

the direction of the viewing axis of the selected camera, and

thus will be viewed by the operator to move directly into the

screen of the corresponding monitor. Also, when controlling a

remote vehicle, the vehicle will be observed to move directly

15 into the screen of the corresponding monitor.

If the operator 19 does select the camera for transfor-

mation of hand-controller coordinates, the system controller

18 will indicate the selected camera to the hand-controller

controller 26 for the required transformations. Transformation

20 is indicated to the operator in the graphics which surround

the image displayed on a monitor from the selected camera by,

for example, double outlining of the icon of the camera se-

lected, as shown in FIGs. 2 and 3 around the icon 16 for the

camera 16". The inner outline indicates that this is the

25 selected camera whose view is seen on this monitor, and the

outer outline indicates that the hand-controller coordinates

have been transformed to the coordinates of the selected

camera.

In practice, both hand controllers often have their

30 coordinates transformed to match the coordinates of one par-

ticular television camera selected for viewing, but when the

coordinates of each hand-controller are transformed to match

the coordinates of a different camera, this can be indicated

to the operator in the graphics of the assigned monitor, for

35 example, by framing the image on the corresponding selected
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monitors with upper case "L"s or "R"s (not shown) for the left

and right hand controllers, respectively. Images on a monitor

from cameras which are parallel to a selected camera will also

be so marked but with, for example, a frame of lower case "l"s

5 or "r"s (not shown) for the left and right hand controllers.

An example of a top-down perspective graphics wall and

floor grid is illustrated in FIG. 2 with a cone of view into

the workspace of the left television camera 13* displayed

with its icon 13. Icons 22 and 23 of lighting elements 22'

10 and 23' (shown in FIG. 1) are generated as part of the graph-

ics with perspective views of their cone of light to enable

the operator to select the optimum positions and power for

those lighting elements. The power selected for each lighting

element is indicated by a number within the lighting element

15 icon or by some other means, such as a color within the icon.

This top-down perspective view is chosen for a selected moni-

tor as shown in FIG. 2. The perspective point of view may be

chosen by the operator through the system controller to be

from any location and any angle (i.e., with its axis in any

20 direction). The graphics generator 20 produces the perspec-

tive view.

Icons of the cameras are displayed with or without

indication of the cone of view of a selected television cam-

era. When the cone of view is included with a camera icon,

25 the region of focus may also be included in the graphics

generated, as by hatch marks in the cone of view in the region

of nonfocus. Icons of all television cameras are generated

for display continuously or, if desired, intermittently,

either simultaneously or in sequence at some regular interval

30 (except perhaps the icon of the camera assigned to the moni-

tor, which may preferably be displayed continuously) to assist

the operator, for example, in determining which television

camera view to select next for the task at hand. Graphics

display of icons of lighting elements may also be generated

35 for display (with or without their cone of light) continuously
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or intermittently, simultaneously or in sequence, as in the

case of graphics for the television cameras, to enable the

operator to select the optimum lighting at any given time.

Referring to FIG. 3, which illustrates a screen of a

5 monitor from FIG.l, a television camera image selected from

the camera 16* (FIG. 1) is shown in the central portion of the

figure. The television, camera selected for producing the

image displayed is indicated by the inner outline of its icon

16. As will be more fully noted below, the position and angle

IQ of the camera may be adjusted by the operator for a better

view of the robot arms in performing the task at hand. A

top-down view of the graphics wall grid and camera icons are

displayed as in PIG. 2, but with an image from a selected

television camera presented in the center where the graphics

15 floor grid had been presented in FIG. 2. Thus, the television

image is surrounded by the graphics wall grid, and the posi-

tions and orientations of all cameras and lighting elements

are indicated on that wall grid. The heights of the cameras

are indicated by locating the center of each camera icon on

20 the graphic wall grid and showing each camera's height with

dashed lines protruding from its sides. Thus, the icon 15 of

the back camera 15' is located about 5/6 of the way up the

back graphics wall grid/ and the icon 16 of the right camera

16' is located 1/6 of the way up the right graphics wall grid.

25 Alternatively, the height of each camera could be indicated by

some other means, such as height labeling with an adjacent

number.

The pan angle of each camera is obvious from the orien-

tation of the camera in the plane of the display, and the tilt

30 angle is indicated graphically by bars and dots. For example,

each bar can mean 15 degrees upward elevation (front of camera

above back) and each pair of dots can mean 15 degrees downward

elevation. Thus, the ceiling icon 17 in FIG. 3 indicates a

tilt of 75 degrees downward by five pairs of dots, while the
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front camera icon 14 in FIG. 3 indicates an upward tilt of

22 1/2 degrees by one and one-half bars.

If the graphics of camera icons are made large enough

and the bars and dots are presented in high enough contrast,

5 the operator can view the television camera image at the

center of the monitor and still see all the camera icon loca-

tions and orientations with peripheral vision. Thus, the

operator need not look directly at the surrounding graphics to

read their information. This promises to reduce operator

10 workload by reducing the need for large eye movements to view

the graphics.

Bars and dots need not be the best graphic indication

of tilt, but for this example, they well illustrate the con-

cept of the invention. An alternate way to graphically indi-

15 cate the tilt of the cameras would be to perhaps momentarily

substitute for the top-down perspective view of the gantry

graphics an elevational view from the back side to show the

tilt of cameras on the left and right walls or an elevational

view from the right (or left) side to show the tilt of the

20 cameras on the front and back walls, or an angular view, or

both back and side views at the same time properly labeled to

avoid confusion. Other alternatives include presenting the

graphics and camera views in 3-D stereo vision.

In FIGs. 2 and 3, the location of the ceiling camera

25 17* is indicated by two perpendicular dashed lines on its icon

17. If the ceiling camera 17' were repositioned to be more

centrally located so that its icon 17 overlays, or partially

overlays, the television camera image, its icon could be

presented in a transparent fashion, such as by a thin dashed

30 outline of the camera icon.

The television camera image illustrated in FIG. 3 shows

the right robot 12* holding a ball and the left robot 11'

holding nothing. The advantage of the graphic indication of

camera position and orientation is that although both robot

35 grippers seem to appear at equal height, the fact that the
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right camera icon 16 indicates a tilt upward, in fact, means

that the left robot gripper is actually higher than the right

robot gripper. Because the right camera icon 16 indicates a

tilt of 45 degrees upward, the operator can judge what robot

5 motion will be necessary to hand the ball shown from the right

robot gripper to the left robot gripper. This direction is

approximately sideways from right to left (because the pan

angle of the right camera is about 45 degrees clockwise and

the image of the left robot arm appears to the left of the

10 image of the right robot arm) and upward at about a 50 degree

angle. If the television image is presented in stereo, the

operator can also judge the length of the motion required.

As indicated by the outer outlining of icon 16 in FIG.

3, the coordinates of the right hand controller 25 have been

15 transformed to match the coordinates of the right camera 16*.

Thus, to transfer the ball in the gripper of the robot arm 12

in the image shown in PIG. 3, the operator would simply move

the hand controller 25 (PIG. 1) to the left, upward about 5

degrees and slightly forward in depth, as seen in the televi-

20 sion camera image of FIG. 3.

A virtual camera image can also be displayed, i.e., an

image graphically generated to show what a camera at a certain

location and orientation (with a certain power lens) would

view. The rotations and translations of virtual camera images

25 are also carried out by the graphics generator. One may now

transform the hand-controller coordinates so that they match

the coordinates of the virtual camera.

Instead of transforming the hand-controller coordi-

nates, it is possible to perform rotations and translations of

30 camera images using image processing to form a virtual camera

image whose coordinates match the hand-controller coordinates.

In camera configurations where the cameras view the workspace

from, for example, four sides, above, and below so that the

cameras view everything in the workspace, one can construct a

35 three-dimensional world model of the workspace and from this
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model perform the aforesaid rotations and translations in the

process of constructing an image from the world model without

any risk of failing to present obscured objects. For example,

in FIG. 1, if an object were located between the robots, one

5 of the cameras (the front camera, the top camera and/or the

back camera) would view the object.

If the camera image in FIG. 3 were rotated and/or

translated to form a virtual camera image whose coordinates

match the hand-controller coordinates (that is, as if looking

10 at the robots from behind and from the right with the camera

pointing straight forward) the rotated and translated televi-

sion camera image would normally not have in it the obscured

object between the robots as the object is not in the selected

camera's view. However, the front, top and bottom cameras do

15 view the object, and therefore the object would be included in

the three-dimensional world model, and therefore could be

included in the virtual camera image, for example, by display-

ing the robot arm as transparent and showing the object as if

seen through the robot arm. An advantage to be gained is that

20 one can construct an "apparent" view from a virtual camera,

and display it either graphically or as a simulated actual

television image. In that manner, one need not move any of

the cameras once they are set up to view all objects in the

workspace.

25 The construction of a virtual camera image for display

from a world model is not new. What is new is displaying

graphically an icon of the virtual camera at the position and

with the orientation of the virtual camera. The icon of the

virtual camera may be graphically indicated by a dotted line

30 as shown for icon 31 in FIG. 3. When its image is being se-

lected for display, the dotted line icon 31 is outlined with a

dotted outline, and when the hand-controller coordinates are

transformed to natch the coordinates of that virtual camera,

the icon 31 would be outlined with a second dotted outline.
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Camera adjustment motions may be commanded by the

operator or may be automated to follow the robot arms or

vehicles as they move about the workspace, although stationary

cameras may also be used. In practice, the invention contem-

5 plates that it will be known how each operator prefers the

system (the cameras, lighting elements, hand controllers,

monitors, etc.) to be configured for each task, so that during

the performance of a task the cameras will be controlled by

the system controller 18, that is to say the system controller

10 18 will provide for tailoring the system to the operator. The

invention also contemplates that a separate monitor will be

assigned to each of the cameras, but that the operator will be

able to command through the system controller 18 which camera

view will be displayed on which monitor in order to juxtapose

15 views from any two cameras, for example. The initial assign-

ments may be predetermined, left camera on the left-most

monitor, right camera on the right-most monitor, etc., but the

operator will have the option to change assignments. FIG. 3

illustrates graphics display on only one monitor as an example

20 of the display on every monitor.

In FIG. 3, all the surfaces of each robot arm have been

labeled with the words "LEFT" or "RIGHT." Color or any other

coding could also be used in the image display to indicate

which is the left and which is the right robot arm. When

25 viewing remote vehicles (for example, when measuring radioac-

tivity above a buried nuclear waste site) similar coding of

vehicles (and waste-site landmarks) can be used. This helps

interpretation of the camera view presented, for example,

interpretation of whether the robot arms are reaching forwards

30 or backwards, since either direction of reach is allowed.

Also in FIG. 3, the graphics wall grid is presented in a

top-down perspective view, i.e., a view looking from directly

above. This invention may use other views. In a situation

where the back camera view is the most important, operators

35 may prove to perform better when the back camera (not the top



F89/420 16

camera) does not need depth labeling. Thus, a rear point of

view of the graphics wall grid might be desirable instead of

the top-down view.

In operation, the operator may wish to know precisely

5 the boundaries of the view of a nonselected camera. This may

be presented on command of the operator through the graphics

generator with a dotted line ellipse in the graphics surround-

ing the nonselected camera and with boundaries of the view of

a nonselected camera 14 graphically indicated by a dotted line

10 ellipse 33, as shown in FIG. 3. The camera whose view bound-

ary is of interest to the operator is specified by a command

to the system controller which directs the graphics generator

to operate on data from the specified camera as to its posi-

tion, orientation (pan and tilt) and zoom power of the lens to

15 generate the graphics necessary to indicate the boundary of

view projected on the floor or ground of the workspace. If

the view is not satisfactory, the operator may command the

camera to be adjusted until the view is satisfactory. The

operator may then select that camera for viewing if it is not

20 currently selected or direct his attention to the correspond-

ing monitor if that camera is currently selected. Thus, the

operator can avoid inefficient "hunt and look" camera adjust-

ments.

With multiple monitors, graphically showing only one or

25 two camera icons per monitor may give all the information

necessary for optimal operator performance. Other refinements

of this invention include any multiple camera system, such as

where stereo or nonstereo cameras are mounted, each on a

dedicated robot arm or other movable platform. In the case of

30 cameras which are not restricted to movement within a plane,

for example, cameras mounted on dedicated robots (not shown),

the graphics grid of the wall can be moved to show the new

plane in which the camera is now located. If it is moved to a

position overlaying objects in the image displayed, the graph-
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ics wall grid may be made transparent (thin dashed or dotted

lines) to avoid obscuring the video image.

Another refinement is to display, in the cone field of

view of a camera, the depth of field, i.e., the region of the

5 workspace that will be presented in focus by the cameras. For

example, in FIG. 2, a shading of the unfocused region 32 or

regions of the cone of view could be graphically presented,

thus indicating the region of focus of the camera. Any part

of the graphics display may be selected for display continu-

10 ously or intermittently, either simultaneously or in sequence

with some other displays.

Still other refinements that may be made include

shrinking or shifting of the video region with or without

surrounding graphics on the monitor to allow more detailed

15 and/or larger graphic information to be displayed. For exam-

ple, the cone field of view of each camera and the cone of

light from each lighting element might need more space on the

monitor than just the surround, so the system could automatic-

ally reduce and shift the television video image with its

20 surround to one side to allow enough room to display the

graphics of FIG. 2 (reduced) beside the reduced image of FIG.

3 with its surround.

This invention of graphically indicating on a monitor

screen the position, orientation, etc., of cameras and light -

25 ing elements relative to a workspace with or without a gantry

(real or virtual) is particularly useful in enabling the

operator to decide how to adjust the cameras. In fact, any

variable part of the system can be so graphically indicated on

the monitor screen. As an example of its usefulness, the

30 operator can adjust the nonselected cameras before switching

to a new camera view for display on a monitor or, in a multi-

monitor control station, before switching attention to another

monitor, thus saving valuable time. In a system with only one
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monitor, moving and focusing a camera and illuminating its

view before viewing through it may be particularly desirable.

Although particular embodiments of the invention have

been described and illustrated herein, it is recognized that

modifications and variations may readily occur to those

skilled in the art. Consequently, it is intended that the

claims be interpreted to cover such modifications and varia-

tions.
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COMPOSITE VIDEO AND GRAPHICS DISPLAY FOR CAMERA
VIEIONG SYSTEMS IN ROBOTICS AND TELEOPERATION

ABSTRACT OF THE DISCLOSURE

A system for real-time video image display for robotics

or remote-vehicle teleoperation having at least one robot arm

or remotely operated vehicle controlled by an operator through

hand-controllers, and one or more television cameras and

5 optional lighting elements. The system has at least one tele-

vision monitor for display of a television image from a se-

lected one of the cameras and the ability to select one of the

cameras for image display. Graphics are generated with icons

of the cameras and lighting elements for display surrounding

10 the television image to provide the operator information as to

location and orientation of each camera and lighting element,

region of illumination of each lighting element, viewed region

and range of focus of each camera, an indication of which

camera is currently selected for image display for each moni-

15 tor, and an indication of When controller coordinates for said

robot arms or remotely operated vehicles have been transformed

to correspond to coordinates of a selected or nonselected

camera.
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Claims

1. In a system for real-time video image display for

robotics teleoperation having at least one robot arm or re-

motely operated vehicle controlled by an operator through hand

controllers and one or more television cameras for viewing a

5 workspace, said system having at least one television monitor

for display of a television image from a selected one of said

cameras and optionally one or more lighting elements, a method

comprised of generating graphics for display surrounding said

television image, said graphics including icons of any cameras

10 and optionally icons of any lighting elements included in said

system and said graphics including an indication of height and

orientation of all icon-represented cameras and lighting

elements relative to said workspace to provide said operator

information as to position and orientation of each icon-repre-

15 sented camera and lighting element, and an indication of which

camera is currently selected for image display on said moni-

tor.

2. A method as defined in claim 1 wherein generating

said graphics display includes generating for selective dis-

20 play in place of said television image a ground or floor grid

of said workspace and an icon for each object included in said

workspace to indicate the position of each object in order to

assist the operator in performing tasks and in adjusting said

cameras included in said system.

25 3. A method as defined in claim 2 wherein generating

said graphics display further includes generating for selec-

tive display on command of said operator a graphics perspec-

tive for each one or more selected camera icons of a cone of

view of said workspace in order to assist said operator in

30 adjusting said television cameras corresponding to said se-

lected camera icons.

• - THESE CUUMS
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4. A method as defined in claim 3 further including

generating for selective display on command of said operator a

range of focus within said cone of view of one or more se-

lected cameras for which a perspective of a cone of view is

5 generated.

5. A method as defined in claim 2 wherein generating

said graphics display further includes generating, for selec-

tive display on command of said operator a graphics perspec-

tive for selected one or more lighting element icons, a cone

10 of light from each selected one or more lighting element icons

illuminating said workspace in order to assist said operator

in performing tasks and in adjusting said lighting elements.

6. A method as defined in claim 5 wherein generating

said graphics display further includes generating for display

15 the power of each lighting element in connection with generat-

ing said icon of each lighting element.

7. A method as defined in claim 2 wherein selected

parts of said graphics generated for display are displayed

intermittently.

20 8. A method as defined in claim 1 wherein generating

graphics for display surrounding said television image further

includes generating for selective display on command of said

operator a graphics perspective for each one or more selected

camera icons of a cone of view of said workspace in order to

25 assist said operator in performing tasks and in adjusting said

television cameras corresponding to said selected camera

icons.

9. A method as defined in claim 8 further including

generating for selective display on command of said operator a

30 range of focus within said cone of view of one or more se-

NOT FOR DISSEVHNAnON — THESE CLAIM?
ARE IN THE FSKDSNS /-..-PLICATION AND
MAY NOT El ALLGIVE3.
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lected cameras for which a perspective of a cone of view is

generated.

10. A method as defined in claim 1 further including

generating for selective display on command of said operator a

5 graphics perspective for each one or more lighting element

icons of a cone of light beams from said one or more selected

lighting element icons illuminating said workspace in order to

assist said operator in performing tasks and in adjusting said

lighting elements.

10 11. A method as defined in claim 10 wherein generating

said graphics display further includes generating for display

the power of each lighting element in connection with generat-

ing said icon of each lighting element.

12. A method as defined in claim 1 wherein selected

15 parts of said graphics generated for display are displayed

intermittently.

13. A method as defined in claim 1 wherein generating

said graphics display further includes generating graphics

indicating when hand-controller coordinates have been trans-

20 formed to coordinates of said camera selected for image dis-

play on said monitor.

14. A method as defined in claim 1 wherein generating

a graphics display further includes generating for display

perspective wall grids and television camera icons positioned

25 in said wall grids to indicate height from the floor of said

workspace and direction of pan together with an indication of

the tilt angle of each camera.

15. A method as defined in claim 14 wherein generating

a graphics display further includes generating for display an

NOT FOR DIS5EM!N*T?oAj _ THESE CLAIMS^
ARE IN T.-','l I -IXT.m :•>'• PLICATION '
MAY NOT BE ALLOWED.
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overhead camera icon positioned to indicate the corresponding

camera's position overhead and direction of pan together with

an indication of tilt angle of said overhead camera.

16. A method as defined in claim 1 wherein generating

5 said graphics display includes an outline of the projected

field of view into said workspace of one of said cameras not

selected for television image display, and an indication of

which one of said nonselected cameras said projected field of

view relates to in order to assist said operator in adjusting

10 said one of said nonselected cameras and in determining if

said one of said nonselected cameras should be selected as the

source of a television image for display on a monitor.

17. A method as defined in claim 2 wherein generating

said graphics display further includes generating graphics

15 indicating when hand-controller coordinates have been trans-

formed to coordinates of said camera selected for image dis-

play on said monitor.

18. In a system for real-time video image display on a

monitor for robotics or remote-vehicle teleoperation via a

20 hand controller wherein one or more cameras may be positioned

so that everything in said workspace is viewed by at least one

camera, in order to construct a three-dimensional model of

said objects in said workspace and to display ah image of said

model on a monitor from a selected viewing direction, a method

25 comprised of generating graphics for display surrounding said

image, said graphics including icons of said cameras posi-

tioned and oriented to provide said operator information as to

locations and orientations of said cameras and an indication

of what is the location of the selected viewing direction

30 currently selected for image display on said monitor, perform-

ing from this three-dimensional model rotations and transla-

tions of said image of the workspace to present an image that

NOT FOR r>ISSE?:Sh.'.Vf̂ N -
AO5T ••-.! T' I — M-M -v- ,_ ' ' ' "-̂ "̂  ^LA
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would have been collected had a camera existed at a selected

viewing location of said workspace with no risk of failing to

present objects viewable from any camera, thereby obviating

any need to move cameras once they have been initially set to

5 view all locations of the workspace, and displaying graphi-

cally on said monitor a virtual camera icon at a position

relative to said workspace corresponding to said selected

viewing location.

19. A method as defined in claim 18 wherein generating

10 said graphics display further includes generating graphics

indicating when hand-controller coordinates have been trans-

formed to coordinates of said virtual camera selected for

image display on said monitor.

20. A method as defined in claim 18 wherein said

15 selected viewing direction of an image rotated for display is

selected to be in a back to front direction relative to said

workspace so that the coordinates of its image will always

match the coordinates of said hand controller.

21. In a system for real-time video image display for

20 robotics or remote-vehicle teleoperation in a workspace for at

least one robot arm or remotely operated vehicle controlled by

an operator through hand controllers, apparatus comprising one

or more television cameras viewing said workspace, at least

one television monitor, operator console control means for

25 selecting one camera for display, and graphics generating

means for automatically displaying on said monitor relevant

graphics surrounding a television image from said selected

camera, in order to provide said operator such information as

location and orientation of each one of said cameras and an

30 indication of which is the currently viewed camera image on

said monitor.
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22. Apparatus as defined in claim 21 wherein said

relevant graphics displayed is comprised of a perspective wall

grid and television camera icons positioned on said wall grid

to indicate height from the floor of said workspace and direc-

5 tion of pan together with an indication of the tilt angle of

each camera.

23. Apparatus as defined in claim 22 including means

for transforming on command of said operator said predetermin-

ed hand-controller coordinates relative to the axis of said

10 television camera selected for image display to assist said

operator in movement of said hand controller for performance

of tasks in said workspace as viewed in said television image

displayed on said monitor, and graphics indicating the icon of

said television camera selected for display of a television

15 image when said controller coordinates have been transformed

to correspond to coordinates of said television camera se-

lected for television image display.

24. Apparatus as defined in claim 23 wherein said

graphics display generating means further generates for selec-

20 tive display, in place of said television image, graphics

comprising a ground or floor grid of said workspace and an

icon for each object in said workspace, to indicate positions

of all objects in said workspace, thereby to assist the opera-

tor in performing tasks and in adjusting said cameras.

25 25. Apparatus as defined in claim 24 wherein said

graphics display generating means further generates for selec-

tive display on command of said operator graphics of one or

more camera icons and a perspective cone of view of said

workspace of one or more selected cameras to assist the opera-

30 tor in adjusting said television cameras and in performing

tasks.

KOT FQJ? DISSEMINATION — THEŜ  CLMW5
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26. Apparatus as defined in claim 25 wherein a plural-

ity of monitors are provided for a plurality of television

cameras with each monitor assigned to display a television

image from a selected camera and said graphics generating

5 means includes for display in each monitor relevant graphics

surrounding said television image on display with an indicator

in each monitor of which is the currently viewed camera image

in said monitor.

27. Apparatus as defined in claim 26 including means

10 for transforming on command of said operator said hand-con-

troller coordinates to correspond with a selected one of said

plurality of cameras assigned for display on one of said

plurality of monitors, and wherein said relevant graphics

generated for display includes an indication in each monitor

15 of the television camera icon corresponding to a television

camera assigned to said monitor and a further indication of

when the hand-controller coordinates have been transformed to

correspond with said television camera assigned to said moni-

tor displaying a television image or with another camera.

20 28. Apparatus as defined in claim 27 wherein said

graphics display generating means further generates for selec-

tive display lighting element icons and a perspective beam of

light from said selected lighting element icons illuminating

said workspace in said image area in order to assist said

25 operator in adjusting said lighting elements and in performing

tasks.
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