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Major Accomplishments

I

6.

Developed a program instrumentation and simulation facility, MaxPar, that can measure
the maximum inherent parallelism in application programs and also can measure the
effectiveness of various parallelizing compiler techniques.

Developed parallel simulation kerncls on the Alliant FX/8 parallel computer based on a
conservative (Chandy-Misra) and optimistic (Time Warp) event-driven models.

Developed a parallel simulation kernel, PARSIM, on the Alliant FX/8 parallel computer,
that employs a hybrid time- and event-driven model to speed up simulations. PARSIM will
also run on uniprocessor machines such as high-performance workstations.

Designed and implemented a high-level language CARL (Computer Architecture Rescarch
Language), which is based upon C and is used for writing simulators.

Developed preprocessors to translate CARL into C and C++ code. The resulting code can
be compiled with a standard compiler to allow the simulations to be carried out either on a
workstation or on a parallel computer such as the Alliant FX/8.

Developed a high-level graphical interface to assist in simulator configuration and to run
suites of benchmark executions on the Chief simulators.

Developed a bitmapped graphical interface for PARSIM, PARSIM-UI, that allows a user to
display and control the state of the simulation. Its operation may be customized with an
interpreted language to display simulation-specific  information according to user
preferences.

Developed a data display tool that plots the results of simulation runs on a bitmapped
workstation,

Implemented two pilot parallel simulators on the Alliant FX/8. They can run a FORTRAN
program suite through a parallelizing compiler to generate parallel traces. In one case, the
resulting traces drive the simulation of a shared-memory multiprocessor system with a
multistage shuffle-exchange network. In the other case, the traces drive the simulation of
an eight-processor system similar to an FX/8 system.



1. Chief Project Overview
Chief is a parallel simulation environment for studying parallel systems. Figure 1 shows its
hasic structure.
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Figure 1 — Chief Project Overview

Parallel systems are studied by creating simulators and driving those simulators with
benchmark programs. These benchmark programs are restructured according to the architecture
of the target system, and parallel traces are created.

A simulator for the target system is constructed from the architecture specification. The
core of the simulator is a simulation kernel (based upon one of three paradigms). The simulator
includes a powerful bitmapped window interface that provides the user with a complete view of
nd control over the execution. The user can vary a set of parameters to the simulated system.
The simulator is driven by the parallel traces described above.

Statistics are collected during simulation runs. The Chief environment provides tools to
cxamine these statistics and plot their values against the simulation parameters.

A separate tool, MaxPar, can be used to instrument programs to measure the maximum
inherent parallelism within them. The results MaxPar generates are an upper bound on the
available parallelism, and can be used to evaluate the cffectiveness of the restructuring compilers
and simulated system.



2. Simulation Facilities

2.1. Execution-driven Simulation: MaxPar

MaxPar is an execution-driven parallelism profiling and extraction facility. It instruments
an application (such as a Perfect Club! benchmark) to collect statistics based upon the actual
cxecution of the program. It can determine the inherent maximum paralielism of an application
program and the optimal parallelism of the program with system constraints (such as the number
of processors, storage-related data dependences, and the synchronization overhead). MaxPar can
locate the bottlenecks in the program. Finally, MaxPar can generate parallel execution traces for
the program.

MaxPar instruments an application program to record timing and scheduling information
for cach data object, where a data object is either a scalar variable or an array element. To store
this information, MaxPar associates additional variables, called shadow variables, with each data
object. For each variable X, the read shadow irX records the last time X was read and the write
shadow nvX records the last time X was written. Given the operation

C=AopB

where C, A, and B can be scalar variables or array clements, and the op can be any arithmetic or
lngical operator, then the equations used to update the shadows are:

mwC = compute_time(op) + max(twC, irC, twA, iwB)
trA = max(trA, twC)
irB = max(oB, mC)

When a data object is read, its write shadow is checked to determine the earliest possible
time for the read operation to proceed. The read can proceed only after the previous write has
completed. If the read and write are {from different processors, the overhead resulting from data
synchronization is computed. The read shadow is then updated to that time. When a data object
is written, both its read shadow and its write shadow are checked to compute correct timing and
to perform any necessary synchronization.

MaxPar also takes other system features into consideration. The number of processors in
the target system may be specified as a finite number or may be infinite. Parallelism may be
measured at one of four levels of granularity: operation-level, statement-level, loop-level, or
subprogram-level.  MaxPar can  also tnke into account scheduling schemes and the
synchronization overhead for data synchronization and barrier synchronization. The anti- and
output-dependences of a program can be climinated by an optional dynamic storage allocation
«cheme. MaxPar can compute the amount of additional storage required to achieve this ‘‘pure”
data-flow type of execution.

MaxPar instruments the application program, producing a new source program. This is
compiled on the host machine, linked with runtime libraries, and executed. The program
produces computationally correct answers. In addition, it produces an execution profile by
counting the number of operations that can be exccuted at each time instance. A parallel trace
can also be generated. Figure 2 shows the profile of a 512-point fast Fourier transform. The
nine ‘‘peaks’’ represent the high parallelism present at the start of each phase of the FFT. The
plot does not include the first part of the program, which performs initialization. The parallelism
in this example is measured at the loop level with an unlimited number of processors and with
no overhead due to scheduling and synchronization.
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Figure 2 — MaxPar’s Exccution Profile of a 512-point FFT

2.2. Parallel Simulation Kernels

A Chief simulation consists of a group of modules interconnected by nets. A module
encapsulates some function, presenting it to the “outside world”’ through a set of inputs and
outputs. The inputs and outputs of the modules within a system are connected together by nets.
The inputs and outputs may be scalars or arrays (with a maximum of three dimensions), the size
of which can be specified during runtime configuration. Modules may be implemented directly
15 a set of low-level functions that directly read values from input nets and write values to output
nets. Alternatively, modules may be constructed from other modules. The simulation is
implemented as a hicrarchy of modules. The root of the module hierarchy is the simulation
itself. Many common low-level modules will be provided in a simulation library.

In order to reduce the time required to simulate large parallel systems, Chief provides three
different parallel discrete event simulation (PDES) kernels. Simulators built with these kernels
<hare a common user interface, and a single language is used to write code for all three
simulation paradigms.

The PDES kernels include a conservative approach (based upon the work of Chandy and
Misra?), an optimistic approach (based upon the Time Warp® technique), and a approach that
employs a hybrid of time-driven and event-driven techniques (called PARSIM, for parallel
simulator). Tt is well known that the performance of these PDES approaches is problem- and
application-dependent. By providing all three simulation kernels with a single user interface and
simulation language, Chief gives users the ability to write one simulator specification and select
one of the three approaches at compile time. All three approaches are currently implemented on
an Alliant FX/8 system. In addition, PARSIM is also implemented on uniprocessor Sun
Microsystems machines.

The usci describes each simulation component and the interconnection of components that

forms the system. The component definitions arc written in the language CARL (described in
section 3). Two kinds of components can be defined: behavioral components and hierarchical
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components. Behavioral components are described by defining their local state, their inputs and
ouputs, the actions that should be taken when one or more of their inputs change, and the
initialization that should be performed when the simulation starts or is re-executed. Hierarchical
components are described by defining the subcomponents that constitute them and the manner in
which subcomponents are connected to one another and to the inputs and outputs of the
hicrarchical component.

A Chief simulator is constructed from a collection of these component definitions. The
construction stage comprises two independent phases: the translation phase and the code
generation phase. During the translation phase, the component definitions are translated into C
structures (for PARSIM) or C++ classes (for Chandy-Misra and Time Warp) that define the
various types of the participating components. The data members of each C structure or C++
class represent the state associated with the respective components in the simulation.

For Chandy-Misra and Time Warp simulations, the function members of the C++ class
constitute the set of routines needed to simulate the respective components. The system is
represented as a collection of logical processes, each of which simulates a component and
communicates with other components. Each logical process is the set of member functions
detined in its class. An important goal of the construction stage is to to minimize the
communication overhead and maximize the potential parallelism in the execution of the
simulation. To achieve this goal, we partition the logical processes into sets and assign the
simulation of each of these sets to a processor. This assignment is achieved by generating
appropriate code to be executed by each physical process.

For PARSIM simulations, the structure definitions are created in a header file and the
cxecutable routines that simulate the component are created in a separate code file. The code file
is compiled along with the header files of its own component and any included subcomponents
to create an executable module. A complete simulation consists of a Jinked set of of simulation
maodules.

‘The execution of the simulation is the final stage of the simulation process. The Chandy-
Misra and Time Warp paradigms are based on the exchange of messages to convey information
from one component to another. Chandy-Misra also incorporates a means for avoiding
deadlock. The machine on which we are developing this tool (an Alliant) is a shared memory
machine; therefore, instead of using actual messages we use shared memory to convey
information and (in the Chandy-Misra case) to avoid deadlock. By doing so we reduce the cost
associated with the use of messages. Each component, for which there are events to simulate is
extracted from the ready queue maintained by each physical process, and is simulated on the
outstanding events. When there are no more events 1o simulate it is blocked waiting for new
events (messages) to arrive, and control is transferred to another ready logical process. This
cvele is repeated until all components have been simulated up to a certain (virtual) time, which
has been defined by the user as the End_of_the_simulation_time.

PARSIM employs a combination of the time-driven and event-driven approaches to
cimulation. PARSIM maintains a system event queue that is a time-ordered list of event lists.
Fach sublist contains events that occur at the same simulation time. PARSIM also maintains
event quetes for each of the nets affected by clock-induced events.

PARSIM executes events in groups. It dequeucs the first list of events from the system
event list. Then, in parallel, it evaluates these events, resulting in new values being assigned to
nets. Each component that is affected by the change in the nets may specify an ‘‘action routine’’
that updates that components status. PARSIM makes a list of all of the action routines that must
be processed. After all of the nets have been updated, all of the action routines are evaluated in
parallel. These routines may, in turn, post additional events to the global event queue.
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3. CARL — Computer Architecture Research Language

The Chief project provides three different paths by which simulators can be constructed,
according to the PARSIM, Chandy-Misra, and Time Warp paradigms, respectively. Although
the simulation techniques are different, in all three cases the simulated system is specified as a
connected set of hierarchically-defined components.

Components are written in a semi-abstract language called CARL. The use of this
language frees the component designer from the need to know the low-level details of the
various implementations. More importantly, component definitions written in CARL can be
incorporated into any of the Chief simulators simply by using an appropriate preprocessor to
convert CARL code to C (for PARSIM) or C++ (for Chandy-Misra and Time Warp).

A component description in CARL consists of sections of C-like code headed by CARL
keywords. The keywords are COMPTYPE, INPUTS, OUTPUTS, SUBCOMPONENTS, VAR,
ACTION, INIT, STRUCTURE, BEGIN, and END. The COMPTYPE, INIT, STRUCTURE,
BEGIN-END sections contain executable statements modelling a component’s behavior and
specifying its internal structure.

#define ADD
#define SUB
#define AND
#define OR

WNRO

COMPTYPE Alulé6 (speed)
int speed;

INPUTS
short in[2]: alu_eval;
char op: alu _eval;

OUTPUTS
short sum;

VAR
int Speed;

ACTION alu_gval

switch (op) {

case ADD:
gum = in[0] + in[1] after Speed;
break;:

case SUB:
sum = in[0] - in[1l] after Speed;
break;

case AND:
sum = in[0] & in[1] after Speed;
break;

case OR:
sum = in[0] | in[1l] after Speed;
break;

}

BEGIN
Speed = speed;
END

Figure 3 — CARL definition of a 16-bit ALU
Figure 3 shows the CARL definition of a simple ALU, capable of performing four

operations upon its two 16-bit inputs. The component, whose type is Alulé, has one
parameter: the delay between a change to its inputs and a ncw value on its outputs:
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~ The Chief project includes (w0 preprocessors. PSPP, the PARSIM Preprocessor, converts
CARL into C. PSPP is a compiled program that uses the tools ““lex’” and “‘yacc’” to read CARL
programs. It generates two files: a header file that defines PARSIM data structures and a C code
file that contains module creation, connection, initialization, and action routines. The host
machine’s C compiler will convert the code files into object modules that can be linked with the
PARSIM runtime libraries and user interface to form a PARSIM simulator.

C2CMTW, the CARL *“2”° Chandy-Misra/Time Warp preprocessor, converts CARL into
Ci++. C2CMTW, like PSPP, is an exccutable program. It generates two files: a header file that
detines C++ classes for each component type and a C++ code file that contains the definitions of
the class member functions. The host machine’s C++ compiler will convert these files into
object modules that can be linked with either the Chandy-Misra runtime libraries or the
Time Warp libraries to creatc a simulator.

4. Ul — PARSIM User Interface

‘The PARSIM user interface (PARSIM-UI, or simply UI) displays information in bitmapped
windows using the X11 window system. It provides control facilities for starting, stopping,
continuing, and breakpointing simulation runs. Nets can be viewed graphically. By creating
ceveral windows, the user can interact with the simulation from multiple contexts.

The core of PARSIM-UT is an execution engine that parses and executes commands written
in a simple language. The graphical interface *‘wrapper’’ accepts input in the form of menu
selections, button presses, etc. and transforms it into commands that are interpreted by the
engine. The user-interface language is also directly available, so that the user can customize his
or her debugging scssions as necessary.

PARSIM-UI can directly access objects in the simulation system: components, inputs,
outputs, and nets. It also provides and operates upon simulator variables. Variables may contain
integer, floating-point, or string values, or may contain one of three special typed values: error,
high-impedance, and unknown. Their type is dynamic — an assignment to the variable sets the
tvpe as well as the value. The value of an uninitialized variable is the integer zero.

A set of operators combines components, nets, variables, and literal constants into more
complex expressions. An expression may be used whenever the PARSIM user interface expects
a value. In particular, an expression may be used within a component or net array subscript.
Function calls may also appear within expressions. I'hey are called using the syntax

function_name (args)

where function_name is the function name and args is a comma-separated list of expressions that
represent the arguments to the function. The number and type of arguments are function-
specific. PARSIM-UI provides a set of standard built-in functions, which provide access to the
simulation state. Users can define additional functions.

The primary interface to PARSIM-Ul is graphical; however, in recognition of the fact that
text input is sometimes necessary, macros can be used to hid some of the programming-language
appcarance from the user. A set of built-in macros is provided. The user may define any
number of new macros and is free to redefine the built-in macros if he or she so desires.

The PARSIM-UI language provides primitives for grouping, iteration (WHILE),
conditionals (IF), function definition, and macro definition. The syntax is vaguely similar to
Algolor C.

PARSIM-UI provides a powerful breakpoint facility. Breakpoint conditions are expressed
as an arithmetic expression and therefore may depend upon nets, constants, and variables. This
provides great flexibility; for instance, it is possible to check if the currently-addressed register
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in a register file is zero or if the values of two registers are equal. When a breakpoint condition
is satisfied a second expression (the breakpoint ‘‘action’’) is evaluated. The action may include
stopping simulation after the current simulation time step, but it need not do so. Other possible
actions might include printing a message, updating a display, or collecting statistics in a counter.

The user may display any subset of the simulation state by defining one or more
awtodisplays.  An autodisplay is a window that continuously displays sets of expressions.
Effectively it is a snapshot of a uscr-specificd subset of the current simulation state.
Autodisplays allow the user to create views of collections of nets and to watch them change as
the simulator executes. They are updated each time that the simulator stops (e.g., due to a
breakpoint) and at other times as directed by the user or breakpoint definitions. The appearance
of an autodisplay window is primarily under the user’s control.

The contents, format, and location of all autodisplay items are user-configurable. The fields
within an autodisplay can be moved and resized using the mouse.

PARSIM-UI can save any part of its user interface state to a file. Thus, the definition of
one or more autodisplays, breakpoints, functions, macros, andfor variables can be preserved
from one simulation run to the next. This gives the PARSIM-UT user significant control over the
configuration of his or her environment and makes PARSIM-UT a powerful tool for debugging
and running simulations.

5. Parallel Trace Generation Facilitics

3.1. Optimal Parallel Traces (MaxPar)

MaxPar can produce an optimal parallel trace by instrumenting a program at the source
code level with tracing instructions. The traces that arc generated when the program is executed
arc optimal in the sense that they reflect the best possible parallelism within a prograny
therefore, they can provide an idealistic performance upper bound for the program. The
‘nformation in this trace is independent of the machine architecture and the parallelizing
compiler.

2.2, Symbolic Parallel Traces (Parafrase)

Symbolic parallel traces are used for generic shared-memory systems with an optional
vector processing unit in each processor. The sct of traces generated can be targeted toward a
particular machine organization such as SIMD, MIMD, etc. It provides users with a good mix of
realistic computer architecture characteristics, and also allows them to specify particular
characteristics of their own machines. For example, a user can specify the number of processors
in the system, the scheduling scheme, the data layout in the shared memory, etc. The resulting
parallel traces reflect the possible parallelism that can be obtained by a parallelizing compiler as
opposed to the maximum paratlelism that can be obtained using MaxPar.

Parafrase-based parallel trace generation consists of three steps:

I Generate program intermediate form. The syntax and the semantics of the intermediate
Janguage resemble an assembly language for a vector multiprocessor. The output is
generated for each subroutine scparately. An infinite number of symbolic registers is
assumed for the system.

Link and load modules for execution. This resolves symbolic references, processes
parameter passing, lays out common blocks, determines which data is global and which is
local, and produces a load map.

™~

3 Execute the load modules symbolically. ‘This step simulates parallel execution of the load
modules and produces time stamps for instructions accessing memory. The result is a
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memory reference trace that can be used to drive multiprocessor simulators created by the
Chief tools.

5.3, Alliant FX/8 Traces

Alliant supplies an emulator for the FX/8. Programs are compiled with the parallel Alliant
Fortran or C compiler. The resulting object modules are linked with runtime routines to create
executables. These are then emulated to produce Alliant-specific memory reference traces. The
programs produce computationally correct results, and the traces are a very realistic reflection of
the program’s parallel behavior. However, because the traces are machine-specific, they cannot
be made to accomodate a memory hierarchy or a configuration consisting of more than eight
Processors.

6. Data Visualization Tool

The Chief visualization tool plots data for display on a bitmapped workstation. The data is
collected from a suite of simulation runs in which simulation parameters are varied from run to
run. The data from each run is stored into a file. A separate description file identifies all of the
data items. The visualization tool reads the description file and all of the data files. The user can
plot any data item against any simulation paramcter while constraining the values of other
simulation parameters.

7. Top-Level Chief Environment

All of the Chief tools are assembled into a top-level bitmapped environment. The
environment guides the user through the creation of a simulator from a set of components stored
in a component library. More than one version of some components may be archived, so the
environment allows the user to view the current sct of components and select the desired version
for each one. Each component contains a set of parameters that control its behavior. The
environment extracts a complete list of parameters from the specified components and provides
mouse-driven tools that allow the user to specify new parameter values.

The environment provides a simple interface that allows the user to specify a set of
compiler parameters, compile a benchmark, and generate a trace file. The editing of compiler
parameters is similar to the editing of simulation parameters. In addition, the environment also
allows the user to invoke MaxPar to analyze the parallelism within the benchmark.

When instructed to build a simulator, the environment will invoke the appropriate Chief
preprocessor for each component definition (written in CARL), will invoke the system compiler
to create object files for all components, and will link those object files with the appropriate
kernel and user interface libraries. A simple command will execute the resulting simulator.

The power of the Chief environment lies in its ability to execute a suite of compilation and
simulation runs while varying the input parameters. The user specifies a set of values for each
parameter, and the environment will automatically compile the benchmark to produce a trace
file, build the simulator, and invoke the simulator with the trace file as input. The output from
cach simulation run will be written to a scparate file. The user can then use the Chief
visualization tool described above to display these results graphically.
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8. Pilot Simulations

Two simulators have been developed to demonstrate the utility of the Chief environment.
First, the simulations can be run in parallel, resulting in fast execution time. Furthermore, the
simulations are written in CARL, which is extremely modular, allowing faster initial code
development. This allows component models to be replaced much more easily than in dedicated
simulation programs.

8.1. Cedar-like System Simulator

A simulator has been developed to simulate the Cedar global memory system4’5. It consists
of models for the Omega networks, the global memories, and a simple processor. The simulator
i< driven by traces of Fortran programs gencrated by Parafrase. It allows different system
configurations to be simulated by changing the size of the system and the size and configuration
of the network switches, and by replacing the switch and memory component models to test,
¢.¢., different internal buffering configurations.

The system model is a simplification of Cedar, in that processors are not clustered as in
Cedar. Furthermore, the current processor model does not simulate the effects of caching or
cluster memory. Some of these effects can be accommodated by changing the way traces are
gathered by Parafrase. More advanced processor models are also under development.

8.2. Cedar Cluster Simulator

A simulator has been developed to simulate a Cedar cluster. 1t consists of models for the
caches. the cluster memory, and eight simple processors. Traces created by the Alliant FX/8
emulator drive the simulation.
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Abstract

This report summarizes the status of the Delta Program Manipulation System [Pad89]
project at the expiration of its initial project development grant. Included are a review
of the project’s objectives and surveys of the program manipulation tools developed, the
environmental software supporting Delta, and the compiler research projects in which
Delta has played a role. An appendix describes the Delta system in detail.

1 Objectives

FOoRTRAN 77 programs are portable to many computer architectures. But the program
characteristics that yield the best performance vary from machine to machine. The com-
mon goal of researchers in automatic restructuring is to capture and preserve the meaning
of a program while varying the program structures that most influence its speed and ef-
ficiency on different computer systems. Although a number of commercial and research
program restructurers have been written, the cost of exploring new techniques or optimiza-
tion strategies is still extremely high.

The Delta Program Manipulation System{Pad89] is an open system of tools and compo-
nents and a workbench environment for developing new compiler techniques in automatic
program restructuring. Included are: a FORTRAN parser; an extensive repertoire of opera-
tions and data structures common to vectorizing and parallelizing compilers; and the tools
and methodology needed to generate and test new compilation methods and strategies. We
believe that this approach can reduce the cost of research and development for advanced
compilers in the same way that domain-specific languages (e.g. Mathematica) have reduced
the cost of problem solving in other technical fields.

Openness An ‘open system’ is one which exposes its component parts for modification,
replacement, or reuse in new contexts. Several factors contribute to the openness achieved
in Delta.

“This work was supported by the National Aeronautics and Space Administration and the Defense Ad-
vanced Research Projects Administration under Grant No. NASA NCC 2-559. Part of this work was carried
out by James R.B. Davies.

R



¢ The implementation language (SETL) is very high level. This means the amount of
text invested in any one design commitment tends to be small, and thus manageable.

¢ An ‘applicative’ programming methodology has been followed in which components
are relatively insensitive to the context in which they are used.

e The central data structures in Delta are labelled maps. Because they are self-docu-
menting and flexible, they are easy to use in new ways, or modify for new uses.

e Environmental software has made the SETL source of Delta ‘content addressable’.

In the following sections we will describe parallelization and illustrate Delta’s program
manipulation tools, then survey the environmental software supporting Delta and the com-
piler technology research at CSRD in which Delta is beginning to play a part. Appendix A
gives a detailed description of the Delta system.

2 Programs and Manipulations

Delta operates on FORTRANT7 programs. To make them tractable, they are represented
internally as abstract syntax trees that supress the lexical and syntactic quirks of FORTRAN.
In SETL, data objects can share storage under a discipline of ‘copy-on-write’. Each FORTRAN
program appears to be a separate SETL data object. Delta transformations take FORTRAN
programs as ‘call-by-value’ arguments and deliver revised programs as results. Memory
requirements do not multiply since only the few substructures which change need new
storage.
Internally, Delta breaks a program into its:

o Imperative statements

¢ Symbol table ¢ Initial data values
¢ Applicative expressions

¢ I/0 format specifiers ¢ Common storage layout
e Storage equivalences

Each substructure collects and indexes one class of program components. The component
descriptions are collections of named attributes. Some attributes link components together
(by their names or indices) into semantic networks. Delta works by discovering and deriving
facts about the program’s behavior when it is executed. Facts are added to the tree both
as new top level structure and as annotations to low level components.

An executing FORTRAN program produces a sequence of stores into memory cells, refer-
ences to stored values, and calculations creating new values. The program’s text may refer
to one storage cell in many different ways. The cells of an array are identified by subscripts
which are integer arithmetic formulae. Symbolic algebra and Diophantine analysis can be
used to test whether two subscript formulae ever intersect. Where they do, the two uses of
that array may involve the same storage cell. Such a pair, where at least one storage action
is a write, forms a data dependence and requires that the two memory references occur
in their original order.

The sequencing of storage actions is captured in data dependence graphs, a control flow
graph, and a subroutine call graph. The graphs summarize how the parts of the program
cooperate to achieve its net result. These graphs are examined before most program changes
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to verify that the transformed code will be equivalent to the original. As the program is
changed, these graphs are updated or regenerated to reflect the current organization of the
program. The incremental cost to do this is small because optimizing transformations tend
to preserve most storage relationships.

Parallelism can be recognized in a sequential program as a pattern of data and control
independence. Parallelizing is the process of producing these patterns by modifying loop
structure, introducing auxiliary storage cells, and reorganizing calculations to avoid small
cycles of dependence which can only be supported by serial loops.

Today the Delta system includes sufficient preconditioning, analysis, and transformation
components to parallelize and restructure many example programs. It can permute the
nesting order of a collection of loops, distribute loops into vector form, or split them into
parallel and serial pieces. It can normalize them, stripmine them, or reverse their iteration
spaces. It recognizes scalar inductions carried by a single loop, scalar variables local to a
single loop, summations, and DOALLs.

In the next half year we will extend Delta’s parallelization techniques by collecting
dependence cycle breakers: particular transforms, triggered by the appearance of a circular
path in the data or control dependence graph, and designed to break the cycle. Some of these
cycles are easily broken by recognizing which variables are loop invariant, linearly varying,
or localizable. Such properties of a loop are discovered by the preconditioning passes already
built for Delta and appear as annotations to the internal program representation for later
passes to use.

3 Environmental Support

3.1 SETL

For now, any serious user of Delta must become a SETL programmer. Fortunately most
programmers can intuit the basic principles of SETL by imagining a cross between Algol
control constructs, Set Theory notation, and Lisp recursive data structures. A key to the
power of SETL is the flexibility of sets and tuples for representing data structure. It is
especially important for Delta programmers to understand maps. A map is a set of ordered
pairs (i.e. 2-tuples). SETL allows a map to be applied to an argument like a function; the
result is the second element of the ordered pair whose first element matches the argument.
For example, if we create a map from the first four integers to their names:

> number_to_name := {[1,"one"], [2,"two"], [3,"three"], [4,"four"l};
then we can use this variable like a function:

> number_to_name(1);
llonell .

If the argument is not in the domain of the map (i.e. the set of first elements of the ordered
pairs), the mapping operation returns ‘OM’. If more than one ordered pair has the same
first element, then the map is referred to as multi-valued. A special form of the mapping
operation, using curly braces instead of parentheses, will return the set of all second elements
of ordered pairs in the map whose first element matches the argument:
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> number_to_name := number_to_name union {[1,"uno"]};
> number_to_name{1};

{"uno”, llonell};

> number_to_name{2};

{"tWO“};

A mapping operation with parentheses is illegal for members of the domain with multiple
values. The test for this error occurs at runtime. The choice of which algorithm to use to
perform the mapping is also made at runtime. Very little of SETL’s syntax is devoted to
specifying implementation details. Runtime choices are expensive. They are avoidable in a
commercial restructurer, but are welcome in Delta because they reduce the amount of text
that must be changed to revise a design choice.

3.2 Interactive Delta

A typical Delta development session might start out as follows. First the interpreter is
started and it reads all of the Delta source code:

shell’, idelta

DELTA Program Manipulator Last update: Feb 14 16:09
(c) 1991, Board of Trustees, Univ. of Illinois (CSRD)
ISETL 2.0 Last updated on 89/12/12 at 13:18:09.

(c) Copyright 1987,1988,1989 Gary Levin

Enter !quit to exit.

50080, New Limit = 4000000
3996384, Limit = 4000000

Current GC memory
Current GC memory

> matmul := read_program('matmul.f");
> display_program(matmul);
SUBROUTINE MATMUL(A,B,C,N)
S2 p0oI=1, N, 1
S3 poJ=1, N, 1
sS4 X=20.0
S5 DOK=1, N, 1
s7 X = X+B(I,K)*C(K,T)
S8 ENDDO
S10 A(T,]) = X
Si1 ENDDO
S12 ENDDO
S13 RETURN
END
OM; ’

Function read._program invokes the Delta scanner (a separate program, written in C) on its
filename argument. The scanner produces a SETL data structure that completely describes
the program. Read_program loads this structure as a variable within the iSETL session,
annotates it with its control flow graph and variable cross reference, and returns the whole
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package as its functional result. Here we assigned it to the variable ‘matmul’. A call to
display_program lists out the executable statements of ‘matmul’ in FORTRAN form.

The >’ is an iSETL prompt; a statement typed here will execute and have its value
printed. The value of display _program was undefined, which SETL treats as a constant
called ‘OM’ (for Omega or omitted). We can begin to examine matmul as a SETL map by
asking:

> domain(matmul);
{"statements", "initial_statement", "final_statement",
"expression”, "loop_info", "routine_type", 'symtab"};

In more complex programs we might also see substructures for "common blocks", "equi-
valences", and other FORTRAN features.

Compiler authors rely on utility functions to abbreviate most data accesses. For ex-
ample, one query function in Delta is called stmts_of _type. It returns a tuple of names of
statements of a given type, in the order that they appear in the program. If lexical order is
not important, the raw SETL needed to acquire the same subset is almost as brief:

> stmts_of_type(matmul,"D0");

["52", "33", "SS“];

> all_stmts := matmul("statements");

> { stmt : attr = all_stmts(stmt) | attr("st") = "DO" };

{"32”, nssn’ ussn};

At the top level of compiler construction, transformation and analysis functions are
more common. Here we have composed many Delta steps into a ‘precondition’ function,
which returns a heavily annotated version of its argument. We then apply an experimental
vectorizer to the annotated program and put the parallelized result into a separate iSETL
variable called ‘matmul_vector’.

> matmul_vector := tiny_vectorizer (precondition (matmul));
S2 is a DOALL

S3 is a DOALL

S5 is a summation

We have chosen to express parallelism as an annotation to a fundamentally serial program.
Preserving the sequential view of the program’s semantics means that sequential analyses
are still applicable to the transformed program.

> display_program