I. Technology Needs

II. Current Technology Efforts at GSFC
   - Human/machine interface development (TAE+)
   - Object-oriented software development (CMS)
   - Expert Systems
     - Real-time fault isolation ES (CLEAR)
     - ES Devel. Envir. for Spacecraft Analysts (GenSAA)
     - ES Devel. Methodology (ESDM)
   - Knowledge-Based Software Engineering Environments
   - High Performance VLSI Telemetry Systems

III. Test Beds
   - SCAN
   - GOTT-POCC
Technology Needs

- Reduce development and operations costs of control centers
- Support higher data rates (SSF, EOS, etc.)
- Provide architectures to cost-effectively support multiple missions
- Improve flexibility of mission science and spacecraft operations
- Maximize operator effectiveness by applying human factors and automation technology
Transportable Applications Environment Plus (TAE+)

**Description:**
Portable user interface development and management system

**Objectives:**
- Separate the user interface from the application
- Provide the capability to design X-based user interface displays using direct manipulation techniques
- Provide capability to interactively modify the user interface elements without affecting the application s/w
- Provide application programs with runtime services to control user interfaces
- Evolve from rapid prototype to baseline system
- Facilitate portability of applications across graphic workstations
TAE's Software Architecture

Development Environment

Developer's Workstation

TAE Plus Interface Designer WorkBench

code generation

Application

WPTs

OSF Motif™

X Window System™

Resource File

Run Time Environment

Operator's Workstation
Examples of TAE Items

User Entry/Information

Data-Driven

All Presentation Types (except DDO's)

Selection Category:
- Checkbox
- tae+ icon with label
- Pulldown Menu
- Push Button
- Radio Buttons
  - WABC
  - WNBC
  - WCBS
  - WKRP
  - WWII
- Selection List
  - choice 1
  - choice 2
  - choice 3
  - choice 4
  - choice 5
- Scale (Slider)

Text Category:
- CAUTION: Getting hot: 742
- KeyIn 123456789
- Label (can be multi-line)
- Multi-Line Edit
  - This item accepts multiple input
  - You can constrain the input with scrollbars if optional.
- Text Display (text source: text)
  - This is the first line to display in read-only mode.
  - Here is the second line.
  - This is the third line.
  - This is the fourth line.

X Workspace
(Drawing Area)

128
- red
- green
- blue

Data Driven Object Examples
- Movers
- Stretcher
- Rotators
- Dynamic Text
- Stripchart
- Discrete

value = 3.2
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Benefits of TAE Plus

Productivity- Sophisticated graphical user interfaces can be built in substantially less time (*user is insulated from X code*)

Cost Savings- TAE+ is available for a nominal fee, and because of its productivity improvements, it also reduces development costs

Portability- TAE+ makes it possible to easily port a user interface between many different computing environments

Reliability- Higher level UI development provides more reliable user interfaces and applications

Flexibility- UI changes can be made via WorkBench with little or no changes necessary to the application

Ease of Use- The TAE+ WorkBench allows non-programmers to create sophisticated user interfaces easily

Reusability- UI designers can reuse and share customized interaction objects, or even, entire panels- avoiding unnecessary duplication of effort

Consistency- TAE+ makes it easy to provide end users with UIs that have a common look and feel across different applications and computing environments.

TAE+ is Public Domain Software (free to NASA users) - distributed by COSMIC (404) 542-3265
A screen copy utility which gathers information through radio buttons, action icons, and text input. Then, it sends the information to an HP printer, as well as updating a text widget on the screen.
Objective:
Apply advanced user-interface technologies and progressive object-oriented design and implementation to a command management system (CMS) for the first Small-Explorer (SMEX) mission (SAMPEX).

Technologies & Approaches:
Human factors of human/computer interfaces
- use graphics to simplify operation
- TAE+
- utilize rapid prototyping to define requirements
- involve the end-user in the design process

Object-oriented design and programming techniques
- C++
- target reusable components for future SMEX missions
Benefits:

Object-oriented development
- Software organization & design improvements
- Software is more easily integrated and modified/extended
- Facilitates the re-use of software components for future missions

User-interface technologies
- Simplifies the operation of the system

Lessons Learned:

- Object-oriented programming does not directly result in reusability
  - care must be taken to design general, object-oriented classes

- Object-oriented code does not equal good code
Objectives:
- Demonstrate the feasibility and functionality of a real-time fault-isolation expert systems to support control center operations

Approach:
- Continuously monitor relevant COBE, TDRSS & ground system performance parameters
- Graphically display operational status of elements of the COBE-POCC network
- Flag any problems / discrepancies
  - rank in order of importance/criticality
  - 2 types of problems
    1. configuration discrepancies
    2. communication link problems
- Provide advice on best way to correct problem(s)
  - provide alternative methods if appropriate
- Provide explanation on why the problem exists
  - static explanation
    (expert system continues to monitor data & fire rules)
CLEAR User Interface

Cobe Expert System

**Problems**
- S/C X1CRATE=125 vis 1000
- S/C Signal Strength Degrading
- Static Data Flags Found

**Advice**
- S/C X1CRATE=125 vis 1000
  - Do NOT Command until corrected
  - => Send GCMR SF1000 (SA) or MF1000
  - => Command S/C to CRATE 1000
  - => Reconfigure AP for CRATE 1000
• Supporting COBE FOT since launch of COBE in November '89
  - identified and assisted in correcting scores of problems
  - not utilized consistently by all members of the COBE FOT

• Modified for use by Gamma Ray Observatory (GRO) mission
  - extended to monitor the battery state-of-charge
  - further extensions being investigated

• Requested by the Extreme Ultra-Violet Explorer (EUVE) mission

• Lessons learned during the design, development and technology
  transfer of this project is being applied to future expert systems projects
Lessons Learned from CLEAR (pg 1 of 2)

— Knowledge engineering is an iterative, time-consuming process

— Production rules effectively represent the analysts' heuristic knowledge for automating fault-isolation in spacecraft operations
  - 'if-then' structure closely models the human's representation

— Allow the domain expert to participate in the ES development
  - reduces knowledge translation time and errors
  - facilitates rulebase verification and validation
  - promotes user acceptance and confidence in system

— Maintenance of ES's demands considerable time and resources

— Expect to modify the expert system after it becomes operational
  - the system may need to be fine-tuned to adjust for unexpected variances of the operational characteristics of the spacecraft
  - extensions will be requested by users

— Don't underestimate the integration process to the data source
— Don’t neglect the user-interface.

- Include a graphical user-interface (even in the first prototype.)

- Use an object-oriented diagram editor to ease diagram creation and maintenance.

- Use colors prudently and consistently.

- Use hypertext and hypergraphic techniques.

- Use block diagram displays, where appropriate, to graphically illustrate the system being monitored.

- Make the system easy to operate.

- Reduce user input to a minimum.

These lessons learned, along with others, have strongly influenced the definition of GenSAA
**Goal**
- Simplify and accelerate the development process of ESs and user interface displays for use in the spacecraft control centers

**Approach**
- Develop a tool and generic framework to support the development and reuse of fault-isolation ESs for spacecraft control centers

- Develop a tool to support the reuse of ES components, including:
  - Knowledge bases and portions of knowledge bases
  - Inference engine
  - User interface
  - Data / communications interface

- Develop a tool that is transparently integrated with the spacecraft control center environment

- Develop a tool sufficiently easy to use that s/c analysts can develop & maintain simple diagnostic ES's to assist in s/c monitoring

- Include target users during development to assure that resulting tool directly addresses their operational needs and requirements

- Strive for a modular design to maximize re-use and extension
Disadvantages with current approach:
- time
- complexity
- number of people ($expensive$)
- number of interfaces (translation errors)
- results in ONE expert system application
- difficult to modify or extend
Benefits of GenSAA

- Assists the FOAs with data monitoring
  - provides means of combining low-level data into high-level information that can be displayed graphically

- Reduces development time and effort
  - no programming necessary
  - applications built using direct manipulation techniques

- Allows quicker response to necessary modifications
  - no re-compiling necessary after changes are introduced

- Serves as a training tool
  - formation of rules can develop fault-isolation capabilities
  - using simulated or playback data, a student analyst can observe how the ES would handle a specific situation

- Protects against loss of expertise
  - rulebase "documents" fault-isolation knowledge
  - automation provides consistent fault-isolation capabilities

- Create a technology insertion point as well as advancing the state of operations
Objective:
Develop a methodology to facilitate the development of knowledge based systems

Approach:
ESDM is a 'risk-driven' methodology that was adopted from Dr. Barry Boehm's spiral model for software development.

- differs from Boehm's model in that ESDM focuses on knowledge acquisition as opposed to product development
- accommodates the evolutionary approach of e.s. development
- assists in the identification of system requirements
- assists in the identification of risks
- guides the development process with a series of decision tables
- supports the Verification & Validation process (a complete V&V methodology is currently being incorporated)
Spiral Model of ESDM

PROTOTYPING STAGES
(DIRECTION OF DECREASING OVERALL RISK)

STOP

START

IDENTIFY: IDENTIFY PROBLEM

IDENTIFY: IDENTIFY PROBLEM

COMMIT ACCORDING TO KIND AND AMOUNT OF RISK

RISK ASSESSMENT (TAROT Metric)

TEST: VERIFY PROTOTYPE INTENT OF RISK

SOLVES ONE KEY FUNCTION
SOLVES SEVERAL FUNCTIONS
FUNCTIONALLY COMPLETE

IMPLEMENT: BUILD PROTOTYPE

ROBUST

RISK EVALUATED

FORMALIZE: DESIGN PROTOTYPE

CONCEPTUALIZE: MODEL CONCEPTS

FEASIBILITY
RESEARCH (EXTENSIBILITY)
FIELD
PRODUCTION
OPERATIONAL

STEPS (FOR EACH STAGE)
Objective: Develop a software engineering environment which supports a rigorous and complete approach to software artifact (i.e., designs, specifications, code, documentation, etc.) reuse.

Approach: Perform a series of comprehensive domain analyses to better establish the full potential of reuse in the spacecraft ground system domain

- Develop a s/w reuse environment which incorporates knowledge-based and human factors techniques to enhance its use
- Field test on sample ground system applications to fine tune the reuse operations concepts

Anticipated benefits:
- Retention and application of past software engineering expertise and success for new projects
- Resource effective (cost, time) development of quality s/w
System Software Reuse

Tailoring Past Successes to Meet Future Needs

- Analyze Ground Systems
- Identify Reusable Components
- Generalize
- Identify Variations
- Document Tradeoffs, Rationales, and Issues

Legacy Knowledge Base

Generic Ground System Architectures

Ground Software Specification Development
- Based on Previous Experience

Analyze Current Ground Systems and Generate Generic Ground System Architectures
Objective:
Develop high performance, low cost, configurable and highly reliable telemetry data systems

Approach:
• partition data system functionality into standard modular components to create flexible architectures that can be easily customized or upgraded for additional performance

• develop application-specific integrated circuits (ASICs) for performance critical funcs. (e.g. frame synch, packet processing)

• integrate these low-level VLSI ASIC into larger standard functional (board-level) components to create a library of generic elements

• employ a modular approach for constructing telemetry data systems by utilizing a library of generic, reusable processing hardware elements and integrating them with an advanced real-time software environment

[ "Functional Component Approach" ]

- A low-cost "mission specific" ground telemetry system can be created by selecting appropriate standard hardware components and configuring them with modular software components in an open bus environment
"Functional Components Approach" Library

VLSI Application Specific Integrated Circuits (ASICs)
- Correlator Chips (CMOS)
- Correlator Chip (ECL)
- Nascom Block Processor Chip
- NASA - 36 Time Decode Chip (CMOS)
- Random Access Memory Controller
- MC68020/030 Support Chips
- Triple Buffer Controller Chips (CMOS)
- Test Pattern Generation Chip (CMOS)
- Test Pattern Generation Chip (GaAs)
- ECL-TTL Interface Chip
- Telemetry Frame Synchronizer Chip (CMOS)
- Telemetry Frame Synchronizer Chip (GaAs)

Card Level Components
- Synchronizer Card (CMOS)
- Synchronizer Card (GaAs)
- Multiplexer Card
- Forward Link Card
- Simulation Card
- Reed-Solomon Card
- Data Capture Card
- Packet Processor Card
- Cross-Point Switch Card
- High Speed Multiplexer Card
- High Rate Data Mover Card
- Virtual Channel Sorter Card
- TTW Controller Card (MacTAC)
- TTW Reed-Solomon Card (MacTAC)
- TTW Synchronizer Card (MacTAC)
- Soft Symbol Controller Card (DSN)
- Frame Sync Interface Card (DSN)
- Bit Generator (DSN)
- Segment Processor (LZP)
- Disk Interface Controller (LZP)

Systems
- Advanced Telemetry and Command (ATAC)
- Level Zero Processing System
- Matrix Switch System
- Virtual Channel Sorter Multiplexer (VCSM)
- SMEX-SAMPEX Nascom Interface (SNIF)
- Wallops Front-End Processor (WFEP)
- Wallops Front-End Telemetry Command Processor (WFTCP)
- SMEX Front-End Telemetry Command Processor (FTCP)
- Deep Space Network (DSN) Telemetry Channel Assembly
- TOPEX NASCOM Front End Processor Systems (TOPEX - NFEP)
- Low Cost Portable Telemetry Data System (MacTAC) - TTW TransportableTelemetry Workstation

Software Components
- Modular Environment for Data Systems (MEDS)
- Base System Environment (BaSE)
- Ethernet Communication Utility
The Impact of Integration on Telemetry Systems
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DISTRIBUTED MULTIPROCESSING SYSTEM At Successively Higher Levels of Integration

Subsystem on a chip

Subsystems integrated into a single standard bus card using VLSI technology

Medium scale integration subsystems consuming multiple cards and racks of equipment

Micro-Computer based system - Telemetry processing based on discrete components
Objectives:

- Identify and evaluate planning & scheduling (P&S) operations concepts from an end-to-end* perspective
  * (i.e. from the science user to the S/C operations)
- Investigate system architecture and interface issues
- Propose a generic P&S tool set envir. for future requirements
  \textit{Approach:} Eval current P&S systems to identify user and mission requirements
- Develop a P&S technology testbed for prototyping and demonstrating concepts and tools

Significance:

- Identify Mission Requirements
  - Align schedule generation process to mission needs
- Improve User Satisfaction
  - Simplify scheduling operations
  - Meet increasing user service support load
- Improve End-to-End System Efficiency
  - Reduce time and human effort required to produce schedules
  - Introduce greater flexibility in scheduling requests
  - Improve access to scheduling data
  - Eliminate redundancies and fill holes in P&S
Objective:
The GOTT will enable the transfer of technologies from research to operational environments by providing tools to rigorously establish a technology's efficacy.

- provide investigators a means by which they can investigate/demonstrate concepts and ideas in a realistic CC environment.

Technologies:
- Distributed systems
- Advanced spacecraft and ground system simulation
- Software and experiment reuse
- Real-time, non-obtrusive performance data collection
- Real-time performance visualization
- Meta-level system control
- Rapidly configurable physical environment

Approach:
Develop a suite of tools needed to support POCC-based technology experiments
The GOTT as a Testbed

GOTT will support the development, demonstration, and evaluation of new concepts, prototypes and tools in a realistic, but non-operational ground system environment.
Development
- Configuration management
- Interface and build generation
- Reuse tools
- Reusable ground system components
- Distributed system tools

Demonstration
- Realistic physical environment
- Simulators
- Simulation/System control

Evaluation
- Data collection and playback
- Real-time monitoring and visualization
- Reuse of past experiment data
- Data analyses and report generation
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Abstract

Flight Operations Analysts (FOAs) in the Payload Operations Control Center (POCC) are responsible for monitoring a satellite's health and safety. These analysts closely monitor real-time data looking for combinations of telemetry parameter values, trends, and other indications that may signify a problem or failure. As satellites become more complex and data rates increase, FOAs are quickly approaching a level of information saturation.

The FOAs in the spacecraft control center for the COBE (Cosmic Background Explorer) satellite are currently using a fault-isolation expert system named the Communications Link Expert Assistance Resource (CLEAR), to assist in isolating and correcting communications link faults. Due to the success of CLEAR and several other systems in the control center domain, many other monitoring and fault-isolation expert systems will likely be developed to support control center operations during the early 1990s.

To facilitate the development of these systems, a project has been initiated to develop a domain-specific tool, named the Generic Spacecraft Analyst Assistant (GenSAA). GenSAA will enable spacecraft analysts to easily build simple real-time expert systems that perform spacecraft monitoring and fault isolation functions. Expert systems built using GenSAA will assist spacecraft analysts during real-time operations in spacecraft control centers.

This paper describes lessons learned during the development of several expert systems at Goddard, thereby establishing the foundation of GenSAA's objectives and offering insights on how problems may be avoided in future projects. This will be followed by a description of the capabilities, architecture, and usage of GenSAA along with a discussion of its application to future NASA missions.
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Introduction

NASA's Earth-orbiting scientific satellites are becoming increasingly sophisticated. They are operated by highly trained personnel in the mission's Payload Operations Control Center (POCC). Currently at the Goddard Space Flight Center (GSFC), missions utilize either a dedicated control center (e.g. LANDSAT and the Hubble Space Telescope) or share resources in the Multi-Satellite Operations Control Center (e.g. Cosmic Background Explorer and the Gamma Ray Observatory). In either case, POCC personnel called Flight Operations Analysts (FOAs), are responsible for the proper command, control, health, and safety of the satellite.

The satellite control centers operate round-the-clock throughout the lifetime of the spacecraft. There are typically multiple real-time communications events daily with each satellite. During these events, the FOAs must:

- establish and maintain the telecommunications link with the spacecraft,
- monitor the spacecraft's health and safety,
- send commands or command loads to the satellite for on-board execution,
- oversee the transfer of the scientific data from the on-board tape recorders to ground systems for processing and analysis, and
- manage spacecraft resources (including onboard memory, batteries, and tape recorders).
To accomplish these activities, the analyst must thoroughly understand the operation of the spacecraft and ground systems and continuously monitor the current state of operations as indicated by telemetry parameters displayed on the POCC consoles. During an event, the analyst typically monitors hundreds of telemetry parameter values on multiple display pages that may be updating several times per second. Monitoring the operation of these satellites is a demanding, tedious task that requires well-trained individuals who are quick-thinking and composed under pressure.

As satellites become more complex, they become more difficult to operate. FOAs are reaching a level of information saturation as more and more data must be monitored and analyzed during real-time supports. Large volumes of low-level information can overwhelm analysts and disrupt their ability to identify and resolve conflicting constraints. Human operators may soon be unable to consistently monitor all of the information available. The need to automate some data monitoring functions is apparent.

Expert system technology is proving to be effective in automating some spacecraft monitoring functions. This paper first summarizes CLEAR, the first spacecraft monitoring expert system deployed at GSFC. The paper then reviews several lessons learned from CLEAR and other monitoring and fault isolation expert system projects undertaken at GSFC. Finally, the paper describes the Generic Spacecraft Analyst Assistant (GenSAA), a tool that will facilitate the development of future spacecraft monitoring expert systems. GenSAA has been defined based on the lessons learned from CLEAR and other expert system projects at GSFC.

**Initial Work: The CLEAR System**

The Communications Link Expert Assistance Resource (CLEAR) is the first operational expert system at GSFC that automates one of the spacecraft analyst's tasks (Hughes & Hull, 1987). CLEAR is a fault-isolation expert system that supports real-time operations in the POCC for the Cosmic Background Explorer (COBE) mission. This system monitors the communications link between COBE and the Tracking and Data Relay Satellite (TDRS), alerts the analyst to any problems, and offers advice on how to correct them.

CLEAR is a forward chaining, rule-based system that operates in the COBE POCC. It monitors over 100 real-time performance parameters that represent the condition and operation of the spacecraft's communications with the relay satellite. Using this information, together with knowledge of TDRS operations, COBE's on-board communications system and the expected configuration of the scheduled event, CLEAR accurately portrays the status of the communications link.

Textual and graphical information about the condition of the COBE/TDRS/ground communications links is displayed in a tiled-window format. A graphics window displays the elements of the communications network from the COBE Spacecraft to the POCC; green lines represent healthy links between elements. When the performance parameters indicate that a communications link or processing system is degrading or down, the associated line or icon turns yellow or red, respectively. The display enables analysts to assess the current status of the communications event in a quick glance.

When CLEAR isolates a problem, a short description of the problem is displayed in a "problems" window. If multiple problems are found, the problem descriptions are ranked and displayed in descending order of criticality. CLEAR suggests analyst actions to correct the problem; however, the system does not take any corrective action itself.

To further assist the analyst and to provide support for its advice, the CLEAR system provides an explanation facility. When the analyst selects a problem displayed in the problems window, CLEAR provides a detailed explanation of why the expert system believes that the problem exists.

CLEAR has approximately 165 rules and isolates approximately 75 different problems. The types of problems include: non-reception of data within the control center (system or communication problems, or data reporting not activated); misconfigurations between the COBE POCC and the TDRS ground station.
(coherency/non-coherency, doppler compensation on/off, power mode, actual TDRS in use, antennae configurations); discrepancies in telemetry rate or format; inactive or non-locked links; and degrading or critical signal strength situations (Perkins & Truszkowski, 1990).

CLEAR operates on any of the seven PC/AT-class workstations that are used for console operations in the POCC. It is written in the 'C' language and uses the 'C' Language Integrated Production System (CLIPS) and a custom-developed graphics library.

The CLEAR Expert System has supported the COBE Flight Operations Team since launch in November 1989. It is used to monitor nearly all of the TDRS supports (COBE occasionally communicates directly to the Wallops ground station) and is regarded as the fault-isolation "expert" for the COBE/TDRS telecommunications link. CLEAR represents a successful attempt to automate a control center function using an expert system. Several other missions have requested to use it and, at the time of this writing, efforts are underway to adapt it to support the Gamma Ray Observatory mission which is scheduled for launch aboard the shuttle in Spring 1991.

Lessons Learned

Several important lessons have been learned from the experience gained in developing and operating CLEAR. Key lessons have also been learned from other monitoring and fault isolation expert systems developed recently at GSFC, including the Ranging Equipment Diagnostic Expert System (REDEX) (Luczak, et. al., 1989), and other systems. These lessons learned have strongly influenced the definition of GenSAA.

- Production rules effectively represent analysts' knowledge for automating fault-isolation in spacecraft operation. The rule-based method of knowledge representation has proven to be quite powerful for fault-isolation in spacecraft operations. Production rules provide a direct method of encoding the fault-isolation knowledge of spacecraft analysts; the if-then structure closely parallels the stimulus-response behavior that they develop through extensive training. This knowledge can be translated smoothly into rule form. The development of CLEAR would have taken much longer using conventional, non-rule-based programming techniques.

- Knowledge engineering is an iterative, time-consuming process. Early in CLEAR's development, the primary concern was the perceived difficulty of the knowledge acquisition effort. However, the knowledge engineering task was found to be relatively straightforward, albeit time-consuming. The development of the rule base was a lengthy process due to the interactive nature of the knowledge acquisition. Basically, the expert would describe a specific piece of knowledge to the "knowledge engineer" who would attempt to transcribe it into a rule and pass it back to the expert for validation. When the rule accurately represented the piece of knowledge (which usually took multiple iterations between the expert and the knowledge engineer), it was passed to the test team for formal testing, and then, finally, released for operational use.

The involvement of various players in this process resulted in long turnaround times from the point at which a piece of knowledge was determined to be important until it was translated into a rule and placed into operation.

- Allow the domain expert to participate in the rule formation. The CLEAR development team learned that the knowledge structure of the fault-isolation process employed by the FOAs is shallow (i.e. the identification of a problem generally does not rely on the identification of other subproblems, and so on). Most of the problems identified by the analysts were discrete problems that seldom overlapped other problems. Conflicts between rules were minimal; this simplified testing, verification, and validation of the rulebase.

The participation of the analyst in knowledge acquisition and translation has many advantages. First, it can reduce the knowledge translation time and, more importantly, reduce knowledge translation errors that occur when a knowledge engineer formulates rules based on the knowledge extracted from documentation or interviews with the domain expert. Second, the verification and validation of the knowledge will be facilitated since the expert will better
comprehend the rulebase. Third, the in-depth understanding of the knowledge base and its capabilities is likely to result in a higher degree of user confidence in the system thereby ensuring user acceptance.

- **Expect to fine-tune the expert system after it becomes operational.** For CLEAR, the rule-based method of knowledge representation has provided the flexibility to easily adapt the knowledge base to unforeseen changes in the operational behavior of the spacecraft. For example, even though the operational nature of COBE was fairly accurately understood by the design engineers and flight operations team before the launch, slight behavioral variations and complications arose once the spacecraft was in orbit. Although the FOAs were able to adjust to such variations quickly, some of the ground systems required complex software modifications. However, the changes required to CLEAR's rule-base were simple and quickly implemented. After modification, CLEAR provided consistent operational assistance. It is important to provide the capability to modify an operational expert system in a controlled, yet straightforward way.

- **Don't underestimate the integration process.** One of the most valuable lessons learned is that while prototypes can often be developed rapidly, operational expert systems require considerable effort. A major factor in this effort is the difficulty of interfacing the expert system to the data source.

The CLEAR development team learned that most of the development time for the operational system was spent on issues not directly related to the construction of the knowledge base. A surprising amount of effort focused on the integration of the expert system with the data source and graphics display system. This required in-depth programming knowledge of the interfacing systems and the ability to troubleshoot problems within them. Provide tools to simplify the complicated task of integrating the expert system with the interfacing systems and, if possible, reuse any interface code developed for a similar (expert) system.

- **Don't neglect the user-interface.** The human-computer interface is frequently the most underdeveloped component of an expert system. An effective user interface is inviting, comprehensible, credible, and simple to operate. To make it inviting, simplify the display layout and present only that information needed to efficiently perform the task. Graphics can greatly enhance the visual communications of a system; capitalize on their expressive power to provide system output that can be assimilated quickly and accurately.

The following lessons are also related to the use of graphical user interfaces:

- **Use colors prudently and consistently.** Although often misused, colors are valuable for emphasizing or coding information. Use them sparingly and in a manner consistent with other systems or conventions employed in the targeted operational environment.

- **Include a graphical user-interface (even in the first expert system prototype.)** CLEAR utilized a graphical user interface in the initial prototype to demonstrate the capabilities of the proposed expert system; this elicited valuable feedback from the expert and other FOAs. In contrast, a non-graphical user-interface was used in the initial REDEX prototype; as a result, user interest and feedback was limited early in the project.

- **Use an object-oriented diagram editor to ease diagram creation and maintenance.** Ideally, the diagram editor should enable diagram objects to be easily associated with status values and fault conditions inferred by the expert system. In the REDEX project, a diagram editor with only limited capability was used, and as a result, significant effort was required to construct and modify diagrams.

- **Use block diagram displays to graphically illustrate the system being monitored.** Users have responded very positively to the use of schematic displays that graphically show monitored system status and fault locations. Analysts and technicians usually learn about the systems they monitor by studying system block diagrams in training classes and reference manuals. By using similar block diagram displays, a monitoring expert system can present status to the user in a familiar and intuitive format. Color coding of status
conditions on such displays has been found to be an effective way to present succinct status summaries. For example, REDEX users have been enthusiastic about the color block and layout diagrams in that expert system; over 35 diagrams graphically depict the functional and physical structure of the equipment being diagnosed.

- **Make the system easy to operate.** Operation of the expert system should be simple enough that the user can concentrate on the problem, not on how to operate the system. The following techniques were applied in CLEAR and REDEX to simplify operation:

  - **Reduce user input to a minimum.** CLEAR operates in a highly autonomous mode; no user input is required after system initialization. CLEAR has been well-accepted by its users, partially because it operates as an independent intelligent assistant, allowing the spacecraft analyst to focus on other responsibilities during real-time satellite contacts.

  - **Use hypertext and hypergraphic techniques.** These techniques (Bielawski & Lewand, 1991) enable the expert system user to quickly select and display desired diagrams by clicking on link buttons that appear on each diagram. Links can be used to create diagram hierarchies, off-page connections, diagram sequences, and other structures. REDEX uses these techniques to enable users to navigate through a set of several dozen graphical display pages; they find the approach intuitive and easy to use.

These lessons learned have all influenced the definition and development of GenSAA.

**GenSAA**

**Overview**

GenSAA is an advanced tool that will enable spacecraft analysts to rapidly build simple real-time expert systems that perform spacecraft monitoring and fault isolation functions. Expert systems built using GenSAA will assist spacecraft analysts during real-time operations in spacecraft control centers.

Use of GenSAA will reduce the development time and cost for new expert system applications in this domain. GenSAA will allow major expert system software functions and portions of knowledge bases to be reused from mission to mission.

GenSAA has the following primary characteristics:

- **Easily used** — The process for developing specific expert system applications using GenSAA will be straightforward enough that it can be performed by trained spacecraft analysts on the flight operations team.

- **Rule-based** — GenSAA will support the use of rules to represent spacecraft and payload monitoring and fault isolation knowledge. Rule-based representations are easily learned and can be used to describe many of the reasoning processes used by spacecraft analysts. (An object representation technique will be included in a subsequent phase.)

- **Highly graphical** — The GenSAA operational user interface will support both textual and graphical presentations of health and status information and fault isolation conclusions. Hypertext and hypergraphic techniques will be supported to simplify operational interaction with GenSAA expert systems.

- **Transparently interfaced with TPOCC** — GenSAA will be used to create expert system applications that will support analysts in spacecraft control centers that use the new Transportable Payload Operations Control Center (TPOCC) architecture. TPOCC is a new Unix-based control center system architecture that will be used on many new spacecraft missions at GSFC. GenSAA will be adaptable to also support non-TPOCC data interfaces.

GenSAA is being defined and prototyped by the Automation Technology section (Code 522.3) of the Data Systems Technology Division at GSFC. A system and operations concept has been defined (Hughes & Luczak, March 1990), and a multi-phase prototype effort is underway (Hughes & Luczak, August 1990).
**GenSAA Architecture**

GenSAA is a shell, or software framework for developing spacecraft control center expert systems. It is analogous to many commercial expert system shells because it facilitates the development of specific expert system applications. However, GenSAA is tailored to the specific requirements of spacecraft analyst assistant expert systems in TPOCC control centers. GenSAA therefore shares many of TPOCC's architectural features.

The TPOCC architecture is based on distributed processing, industry standards, and commercial hardware and software components. It employs the client/server model of distributed processing, the Network File System (NFS) protocol for transparent network access to files, and the X Window System (X.11) with the Motif library and window manager for the graphical operator interface. A TPOCC configuration consists of a small set of specialized front-end processors and Unix-based workstations on an Ethernet network using the TCP/IP network protocol. GenSAA operates in this environment.

GenSAA allows spacecraft analysts to rapidly create simple expert systems without having to deal directly with the complicated details of the systems with which the expert system must interface. In addition, it will allow the expert system developer to utilize and/or modify previously developed rule bases and system components, thus facilitating software reuse and substantially reducing development time and effort.

Figure 1 shows the six major elements of GenSAA. They are divided into two sets: the GenSAA Workbench and the GenSAA Runtime Environment. These are described in the sections below.

**The GenSAA Workbench**

The GenSAA Workbench is composed of three utilities that enable a spacecraft analyst to create a GenSAA application. A GenSAA application is a specific expert system that performs real-time monitoring and fault isolation functions in a TPOCC spacecraft control center.

A GenSAA application is created by defining the application's runtime specifications using the GenSAA Workbench. Figure 2 illustrates that these specifications, called Reusable Application Components, together with the elements of the GenSAA Runtime Components, comprise a GenSAA Application.

The GenSAA Workbench utilities are as follows:

- **Data Interface Development utility** – This utility is used to create the Data Interface
Specification for a GenSAA application. The Data Interface Specification defines three types of data that are used by the GenSAA application during real-time operations:

- **Telemetry data** — Telemetry data variables represent real-time status of the monitored spacecraft and related ground support systems. (Telemetry variables are sometimes called telemetry mnemonics.) Values for these variables are received and updated during spacecraft operation periods from the TPOCC Data Server process, which is part of the TPOCC software. Using the Data Interface Development Utility, the GenSAA Workbench user selects the telemetry variables needed for the expert system being created from a list of all the telemetry variables available from the TPOCC Data Server. Values for only those variables selected will be received by the expert system during run-time.

- **Configuration data** — Configuration data variables represent expected operating modes and equipment configurations. For example, a configuration variable might represent the setting of a switch that determines which of two redundant components is to be used. Values for these variables are entered by the spacecraft analyst during spacecraft operation periods.

- **Inferred data** — Inferred data variables represent conclusions inferred by rules in the rule base. For example, an inferred data variable might represent the health or fault status of a component in a spacecraft subsystem. (The name of an inferred data variable together with its current value is called an inferred fact.) Values are assigned to these variables by actions executed in the “then” part of rules that fire.

- **Rule Base Development utility** — This utility is used to create the rule base for a GenSAA application. The rule base is a set of expert system rules in “condition-action” (“if-then”) format that may infer new facts based on currently asserted facts. The inference engine controls the firing of rules in the rule base during execution of the GenSAA application.

During run-time, if all the conditions of a rule are satisfied, then the rule fires and all its actions are performed. Conditions can be constructed using the telemetry, configuration, and inferred data variables specified with the Data Interface Development Utility. Actions may include: asserting/retracting an inferred fact, enabling/disabling a rule or ruleset, performing a mathematical calculation, and displaying text messages on the user interface.

- **User Interface Development utility** — This utility is used to create the User Interface Specification for a GenSAA application. The User Interface Specification defines the user interface panels and the layout and behavior of the display items that comprise the operational user interface of the GenSAA application. The Workbench user can create a variety of display items, including graphical icons, scrolling text lists, and data-driven objects such as meters, gauges, and simple strip charts. The display designer constructs a panel by dragging display items from a palette and placing them wherever desired. Lines can be drawn using connector items to create block diagram displays. The Workbench user can associate each display item with a telemetry, configuration, or inferred data variable, and specify how changes in the value of the variable will affect the presentation of the item. Characteristics of an item presentation that can change include its color, the icon displayed, and the position of the dynamic portion of a data-driven object. Simple drawing capabilities are provided to allow the creation of new graphical icons. Any display item can also be specified to be a hypertext button; clicking on such a button during run-time can cause an informational pop-up window to appear, or cause a new panel to be displayed.

The GenSAA Workbench utilities use a graphical, point-and-select method of interaction to facilitate use. The utilities are also highly interoperable. For example, when using the Data Interface Development utility, the user may select a given telemetry mnemonic to be included in the Data Interface Specification. Later, when using the Rule Base Development utility, the user can easily access the Data Interface Specification and to reference the mnemonic in a condition of a rule. Similarly, when using the User Interface Development utility, the user can again easily access the Data Interface Specification when associating telemetry mnemonics with display objects.
In Figure 2, the outputs of the GenSAA Workbench utilities are described as reusable application components. These specifications will be placed in a library so that they can be reused in creating the specifications for new GenSAA applications. Operations like cut and paste will be available to allow portions of previously created specifications to be used in constructing a new specification.

GenSAA Runtime Environment

The elements of the GenSAA Runtime Environment are called the GenSAA Runtime Components; they are used without change in each GenSAA application. They control the operation of a GenSAA application during its execution in a TPOCC control center. They read the Data Interface Specification, Rule Base, and User Interface Specification files to determine the specific behavior of the GenSAA application. Each of the GenSAA Runtime Components is implemented as a separate Unix process; they communicate with one another via shared memory and message queues. Their functions are as follows:

- **Data Interface** – This component requests telemetry from the TPOCC Data Server, as specified in the Data Interface Specification. It reformats the real-time data it receives and makes it available to the Inference Engine and User Interface components. (It also exchanges data with the GenSAA Data Server, as described below in the section Multiple GenSAA Applications.)

- **Inference Engine** – This component controls the firing of rules in the rule base. A rule is fired when all its conditions are satisfied; the conditions will often involve the current values of telemetry, configuration, and inferred data variables. Inferred facts and messages may be sent to the User Interface component and displayed to the spacecraft analyst as defined in the User Interface Specification. NASA's CLIPS inference engine forms the core of this component.

- **User Interface** – This component manages the user interface of the GenSAA Application. It displays user interface panels that contain both text and graphics. Color is used to enhance the display of state data. Data-driven display objects are associated with telemetry values received from the TPOCC data server and
inferred facts and conclusions received from the Inference Engine. In response to user inputs that include hypertext button events, the User Interface displays selected display panels, help text, and other informational text. The user interface panels, data-driven objects, and interaction objects are defined in the User Interface Specification that was generated by the GenSAA User Interface Development utility.

Figure 3 shows a completed GenSAA expert system application in operation. GenSAA expert systems will run on Unix workstations using the X Window System. The operational interface with the spacecraft analyst will typically include color block diagrams and animated data-driven objects (such as rotating meters, sliding bar graphs, and toggle switches) that graphically display the dynamic values of telemetry data, configuration data, and inferred conditions. The user interface will also typically contain hypertext and hypergraphic links to make it easy for the spacecraft analyst to quickly select desired display panels. The GenSAA Workbench supports the creation of these interface features.

**Multiple GenSAA Applications**

GenSAA applications are intended to be relatively simple expert systems with small rule bases that are typically developed by a single analyst. For example, a GenSAA application might monitor and isolate faults for one subsystem on board a spacecraft. To handle more complex monitoring situations, involving for example several spacecraft subsystems, multiple GenSAA applications can be built and executed concurrently. Each GenSAA application would be allocated one portion of the monitoring task, and share key conclusions with one another.

A fourth component of the GenSAA Runtime Environment, the GenSAA Data Server, is used to enable multiple GenSAA applications to exchange data. As shown in Figure 4, the GenSAA Data Server is a Unix process that can receive a real-time stream of configuration and inferred data variable updates from any GenSAA application. The GenSAA Data Server distributes the data to any GenSAA application that has requested it. A given GenSAA...
application only receives those variables it has specifically requested. The data received by a GenSAA application from the GenSAA Data Server is called externally generated GenSAA (EGG) data. A GenSAA application receives EGG data via its Data Interface component in exactly the same way as it receives telemetry data from the TPOCC Data Server.

Within a GenSAA application, EGG data can be used in the conditions of rules, and can be associated with display items in exactly the same way as telemetry, configuration, and inferred data. The Workbench supports the specification of EGG data as a fourth variable type. The Workbench also allows any local configuration or inferred data to be specified as public, to cause it to be sent to the GenSAA Data Server, and thereby shared with other GenSAA applications.

Benefits of GenSAA

The following benefits are expected to be realized by using GenSAA to build spacecraft monitoring expert systems for future NASA missions:

• Assists the FOAs with data monitoring—FOAs monitor real-time data looking for combinations of telemetry parameter values, trends, and other indications that may signify a problem with the satellite or its instruments. The expert systems created with GenSAA will assist the FOAs with the tedious task of data monitoring and allow them to focus on other, higher-level responsibilities during real-time contacts with the satellite. This, in turn, will likely result in more efficient and effective operations.

• Reduces development time and effort; allows quicker response to necessary modifications — The behavior of an orbiting satellite is quite dynamic and occasionally different than anticipated. To quickly create or modify expert systems that can effectively monitor satellites, tools are needed that allow analysts to formulate rulebases easily without the intervention or delay of knowledge engineers and programmers. Several benefits are expected by eliminating these traditional developers. Analysts will be able to create rules quickly in response to unforeseen changes in spacecraft behavior or operational procedures. Also, knowledge translation errors will be reduced or, at least, more easily corrected. Knowledge translation errors are errors which are inadvertently introduced during the process of translating a piece of expert knowledge into rule form.

• Serves as a training tool — In addition to assisting the FOAs with real-time spacecraft operations, GenSAA will be useful as a training tool in two ways. First, by utilizing the playback utilities provided by TPOCC, analysts will be able to replay a previous spacecraft communications event. Thus, a student analyst can observe how the expert system handles a specific problem scenario. Exercises like this will provide a realistic, hands-on environment for training FOAs in a safe, off-line mode. Second, experience from previous expert system projects indicates that the development of rules used in an expert system is a beneficial mental training exercise for the FOA. When FOAs create rules themselves, they must consider alternatives more closely and may therefore develop a deeper understanding of the problem domain. This approach may enable more effective fault isolation methods to be identified.

• Protects against loss of expertise — Another benefit of automating fault-isolation tasks with rule-based systems is that the resulting rulebase serves as accurate documentation of the fault-isolation method. The rulebase can be studied by student analysts to
learn about fault-isolation techniques. Even more importantly, mission operations can be better protected against the effects of personnel turnovers. POCC expert systems that capture fault-isolation knowledge preserve expertise from mission to mission and mitigate the impact of the loss of experienced FOAs.

GenSAA is well suited for use on spacecraft projects that involve a series of similar but nonidentical missions such as NASA's Small Explorer (SMEX) and International Solar-Terrestrial Physics (ISTP) programs.

**Conclusion**

As satellites become more complex, their operation is becoming increasingly difficult. FOAs who are responsible for the command, control, health, and safety of these spacecraft must monitor increasing volumes of data, and are quickly reaching a level of information saturation. As demonstrated by the CLEAR Expert System, fault-isolation expert systems can help FOAs monitor the flood of data. Expert systems can accurately monitor hundreds of real-time telemetry parameters, isolate discrepancies and anomalies the instant they can be detected, and alert the analysts and provide advice on how to correct problems swiftly and effectively. Unfortunately, development of these systems is often time consuming and costly moreover, they often cannot be easily reused for other missions.

Consequently, GenSAA is being developed for use by the FOAs who work in satellite control centers. GenSAA is designed to enable fault-isolation expert systems to be developed quickly and easily, and without the delay or costs of knowledge engineers and programmers. By facilitating the reuse of expert system elements from mission to mission, GenSAA will reduce development costs, preserve expertise between missions and during periods of personnel turnover, and provide more effective spacecraft monitoring capabilities on future missions.
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