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Preface 

This publication is a compilation of papers presented at the Second Space Station Evolution 
Symposium: “Beyond the Baseline 1991 ” from August 6 - 8, 1991. The symposium was structured 
as a forum to discuss the current status and future plans for Space Station Freedom (SSF). The 
primary purpose of the gathering was to review the plans and progress in ensuring a baseline design 
with the flexibility to accommodate a broad range of potential utilization demands and to effectively 
incorporate technology advances over the lifetime of the facility. The timing of the conference was 
chosen at the critical juncture between completion of the Delta Preliminary Design Reviews and the 
Program Critical Design Reviews. 

The plenary papers describe the current status of the restructured Space Station Freedom design, the 
plans of the international partners, and future utilization of the facility. Related programs in advanced 
technology and space transportation are also discussed. 

The technical sessions represent the results of tasks funded by Level I Space Station Engineering in 
Advanced Studies and Advanced Development. The charts presented are amplified here by facing 
page text. The work was accomplished in fiscal years 1990 and 1991 and was presented by those in 
government and industry who performed the tasks. 

The results of SSF Advanced Studies provide a road map for the evolution of Freedom in terms of 
user requirements, utilization and operations concepts, and growth options for distributed systems. 
Regarding these specific systems, special attention IS given to: highlighting changes made during 
restructuring: description of growth paths through the follow-on and evolution phases: identification of 
minimum-impact provisions to allow flexibility in the baseline, and identification of enhancing and 
enabling technologies. 

The activities under Advanced Development and Engineering Prototype Development (EPD) are 
targeted to improve the functionality and performance of baseline systems, thus providing options to 
the program which reduce schedule and technical risks. These applications have the potential to 
improve flight and ground system productivity, reduce power consumption and weight, and prevent 
technoiogical obsolescence. Products of these tasks include: “Engineering” fidelity demonstrations 
and evaluations of advanced technology: detailed requirements, performance specifications, and 
design accommodations for insertion of advanced technology, and mature technology, tools, and 
applications for SSF flight, ground, and information systems. 

Dr. Earle K. Huckins, 111 
Director, Space Station Engineering 
Office of Space Flight 
NASA Headquarters 
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€being Defense and Space Group 
Huntsville, Alabama 

Abstract 

Additional power is required to support Space Station Freedom 
evolution. Boeing Defense and Space Group, NASA Lewis Research 
Center and Entech Corporation have participated in the development 
of a High-Eff iciency Tandem Concentrator Solar Array. Boeing's high 
efficiency Gallium Arsenide and Gallium Antimonide solar cells 
make up the solar array tandem cell stacks. Entech's Mini-Dome 
Fresnel lens concentrators focus solar energy onto the active area of 
the solar cells at fifty (50) times one sun solar energy flux. 
Development testing for a flight array, to be launched in November 
1992, is under way with support from NASA Lewis. The tandem 
cells, interconnect wiring, concentrator lenses and structure have 
been integrated into arrays and subjected to environmental testing. 
A tandem concentrator array can provide high mass and area specific 
power and can provide equal power with significantly less array 
area and weight than the baseline array design. Alternatively, for 
Station growth, an array of twice the baseline power can be 
designed which still has a smaller drag area than the baseline. 
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ENGINEERING PROTOTYPE DEVELOPMENT FOR POWER MANAGEMENT AND CONTROL 

A com?rehensive automation design is being developed for Space 
Station Freedom’s electric power system. A joint effort between 
NASA‘s Office of Aeronautics and Exploration Technology and NASA’s 
Office of  Space Station .Freedom, it strives to increase station 
productivity by applying expert systems and conventional algorithms 
to automate power system operation. The initial station operation 
will use ground-based dispatchers to perform the necessary command 
and cclntrol tasks. These tasks constitute planning and decision- 
making activities that strive to eliminate unplanned outages. We 
perceive ar, opportunity to help these dispatchers make fast and 
consistent on-line decisions by automating three key tasks: failure 
deteccion and diagnosis, resource scheduling, and security 
analysis. E:e:pert systems will be used for the diagnostics and for 
the securizy analysis; conventional algorithms will be used for the 
res3urce  sched2lins. 

To demonstrate t h e  benefits of automating these tasks we plan to 
o2eraL.E t h e  S p ~ i e  SLacion Freedom Power Test-Bed using our 
prococype azzcnia:ior. techcology in our Engineering Support Center 
(a missicn c n n t r o i  type of environment). In addition, we p l a n  to 
aernonstrsts cocperative problen: solving beEween this test-bed and 
-ihe Commor: Module Power Distribution Test-Bed located at the 
Marshall Spzce Fliqht Cezter. These latter demonstrations will 
investigace i;sing expert systems that cooperate to diagnose 
f a i l c r e s  whcse effeczs propagate across system boundaries and that 
coopera-ie to recover and restore the performance lost through such 
failures. 
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CONTROLLING SPA-CE POWER SYSTEMS 

Many similarities between the space station's power system and 
terrestrial power utilities are apparent. Both systems incorporate 
generation, storage (usually a pumped water reservoir for the 
terrestrial -- batteries for us), transmission lines, circuit 
breakers, and power consumers. Both systems rely heavily on human 
decision-making f o r  safe, economic operation. But, the strategy 
that controls the operation of the two systems is fundamentally 
different. This difference arises at the power supply. 

In terrestrial urilities, ample generation is usually available for 
the demanded loading; when it is not, power is purchased from the 
grid. The contrsi strategy is to modulate generation capacity to 
match the demar,d,s changes. Any shortage is covered by interchange 
with the grid. Every effort is made to meet the load demands by 
managing z k e  irijeetion of power into the transmission network. 
Controlling tr-e loads themselves is reserved for extreme failures 
wher, there IS nc acceptable alternative. 

The space st2::3,r.'s pgwer s ~ ~ s t e n  has no tie-line to a neighboring 
utility . Ger.erat I s n  carno: be modulated to accommodate demand as in 
electric g t i l i t y  coapaRies. The power aboard the spacecraft is 
produced b y  t h e  s 3 l a r  energy conversion systems which are 
conCrolled to rna:.:lmize e n e r g y  producxion. With solar power systems 
producing o r i l y  about 7 watts of power for every kilogram of 
equipmen:, Space S t a i i c n  Freedcm will never grow to be a power rich 
environmect. This makes space power an expensive, limited resource 
to be judiciousfy allocaced among the on-board users to maximize 
payload przductrvity. Energy utilization is controlled by adding 
and deleting l o a d s  fron! the system. This requires that the load 
demand be as GeterrninaEe as possible so that each watt can be 
allocated. Ai:.h~cg?i this procedure maximizes payload productivity, 
it generates an extremely difficult scheduling problem aboard 
complex spacecraft such as Space Station Freedom. 

The goal of building a Space Station as an infrastructure for space 
research compiicates the scheduling problems even further. 
Previous spacecrafc have been dedicated to specific pre-determined 

research environment requires the flexibility to generate detailed 
schedules zkrscghout a thirty year span. Space Station Freedom must 
provide jcst s u c h  an environment and reap the concomitant 
development challenges. 

experiments whose schedules are maximized before flight. A 
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WHY ADVANCED DEVELOPMENT ? 

The Space S t a r i o r ,  pr ime program has  many d i f f i c u l t  p roblems t o  
s o l v e .  The e l e c t r i c  power system i t s e l f  h a s  endured  t h e  
c o m p l i c a t i o n s  o f  a major  component change from 20  kHz AC 
d i s t r i b u t i o n  t o  DC G e n e r a t i o n  and d i s t r i b u t i o n .  Added t o  t h e s e  
problems a r e  t h e  more recent r e s t r u c t u r i n g  a c t i v i t i e s  which 
emphasize ground c o n t r c l  i n s t e a d  of f l i g h t  c o n t r o l .  A l l  of  t h e s e  
f a c t o r s  distract L n e  pr ime program from a d d r e s s i n g  p r o d u c t i v i t y .  
O v e r a l l ,  t h e  major  d e s i g n  o b j e c t i v e s  f o r  SSF ' s  e l e c t r i c  PO 
s y s t e m  a re  t o  b u i l d  a f a i l - s a f e  s y s t e m ,  t o  o p e r a t e  w i t h i n  
t o l e r a r i c e s  t h a t  p r o v i d e  t h e  r e q u i r e d  amount of e n e r g y ,  and  t o  
c r e a c e  a power s y s t e m  t h a t  w i l l  be p r o d u c t i v e .  The pr ime program 
must f i r s t  f o c u s  on t h e  s a f e t y  and c a p a c i t y  o b j e c t i v e s  t h a t  create  
a working,  r o b u s t  f l i g h t  power s y s t e m .  U n f o r t u n a t e l y ,  t h e  
p r o d u c t i v i t y  i s s u e s  do n o t  r e c e i v e  t h e  same a t t e n t i o n .  T h e  
advancec development prcgram h a s  t h e  l u x u r y  of a v o i d i n g  t h e  d i r e c t  
deve lopmenta l  issdes and cia spend i t s  r e s o u r c e s  on i d e n t i f y i n g  and  
b u i l d i n g  p r o d i l c t s  t h a t  w i l l  work w i t h  t h e  f l i g h t  power s y s t e m  t o  
a3;lg;r.er.t I t s  c a p 2 b : l i t i e s  and enhance i t s  p r o d u c t i v i t y  f o r  t h e  l o n g  
Lerx. & 
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MAJOR OBJECTIVE: M A X I M I Z E  PRODUCTIVITY 

Our major objective is the maximization of productivity which 
manifests i t se l f  as efficient and effective operation of the Space 
Station. To accomplish this we consider two subobjectives of 
productivity: maximization of resource availability and 
minimization cf operating costs. Maximization of power 
availability combines a maximizacion of usage and a minimization of 
restoration time. Tc maximize usage we consider load scheduling to 
be o u r  primazy strategy. With it we plan to devise a flexible tool 
which will be able to autcmaticaily schedule this scarce resource 
throughout the envelope of changing operational configurations. To 
minimize restoration time we are developing several diagnostic 
t o o l s  t s  in-Jesti9ate the merits of different approaches to 
determine failure causes. Wich stronq diagnostic aids a t  hand, an 
operazcr wi-l i ~ p r o v e  his abilities to respond to anomalies, 
whether he is grocrld-based o r  a member of the crew. To further 
augmer,t tk.e abilities of the cperator we are developing replanning 
t o o l s  wh:ch WII- rec=c:nmer.d possi~le remedial options after a fault 
has o c : ~ ~ r r e s  GL- if h po=er,tial problem is brewing. Minimizing 
operz.c:ng C ~ S ~ S  c:rr.bines operacing =:?e power system as close to 
n9rr.Lr.a: 3s FCSS-L:? z:-id nir.~:nizinc; the amount of involvement of the 
Gperaczr. h i : r ~ : ~ & l  operatioris may be traded for performance, 
especially ir, emergency situatlons involving crew. The major 
componenz of che rower system that involves costly maintenance is 
the batteries. Opci~izinq battery usage will increase battery life 
and reduce tl---s expenses invclved in removal and installation of new 
batteries. O F e r a E = ) r s ,  whether grounc! based or flight crew, have 
significant duties to perfarm. We can minimize their involvement 
ir! rauzine ?cr ier  systen operations by providing expert system 
cons;lta=isn d i r i n q  recsr!figuration and replanning. 

. _  

- .  

. .  
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POWER MANAGEMENT AND CONTROL AUTOMATION 

In the fall of 1990, Congress mandated an eight billion dollar 
budget reduccion f o r  the Space Station Freedom Program. To meet 
this reduction, NASA has reduced the scope of the Space Station's 
objectives. One of the strategies was to move automation from 
aboard the space station to the ground control center. This new 
baseline design places the ground-based flight controllers as the 
principal decision-makers in the moment-to-moment operations. To 
make quaiity decisions, these flight controllers must have an 
acumen sharpened through years of experience. We believe that 
expert syscems can capture much of this knowledge and help the 
flight controllers to make faster and more consistent decisions by 
reducing their ccjgnitive workloads. 
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POWER CGNTfiGL CENTER CONCEPT 

Our c o n c e p t  fcr g r o u n d - b a s e d  c o n t r o l  f o c u s e s  on  p a r t i t i o n i n g  t h e  
c o n t r o l  d e c i s i o n s  f o r  t h e  e l e c t r i c  power s y s t e m  i n t o  f o u r  d e c i s i o n -  
making e n t i r _ i e s .  The f i r s t ,  t h e  f l i g h t  s u p p o r t  s y s t e m ,  i s  
r e s p o n s i b l e  fc r r  i s s u i n g  t h e  commands t o  t h e  e l e c t r i c  power s y s t e m  
a b o a r d  t h e  s p a c e  s t a t i o n .  I t  m o n i t o r s  t h e  s y s t e m ' s  s t a t u s  a n d  
p r o m p t s  the f l i g h t  c o n t r c l l e r  f o r  a p p r o p r i a t e  r e s p o n s e s .  T h i s  i s  
t h e  f a s t e s t  r e s p o n d i n g  c o n t r o l  s y s t e m .  When a d d r e s s i n g  f a i l u r e  
e v e n t s ,  t h i s  s y s t e m  must de tec t  t h e  f a i l u r e  a n d  i s o l a t e  a f fec ted  
s y s t e m s  s o  E h a t  che s t a t i o n ' s  i n t e g r i t y  is  n o t  j e o p a r d i z e d .  I n  
a d d i t i o n ,  t h e  c o r r e s p o n d i n g  f l i g h t  r u l e s  must  be e x e c u t e d  t o  
m i n i m i z e  s y s t e m  d e g r a d a t i o n .  Three o t h e r  s y s t e m s  are u s e d  t o  a i d  
t h e  command a n d  c o n t r o l  a c t i v i t i e s  of t h e  f l i g h t  s u p p o r t  s y s t e m .  
These  syscems i?re s l o w e r  t o  r e s p o n d  t h a n  t h e  f l i g h t  s u p p o r t  s y s t e m  
and  p e r f o r m  a e t a i l e d  e v e n t  a n a l y s e s  ( d i a g n o s i s  a n d  s e c u r i t y  
a n a l y s i s )  ar.5 c p e r a c i o n s  p l a n n i n g  ( s c h e d u l i n g ) .  The d i a g n o s i s  
systerr ,  u s e s  a v c l i l a b l e  L e i e m e t r y  da ta  t o  d e t e r m i n e  t h e  most  l i k e l y  
c a u s e  cf a f a l 1 ~ 1 - e .  The s e c u r i t y  a n a l y s i s  s y s t e m  c o n d u c t s  
c o n z i n g e n c y  ( " K h a t  ~ f . .  . ? ' I )  a n a l y s e s  t o  d e t e r m i n e  t h e  r i s k  of  
c o n c i n x e d  operaCi .cn .  The r e s u l c s  of t h e s e  e v e n t  a n a l y s e s  a l t e r  t h e  

9 c3rts t r3i : - . ts  z.nd n i s s i o n  o b j e c t i v e s  which  i n  t u r n  r e q u i r e  
a r e v i s e d  o p e r ~ : r . q  2lan. The s c h e d u l i n g  s y s t e n  p r o v i d e s  t h i s  p l a n  
b y  a l l o c a t i n g  r e s o h r c e s  a c c o r d i n g  t o  t h e  c o n s t r a i n t s  i d e n t i f i e d  by  
t k e  e v e n t  analysis s y s t e m s .  Human o p e r a t o r s  c o o r d i n a t e  t h e  
e x c h m g e  o f  :nfzrrr .acicn arr.ofig these f o u r  s y s t e m s .  
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PRODUCTION SYSTEMS FOR DIAGNOSIS 

The diagnostic system is an expert system that uses set-covering 
rather than a series of if-then r u l e s  to encode t he  failure 
knowledge. In this software, a data base linking all known system 
failures to their known symptoms is built and searched to generate 
the failure cause hypotheses for observed symptoms. Antecedent 
driven rules control hypotnesis generation and determine the most 
likely cause. Nonmonatonic inference is implemented using reasoned 
assumpcicns and rule conflicts are identified and resolved using 
Petri net trmsitions. The failure knowledge, however, is stored 
as daEa and is easily maintained. This diagnostic system uses a 
standsrd reliability analysis tool -- the failure modes and effects 
analysis -- ta produce the symptom and failure data base. Symptoms 
are dezecr,ej us:r.g rule-based classifiers which process the 
telernetered measurements. 
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SECURITY ANALYSIS 

System security analysis is a risk assessment. It examines the 
liabilities cf continued operation by identifying contingencies and 
estimating Eheir consequences. The contingencies are either sudden 
disturbances or gradual performance degradations that could lead to 
overloads, voltage degradation, source shutdown, or load shedding. 
If the risk of continued operation is judged acceptable, the system 
is classified "secure" and system operation proceeds according to 
the current plan. If there are risky contingencies, the system is 
judged "insecure" and preventive control strategies are 
recommended. 

Three distirct activities are required to analyze system security: 

1. Generate and test contingencies: Worrisome failures that are 
present u n d e r  all operating conditions as well as operating-state 
dependent failures such as transmission outages are compiled and 
submirted for a n z z l y s i s .  The analysis calculates the operating 
margins for eazh  cf these feilures. 

2. Project z r e r . 3 ~ :  i n z i c i e n r _  farlures suck as gradual degracatioK 
in battery sc,?~-a.rre cspacity or inconsistencies between proposed 
consumpEicc apci prcdxction are detected by specialized software. 
The anoma1:es ai-e f2recaszed and added to the list of contingencies 
to be analyzes at chat time. 

3. Judge security: A "system". is secure if there are no 
contingencies that result in an emergency state. If the operating 
margins calculated in the analysis are insufficient, the system is 
judged "insecsre" and coctrol actions are recommended that will 
attain an accepEabie operacing risk. 
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N I H 2  BATTERY HEALTH M O N I T O R I N G  SYSTEM 

A s i g n i f i c a c z  par: of t h e  s e c u r i t y  a n a l y s i s  problem i s  m o n i t o r i n g  
t h e  n e i l t h  of c h e  b a t t e r y  s y s t e m  and p r o j e c t i n g  any l o s s  of 
c a p a b i l i t y .  A b a t t e r y  h e a i t h  mon i to r ing  s y s t e m  i s  b e i n g  deve loped  
t h a t  d e t e c t s  anomal i e s  i n  t h e  ba t t e r i e s ,  p r o v i d e s  problem 
d i a g n o s i s ,  and p r c  j e c t s  e x p e c t e d  l i f e  estimates. T h i s  sys t em u s e s  
a combina t ion  o f  a n a l y t i c  models and t a b u l a t e d  a g i n g  
c h a r a c t e r i s t i c s  t 3  i d e n t i f y  i n c i p i e n t  f a i l u r e s .  Three  t r e n d s  a re  
m a i n t a i n e d :  s h o r t - t e r m ,  medium-term, and  long-term.  

The s h o r t - t e r m  t r e n d  d a t a  ( 3  o r b i t s )  address b a t t e r y  c u r r e n t  and  
v o l t a g e ,  c e l l  p r e s s u r e  and t e m p e r a t u r e ,  and d e p t h  o f  d i s c h a r g e .  
The d a t a  a r e  srnocthed. Trends  a r e  i d e n t i f i e d  and  compared w i t h  
r e s -d l t s  frar. a n  e r r ~ i r i c a l  a n a l y z i c  model of t h e  b a t t e r y .  D e v i a t i o n s  
a r e  used  t o  a e t e c ~  e v e n t s  such  a s  s e n s o r  f a i l u r e ,  c e l l  s h o r t  
c i r c u i c ,  and  c e l l  r u p t u r e .  

Medlsm-term (100 o r b i t s )  ar.d long-zerrr. ( 3 0 0 0  o r b i t s )  d a t a  address 
c e l l  p r e s s u r e s  and v o l t a g e s  a t  t h e  e n d  of t h e  c h a r g i n g  p e r i o d  and  
a t  t h e  e n 2  cf tk .e  discnarging period, r e c h a r q i n g  r a t i o ,  Watt-hour 
e f f i c i e n c y ,  o e ~ z h  cf discharge, and c e l l  t e m p e r a t u r e s .  These d a t a  
a r e  s,?loothed and r r e n c s  a re  i d e n t i f i e d  and compared w i t h  t h e  
b a t t e r i e s '  e :<pec ted  ag ing  c h a r a c t e r i s t i c s .  The compar isons  detect  
t h e  anomal i e s  thE.r, deve lop  ove r  many o r b i t s  such  a s :  c e l l  s o f t  
s h o r t ,  sl3,w c e l l  l e a k ,  h i g h  i n t e r n a l  r e s i s t a n c e ,  i n t e r n a l  
c o  r r  c! s i c r. I c -. ._. . .- - E? s s 1 ve Zvercharge ,  abnormal ly  h i g h  o p e r a t i n g  
t e r i p e r a t u r e ,  3 r d  gradual l o s s  o f  cha rge  c a r r y i n g  capaci ty .  

The sys tem d i s p l a y s  these h e a l t h  t r e n d s  and  a l e r t s  t h e  sys t em 
o p e r a z o r  s h o u l d  tl-,ere be a n y  d e v i a t i o n s  from t h e  e x p e c t e d .  
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SYSTEM MANAGEMENT AND SPACE STATION FREEDOM AUTOMATION 

One of the key concepts in our automation scheme parallels the 
system mansgemect approach to project management and design. This 
approach is utilized in our scheduling tool by incorporating a two- 
level hierarchy far distributing the computational requirements and 
the regions of responsibility. The hierarchical design resembles 
the manager and subordinate with respect to their roles and 
responsibilities. This system is based on the concept of 
participative mansgernent where the manager describes the work to be 
done ana theri  Leaves the subordinate alone while the work 
progressss. Communic6tion between the levels is minimized. 
Detailed informaricn resides with the person who will be using it. 
In this f s s h i z n  w i t  bilild a computer system that can be distributed 
across differen-, rnachizes reducing computational overload and 
m i r . i r n i z i n g  dclra p6ssicg. . . .  

Along w i t n  distribxting o ~ r  scheduling process, we are defining an 
explicit value system to be used in evaluating the proposed 
schedcles. X s i n t a i n i n g  the separation of  responsibility each 
subordinate systen: will rmintain and define its value for a 

Each s x b s y s t e r ~  w : l i  n.aintair, its own system integrity and evaluate 
schedules w i ~ h  respect t o  its own system level constraints. These 
evaluations xi11 k? passed up to the higher level where they will 
be interpreted wlzhin t he  context of the entire system rather than 
Ehe l o c a l  point: of triew. 

s pe c 1 f 5 c s .y 2 6 .A ’ -e ~\k:ch can be interpreted on the higher level. 
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FREE MARKET ECONOFY MODES, FOR SCHEDULING RESOURCES 

Using t h e  s y s t e m s  management approach  w e  have  deve loped  a va lue -  
d r i v e n  d i s t r i b u t e d  s c h e d u l e r  t h a t  models a f r e e  marke t  economy. 
T h i s  s c h e d u l i n g  t e c h n i q u e  i s  based  upon t h r e e  a g e n t s ,  r e s o u r c e  
s u p p l i e r s ,  r e s o u r c e  consumers and an o v e r a l l  market  c o o r d i n a t o r .  
The r e s o u r c e  s u p p l i e r s  a r e  t h e  v a r i o u s  subsys tems on t h e  Space  
S t a t i o n .  Tney m a i n t a i n  t h e i r  l o c a l  sys t ems  and e v a l u a t e  p roposed  
s c h e d u l e s  based upon usage  o f  t h e i r  r e s o u r c e .  Consumers a re  t h e  
p a y l o a d s  and  v a r i o u s  housekeeping  tasks  a b o a r d  t h e  Space  S t a t i o n .  
Each consumer describes t h e  v a r i o u s  o p t i o n s  f o r  each desired 
a c t i v i t y  a l o n g  w i t h  d e f i n i n g  a s p e c i f i c  numer ic  v a l u e  f o r  e a c h  of 
these o p t i o n s .  The schedule i s  d e t e r m i n e d  by s e t t i n g  i n i t i a l  
p r i c e s  f o r  e a c h  r e s o u r c e  chroughout  t h e  s c h e d u l i n g  h o r i z o n  which 
a r e  s e n t  r,o esck of t h e  cor.sumers. The consumers e v a l u a t e  how much 
each  of t?,e;r o ~ 3 t i o n s  wcu ld  c o s t  and choose  t h e  one w i t h  t h e  
h i g h e s t  n e t  k~pefit where n e t  b e n e f i t  i s  t h e  d i f f e r e n c e  between t h e  
v a l u e  of t3e 2 p t i r . n  m i n u s  t h e  c o s t  of t h e  r e s o u r c e s  used .  The 
s e l e c t e d  CFC iscs a r e  a g g r e g a t e d  b y  t h e  market  c o o r d i n a t o r  who s e n d s  
t h e  a p p r o p r i a r e  t c t a l  usage  p r o f i l e  t o  t h e  r e s o u r c e  s u p p l i e r .  Each 
s u p p l i e r  :=~ jC.s 2: t n e  Froposed  s c h e d u l e  of  usage  and compares it t o  
what h e  k-ci.I: he  can  supp ly  th roughou t  t h e  o r b i t .  H e  w i l l  t h e n  
send  a set cf p r i c e  a d j u s t m e n t s  t o  t h e  m a r k e t  c o o r d i n a t o r  t o  d r i v e  
usage t o  h i s  s p e c i f i c  a b i l i t i e s .  H i s  g o a l  is t o  maximize usage of 
h i s  r e s o u r c e ,  o p e r a t i n g  n e i t h e r  i n  a d e f i c i t  n o r  i n  a s u r p l u s  
c o n d i t i o n .  T h e  market  c o o r d i n a t o r  c o n t i n u e s  t h i s  i t e r a t i v e  p r o c e s s  
u n t i l  t h e  p r i c e s  converge  a n d  t h e  s c h e d u l e  o p t i o n s  are s tab le .  

One of t h e  k c e f l t s  3f t h i s  approach  i s  t h a t  t h e  e x p l i c i t  v a l u e  
s y s t e m  can  be Gsed t o  i d e n t i f y  how good Lhe p roposed  s c h e d u l e  i s  
b e f o r e  t h e  s o i u t i c n  h a s  converged .  Consumers and s u p p l i e r s  d e f i n e  
u t i l i t y  f u n c c i o c s  t h a z  a re  used  t o  e v a l u a t e  t h e  p roposed  o p e r a t i n g  
c o n d i t i o n  g e n e r a t e d  b y  each proposed  s c h e d u l e .  The u t i l i t y  
f u n c t i o n s  a r e  senE c o  t h e  m a r k e t  c o o r d i n a t o r  who c a n  e v a l u a t e  t h e  
e n t i r e  s t a t e  cf t h e  Space S t a t i o n  o p e r a t i o n  and decide whether  o r  
n o t  t o  c o n t i n u e  i t e r a t i n g .  Schedu l ing  needs  t o  be r e s p o n s i v e  t o  
d i f f e r e n t  o p e r a t i n g  s t a t e s  of  t h e  Space S t a t i o n .  Some s c h e d u l e s  
w i l l  be r o u t i f i e ,  o t h e r s  w i l l  be emergency s c h e d u l e s  needed v e r y  
q u i c k l y  t o  r e t u r n  t o  a s e n s i b l e  o p e r a t i n g  c o n d i t i o n .  Using 
explicit v s l u e s  and u c i l i t y  f u n c t i o n s  a l l o w s  us  t h e  f l e x i b i l i t y  t o  
p r o v i d e  fcr i ra?y  d i f f e r e n t  o p e r a t i o n a l  s c e n a r i o s .  
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POWER CONTROL CENTER CONCEPT - REVISITED 

To r e v i s i t  t h e  mot ives  beh ind  o u r  program, w e  have responded t o  t h e  
Space S t a t i o n  r e s t r u c t u r i n g  e f f o r t  by f o c u s s i n g  o u r  p r o d u c t s  as 
groufid-Lased tor j l s  f o r  o p e r a t o r s .  W e  see t h e  u s e  of o u r  
i n t e l l i g e n t  dec is ion-making  a i d s  a s  improving t h e  o v e r a l l  S t a t i o n  
p r o d u c t i v i t y  by e n a b l i n g  d e c i s i o n s  t o  be made f a s t e r  and  more 
a c c u r a t e l y .  

W e  have been  i n v e s t i g a t i n g  t h e  E n g i n e e r i n g  Suppor t  C e n t e r  a t  LeRC 
a s  o u r  p o t e n t i a l  s i t e  f o r  t h e  power c o n t r o l  c e n t e r .  Using t h e  ESC 
w e  w i l l  be a b l e  t o  communicate d i r e c t l y  t o  t h e  LeRC Power 
Management t e s tbed ,  as  w e l l  a s  r e c e i v e  a c t u a l  t e l e m e t r y  when 
a p p r o p r i a t e .  I n  t n i s  environment  w e  w i l l  a l s o  be able  t o  l i n k  t o  
t h e  MSFC pay load  o p e r a t i o n s  c e n t e r  and exchange d a t a  n e c e s s a r y  t o  
c l i a p o s e  and r e c o v e r  from power s y s t e m  f a i l u r e s  t h a t  p r o p a g a t e  from 
t h e  p r imary  s y s t e m  i n t o  t h e  secondary .  
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MSFC -- LERC COLLABOWTION 

Development of  d i f f e r e n t  e x p e r t  s y s t e m s  f o r  t h e  power s y s t e m  on 
board  t h e  Space S t a t i o n  h a s  been a d i r e c t  r e s p o n s e  t o  t h e  
programmatic  p a r t i t l o n L n g  o f  t h e  pr imary  power sys t em g e n e r a t i o n  
and s t o r a g e  and d i s t r i b u t i o n  from t h e  secondary  power d i s t r i b u t i o n  
ne twork .  This p a r t i t i o n i n g  has  p rov ided  a manageable s u b s e t  of t h e  
system fc ; r  e a c h  cf t h e  d e v e l o p e r s .  However, c e r t a i n  f a i l u r e s  w i l l  
p r o p a g a t e  a c r c s s  these s y s t e m  b o u n d a r i e s  and  it is  n e c e s s a r y  t o  
beg in  i n v e s t i g a t i o n  o f  these e f f e c t s .  

A d a t a  l i n k  between tes tbeds a t  NASA-LeRC and NASA-MSFC has 
p rov ided  i n f o r m a t i c n  L O  b e g i n  these i n v e s t i g a t i o n s .  T h i s  l i n k  has 
been used  t c  d e m o n s t r a t e  c o o p e r a t i n g  expert  sys t ems  d u r i n g  t h i s  
p a s t  year. T h e  a e m o n s t r a t i o n  addres sed  a power g e n e r a t i o n  f a i l u r e  
t h a z  r e q c i r e d  t h e  secondary  s y s t e m  t o  per form i n t e l l i g e n t  l o a d  
shedding  a t  :he module l e v e l .  We a r e  p l a n n i n g  t o  c o n t i n u e  this 
e f f o r t  by i n v e s r - i q a t  inq f a i l u r e s  t h a t  r i p p l e  th rough  t h e  secondary  
d i s t r i b u t i o p  a r d  whose r e c o v e r y  r e q a i r e s  c o o p e r a t i o n  between b o t h  
syszexns. I n  -,he c2nte :c t  of t h e  c o n t r o l  c e n t e r  envi ronment  w e  a re  
no; p l an r . i ng  ar:; cirecr, Eescbed l i n k s  f o r  t h e  coming y e a r .  W e  want 
t o  s t c d y  hoii t: c c o r d i n a t e  Ehe er . t ire power s y s t e m  o p e r a t i o n  u s i n g  
t h e  c o n t r c l  c e n t e r  envi ronment .  T h i s  w i l l  p r e p a r e  u s  f o r  rea l  
o p e r a r i o n a l  c c e n a r i o s .  
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LeRC POWER MANAGEMENT AUTOMATION EVOLUTION 

When t h e  Space S t a t i o n  program began, t h e  e l ec t r i c  power s y s t e m  was 
a 20kHz AC d i s t r i b u t i o n  sys t em.  P i o n e e r i n g  work had  been  done a t  
LeRC i n  deveiopment  of  t h i s  t echno logy .  Many power sys t em experts 
were a v a i l a b l e  t o  p r o v i d e  t h e  i n f o r m a t i o n  r e q u i r e d  f o r  i n t e l l i g e n t  
c o n t r o l  and d i a g n o s t i c  tools. Our program t o o k  advan tage  of t h e s e  
f a c t o r s  and deve loped  a d i a g n o s t i c  t o o l  i n  KEE for 20kHz s w i t c h g e a r  
which conmunicated w i t h  a s c h e d u l e r  f o r  r e p l a n n i n g  usage  a f t e r  a 
s y s t e m  f a i l u r e .  These t o o l s  a l s o  communicated d i r e c t l y  t o  p r o t o t y p e  
Ada f l i g h t  code c o n t r o l l i n g  2 0  kHz s w i t c h g e a r .  Development of 
these p r o d u c t s  a n d  t h e i r  i n t e g r a t i o n  has  p r o v i d e d  u s  w i t h  v a l u a b l e  
i n s i g h t  i n r o  t h e  problems t h a t  can o c c u r .  T h i s  work c u l m i n a t e d  i n  
an i n t e g r a t e d  demDnst ra t ion  w i t h  a MSFC testbed o v e r  a l o n g  
d i s t a n c e  c o r m z x i c a t i o n  network.  The p r o d u c t s  from t h i s  work are 
b e i n g  n o d i f i e d  :c8 app ly  to t h e  DC t es tbed  c o n f i g u r a t i o n  and w i l l  
a lsc ,  be inzeqr3 t ted  in -o  the power c o n t r o l  c e n t e r .  

. ?  P a r a l l e l  e r f c r - : ~  13ejar-i wher: t h e  Space S t a t i o n  program s w i t c h e d  from 
20kYz AC t j  D7 districuticr.. A d i a g n o s t i c  p roduc t  u s i n g  ART was 
devel2i:e2 h l : : . ~  fi:::: c *v 'a lue-cr iven  schedcler a2d t h e  b e g i n n i n g s  of 
t h e  s e c : ~ :  i t y  ~ : - ! ? i y s i s  S ~ ~ S E ~ T , .  T h e s e  p r o d u c t s  had been  t a r g e t e d  f o r  
i n t e g r a t i c n  w i t h  C ~ P  DC t e s tbed  d i r e c t l y  ils a d e m o n s t r a t i o n  of  
t h e i r  pc tenz i3 i l  u s e  as f i i g h t  dec is ion-making  a i d s .  Due t o  t h e  
r e s t r u c t u r i n g  e f f o r c s  ar.d t h e  c u r r e n t  emphas is  on ground-based 
c o n t r o l ,  w e  have r e e v a l u a t e d  t h e  t h r u s t  of  o u r  program. W e  are, 
however, c s n t i n u i z r j  with i n t e g z a t i o n  o f  o u r  p r o d u c t s  and  t h e  DC 
tes tbed d i r e c t l y .  T h i s  serves as  a p r e l i m i n a r y  s t e p  b e f o r e  
in t eg ra ' ,  Fag w i t h  t h e  L e R C  e n g i n e e r i n g  s u p p o r t  center, t h e  ESC.  W e  
a r e  d e v e l c p l c g  t h e  i n t e r f a c e s  r e q u i r e d  t o  make a n  i n i t i a l  
conrnunicacian p a t h  be tween  ou r  advanced development  machines  and  
t h e  tes-,beii  ccr?rr:l ccrnputer u s i n g  i t s  c g r r e n t  o p e r a t o r  i n t e r f a c e  
s y s t e m  p r o : J c s l .  Tsstbed w o r k  i s  v e r y  i n t e n s e  a t  t h e  moment and  
t h i s  approach  c:-ea:es ?inin: ; r ,  i x p a c t  on t h e i r  e f f o r t s .  W e  a r e  a l s o  
inves r iga i z ing  t h e  i c t e r f a c e s  r e q u i r e d  f o r  i n t e g r a t i o n  of t h e  power 
sys tem testbxi and t h e  E S C .  The ESC w i l l  p r o v i d e  o u r  advanced  
development p r o d y c t s  a rick environment  of  p r o c e s s e d  data  and  
g r a p h i c s  i n t e r f a c e s .  O u r  i n i t i a l  d e s i g n  f e a t u r e s  t h e  advanced  
development mac!iines communicating on a subnetwork and  u s i n g  one  of 
t h e  ESC machines  for p a s s i n g  che  d a t a  t o  and  from o u r  p r o d u c t s .  
T h i s  r n i n i r r l z e s  tne impac t s  on bc th  t h e  ESC and ou r  program. A f t e r  
t h i s  i n + , e r f c c e  i i z s  beer; dev2loSed and used  t o  i n v e s t i g a t e  testbed 
and autcmst  i(-!r. pr-;dlict per formances ,  w e  p l a n  t o  g e n e r a t e  s p e c i f i c  
a p p l i c a t i c r .  F;L-Y-'~-F?!'Is I t h a t  would d i r c t l y  reside on t h e  ESC 
p r o c e s s o r s .  
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I N  A NUTSHELL 

I n  t h e  e v e r  c h a n g i n g  e n v i r o n m e n t  of t h e  Space S t a t i o n  p rogram,  
power s y s t e r ; ,  management a n d  c D n t r o l  c o n t i n u e  t o  be c r i t i c a l  
deve lopmen t  i t e n s .  Our a d v a n c e d  deve lopmen t  p rogram i s  f o c u s s e d  on  
d e v e l o p i n g  d e c i s i o n - m a k l n g  aids f o r  o p e r a t o r s ,  e i ther  g r o u n d - b a s e d  
o r  f l i g h t - b a s e d .  I n  t h e  e f f o r t s  t o  fully u t i l i z e  e l e c t r i c  power a t  
a l l  t imes,  WE. n e e d  much a u t o m a t i o n .  W e  a re  s t r i v i n g  t o  p r o v i d e  
a u t o m a t i o r .  tzols w?,ich w i l l  a l l o w  t h e  S t a t i o n  t o  f l e x i b l y  a n d  
p r o d u c t i v e l y  rianage of one  of i t s  c r i t i c a l  r e s o u r c e s ,  e n e r g y .  

We a r e  t a r g e t i n g  o u r  p r o d u c t s  for t h e  g round-based  control c e n t e r s  
knowing t h a t :  chis i s  where t h e y  a re  needed i n i t i a l l y .  O p e r a t i n g  a 
Space  S t a z i o n  w i l l  be a monumental e f f o r t  a n d  p r o d u c t s  t o  r e d u c e  
t h e  w o r k l o a d  will p r o v e  t h e m s e l v e s  w e l l  w o r t h  t h e i r  d e v e l o p m e n t  
cos’,. A s  Space S t a t i c n  d e v e l o p s ,  t h e  n e e d  f o r  these p r o d u c t s  w i l l  
be onboard. We a r e  p r e p a r e c  t G  c o n t i n u e  o u r  e f f o r t s  a n d  p r o v i d e  
f l i g h z - q c s l i t y  p r c d u z t s .  
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THE SSM/PMAD AUTOMATED TEST BED PROJECT 

In conjunction with MSFC8s Work Package One responsibilities 
and MSFC9s previous OAET work in electrical power system 
autonomy, the SSM/PMAD autonomous subsystem project was 
initiated in 1984. The project's goal has been to design and 
develop an autonomous, user-supportive PMAD test bed 
simulating the SSF Hab/Lab module(s). Funded primarily by the 
SSF Advanced Development Program from FY85-88 and with 
additional joint funding from OAET (Code RC) during FY89-91, 
an eighteen kilowatt SSM/PMAD test bed model with a high 
degree of automated operation has been developed. 
over $3.2 million has been invested in hardware and software 
development. This advanced automation test bed contains three 
expert/knowledge based systems that interact with one another 
and with other more conventional software residing in up to 
eight distributed 386-based microcomputers to perform the 
necessary tasks of real-time and near real-time load 
scheduling, dynamic load prioritizing, and fault detection, 
isolation, and recovery (FDIR) . 
The approach has been to establish the technology through key 
"operational" demonstrations, prepare for early ground-based 
implementation in the various SSF control centers, and then 
to migrate the technology bton-boardtr as confidence builds and 
as schedules permit. A parallel effort was begun to establish 
communication links between the SSM/PMAD test bed and the 
primary PMAD automated test bed at LeRC in order to 
investigate major automated subsystem interactions. A first 
generation "operational" prototype has been successfully 
demonstrated along with a Phase I MSFC/LeRC test beds 
communications link. 

To date 
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OUTLINE 

This presentation will begin with a look at the PMAD 
l”problemvl and include a short backqround and history of the 
SSM/PMAD project. Next, the objectives of the project will be 
presented followed by a discussion of the technical approach 
and description of the project. The next topics will consist 
of how the project integrates with the baseline program and 
how the technology may evolve into the *80n-board8f station. A 
final summary will then be presented. 

889 



rn 
Q> cn 
3 
LL 

5 
U 

890 



TYPICAL HOUSE 

The typical house PMAD system consists of a power me 
circuit breaker box, and the various loads and outle 
of which have ground fault protection). The power feed 
(240/120 Vac, 60 Hz) comes from a transformer mounted on a 
pole or underground through a Watt-hour (Energy) meter into a 
control box consisting of a group of circuit breakers (and in 
some cases fuses). This power is then distributed through the 
breakers to the various loads. Typical loads are: electric 
oven, clothes dryer, heating/air conditioning, water heater, 
lighting, and the outlets. 

This system contains easily accessible circuit breakers 
(fuses) which are electrically simple electomechanical 
devices. Their trip levels (amount of current required to 
@topen" the device) are set high which means a major fault or 
an extraordinary nunber of loads in a particular outlet is 
required to cause the breaker to trip. This is done to 
prevent a user from having to spend his entire life resetting 
breakers. The system allows complete load flexibility. The 
only requirements for any load is to be of the correct 
voltage/frequency and to draw less current than the breaker 
setting. Finally, the use of energy in this system is corn 
managed. If you can afford it, you can use as much energy as 
you like. 
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TYPICAL SPACECRAFT POWER SYSTEM 

The typical spacecraft power subsystem to date been less 
than 5 kW total power and has consisted of two more power 
channels (solar array, battery, and bussing) feeding power 
distributors to the specialized loads. The systems have been 
primarily low voltage dc (28 Vdc nominal) distribution using 
planar silicon solar arrays and Nickel based batteries. 

In comparison to the terrestrial power system, spacecraft 
power system has electrically complex circuit breakers with 
very little access capability (if at all). These breakers are 
also sized for practically each specialized load. The loads 
themselves typically have complex power profiles (power vs. 
time) and require an extensive scheduling team to combine the 
power profiles to maximize energy usage. This leads to the 
final point. A spacecraft has to be load managed in order to 
maximize its most precious resource - enerqy. Far example, if 
a load begins to use more energy than its initial allotment, 
then either this load is shed or energy is shifted from a 
more efficient load or another load is shed. 
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TION PROJECTS AT 

As background, there have been three primary automation 
projects at MSFC. The first, AMPS, was started in the late 
70's to investigate large spacecraft power systems and how to 
automate them. The AMPS project, funded by OAET (Code RP) and 
contracted to TRW, consisted of three phases. Phase I 
identified a reference 250 kW-class power system based on 
projected 1980's technology. The basic result was a 
distributed multiple power channel system, using concentrator 
solar arrays, Nickel-Hydrogen batteries, and high voltage de 
(200 Vdc nominal) distribution. Phase I1 focused on how to 
automate the system. The basic results were using distributed 
microcomputers and pushing the computing power as far down 
the architecture as possible. Phase I11 involved constructing 
a three power channel (25 kW) subsection of the reference 
power system to design and demonstrate the automation 
theories. The project was stopped shortly before full 
completion, but the basic automation theories were able to be 
demonstrated. 

The second project area was the Hubble Space Telescope power 
system test bed. This project area introduced MSFC into the 
area of expert/knowledge based systems, Two separate systems 
were developed to automate and perform fault diagnosis on the 
HST power test bed which was (and is) operating 24 hours a 
day. When a test bed problem occurs, the system is safed and 
the test engineer is automatically called. During the travel 
time of the engineer to the test, the expert system has 
analyzed the situation and produced a diagnosis and 
explanation before the engineer arrives. These systems also 
are able to do multiple orbit trends analyzes. These systems 
were named the Nickel Cadmium Battery Expert System (NICBES) 
and the Nickel Hydrogen Battery Expert System (NIHES) .  The 
two systems were a result of the HST battery change in 1989. 

The final active project area is the SSM/PMAD automation test 
bed project which is the topic of this presentation, The 
project was started in 1985 with funding from the Phase B 
advanced development program for Space Station. Martin- 
Marietta of Denver was awarded both the hardware and 
automation contracts. Presently, the project is funded 
through the Advanced Development Office of Space Station 
(Code MT) with OAET (Code RC) funding two subtasks which are 
more research in nature. 
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OBJECTIVES OF THE SSM/ 

The objectives for the project are to provide risk reduction 
for the Space Station Hab/Lab Modules power subsystem and to 
identify any design impacts both to the baseline and the 
evolution station. 

The first objective is being met by having designed a high 
fidelity hardware test bed of the power subsystem and then to 
demonstrate autonomous control through the use of advanced 
and conventional software. The basic system has been designed 
and operational-type testing is being performed to evaluate 
and update the software/hardware. 

All information from the design and test is made available to 
all SSF work packages, but especially to WPOl and WP04. This 
information is used to help guide design decisions for the 
baseline station. In addition, this information can be used 
to help in module power subsystem operations and to aid in 
future hardware/software upgrades to the evolving station. 
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BENEFITS OF AUT 

Automating the SSM/PMAD subsystem will produce many benefits. 
Five of these benefits are listed below: 

Safety is enhanced through the use of fast, intelligent 
hardware which can safe faults rapidly. A l s o ,  a critical 
load which loses power during a fault can be re-powered 
in a few seconds (less than 3) using a dual power feed 
and a small, but efficient computer. 

Productivity is increased by allowing the power system 
operator (ground or flight) to focus on more critical 
tasks than the operation of the power subsystem. Through 
the use of dynamic re-scheduling, even in off-nominal 
situations, the source energy to load energy ratio can be 
maximized. 

Skylab required twenty ground support personnel and a 
flight crew of three to operate an 8 kW power system. 
Using automation techniques, as SSF evolves, the number 
of personnel required to operate the power system can 
remain constant. Further, as the user interface matures, 
the technical expertise required by an operator could be 
reduced. 

Reliability is increased by the system consistency 
offered by the automated software. Also, system hardware 
stress is reduced through intelligent load scheduling and 
load energy balancing. 

System faults are safed, isolated, and diagnosed irsl: in 
a few milliseconds to seconds which allows for quicker 
repair and reduced downtime. 
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TECHNICAL APPROACH 

The technical approach to the project was to build a test bed 
model of the SSM/PMAD subsystem and then to add the 
automation software and any additional hardware needed for 
full autonomous operation. The automation software would be a 
combination of standard software and the latest advanced 
software techniques. The present software architecture 
consists of three expert/knowledge based systems and numerous 
specialized conventional programs. 

One of the first steps taken was to analyze the power system 
operation process and then to break these processes into 
their various functions. The next step was to arrange these 
functions according to their time criticalities and then to 
distribute the functions in such a way as to maximize their 
speed. Thus, the critical time functions are performed 
nearest the loads using conventional software with the less 
time critical functions being performed further from the 
loads, but using more powerful hardware/software tools. 

The last key to the project was to use a powerful user- 
supportive graphics interface to allow for the fourth expert 
in the system, namely, the human system operator. The 
interface has become an integral part of the operation of the 
system as well as providing valuable information as to how 
the system is determining its control decisions. 
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HARDWARE/SOFTW S OF THE SYSTEM 

This test bed hardware has two power distribution control 
units (PDCUs) and three load centers. The basic system 
design allows for two additional load centers. Further, the 
test bed includes remote bus isolators (RBIs), remote 
controlled circuit breakers (RCCBs), and remote power 
controllers (RPCs). Lastly, a lowest level processor (LLP) is 
included in each PDCU and load center, In the software area 
of the test bed, autonomy is pushed down to the lowest 
levels, specifically, to the LLPs and through the switch 
interface processors to the gt~mart9g switchgear. Three 
Artificial Intelligence (AI) systems - the Fault Recovery And 
Management Expert System (FRAMES), the Load Priority List 
Management System (LPLMS), and the Master of Automated Expert 
Scheduling Throuqh Resource Orchestration (MAESTRO) -reside 
above and communicate with the other processors through the 
Communications and User Interface (CUI) software. 

The system software is distributed through several 
different types of processors and at different hierarchical 
levels. The LLPs are located at the level nearest the power 
hardware. The CUI software is notified of any anomalies by 
the LLP. FRAMES, MAESTRO, and LPLMS share the highest level 
of the hierarchy. Each step up this hierarchy reveals a 
decrease in speed (microseconds at the switchgear level, 
milliseconds to seconds at the LLP level, seconds to minutes 
at the AI level and an increase in sophistication. 

The LLPs consist of Intel 80386 based computers and an 
Ethernet communication board. A LLP is located in each load 
center, subsystem distributor, and PDCU. Each LLP is 
responsible for controlling the switches associated with it 
and for keeping track of all the sensor readings and switch 
positions in its center. The LLP also executes scheduled 
changes in switch positions, sheds any loads which exceed 
their scheduled maximum, and switches redundant loads to 
their secondary bus if the load's primary source is 
interrupted. The LLP passes any or all of this information to 
the CUI software.. 

based workstation. The CUI software routes information to the 
various LLPs, controls LLP initialization, and serves as the 
man/machine interface for the entire system. Messages are 
passed from the three AI systems to the LLPs through the CUI 
via Ethernet communication links. 

The CUI software is resident in a Solbourne 5/501 UNIX 
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I C s  DESCRIPTION (CONTINUED) 

S resides on the Solbourne 5/501 workstation 
the Common Lisp Object System (CLOS). 

This expert system watches over the entire EPS looking for 
anomalies and failures. FRAMES is responsible for detecting 
faults, advising the operator of appropriate corrective 
actions, and, in cases involving critical loads, autonomously 
implementing correct actions through power 
reconfigurations. F S recognizes and hard 
faults which the smart switchgear handles immediately, as 
well as handling soft faults, cascaded faults, and 
independent multiple faults. 

is implemented in LISP. The LPLMS keeps track of the dynamic 
priorities of all payloads while developing and downloading 
current load shedding lists for the LLPs every fifteen 
minutes in preparation for contingencies which necessitate 
load shedding. This way, load shedding is implemented 
quickly in each load center or subsystem distributor. The 
LPLMS maintains a real time dynamic representation of all the 
module loads and relevant facts so that applicable rules can 
fire to reorder portions of the load shedding list as 
situations change. The loads in a laboratory module may have 
dynamic properties. A critical noninterruptible materials 
processing experiment involving crystal growth will 
undoubtedly have a different priority as it nears completion. 
Other factors may change priorities such as equipment 
malfunctions. An expert system such as the LPLMS is crucial 
in determining which loads must be shed in the event of 
perturbations to the available power. The LPLMS insures that 
critical loads not be shed unnecessarily. 

MAESTRO resides on a Symbolics 3620D and is implemented 
in LISP. Special interfaces have been developed for MAESTRO 
which allow a great deal of flexibility in interactions with 
the scheduler. MAESTRO is a resource scheduler developed by 
Martin Marietta and can schedule and reschedule a number of 
payloads with various scheduling constraints. This AI system 
qenerates the baseline schedules for the EPS and accepts 
information from the other processors on when and how to 
reschedule module payloads. MAESTRO uses pieces of several AI 
technologies including object-oriented programming, 
heuristically guided search, activity library, expert 
functions, etc. MAESTRO schedules loads with regard to 
numerous resource constraints such as available crew members, 
supplies for payloads, interdependence of payloads, power 
profiles, and thermal status. 

The LPLMS resides on the Solbourne 5/501 workstation and 





SCHEMATICS DESCRIPTION (CONTINUED) PLUS PHOTOGRAPH 
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each in different phy 

locations, could be supported. The next layer cons1 
interface to the database that provides a frame system for 
abstracting both data and procedure as well as a mechanism 
for storing simple facts. The top layer is the place where 
various tools are defined and implemented. All of the tools 
make use of the same data representation and thus easily 
share data across domains and functions. FRAMES was 
implemented in KNOMAD in June of 1990 with LPLMS and a 
MAESTRO interface being implemented in April 1991. 

PHOTOGRAPH 

In the front of the photo, the Solbourne workstation is on 
the right and the Symbolics AI workstation is on the left. 
Looking at the racks, The PDCU racks are on the right with 
the three load center racks to the left of the PDCUs. The far 
left rack consists a few representative loads. The majority 
resistive loads are located in an annex building to this 
room. Each rack, from top to bottom, consists of an LLP, a 
group of 1 kW or 3 kW RPCs, a group of RPC controller cards 
(behind the silver plate), housekeeping power supplies, and 
cooling fans. Load Center 2's (Material Science Rack) LLP is 
located on a table to the right of the Solbourne (easier 
access). 
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USER INTERFACE PHOTOGRAPH (POWER SYSTEM SCREEN) 

This photo of the user interface features the power system 
screen (PSS) which is the primary screen for normal 
operation. Located in the center right window, the PSS 
displays power flow through the use of white filled in 
"pipes" and RPC open/close through a toggle switch icon. The 
1 kW RPC rectangles and the 3 kW RPC ovals are colored green 
for nominal operation, red for faulted conditions, brown 
for out-of-service. They also display their design (small 
print) and the amount of current flow through the (bold 
number). The diamonds represent the RBI and the small circles 
represent additional voltage and current sensors. The 
selection rectangle to the left of the PSS is for obtaining 
more detailed information for each or all RPCs.  When 
requested, this information is displayed underneath the PSS 
in the "scratch-pad" window. The various modes (Ready, 
Created, Manual, Autonomous) are displayed above and to the 
right of the PSS. Various Utility, Function, and Help 
requests are made through pull down windows just above the 
PSS. Located to the left center of the PSS, the KNOMAD screen 
dynamically displays Ethernet connections, the various 
application programs, and their status. The message screen(s> 
at the bottom left gives textual data for the messages being 
passed through the system. Through the Utilities menu, a 
Focused Message window can be brought up which displays 
filtered messages as chosen by the user. The final active 
screen is the Screen Selection window in the upper left 
corner of the interface. When selected, one of four sub- 
screens replaces the PSS for further information. 
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USER-INTERFACE (FELES SCREEN) 

This is a photo of the FELES screen selection. This screen 
shows a timeline for each scheduled load and a marker showing 
the present time on the schedule. Again, additional 
information can be requested through the rectangle box to the 
left of the FELES screen. 
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USER-INTERFACE (POWER UTILIZATION SCREEN) 

This photo displays the Power Uti l i za t ion  screen which 
displays a power versus t i m e  load p r o f i l e  for each PDCU, load 
center,  and the  individual loads. The white marker displays 
the  present t i m e  and the white l i n e  displays actual power 
usage versus t i m e .  
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BASELINE INTEGRATION 

As mentioned earlier, one goal of this project is to maintain 
as close of ties as possible to the baseline design of the 
SSF. Listed below are a few of the ways in which this goal is 
being accomplished. 

(1) As much as possible, we are attempting to make our 
testbed mimic the baseline PMAD testbed. In most cases, 
this will require us to disable many of the advanced 
features of the original testbed, especially in the RPCs, 
the sensors, and the lower level processors. 

(2) We are presenting operational demonstrations before the 
critical design reviews in order to provide more and 
better data to guide decision making. The first 
operational demonstrations are being held this summer 
with a second more advanced demonstration to be held next 
summer. The CDRs for the WPOl PMAD are scheduled for 
early 1993. 

( 3 )  We are planning for an early ground-based implementation 
in order to support the POCC at MSFC, the ESC at MSFC, 
and the SSOC at JSC. Implementation could be accomplished 
by porting real-time or near real-time flight data into 
the SSM/PMAD computers and then perform system fault 
diagnosis with both the ground hardware data and the 
flight data. 

( 4 )  We have completed a Phase I link with a LeRC automated 
test bed. A simple fault handling scenario was then 
successfully demonstrated. This will form the basis for a 
f u l l  LeRC SSF automated test bed/MSFC SSF automated test 
bed link to be completed late in 1992. This will allow 
for ground system testing between the two major power SSF 
subsystems. 

(5) Relationships are being established with all key baseline 
personnel. These include, but are not limited to: MSFC 
and Boeing power system design engineers, MSFC and Boeing 
SSF project offices, LeRC and Rocketdyne power system 
design engineers, MSFC and Boeing system integrators and 
operations personnel, JSC mission control system 
personnel, and various Level 1 and 2 personnel at NASA 
Headquarters. 
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GROWTH AND EVOLUTION OPTIONS 

In order to meet our goal of on-board automation, a series of 
key and orderly steps to flight are being planned. The first 
step is to establish the ability to automate the actual SSF 
PMAD through ground based implementation. The next step would 
be to act as a power system engineer surroqate through the 
use of powerful portable computer workstations being 
designed. The automation software could be downloaded into 
the workstation, flown to SSF, and then attached to the on- 
board data stream. A next step would be to retrofit 
"intelligenttt RPCs which are now being designed. A final step 
would be to incorporate the automation equipment more 
permanently by mounting the system in new rack(s) and 
performing a rack(s) retrofit. 
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S 

This paper has described the various activities at 
for advancing the state-of-the-art in spacecraft el 
power system automation. Based on the AMPS and SSM/ 
projects, a hierarchical approach of distributed processing 
is being developed. In addition, AI and in particular, 
knowledye-based systems, are proving to be invaluable in 
accomplishing tasks not possible with conventional software. 
We are demonstrating PMAD risk reduction through the use of 
autonomous monitoring, control, and FDIR.  B ic concepts have 
been established with a first generation op 
prototype having been successfully demonstrated. The next 
steps involve integrating the testbed into the ground based 
support centers and then evolving onto the SSF. Thus, 
NASA/MSFC is progressing toward the eventual goal of a 
totally autonomous power system (with human override). 
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