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ABSTRACT

Improved models of the Earth’s gravitational field have been developed from conventional satellite
tracking data (GEM-T3S) and from a combination of satellite tracking, satellite altimeter and
surface gravimetric data (GEM-T3). This combination model represents a significant improvement
in the modeling of the gravity field at half-wavelengths of 350 km and longer. Both models are
complete to degree and order 50. The GEM-T3 model provides for more accurate computation of
satellite orbital effects as well as giving a superior geoidal representation from that achieved in any
previous Goddard Earth Model. A description of the models, their development and an
assessment of their accuracy is presented. The GEM-T3 model uses altimeter data from GEOS-3
(1975-76), SEASAT (1978) and GEOSAT (1986-87) to estimate the orbits, geoid, and dynamic
height fields. In order to accommodate the non-gravitational signal mapped by these altimeters,
spherical harmonic models of the dynamic height of the ocean surface were recovered for each
mission simultaneously with the gravitational field. Herein, all of the dynamic height fields are
referenced to a common geoid model and are linked to the Conventional Terrestrial Reference
System established by Satellite Laser Ranging (SLR).

The tracking data utilized in the solution includes more than 1300 arcs of data encompassing 31
different satellites. The observational data base contains highly precise SLR data, but also
includes TRANET Doppler, optical, S-Band average range-rate and satellite-to-satellite tracking
acquired between the ATS-6 and GEOS-3 satellites. The tracking data are largely the same as
used to develop GEM-T2 with certain important improvements in data treatment and expanded
laser coverage.

These models have undergone extensive error calibration and employ an optimal data weighting
technique which insures reliable estimates of the models’ uncertainties. This method relies on
statistical testing using a subset solution technique. The subset solution testing is based on the
condition that the expected mean square deviation of a subset gravity solution from the overall
solution is predicted by the solutions’ error covariances. Data weights are iteratively adjusted
until this condition is satisfied. Further gravity field tests were performed where strong satellite
data sets were withheld from the solution (thereby insuring their independence) and the
performance of the subset models were compared to error projections based on their calibrated
error covariances. This testing was made in the space of the observation residuals themselves.
These results demonstrate that orbit accuracy projections based on the solution error covariances
yleld reliable estimates for new satellites which are not in the solution.



1.0 INTRODUCTION

Before the advent of recent space technologies, the nature and relationship of many components
of the integrated physical systems on Earth were neither well observed nor well understood. The
solid Earth and ocean sciences suffered from incomplete data coverage and poor temporal
sampling of global processes. Without the observations provided by satellites, it was difficult to
develop a global understanding of the physical systems acting on and within the Earth. Artificial
near-Earth satellites introduced dramatic changes within the Earth sciences. In particular, they
provided the science of geodesy with a new means of measuring the Earth’s gravitational field on
global scales. Due to the attenuation of the gravitational field with altitude, the orbital motion
evidenced by these satellites provided the means to determine the long-wavelength field to high
levels of accuracy. As satellite tracking systems evolved and their deployment improved in
geographic distribution, enormous advances were made in modeling this part of the gravitational
spectrum. Many research groups have used tracking data to develop spherical harmonic models
of the gravity fields since the mid-1960s. This report presents the latest models developed at the
NASA/Goddard Space Flight Center.

Another innovation, also fostered by advancing space technologies, has provided the means to
determine the oceanic geoid with extremely high accuracy and resolution: spaceborne radar
altimeters, from whose measurements the geocentric height of the ocean surface can be deduced
on a continuing basis. The oceanic geoid has a +100m signal which dominates the shape of the
mean ocean surface. Satellites have intermittently flown radar altimeters since the 1973
experiment on Skylab. The altimeter ranging acquired by Skylab and, in 1975-78, by GEOS-3,
marked the beginning of a new era in physical oceanography and satellite geodesy.

Since Skylab, there have been three "geodetic-class" satellites which have provided global altimeter
data. The first, GEOS-3, was placed in a stable orbit; however, it lacked on-board computer
memory for data storage, thereby requiring a direct telemetering of the data in near-real time to
ground receivers. Telemetry sites were periodically moved so that after approximately a year, a
nearly complete mapping of the ocean surface within the latitude bands of the orbital inclination
(£65.02 degrees) was achieved. The next NASA altimeter satellite, SEASAT, was launched in 1978.
It suffered a catastrophic power failure 3 months into its mission. However, during its short
active lifetime, it acquired many complete cycles of altimeter data (between +72 degrees latitude)
as the satellite was in a 17-day followed by a 3-day repeating ground track. The U.S. Navy
launched GEOSAT in 1985. This altimeter satellite was manecuvered into a 17-day repeating
ground track orbit overflying that of SEASAT (the so-called "Exact Repeat Mission" (ERM)) in
November of 1986 which permitted release of subsequent global altimeter data to the civilian
science community. More than three years of continuous altimeter observations were acquired
by GEOSAT during the ERM phase of its mission before the satellite’s faflure in early 1990.
Altimeter data from each of these geodetic missions have been uniformly processed for inclusion
in the GEM-T3 gravity model solution presented in this paper.

Surface gravimetry, a century old method used to measure the local variations in the Earth’s
gravity field, has also advanced. Measurement modeling, processing, reduction and data
verification techniques have improved. The gravity field determined from satellite tracking and
altimeter data has provided an independent calibration standard to more fully evaluate these
terrestrial observations (Pavlis, 1988). Many of the historic geographic gaps in the data have been
filled with newly released data. While these data are characterized by a wide variation in
accuracies and coverage, they are becoming more uniform, accurate and better understood with
time.

This report describes the next in the series of the Goddard Earth Model (GEM) gravitational
models which more fully exploits each of these observational resources. The latest "satellite-only”
model, GEM-T3S, is complete to degree and order 50 and uses tracking data acquired on 31




satellites. As will be shown, GEM-T3S is a significant improvement over GEM-T1 and GEM-T2,
both for orbit computations and in geoid accuracy. The corresponding comprehensive
combination model, GEM-T3, contains the data in GEM-T3S plus satellite altimetry and surface
gravimetry. It is also complete to degree and order 50. The "satellite-only" field relies on the
earlier GEM-T2 model (Marsh et al., 1990a) with additional periods of tracking for some of the
laser satellites and improved environmental correction applied to Doppler data sets. The
combination model was developed in a fashion paralleling that of PGS-3337 (Marsh et al., 1990b)
which combined GEM-T1 (Marsh et al., 1988) with SEASAT altimeter data and surface gravimetry.
The altimeter and surface gravity data treatment issues were previously discussed in the PGS-
3337 report and will be reviewed here only as necessary. GEM-T3 combines satellite tracking with
altimeter data from GEOS-3, SEASAT and GEOSAT and an advanced set of surface gravity
observations.

There is a lingering question which this report will specifically address. Historically there has
been a concern as to whether the inclusion of altimeter and surface gravity data in combination
models necessitates sacrificing orbital accuracy. There are known unmodeled, non-gravitational
long-wavelength signals in the sea surface height mapped by altimeters; the surface gravimetry
has irregular data coverage, large regions containing geophysically predicted data and
geographically dependent data accuracies. Many of the signals sensed by these data appear to
conflict with the more accurate long wavelength gravitational information obtained from tracking
data. The proper exploitation of these different types of information in combined solutions is
difficult at our current level of modeling. Where common spectral content exists in the data, the
competing information of the different data types must be realistically weighted in the combination
solution in ordeér to prevent the degradation of otherwise better quality signal.

On the other hand, satellite altimetry and surface gravity data contain a rather direct and
unattenuated measure of the short-wavelength geoid. Although they lack complete global
coverage and have systematic non-gravitational signals, they represent a source of gravity
information which complements that seen in the tracking data. For resolving the gravity model
accurately at intermediate and short wavelengths, they are clearly indispensable. This situation
is unlikely to change until a dedicated gravitational mission is flown. It will be shown that
combination models yield much more accurate global geoid models, especially over areas where
these sources of surface information are robust and accurate. Improvements in geoid modeling
are a direct result of more accurate global coefficient definition either through the direct
contribution of these surface data sources to the definition of the short wavelength gravitational
field and through reducing the correlations throughout the whole model (especially within each
of its harmonic orders).

Using independent data, we have found that the global improvement in the spherical harmonic
coefficients obtained through the inclusion of surface gravimetry and altimeter data in GEM-T3
results in significant orbit determination improvements over those found with the "satellite only”
model GEM-T3S. This is notwithstanding the fact that GEM-T3S yields more accurate orbits than
those obtained from either GEM-T1 or -T2. Thus, GEM-T3 represents a major advance in the
state-of-the-art for orbit modeling from combination gravitational solutions as well as a superior
representation of the low- and medium-wavelength geoid. This document sets forth the
improvements in our processing which have enabled the computation of this model.



2.0 OBSERVATIONS AND MODELING
2.1 TRACKING OBSERVATION

The GEM-T3S data set is the same as that used for GEM-T2 with a few select changes. It
encompasses 31 different satellites which were tracked by optical, TRANET Doppler, laser ranging,
satellite-to-satellite range-rate, and S-Band average-range-rate systems (Table 2.1). The
observation content of the GEM-T3 solution is shown in Table 2.2. The upgrades made in
processing the tracking data since the development of GEM-T2 include:

'Y The Starlette observations for 1986 were re-analyzed with the data sampled
back to match the lower data rate that was used for Starlette during the
1983-4 MERIT Campaign. The normal equations written for Starlette were
extended to be complete to degree and order 50.

o An additional year of LAGEOS normal points acquired during 1987 were
included.
e Twelve additional Ajisai arcs using data taken during 1987 were generated

complete to degree and order 50.

° The S-Band average-range-rate (LANDSAT) and the TRANET Doppler
observations (OSCAR-14, GEOSAT, SEASAT, and NOVA- 1) were re-analyzed
solving for a tropospheric refraction scale parameter for each pass of data.
This parameterization significantly reduced the size of the data residuals
and gave superior calibration results for these data sets. As a consequence
of reducing some of the systematic data errors using these tropospheric
scaling parameters, these observations made a more significant
contribution to the overall gravity field.

A complete description of the tracking data evaluation which has been employed for the "T" series
of the GEM models can be found in Marsh et al., (1987, 1988 and 1990a). A summary of the
basic models being applied is presented in Table 2.3, which is reproduced from Marsh et al.,
(1990a). A typical data reduction strategy is to use data spans of 5-7 days and to adjust one
radiation pressure coefficient per arc and one drag coefficient per day in each arc. For Lageos,
monthly arcs adjusting two radiation pressure and two along track acceleration parameters are
used.

2.2 ALTIMETER DATA
2.2.1 ALTIMETER MODELING

A satellite altimeter maps a complex ocean topography signal. While dominated by the ocean
geoid, the sea surface height with respect to a reference ellipsoid also includes the height field due
to ocean currents such as geostrophic flow. Furthermore, the ocean surface also exhibits changes
in a complex fashion over a large number of wavelengths and timescales, some of which are not
well-known or predictable. Nevertheless, the homogeneous mapping of the ocean surface by
spaceborne altimeters is an excellent resource for studying the gravity field. Extensive
parameterization has been required in the gravity solution to account for and, in some cases,
estimate models for these non-gravitational ocean surface signals. The form of this modeling is
briefly reviewed.



Table 2.1. Satellite Orbital Characteristics for GEM-T3

Ordered by Inclination

Satellite Semi-major Eccentricity Inclination  Data®*
Name Axis (Km) (Degrees) Type
ATS-6 41867. .001 0.9 SST
Peole 7006. .016 15.0 LO
Courier 1B 7469. .016 28.3 0]
Vanguard 2 8298. .164 32.9 o
Vanguard 2RB  8496. .183 32.9 0]
D1-D 7622, .085 39.5 LO
D1-C 7341. .053 40.0 L,O
BE-C 7507. .026 41.2 L.O
Telestar-1 9669. .243 44.8 0]
Echo-1RB 7966. .012 47.2 o
Starlette 7331. .020 49.8 L
Ajisai 7870. .001 50.0 L
Anna-1B 7501. .008 50.1 o)
GEOS-1 8075. 072 59.4 LO
Transit-4A 7322. .008 66.8 o
Injun-1 7316. .008 66.8 0]
Secor-5 8151. .079 69.2 0]
BE-B 7354. 014 79.7 o
0GO-2 7341. .075 87.4 0]
OSCAR-7 7440. .002 89.2 o)
OSCAR-14 7448. .004 89.2 D
5BN-2 7462. .006 90.0 8]
NOVA 7559. .001 90.0 D
Midas-4 9995. .011 95.8 0]
Landsat-1 7286. .001 99.1 S
Seasat 7171. .001 108.0 L.DA
GEOS-2 7711. .033 105.8 LO
Geosat 7169. .001 108.0 DA
Lageos 12273. .001 109.9 L
GEOS-3 7226. .001 114.9 LA
Ov1-2 8317. .018 144.3 o

*SST Satellite-to-Satellite Tracking Range Rate

L Laser

0 Optical

D TRANET/OPNET Doppler

S S-Band Average Range Rate

A Altimeter



Table 2.2, Tracking Data Summary
GEM T1, T2, T3

Number of
Satellite Data ARCS
Name Inclination Type GEM-T1 GEM-T2 GEM-T3
ATS-6/GEOS-3 0/115.0 SST - 26 26
Peole 15.0 L,O 6 6 6
Courier-1B 28.3 (0] 10 10 10
Vanguard 2 32.9 O 10 10 10
Vanguard 2RB 32.9 O 10 10 10
D1-D 39.5 L,O 15 15 15
D1-C 40.0 L,O 14 14 14
BE-C 41.2 L,O 89 89 89
Telestar-1 44.8 0] 30 30 30
Echo-1RB 47.2 o - 32 32
Starlette 49.8 L 46 157 157
Ajisai 50.0 L - 36 48
Anna-1B 50.1 O 30 30 30
GEOS-1 59.3 L,O 91 121 121
Transit-4A 66.8 0} - 50 50
Injun-1 66.8 0] - 44 44
Secor-5 69.2 O - 13 13
BE-B 79.7 (o) 20 20 20
0GO-2 87.4 (o} - 16 16
OSCAR-14 89.2 D 13 13 13
OSCAR-7 89.7 O - 4 4
5BN-2 90.0 O - 17 17
NOVA 90.0 D - 16 16
Midas-4 95.8 0] - 50 50
Landsat-1 98.5 S-B - 10 10
GEOS-2 105.8 L,O 74 74 74
Seasat 108.0 D,LA 29 29 39
Geosat 108.0 DA - 13 26
Lageos 109.9 L 58 85 97
GEOS-3 1149 LA 36 86 162
OoVvV1-2 144.3 0 - 4 4
TOTAL 581 1130 1243
*SST Satellite-to-Satellite Tracking
L Laser ranging
o Optical
D Doppler
S-B  United S-Band average range rate
A Altimeter




Table 2.3. Reference Frame Parameters and Constants for
GEM-T3 and GEM-T3S

Astronomical Constants

Speed of Light

Equatorial radius of the Earth
Flattening of the Earth

Mean spin rate of Earth
Geocentric Gravitational Constant
Moon-Earth mass ratio
Astronomical unit

Sun-Earth mass ratio

Dynamical Models

Static Geopotential
Solid Earth Tides
Ocean Tides

Radiation pressure at 1 AU

» radiation pressure coefficient
Atmospheric Drag

¢ atmospheric drag coeflicient

Measurement Models

Optical Data

parallactic refraction

annual aberration

diurnal aberration
precession/nutation of images
proper motions

satellite clock corrections

for active satellites

TRANET Doppler Data

Time tag correction from WWV
Tropospheric refraction

Ionospheric refraction

Frequency bias correction

299792458 m/s
6378137 m
1/298.257
0.00007292115 rad/s
398600.436 km®/s?
0.012300034
149597870660 m
332946.038

Adjusted, GEM-T1, GEM-T2 and PGS-3520 a priori

Wahr (1979)
GEM-T1 background model with 90
adjusting coefficients
0.0000045783 kg/m/s?
adjusted

Jacchia (1971) and

Barlier et al., (1977) with
values of F10.7 and Kp flux
adjusted; nominally once/day

Hotter (1968)

Wahr/Lieske
Hotter (1968)
APL provided values

O'Toole (1976)

Modified Hopfield Model of
Goad (Eddy et al., 1989)
First-order correction
obtained from difference

of 150- and 400-Mhz freq.
pass-by-pass bias adjustment



Table 2.3. Reference Frame Parameters and Constants for
GEM-T3 and GEM-T3S (Continued)

Laser Range Data
Pre- and post-pass range
calibrations
Tropospheric refraction
S-band Average Range-rate Data
Tropospheric refraction
Ionospheric refraction

Antenna axis offset correction
for non-az/el mounts

Reference System

CIRS

Planetary Ephemeris
Terrestrial time scale
Precession

Nutation

CTRS

Figgatte and Polesco (1982)

Marini and Murray (1973)

Modified Hopfield Model of
Goad (Eddy et al., 1989)
none

Gross (1968)/Eddy et al.,
(1989)

J2000.0

JPL DE200

UTC (USNO)

IAU 1976 (Lieske, 1976)
IAU 1980 (Wahr, 1979)
Lageos global solution
SL6 rotated to
"zero-mean" system



Within the GEM-T3 solution, the altimeter range is represented by:

where:

SSH

€

O=R-(SSH+AR+¢€)+B
(eqg. 2.1)

is the observed altimeter range corrected for instrument offsets to the satellite center-of-
mass.

is the distance from the satellite center-of-mass to the surface of the Earth’s reference
ellipsoid, defined through the orbit determination process.

is the sea surface height above the reference ellipsoid.

are corrections to the measurements which include sea state, atmospheric propagation
delay (ionospheric and tropospheric) and attitude induced pointing errors. In several
instances we have improved upon the information distributed with the altimeter data
on the respective Geophysical Data Records (GDR) for these corrections. For the sea
state correction, we employed a linear scaling algorithm based on the significant
waveheight value given on the GDR which is satellite-specific. The media correction
represents an additional modeling problem affecting GEOSAT. The wet term in the
tropospheric refraction correction is difficult to determine since GEOSAT, unlike
SEASAT, lacked an onboard radiometer to measure the columnar water vapor content
of the atmosphere directly. The sub-satellite relative humidity provided by the FNOC
hindcast models on the GDR have been found to be inadequate (e.g., Fu, 1987)
especially in the tropics. The wet delay we computed was based on the analysis of the
SMMI data by Emery et al., (1990). We substituted interpolated satellite radiometric
estimates of atmospheric water vapor content for the FNOC values. These
measurements were obtained by other satellite missions coincident with GEOSAT.

is a term which accommodates both the invariant bias in the altimeter instrument and
an error in the adopted value of the Earth’s semi-major axis (a, = 6378137m). An
altimeter bias for each arc of data was estimated.

is observation noise in the altimeter measurement.

The sea surface height (SSH) in (eq. 2.1) is represented by:

where

SSH={+T,+ N +AN+T+A
(eq. 2.2)

is the quasi-stationary sea surface topography (QSST) model used to approximate the
mean dynamic height of the ocean during a given altimeter mission. In the GEM-T3
solution, three spherical harmonic models of the QSST field were simultaneously
estimated, one for each altimeter mission (e.g., GEOS-3, SEASAT and GEOSAT). These
models are complete to degree and order 15. An evaluation of these models is presented
in Section 6.



is the geocentric body tide. In the GEM-T3 solution, the standards adopted by the
MERIT Campaign (Melbourne et al., 1983) were employed for the solid body tides. This
required using a frequency-independent model of the response of the solid-Earth to tidal
forces through the use of constant Love and Shida numbers (h, =.609, 1, =.0852). A
correction term is then applied for the sidereal resonance at the K, frequency.

N.r s the geoid height from the estimated long wavelength gravity field through degree and
order 50, which is the size of the GEM-T3 model recovery.

AN is a correction which has been applied to the altimeter data to reduce errors and
aliasing of the gravity field due to its omission of higher degree terms. An estimate of
the gravitational signal from the field above the truncation limits of GEM-T3 is
computed. Herein, we employed the high degree gravity model, OSU89B (Rapp and
Pavlis, 1990) to calculate the contribution of the terms from degree 51 to 360. The
altimeter data were then "corrected” for these geoidal contributions.

T is the ocean tide. We have applied a uniform set of tidal corrections with respect to the
sea floor which in all cases required recomputation of the values provided on the GDR
for each of the altimeter missions. We used the Schwiderski models for M,,, M;, O,, K,,
P, Q,. S,. N, M, and K,. The tidal contribution for S,, was not used since this tide is
likely contaminated by thermal effects. To bring these tidal corrections into the
geocentric frame of the altimeter measurement, an ocean loading correction was applied
accounting for all of these tides using an algorithm developed by Ray and Sanchez
(1989).

A is the atmospheric load computed using NMC pressure and an inverted barometer
assumption.

The altimeter data which were employed in the GEM-T3 solution were also extensively edited by
(a) masking out regions with high geoid gradients and/or large contributions (>2.5m) to the geoid
height computations arising from harmonic terms between degree 51 to 360; (b) eliminating data
over ocean areas shallower than 2250 m; (c) excluding data south of -60 degrees latitude; (d)
editing data with high Automatic Gain Control; and (e) editing data with undefined ocean tidal
corrections. These masking operations are fully reviewed in Marsh et al., (1990b).

2.2.2. ALTIMETER DATA ANALYSIS OVERVIEW

The altimeter data utilized in GEM-T3 was uniformly processed with consistent models. The
altimeter data were treated as tracking data and fully modeled in the orbit definition process (i.e.
the altimeter range observations were utilized directly in the analysis). The preliminary gravity
solution, PGS-3520 (Marsh and Lerch, 1989) was used to define the a priori geoid, @SST and orbit
field for the reduction of the data for all three satellites. We also introduced 1 cycle/revolution
satellite accelerations which were adjusted within each orbital arc to improve the radial modeling
from non-conservative force model effects. The altimeter data reduction by satellite is summarized
below:

° GEOS-3: The GEOS-3 satellite lacked an on-board tape recorder to support
storage of the altimeter data. Consequently, the data which were acquired
were immediately transmitted to ground sites. This altimetry consists of a
large number of short segments in time gathered around the ground sites.
Some of these sites were moved over the duration of the mission so that
within approximately 14 months of launch, a good global data set was
available. However, some regions, like the north-eastern Atlantic which
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was designated as an altimeter calibration area, were continuously
supported by telemetry sites. Consequently, there is a considerable
geographic imbalance in the GEOS-3 altimeter data distribution. We
developed an algorithm which sampled the GEOS-3 passes acquired from
May 1975 to July 1976 producing an optimal distribution of data satisfying
a 3 degree grid over the ocean surface. Approximately 70 5-day arcs were
required for this global data distribution in GEM-T3. This yielded the
142,503 altimeter observations from GEOS-3 used in GEM-T3.

In the reduction of the orbits used for GEOS-3, laser tracking from NASA
and SAO systems were included. However, the laser data were down
weighted especially for the SAO systems. All of the SAO data of this era are
believed to be biased, therefore range biases per pass were adjusted in the
orbital reduction for the SAO sites. (The SAO laser systems were .
substantially upgraded in 1979.) More accurate third generation laser data
from GEOS-3 acquired during 1980 were utilized in the GEM-T3 solution.
These data, while not coincident with GEOS-3 altimeter data, received
considerably greater weight in the solution to better represent the orbit
dynamics of this important satellite.

SEASAT: The altimeter data acquired by SEASAT spanning July 27
through October 10, 1978 were used in GEM-T3. The data were reduced
in 6-day arcs which were interrupted at the times of maneuvers. However,
due to high solar activity and less than satisfactory drag modeling, the data
acquired from September 28-30 were eliminated from the solution. Intotal,
there were 14 arcs containing 85,700 altimeter observations. The orbits
were defined using a combination of the laser, TRANET Doppler and
altimeter data (see Marsh et al., 1990b for a more complete discussion of
the SEASAT data analysis).

GEOSAT: The GEOSAT altimeter data acquired at the beginning of the
Exact Repeat Mission were incorporated in GEM-T3. The orbit definition
for these data included tracking provided by the entire TRANET Network.
In total, there were 13 6-day arcs which spanned the time period of
November 11, 1986 through January 25, 1987. The orbital maneuvers
which occurred on the 7th of December, 1986 and the 7th of January, 1987
caused two of the arcs to be of shorter duration than the nominal 6-day
interval. This is the only time period where the complete TRANET data set
was available. There was a total of 145,000 altimeter and 547,000 TRANET
observations from GEOSAT included in GEM-T3. The TRANET stations
supporting GEOSAT were tied to the TRANET stations which tracked
SEASAT through survey ties which were made available to us from three
sites. In doing so, and given the laser data acquired on SEASAT, we were
able to bring both TRANET station networks into the Earth-fixed frame
defined by SLR (cf. Smith et al., 1990).

2.3 SURFACE GRAVIMETRY

The analysis of the surface gravity data was performed by N. Pavlis at the Ohio State University
under the supervision of Prof. Richard Rapp. These observations were developed into normal
equations for incorporation into the GEM-T3 solution. The analysis of the surface gravimetry was
done in parallel and concert with the processing utilized for the satellite altimetry. This work is

summarized in Appendix A,
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3.0 METHOD OF ESTIMATION

A modified least squares method of solution is used in developing recent GEM models. Primary
considerations of the modeling is twofold: (a) to optimally combine the diverse observation data
sets available for gravitational field recovery; and (b) to produce a reliable estimate of the resulting
model's uncertainty. Both of these objectives hinge on establishing an optimal set of data weights
for each of the major data types which include numerous satellite tracking systems, satellite
altimetry and surface gravimetry. Normal equations are formed from a reduction of the data in
a least squares estimation process. Weights are then assigned to each of the data normals before
they are combined. To objectively derive these weights, a method employing subset solutions has
been developed (Lerch, 1991) which iteratively converges on an optimal weighting from each data
set’s contribution to the gravitational solution. This method requires the error covariance matrix
of the gravity parameters to be calibrated with the change observed in the parameters themselves
across these subset solutions. The data weighting method also yields a realistic error calibration
of the gravity parameters. This is deemed necessary since all contemporary gravitational models
in the presence of standard ancillary environmental and non-conservative force models are
presently unable to fit precise tracking data (like those provided by satellite laser ranging systems)
at their true noise level. The a posteriori tracking residuals display systematic offsets and trends
within each pass of data due to mismodeled and unmodeled effects. These trended residuals
prevent gravity recovery at the noise level of the data and must be accounted for in the
determination of the gravitational model and its accuracy estimate.

To illustrate the importance of the weighting process, we give a simplified example of the nature
of the problem. The unmodeled systematic error in the observation residuals for a pass of
tracking data causes the data to be repetitious in a statistical sense with non-random systematic
residuals. Hence the error calibration process must properly account for this redundancy of
information through appropriate down weighting of the data to accommodate these effects. For
instance, if a pass of highly accurate tracking data (o, = 1 cm) had n = 100 points in the pass with
a offset bias, b = 10 cm, then the effective (i.e. realistic) accuracy for each data point is essentially

c=bn =100gc, (cm)
Hence, a 1 cm observation is down weighted in accuracy by a factor of 100, which in terms of
weight is a factor of 10,000 since

w=1/0% (cm™)
While this level of down weighting of data is severe, it does represent current experience when SLR
data from low earth satellites are utilized in the GEM model recovery.
The remainder of this section explains our method of forming the modified least squares normal
equations and our iterative process for deriving adjusted data weights for the solution.
3.1 MODIFIED LEAST SQUARES NORMALS IN THE ESTIMATION OF GEM-T3S AND GEM-T3

The method of solution for GEM-T3S for a given set of data weights is a modified least squares
process (Lerch et al., 1979) which we have shown (Marsh et al., 1988) to be equivalent to a special
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case of least squares collocation as presented in Moritz, (1980: Eq. 21.38). Herein, we minimize
the sum (Q) of signal and noise as follows:

Cum + Sem r’y
Q=2 + X X f — (eq. 3.0)
- 4m o t obs o’
i
where the signal is given by
Cumr Sem: spherical harmonics comprising the solution coefficients; and

is the RMS of the coefficients of degree ¢ (a_priori
c,:1 ., 10°  constraint based on Kaula's rule). Kaula's rule has been
& obtained from gravimetry and is used here to represent

the observed power within the geopotential.

and the noise is given by

r,: observation residual (observed minus computed) for the ith observation of
satellite tracking data set (type) t and for the combination models it is
generalized to include all data types t; and

o.: RMS of observation residuals (generally significantly greater than a priori
data precision because of unmodeled effects)

f. : down weighting factor to compensate for the non-random character of the
unmodeled error effects in the data (ideally f=1)

f, / o2 is the combined weight (w) for the least squares normal equations for each data set t.

With the standard least squares approach (noise-only minimization), there is a problem in
determining realistic values for all of the high-degree coefficients due to their strong correlation
with one another. An absence of collocation (i.e. neglecting the first term in eq. 3.0) results in
excessively large power in the adjustment of the potential coefficients. Poor performance of an
unconstrained high-degree field is normally circumvented in the noise-only least squares method
by solving for a smaller sized field. Unfortunately, restricting the size of the field causes the higher
degree terms above the field’'s maximum degree to be exactly zero. The disadvantage of this
approach is the aliasing of the coefficients due to the part of the model which is now not adjusted.
We have found that the best approach is with the least squares collocation (or constrained)
solution [Lerch et al., (1991Db)].

The a priori constraint matrix (the first term in 3.0) contains only diagonal terms. A comparison
of the relative size of their contribution to the overall data normals shows that the satellite normal
equations have considerably larger diagonal terms than the collocation matrix. At lowest degree,
the ratio of the two contributions indicates that the collocation contribution is barely visible. It is
only at highest degree that the collocation contributions become a significant percent of the
diagonal terms. Collocation stabilizes the entire solution by indirectly controlling ill-conditioning
due to correlation within the system of observation equations.
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In the present solution, t = O represents the constraint matrix with weights (1/6,2). These weights
are fixed since the spectrum of the Earth's gravitational field is well known and the power of 100%
uncertainty in the gravity coefficients is defined in this way.

3.2 LINEARIZATION OF MODEL FOR THE GENERAL DATA SET T

Returning to (3.0), when minimizing Q using the least squares method, the normal matrix
equation and error covariance are described below. The optimal weighting algorithm is based on
subset gravitational solutions which are also discussed. First we express the observation
residuals r of the solution X as a first order Taylor series expanding about X, (using a linearity
assumption):

r=o-c=o0-¢,-(c-¢)
(eq. 3.1)

=I,-Ax
where
o is the observation
r, is o - c,, the initial residuals with ¢, evaluated from the initial parameters, X,
x 1isthe adjustment X - X, from the initial parameters X,

A is the matrix of observation partials with respect to the modeled parameters evaluated
at X,

As indicated, this linearization enables us to represent r in terms of the solution X in the
neighborhood of X,. For each data subset t

r=(r)=(o,-c)
I,=0,-Cu-lc.-C,)

=Ty - At X
(eq 3.2)

Let t = O represent the data set of constraints for the gravity harmonics. They represent zero
estimates of the coefficient values with uncertainties obtained from the expected rms power of the
coefficients of a given degree, ¢ given by Kaula's rule; thus, the t = O data is treated as
observations although they are clearly biased toward zero.

Denoting the errors in the unmodelled part of the observations by:

(eq 3.3)
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where C is based upon the true values of X of the modeled parameters, then we again have
through the assumption of linearity

r=o0-c¢c = (0-0-(-0
=e-AX,
T, =€, -A X, (eq 3.4)
where

x, = X - X are the errors in the solution X.

3.3 LEAST SQUARES (LS) MATRIX NORMAL SOLUTION AND ERROR MATRIX
The normality condition from minimizing Q by least squares, with W = (W,) being a diagonal weight
matrix, is
AWr=3 A'wr, =0
t
(eq 3.5)

using r at the solution X from the linearized equations (3.1) and (3.2). Thus the normal equations
are:

(A™WA)r = A"™Wr,
or rather

Nx=R
where

N =AWwWA

R =AWr,

(eq 3.6)

The nature of W, has not been specified, other than noting that it is diagonal. Mixed data weights
within a data set or group of data sets where it is desirable to hold the relative data weights fixed
must be allowed. The Kaula's rule constraint is an example of this situation. It is also desirable
to specify a scalar weighting factor for each data set t, which is required for the determination of
relative data set weighting. We define:

W, =w, Wt’
where W,"Is often the identity matrix, but may be the Kaula constraint matrix (t=0 with w,=1 held -
fixed) or other such a priori fixed relative weighting. We wish to keep the w, explicitly in our

equations. Thus it is convenient to consider the normal matrices as:

N=3Yw,N,
t
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R=XwR,
t (eq 3.7)
where

Ne =AW/A,

R, =AW,
(eq 3.8)

34 THE SIMPLIFIED LS ERROR MATRIX

Using (3.4), the errors in the solution X are given by:
X, = (ATWA)! A'We
=N'! A'We (eq 3.9)
and thus the error matrix for X is:

E(x, x,) = N' A™"WE(e ¢)) WA N"!

(eq 3.10)
where E denotes the statistically expected value.
Under certain assumptions, the error matrix in (3.10) will simplify to:
E(x. x.) = (A'WA)! = N' = V(x)
(eq 3.11)

which is generally used for the LS estimator. The usual assumption for the LS estimator is to let
the error e be a random and uncorrelated error, where:

W! =E(ee))
(eq 3.12)
resulting in (3.11). A less stringent condition on the data and their errors is:
A'WE(e ) WA=A'WA=N
{eq 3.13)

will also result in (3.11). A simple example of this case is seen when a constant estimator is
applied when using a series of independent data sets with random noise which also contain
different biases within segments of the data. In Lerch (1991) it is shown that (3.12) is
approximately "true" for the satellite determined gravitational model based upon certain properties
of the mismodeled signal seen over each individual pass of tracking data. However, there is a
severe penalty in the weighting for (3.13) because not only does the size of the "bias" influence the
data weight, but so does the fact that this bias is seen throughout each data segment/subset.
Within the tracking environment, this segment is usually one pass of data over a tracking site.

The repetition of the biases within each pass of data produces a fully correlated data error which
requires significant down weighting of the data relative to its nominal accuracy as indicated in the
introduction of this section.
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For convenience in the remainder of this report, we employ the simplified error matrix (3.11): -
N' = [Z WwN)I' = V(®) = Ex x.)
t
(eq 3.14)
which is referred to as the error covariance matrix V(x), but with the understanding that realistic
weights, w,, are determined for each of the major data sets. The weights are determined from the
optimum weighting system based upon a calibration of subset solutions with the complete

solution. This calibration is introduced below; its application for the GEM-T3S and GEM-T3
solutions are described in the next section.

3.5 CALIBRATION AND OPTIMIZATION OF DATA WEIGHTS USING SOLUTION SUBSETS

The automatic data weighting algorithm as developed by Lerch (1991) compares a complete and
subset solution. The complete solution from (3.6) and (3.7) containing all data sets is given as:

x=(ZwN)?! (Ew,R)

(eq 3.15)
where the error covariance from (3.14) is:
V(x) =N' = (Zw, N)*
A subset solution x, with errors x,., which lacks data set t is given as:
x=(ZwN)' (2w, R)
j=t j#t
(eq 3.16)

with the error covariance for the data employed being:

Vix) = (Zw, Nj)'l = E(x, x,.)
J#t

The difference between the subset and full solutions should be predicted by their respective
covariances. This difference largely reflects the unmodeled errors in data set t, since the error
effects to first order subtract out for the data sets common to both solutions. This difference from
(3.15) and (3.16) is:

x, - x = V(x) Rix) - V(x) Rx)
(eq 3.17)
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where

Rix) =Zw R
R(x) = 2w R,
j=t

If E is used to express the expected value, then the differences in these models are predicted by
the error covariances of the solution differences (Lerch, 1991) given as:

El( x, - ¥)(x, - ¥ = Ex,. x..) -2 Elx,, X.)) + E(x, x.")
A = Elx,, x,.) - E(x, x."

= Vix) - V(x)

=V(x -x)

(eq 3.18)
from (3.15) and (3.16) where:

X-X = X-X = X-X-X-X) =X-X

It should be noted that the variances would be added if the data in the two solutions {x and x,)
were independent. However, here the data in the subset solution is wholly contained in the
complete solution resulting in the above difference of variances. Equation (3.18) serves as the
basis for the subset solution calibration method described in the next section which is used to
both determine the optimal data weights and provide a reliable error estimate of the resulting
solutions.
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4.0 WEIGHTING, CALIBRATION AND ACCURACY ASSESSMENT

4.1 CALIBRATION APPROACH

An optimal data weighting technique which automatically calibrates the errors for the estimated
gravity field (Lerch, 1991a) was first applied in the GEM-T2 solution (Marsh et al., 1990a). This
technique is applied herein for the development of GEM-T3 and GEM-T3S. This data weighting
technique is now an integral part of the solution design. However, certain refinements were
required for the calibration of combination models where data have very different bandwidths of
gravitational signal.

Briefly, the method determines the weights for the data subsets across the different satellite
tracking systems on different orbits in order to automatically obtain an optimal least squares
solution and an error calibration of the adjusted parameters. It is based on the simple concept
that the expected mean square deviation of a subset gravity solution from the overall solution is
predicted by the solution covariances. Consider the ratio of the observed deviation to the expected
deviation:

k = AC/E(AC) = [EZ(C-C)? / Z(c"*-67)]'/2
(eq 4.1)

where C' is a subset solution, C the complete model, their differences are denoted AC, and E is
the expected value of the model differences based on the solution covariances, ¢’ and 6. This
quantity, k, is ideally equal to 1 and is the calibration factor required for the prediction to hold.

The weighting system is primarily designed to produce realistic error estimates. The data receive
optimal weight according to their individual contributions to the model's accuracy. The method
employs data subset solutions in comparison with the complete solution and uses an algorithm
to adjust the data weights to satisfy (4.1). With the adjusted weights, the process provides for an
automatic calibration of the solution’s error estimates. The data weights which are obtained are
generally much smaller than the weights expected when considering the accuracies of the
observations (noise-only) themselves. The observations and ancillary models suffer from problems
which need to be accounted for if an optimal gravitational model is to result. As was observed in
the introduction to Section 3, our solution a posteriori can only fit our most precise data sets to
afactor of 3 to 10 worse than their noise-only expectation of system performance and hence, these
data require down weighting. Optimization of data weighting and field calibration is a major
undertaking requiring assessment for each data subset.

The optimal weighting algorithm based on (4.1) is briefly described below. The method is
discussed in Marsh et al., (1990a) with a full development found in Lerch (1991a). The principle
behind the method is that the squared difference of the corrections to the parameter estimates of
a solution from a proper subset of that solution should be predicted by the formal uncertainties
of the associated covariance matrix. In other words, the actual differences observed in the
solution need to be consistent with the formal uncertainties derived from the normal matrix. Let
x be the full solution adjustment vector, x, be the subset solution adjustment vector, and V(x,-x) -
the covariance matrix of the solution difference. Then, using just the time invariant gravity
parameters:

(x - %7 (x, - x) = k, Tr [V(x, - x)]
(eq 4.2)
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provides the defining relationship for the calibration factor k,, When the weights are correct, k,
is unity. The difference between the solutions as discussed earlier largely reflects the unmodeled
data errors (e) within data set t since the errors common to both solutions (e, j#t) largely cancel
out when comparing the solutions. Hence, scaling the original data weight for a given data subset
by the inverse of k,, namely:

w, = w/k,
(eq 4.3)

provides for k, to be nearer to unity. However, because the subset and complete solution alike
change when the weight on a subset data set is altered, these weights require iteration.

Section 3 shows that the covariance of the solution difference when subset and complete solutions
are used is given by the differences:

Vix-x) = V(x) - V(%)
TrV(xex)] = k Tr [ V(x) - V(x)]

= kt ( <,'xtz - ze )
(eq 4.4)

Some major assumptions behind this method are considered. The most important assumption
in the above relationship is seen from (3.18) where the simplified covariance result

E(x, x.) = E(x, x.)
(eq 4.5)

requires that the different data sets t and t’ (Lerch, 1991) have independent data errors producing:

E(e.e) =0
(eq 4.6)

Since the source of the errors e are unknown this assumption may not be true and solutions may
have common errors which inadvertently cancel when forming the difference in (4.4). The effect
of this cancellation on the calibration would tend to give an optimistic error assessment and
incorrect data weighting. We have found that this effect can easily happen in the calibration when
the excluded data subset is similar in character to a data set maintained in the subset solution.
This is especially noticeable when only part of a data set (e.g.. recent SLR data acquired on
Lageos) is eliminated in forming the subset solution. In this example, while the withheld Lageos
data is independent and no longer shared across subset and complete solutions, it is highly
similar in its information content to the other Lageos data kept in the subset solution. Distinct
satellite orbits, even those tracked by different tracking instruments, still may require
simultaneous elimination from the complete solution for a good calibration to result if the orbit
characteristics between them are too similar. To avoid these problems, we combine similar data
sets into "groups” which strengthened the independence of the data being tested and produced
more conservative and realistic calibration results. Furthermore, we have introduced additional
tests to evaluate the resulting solution error estimates as will be presented in Section 4.4.

Other considerations are that the parameters being calibrated are restricted to the static
gravitational field so that the trace is consistent with units of normalized gravity. The use of the
trace implies a certain neglecting of possible high correlations in adjusted parameters, and thus
a possible overstating of the formal error contribution to the squared differences. The calibration
factor is presumed to apply to all of the normal equations in the difference set equally. The
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analyst must classify the data into groups, which is an act of intuition as indicated above. This
is especially difficult for data sets which vary over time or have suspected or known modeling
errors. Furthermore, when data types are mixed, such as altimetry and conventional tracking
data, the information bandwidth of the data in terms of the gravity parameters barely overlap.
Clearly, the method also requires the covariance matrices to be distinct, so that the differences
are well defined in the computer implementation. Results showing this latter effect are given
below.

4.2 OPTIMAL WEIGHTS FOR GEM-T3S AND GEM-T3

The Earth’s gravitational field is globally sensed by the precise tracking data taken on numerous
near-Earth orbiting satellites. However, the attenuation of the gravitational field with altitude
restricts the bandwidth of the model which is resolvable using these data. An emphasis has been
placed on fully exploiting the gravitational signal sensed by tracking data to exhaust the signal
in the data. To do so, "satellite-only” models have been estimated to high degree and order.
However, many of the highest degree coefficients are not well resolved. This has been the general
trend seen in recent Goddard Earth Models (GEM) with GEM-T1 (Marsh et al., 1988a) solved to
degree and order 36 followed by GEM-T2 (Marsh et al.,, 1990a) which, in addition, recovered
harmonics for resonance and low order terms to degree 50. GEM-T3S presented here, is complete
to degree and order 50. Least squares collocation has been used in the development of these
models to ensure that coefficients which are not resolvable yield near zero values. These poorly
resolved coefficients all have error estimates which approach 100% of the expected power of the
terms. The "satellite-only” model is biased toward zero for the high degree terms (see Figure 4.1)
with a smooth transition to the model’s truncation limits where the coefficients are defined to be
zero and not solved for. While many high degree coefficients display this behavior, many orders
in the harmonic expansion of the field have detectable orbital perturbations for geodetic class
satellites out to degree 50, and for certain resonance orders even beyond. The advantages of
extending the "satellite-only” models to these limits are:

(a) By solving for a model to the limits of tracking data sensitivity, there is little
aliasing resulting from the truncation limits of the models. This is a necessary
condition for the successful combination of these "satellite-only” models with
surface data and altimetry which sees the unattenuated gravitational field to
very high degree and order.

(b) The calibration of these models is robust since all of the signal in the data
attributable to gravitational sources is represented in the solution parameter
space. This avoids the spurious calibration results which were seen in GEM-T1
for certain resonance orders due to the truncation of the model at degree and
order 36 (see Lerch et al., 1991b). The calibration of more complete fields, even
though many of the terms are 100% in error, yields a better insight into the
systematic errors contained within individual data sets.

(c) Since a wide range of geodetic class satellites are sampled, these "satellite-only”
models yleld excellent orbit determination capabilities. A sufficient number of
coefficients are adjusted to model the "lumped-harmonics” sensed by the
different orbits involved. The orbit determination performance of "satellite-only”
models can then be compared with that achieved using combination models to
locate data and modeling incompatibilities.
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Using this optimal weighting algorithms (eqs 4.2 and 4.3) we first calibrated the GEM-T3S
"satellite-only"” model. A set of subset solutions was computed for GEM-T3S where each of the
major data sets was omitted from preliminary versions of the solution. The final set of calibration
factors, K,, which were obtained are listed in Table 4.1a. In Table 4.1a, the calibration factor (K,
scales the errors of the gravity parameters instead of the variances of these errors as given by k.
Hence, the values shown are:

K, = ktm
(eq 4.7)

The calibration factors obtained from grouping observation subsets with common characteristics
show much more conservative behavior than those obtained for individual data sets within the
group. This tends to support the concept that similar data sets, particularly those obtained on
the same satellite, have common errors which inadvertently cancel when the fields are differenced.
Grouping the data sets after determining their relative weight and then calibrating the entire
group was found to be a much better approach.

While the calibration of the "satellite-only” GEM-T3S model was reasonably straight forward and
in large measure paralleled that of GEM-T2, there are some other notable differences besides the
use of group calibration factors. GEM-T3S solved for a complete set of station coordinates while
GEM-T2 held all the non-Doppler stations fixed. The presence of these adjusting station
parameters were accounted for in the calibration. To do so, we prevented the station position
uncertainties from degrading unreasonably as data set weights were altered. Although
improvements are seen in the geopotential field when the station coordinates are adjusted, the
calibration factors and weights are not greatly affected. A comparison of the final weights and
data employed in GEM-T2 and GEM-T3S are shown in Table 4.1b.

The calibration of GEM-T3S required some additional fine tuning. The calibration method as
shown above, is based on the detection of systematic errors in individual data sets which should
be independent and adversely affect the gravity recovery. Improving data models (e.g., the
introduction of tropospheric refraction scaling parameters for TRANET data in GEM-T3S) and
including more accurate data (e.g., upgrading Lageos and Ajisai data sets in GEM-T3S beyond
those used in GEM-T2) are ongoing efforts. It is important to investigate new relative weighting
factors for these augmented and improved data sets. For example, the new Ajisai data was
composed of laser "normal points" which yielded better relative weights compared to the older full-
rate (sampled) Ajisai data common between GEM-T2 and GEM-T3S. However, since both data
sets of Ajisai would tend to have common systematic errors either coming from unmodeled orbit
effects or possible common inaccurate measurement corrections, calibrating the old versus the
new Ajisal data as separate subsets yields calibration results which are too optimistic. These
optimistic results appear by obtaining a value of o, for these data which is too small (i.e. w, is too
large). The calibration is better performed if all Ajisai data is included within a single group being
tested; this requires establishing relative weights between the original and "normal point" Ajisai
data sets. A similar picture is seen with Lageos, where the observations included in the gravity
models have been upgraded twice; GEM-T1 used data spanning 1980 through late 1984; GEM-T2
extended the Lageos data set through February of 1987; and finally, GEM-T3S contains Lageos
data through the end of 1987. Calibration factors were optimistic (.62 on average) for individual
segments of the Lageos data and .93 for the grouped data set.

Two data sets, shown in Table 4.1a were held to have conservative data weighting: Ajisai and the

GEQS-3/ATS-6 satellite-to-satellite tracking. This was done to insure maximum signal coming
from Lageos in the definition of the long wavelength gravitational field.
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Table 4.1a

DATA WEIGHTS AND CALIBRATION OF GEM-T3S

Subset GEM-T3S | GEM-T3S | GEM-T3S
Solution Weights Individual | Group
Dataset Calibration | Calibration
G; * Factors Factors
K’ K!
Geos-1 Las '77-'78 816 cm .99
Geos-1 Las '80 353 cm .94
Geos-2 Las '75-'77 913. cm .99 .96
Geos-3 Las '75-'78} 1000 cm .90
Geos-3 Las '80 224 cm .84
DI-C,DI-D,Pecle Las} 745 cm .92 .92
Optical 6.7 arcsec .97 .97
BE-C Las '79-'82 577 cm .90
Starlette '83-'84 182 cm .86
Starlette '86 182 cm 86
Lageos'80-'84 112 cm .93
Lageos'84-'86 112 cm .93 .96
 Lageos'87 105 cm 93
Ajisai '86-feb '87 387 cm .66
Ajisai mar-apr ‘87 182 cm .66
Geos-3:ATS Las 816 cm .60
Geos-3:ATS SST | 3.2 cm/sec .60
Geos-3:ATS SST | 7.1 cmissec .60
Oscar-14 10.0 cm/sec .67
Nova 2.9 cmi/sec .71 .86
Landsat 10.5 cm/sec .76
Geosat Dop 7.1 cm/sec .86
Seasat Las 707 cm | .86
Seasat Dop 5.0 cm/sec .86

1 Individual data set calibration factors indicate weights are conservative, however,
group calibration factors ( more independent ) show weights are calibrated
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Table 4.1b

DATA WEIGHTS AND OBSERVATIONS

GEM-T3S| GEM-T3S GEM-T3 | GEM-T3 GEMT2 | GEM-T2
Dataset GEM-T3S | Number{ Weights GEM-T3 | Number| Weights GEM-T2 | Number| Weights
Obs. of arcs GtIJ : Obs. ot arcs 0-:7 : Qbs. of arcs 0'1,7 *
Geos-1 Las'77-'78] 62417 48 816 cm | 62417 48 816 cm | 62417 48 667 cm
Geos-1 Las '80 54129 30 353 cm | 54129 30 353 cm | 54129 30 258 cm
Geos-2 Las '75-'77| 26613 28 913 cm | 26613 28 913 com | 26613 28 816 cm
Geos-3 Las '75-'78| 53270 48 |1000 cm | 53270 48 |1000 cm | 53270 48 816 cm
Geos-3 Las ‘80 54526 50 224 cm | 54526 50 224 cm | 54526 50 224 cm
BE-C Las '79-'82 | 64240 39 577 cm | 64240 39 577 cm | 64240 39 577 cm
Starlette '83-'84 | 97397 84 182 cm | 97397 84 182 cm | 97397 | 157 224 cm
Starlette '86 93287 72 182 cm | 93287 72 182 cm [411102 73 500 cm
Lageos '80-'86 | 278620 86 112 cm {278620 86 112 cm | 278620 86 112 cm
Lageos '87 55360 11 112 cm | 55360 11 112 cm
Ajisai '86-feb '87 | 161390 36 387 cm | 156021 36 387 cm { 156021 36 316 cm
Ajisai mar-apr ‘87 5369 12 182 cm 5369 12 182 cm
DI-C,DI-D,Peole Las} 23398 16 745 cm | 23398 16 |1000 cm | 23398 16 816 cm
Geos-3:ATS Las. | 17027 26 816 cm | 17027 26 976 cm | 17027 26 816 cm
Geos-3:ATS SST | 19074 9 3.2 cm/sec| 19074 9 3.8cm/sec| 19074 9 3.2 cmssec
Geos-3:ATS SST 8326 17 7.1 cm/sec| 8326 17 8.5cm/sec|] 8326 17 7.1 cm/sec
Optical 202093 | 498 6.7 arcsec} 202093 | 498 |11.2 arcsec} 202093 | 498 6.7 arcsec
Oscar-14 62685 13 10. cm/sec| 62685 13 14.1cm/sec| 63098 13 8. cmssec
Nova 73186 16 |29 cm/sec| 73186 16 |45 cm/sec| 73238 16 2.6 cm/sec
Landsat 26287 10 |105cm/sec| 26287 10 |10.5cm/sec] 26426 10 }10.5 cm/sec
Geos-3 Las+Alt 195006 64 577 cm
Geosat Dop 550263 13 7.1 em/sec| 550263 13 7.1 cm/sec| 549141 13 4.5 cm/sec
Geosat Alt. 145024 13 353 c¢cm
Seasat Las 12428 13 707 cm | 12428 13 707 cm | 14923 14 707 cm
Seasat Dop 115093 13 5.0 em/sec| 115093 13 5.0 cm/sec| 138042 14 7. cm/sec
Seasat Alt 85679 | 13 | 353 cm |
Surface Gravity 54048 1 3.2mgals
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In the GEM-T3S calibration, we observed in subset solutions that the elimination of certain data -
sets (as was done for GEM-T2's calibration) gave rise to calibration factors as in (4.1) where both
the change in the model and the expected change in the model were small. This causes some
concern for numerical stability. Examples of the differences for subset solutions lacking Lageos
data are presented in Figure 4.1.1 for GEM-T3S and Figure 4.1.2 for GEM-T3. The results are
quite consistent for each degree which indicates we have not yet reached the point of instability
especially for the complete calibration factors which sum over all of the observed model changes
and over all of the predicted errors. It is remarkable that significant effects are seen as high as
degree 20 just due to the Lageos data. This is likely due to the decoupling of the correlation
between high and low degree terms provided by the high altitude Lageos data. Lageos provides
virtually no direct sensitivity to these high degree terms because of its altitude. Figure 4.1.3
shows the effects due only to high and low degree decoupling,.

Before discussing the GEM-T3 weights and calibration, we show a comparison of calibration
factors in Table 4.1.c between individual data sets and grouped data sets. The results show that
the grouped calibration factors, particularly those obtained for altimeter data are significantly
larger than the individual factors. All data sets used the same weighting for the altimeter data
within the respective solutions. If the data sets are evaluated individually, for example, using
Seasat, then the weight obtained based upon the individual calibration factor should be increased
by over a factor of 5, (i.e. [.75/.33]%), over that for the group calibration factor. Such an increase
would yield not only very optimistic error estimates for the resulting gravity field but would cause
the altimeter signal to excessively dominate the solution. We know that all altimeter data contain
common, difficult to model, non-geoidal signals; imperfect modeling and estimation of these
effects cause systematic errors to be present in altimetry when these data are employed for
geopotential recovery. Therefore, altimeter data forms an ideal data group and while data from
different missions are contained therein, calibrating these data in this fashion yields a more
conservative and realistic solution error covariance.

Grouped calibration factors were employed for the GEM-T3 calibration which are shown in Table
4.2. One important group was the entire altimeter data set and all tracking data coincident with
these data. Merging the tracking data into these groups was desirable since altimeter data alone
is incapable of defining the out-of-plane components of the orbit. Since altimeter and surface
gravity data are capable of directly resolving the geoid over the entire bandwidth of these GEM
solutions, all tracking data takes on a redundant quality for defining the gravitational harmonics
when these data are utilized. The entire set of tracking data in GEM-T3 is somewhat
downweighted as a result, yet we see from Figure 4.2 that the lowest degree terms (¢ < 8) are still
significantly improved in GEM-T3 over GEM-T3S. Further, we see that the subset solution
containing surface gravity and altimetry alone contributes very little in itself to the overall accurate
definition of these low degree terms. Hence, the improvement GEM-T3 is achieving over GEM-T3S
for the low degree terms comes from the indirect effect of reducing the correlations throughout the
entire gravity model, and especially those found within each of the harmonic orders in "satellite-
only” solutions. This can further be demonstrated by comparing GEM-T3S with a solution which
largely reduces this correlation. GEM-T3S is solved only to degree 10 and its errors (showing
phenomenal improvement) are compared to those obtained from the complete model in Figure 4.2.
From this figure it is clear that correlation within the "satellite-only” model is a serious limitation
with the population of satellites we have available for study. This problem is greatly reduced when
surface gravity and altimeter data are added to the solution. The decreased weighting for the
satellite data in GEM-T3 versus GEM-T3S also compensates for the exaggerated improvement for
the low degree terms which would otherwise result. Examination of the satellite laser ranging
residuals between these models indicates only slight improvements for GEM-T3 (Section 7).
However, using a new calibration procedure presented at the end of this section, one finds that
significant improvement in the low degree model has been achieved using GEM-T3.
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Table 4.1.c

CALIBRATION TESTS OF GEM-T3

GEM-TS GEM-T3 GEM-T3
Subset Individual Sub group Group
Solution Calibration Calibration Calibration
Dataset Factors Factors Factors
K K K
Lageos'80 -'84 .57
Lageos'84 -'86 .89 1.03 1.03
Lageos'87 .43
Geos-3 Las+Alt .43 .43
Geosat Dop .66 43
Geosat Alt .41 .75
Seasat Las+ Dop .54 38
Seasat Alt .33
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Table 4.2
DATA WEIGHTS AND CALIBRATION OF GEM-T3

Subset GEM-T3 GEM-T3
Solution Weights Calibration
Dataset Factors
O, * k
Geos-1 Las '77-'78 816 cm
Geos-1 Las '80 353 cm
Geos-2 Las '75-'77 913 cm .79
Geos-3 Las '75-'78] 1000 cm
Geos-3 Las '80 224 com
BE-C Las '79-82 577 cm .96
Ajisai '86-feb '87 387 cm
Ajisai mar-apr '87 182 cm
Starlette '83-84 | 182 om | 114
Starlette '86 182 cm
Lageos'80-'84 112 cm.
Lageos'84-'86 112 cm 1.03
Lageos'87 112 cm
DI-C,DI-D,Pecle Lag 1000 cm | 1.00
Optical 11.2 arcsec 1.10
Geos-3:ATS Las 976 cm
Geos-3:ATS SST | 3.8 cmssec
Geos-3:ATS SST | 8.5 cmrsec -66
Landsat 10.5 cm/sec
Oscar-14 14.1 cmi/sec
Nova 4.5 cm/sec 1.1
Geos-3 Las+Alt 577 cm
Geosat Dop 7.1 cmisec
Geosat Alt. 353 cm
Seasat Las 707 cm 75
Seasat Dop 5.0 cm/sec
Seasat Alt 353 cm
Surface Gravity 3.2 mgals .94
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The need to employ data set groups in the weighting procedure is even more evident when
combination models undergo calibration. In models like GEM-T3, the unattenuated gravitational
signal provided by the altimeter and surface gravimetry observations alone are capable of strongly
defining the entire intermediate and short wavelength field which makes the formerly unique
satellite tracking data contributions at these wavelengths somewhat redundant statistically.
Therefore, while it was attempted, removal of single data sets from GEM-T3 did not yield
satisfactory calibration results. Hence, the relative weights established for the tracking data in
GEM-T3S were largely maintained in forming GEM-T3. The contribution of GEM-T3S to GEM-T3
did undergo some down weighting, but this was accomplished with minimal change to the relative
tracking data weights previously established. The only exceptions were for the tracking data used
coincident with the altimeter data to define these orbits. These data were calibrated along with
the altimeter data. This was done to avoid constraining unresolvable orbit parameters if altimeter
data alone would have been used.

The down weighting of the satellite data in the combination model was modest. Further down
weighting of the tracking data can have a negative impact on the solution’s accuracy because the
best signal at longer wavelength comes from tracking data as shown in Figure 4.2. Since the
non-gravitational/systematic error contained in the altimeter and surface data lacks proper
representation in the normal equations, this non-gravitational signal appears to the solution as
strong gravity field information. We know that this is an incorrect characterization of these
observations. Therefore, we must down weight the altimeter and surface gravity data to ensure
that better quality signal coming from the laser tracking data, especially at long wavelength,
controls the model definition.

When evaluating GEM-T3 in terms of its largest data groupings, the subset solution worked well
when the complete GEM-T3 model was calibrated against models which eliminated either altimetry
(e.g.. GEM-T3 versus GEM-T3S plus surface gravity) or that eliminating surface gravimetry, e.g.,
GEM-T3 versus GEM-T3S plus altimetry. However, reliable results were not obtained with GEM-
T3 versus a solution based on altimetry plus surface gravimetry, since this later subset yielded
a significantly degraded model especially at long wavelength (Figure 4.2). This is largely because
the spectral content of the satellite tracking data and the reliable part of the surface
gravity/altimeter combination barely overlap. As will be described later, a new method to validate
the weight and calibration of the combination model was developed.

4.3 CALIBRATION OF GEM-T3S WITH 5° x 5° MEAN GRAVITY ANOMALIES FROM ALTIMETRY

Altimeter-derived gravity anomalies were also used to calibrate GEM-T3S. Since the previous
methods indirectly test a field by comparing it internally to its data contributions, a possible
concern is that both the full and subset solutions share a common systematic error which would
be untested using this method. The direct calibration of the model with independent and globally
distributed altimeter gravity anomalies was undertaken to avoid this problem.

Mean 5°x 5° gravity anomalies are somewhat commensurate in field resolution with the harmonic
model of GEM-T3S. The values we are using here were computed from the 1° x 1° values
developed from the SEASAT and GEOS-3 Missions which were kindly provided to us by Rapp
(1986). The gravity anomaly calibration was performed using the method given in Lerch et al.,
(1991a) for GEM-T1. We also corrected these altimeter anomalies using the high degree and order
gravitational field of Rapp and Cruz (1986) to remove contributions to the Ag values for all terms
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above degree 50 extending to degree 300 which are neglected from the GEM-T3S solution. The
calibration factor obtained from this comparison is given as:

2

k= ( )lﬂ
1071
(eq 4.8)
where k, 1s an individual calibration factor computed for each of the 1071 5° blocks as:
I Ag - Agc ll
k= n
[o(ag) + olag) ]

(eq 4.9)

and Ag and Ag, are the observed and GEM-T3S -computed gravity anomalies. When computing
the gravity anomalies from GEM-T3S we used the spectral smoothing operator of Pellinen (Jekeli
and Rapp, 1980). The gravity anomaly uncertainties are obtained from the altimeter analysis of
Rapp (1986) and GEM-T3S models respectively. The global calibration factor obtained for GEM-
T3S from this analysis is:

k = 0.96

which indicated a high level of calibration consistency and gives an independent demonstration
of the values of the calibration/data weighting approach.

4.4 CAL!BRATION OF GEM-T3 AND GEM-T3S THROUGH PROJECTION ON DATA RESIDUALS

As noted earlier, the a posteriori orbit fit of the most precise data used in forming GEM-T3 is not
close to the inherent noise level of these data. This is a vexing problem, for there are many error
sources which contribute to this post-solution fit. We have some evidence that the error
attributable to the static or tidal gravitational field is no longer the major contributing factor to
the observation residuals. This conclusion is reached by taking individual satellite data sets like
the laser data acquired on Ajisai, and giving these data extremely high weight in test solutions.
When such solutions are then tested, there is little improvement in the orbital fit. This indicates
that the static and tidal gravity signals in the laser observations are being well accommodated in
the current GEM solutions. A second issue is the prediction of model accuracy on satellites yet
to reach orbit like TOPEX. If we cannot fit data in the solution to their expected accuracy, can we
reliably predict the model's performance on an independent satellite’s orbit? While we can use
the solution covariance to make accuracy predictions, these predictions are not easily testable.

To address both of these issues, we have adopted an additional calibration approach where we
construct solutions which have our most accurate observation sets removed. These accurate data
sets are then used to test the solution and its covarlance. This testing is accomplished by
projecting the gravitational, tide, station coordinate and polar motion uncertainties on the
observation residuals and compare the results with the actual fit obtained with these data. This
calibration did not include the effect of the orbital state parameters arising from data noise.
However, these effects are much smaller than commission error made in modeling the various
forces perturbing the satellite orbit and do not contribute significantly to the projection of errors
on the data residuals. Since we have not calibrated the uncertainties for the non-gravitational
parameters in the solution, cases which are dominated by the error in the gravitational field are
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the most meaningful. For example, a subset version of GEM-T3S is developed which omits all
Starlette data. This model predicts more than 1 meter RMS from gravity model errors on the
Starlette range data. This model is then used to fit the Starlette data and the prediction of the
observation residuals is compared to the actual fits which are obtained.

These experiments have been extended to evaluate the contribution of satellite altimeter data and
surface gravimetry on the orbit determination performance of the models. For example, the GEM-
T3S subset solution which lacks Starlette range data is combined with surface gravimetry (at the
weight it is given in GEM-T3). This new model is tested using the Starlette data for its accuracy
prediction. The same experiment is repeated using all of the altimeter data, and lastly for a model
which combines both altimeter data and surface gravimetry in these test satellite solutions. This
later subset model is GEM-T3 without Starlette data.

Such tests have been performed using Starlette, Lageos, Ajisai, and the GEOSAT altimeter data.
These experiments provided two important insights into model performance: (a) by using accurate
observation subsets and adopting a procedure where gravity error is the dominant error source,
we can test our general field optimization approach and our gravity model accuracy estimates; and
(b) we can assess the contribution, aliasing and treatment of the non-gravitational signal within
the satellite altimeter and surface gravity data sets. While the contribution of these data to the
field’s geoid definition is rather well understood by this approach, herein we are able to detect any
orbit determination problems resulting from the incorporation of these data in the gravity solution.

In addition, a calibration test was performed using the precise DORIS average range-rate data
acquired on the SPOT-2 satellite which is independent of GEM-T3 and GEM-T3S.

The results of these tests for Starlette are presented in Table 4.3. A series of special models was
developed which omitted all Starlette data. PGS-4214 is one such model and predicts a RMS
residual for the Starlette range data of 131.8 cm. When this projection was studied, it was
discovered that a disproportionate amount of this error contribution was due to the orbital
resonance effects. To prevent a few select orders in the gravity model from overwhelming this test,
two additional models were produced where the Starlette normals were allowed to contribute to
the solution for (a) the order m = 13, 14, 15, 27 and 28, and (b) only the order m=14 and 27
resonance terms. The resonance error was greatly reduced in these latter models, and a more
balanced test of the contribution of the entire gravity field that Starlette senses quite well was
achieved. For example, when all 5 resonance orders have Starlette data contributions, the
predicted RMS range error on the Starlette observations was reduced to 44.0 cm RMS. This result
displays a reasonable agreement with the fit obtained using the data (31.8 cm) although the actual
performance of the model was found to be significantly better than predicted. Therefore, our
procedures for GEM-T3S gave an accurate although conservative estimate of the Starlette orbit
error if Starlette was unavailable for inclusion in the model.

Table 4.3 also shows the contribution of surface gravity and altimeter data on the Starlette
predictions and data fits. While predicted improvement in the fit to Starlette data may be expected
when the gravity field includes surface gravity and/or altimeter observations, it is gratifying that
the performance of the model actually does improve when these data are used in the solution.
This indicates that our data processing and calibration of the surface gravity and altimeter data
has largely reduced modeling inconsistencies which otherwise could arise from these data. It also
shows significant improvement in orbit modeling coming from combination models over "satellite-
only” models. The excellent agreement between the actual RMS of fit and the error projections for
the combination model lacking Starlette shows that GEM-T3 will give accurate error projections
on orbits not contained in the solution.

Table 4.4 presents the results obtained using the Ajisai laser data. However, since Ajisai and

Starlette have similar orbit inclinations, tests solutions were also developed withholding both of
these satellite data sets. These resuits are shown in Table 4.5. The gravity models which exclude
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Table 4.3. Comparison of Predicted and Actual Starlette Data Fits
When Starlette is Independent of the Gravity Solutions

Field (PGS-) Contents: Resonance Actual Predicted Errors RMS (cm)
Name Orders with RMS of fit Total* Gravity
Starlette (cm) Only
Contributions
GEM-T3S T3S 11.4 8.4 7.1
PGS-4214 T3S-Starl none 123.3 131.8 131.6
PGS-4394 T3S-Starl 13,14,15, 31.8 44.0 43.8
27,28
PGS-4431 T3S-Starl 14,27 59.9 55.1 55.0
PGS-4401 T3-Starl-Alt 13,14,15, 28.5 37.4 37.1
27,28
PGS-4434 T3-Starl-Alt 14,27 41.6 46.6 46.4
PGS-4400 T3-Starl-SGr 13,14,15, 23.4 23.1 22.6
27,28
PGS-4433 T3-Starl-SGr 14,27 35.3 29.1 29.0
PGS-4396 T3-Starl 13,14,15, 20.2 20.6 20.1
27,28
PGS-4432 T3-Starl 14,27 28.0 26.0 25.6

* Total = [ gravity® + tides® + polar motion? + stations? |'/? where each error source is derived
from the range error projection from the covariance matrix of the solutions
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Table 4.4. Comparison of Predicted and Actual Ajisai Data Fits
When Ajisai is Independent of the Gravity Solutions

Field (PGS-) Contents: Resonance Actual Predicted Errors RMS (cm)

Name Orders with RMS of fit Total* Gravity
Ajisai (cm) Only
Contributions

GEM-T3S T3S 8.6 6.7 4.0

PGS-4215 T3S-Aji none 10.2 9.1 6.7

Table 4.5. Comparison of Predicted and Actual Ajisai Data Fits
When Ajisai/Starlette are Independent of the Gravity Solutions

Field (PGS-) Contents: Resonance Actual Predicted Errors RMS (cm)
Name Orders with RMS of fit Total* Gravity
Starlette (cm) Only
Contributions
PGS-4312 T3S-Aji-Starl none 26.1 43.6 42.7
PGS-4395 T3S-Aji-Starl  13,14,15, 23.8 41.6 41.1
27,28
PGS-4399 T3-Aji-Starl 13,14,15 23.8 38.9 38.4
-Alt 27,28
PGS-4398 T3-Aji-Starl 13,14,15 23.8 27.1 ' 26.3
-SGr 27,28
PGS-4397 T3-Aji-Starl 13,14,15, 24.2 24.9 24.0

27,28

* Total = [ gravity® + tides® + polar motion® + stations® ]'/> where each error source is derived
from the range error projection from the covariance matrix of the solutions
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only Ajisai data still perform well on Ajisai due to Starlette’s contribution to the solution.
However, with the additional elimination of the Starlette observations in the solution, both the fit
to the Ajisai data and the range error projections increase considerably. When Starlette is
excluded, gravity modeling is again found to be the dominant contributing error source within the
Ajisai tests. The Ajisai calibrations are quite reasonable, and the projected errors are in good
agreement with the actual fit to these data in all cases. However, the Ajisai orbital fits do not
improve with the inclusion of surface gravimetry and altimetry although the error projections do
improve. Nevertheless, in only one case was a slight degradation detected. This result can be
explained by comparing the characteristics of the Ajisai and Starlette orbits. Ajisai is in a higher
orbit than Starlette. The improvement in Starlette’s orbital fits when including altimeter and/or
surface gravimetry is likely a result of improvement in the definition of many high degree and
order terms to which Starlette is sensitive. Ajisai is less sensitive to the shorter wavelength model,
and is thereby testing the longer wavelength contributions to the models from altimeter and
surface gravimetry. While the improvement predicted by the respective solution covariances
through the inclusion of surface gravity and altimetry is not confirmed by the Ajisai data fits, the
RMS of fit achieved using the GEM-T3-type solution does agree well with the prediction. It is the
GEM-T3S-type models which are doing much better than their predictions.

The testing of the Lageos data is presented in Table 4.6. Lageos is in a high altitude orbit whose
semi-major axis is nearly two Earth radii. Due to attenuation, the Lageos orbit is only sensitive
to the lower degree terms in the gravitational model. This part of the model is best determined
for it gives rise to the largest orbital perturbations and is sensed strongly by all satellites included
in the solution. In Table 4.6, it is evident that gravitational models which include Lageos have
small gravity error projections on Lageos range data. In the GEM-T3 and GEM-T3S projections,
while the predicted error seems to agree with the actual {it obtained in the Lageos test arcs, these
results are largely fortuitous. The projected errors coming from station and polar motion sources
are likely over-estimated. For example, a typical polar motion parameter in the GEM-T3S solution
has an estimated uncertainty of 3-4 mas. In reality, the pole parameters are better determined
than this estimate indicates since they agree with those independently measured using VLBI at
about 2 mas. Since these non-gravitational parameters are not directly calibrated, their error
projections are not reliable. Moreover, there are also a host of other error sources which are not
addressed in this experiment which contribute to the mismodeling of the Lageos range data within
our orbital solutions. However, after excluding the Lageos data from the solutions, gravity model
error again dominates. In these cases, the projected range error is in good agreement with the
actual fit achieved using these test models. Furthermore, it is encouraging to see that the
combination GEM-T3 model again outperforms the GEM-T3S "satellite-only” test solution and does
so at the level predicted by the covariance matrices.

In the context of altimetry mission support, such as for TOPEX/Poseidon, we are most concerned
with the radial orbital accuracy achieved using the GEM models. To test the prediction of radial
orbit accuracy, test solutions were developed where SEASAT and GEOSAT tracking data were
excluded from GEM-T3S. The covariance matrix from this test solution was then used to project
the radial orbit error on the altimeter range data coincident with the GEOSAT tracking data. In
this test, we sought to treat the geoid and orbit errors as separate issues and concentrate on the
radial modeling provided by these test subset solutions. A GEOSAT tracking interval was selected
to perform this test which is not part of the GEM-T3 solution. The geoid calculated from "satellite-
only" models lacks good definition of the short wavelength gravitational signals. Therefore, in
these computations, the geoid and dynamic height models from GEM-T3 were used when fitting
the actual altimeter ranges. Hence, the projected altimeter range errors must consider two
contributions: (1) the radial orbit error from the test gravity solution which is a dynamic error
source and is the quantity which we are attempting to verify and calibrate; and (2) the commission
error in the GEM-T3 geoid (as shown in Figure 5.4b) plus the GEM-T3 dynamic height model for
GEOSAT (shown in Figure 6.5) which are obtained from the GEM-T3 covariance matrix. The geoid
and dynamic height modeling uncertainties projected into the altimeter range data represents the
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Field (PGS-)
Name

GEM-T3S

PGS-4374

GEM-T3

PGS-4427

* Total = [ gravity® + tides® + polar motion® + stations® ]/ where each error source is derived

Table 4.6. Comparison of Predicted and Actual Lageos Data Fits
When Lageos is Independent of the Gravity Solutions

Contents:

T3S-Lag

T3-Lag

Resonance
Orders with
Lageos
Contributions

none

none

Actual
RMS of fit
(cm)

7.5

14.2

7.5

10.2

Predicted Errors RMS (cm)

Total* Gravity
Only
7.5 0.8
12.3 9.4
7.8 0.8 .
10.0 6.2

from the range error projection from the covariance matrix of the solutions
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error in defining the geometric shape of the overflown ocean surface and is satellite-independent,
being strictly a function of latitude and longitude.

Table 4.7 compares the RMS of fit obtained using the GEOSAT altimetry compared to the projected
error of the same quantity. The experiment was repeated with a test gravity solution which
included surface gravimetry. Again, the GEM-T3 geoid and dynamic height models were used to
define the geometric shape of the ocean surface and this error projection remains unchanged.
With surface gravimetry included, the model predicts better GEOSAT radial accuracies, which is
borne out by the improved fit it provides to the altimeter ranging. However, the improvement seen
is smaller than projected. Lastly, Table 4.7 presents the altimeter fit and projection using the
complete set of GEM-T3 models. Since this time period of GEOSAT altimeter data is not employed
in the GEM-T3 solution, this is a further independent confirmation that the radial accuracy
predicted by the calibrated covariance matrices yield reliable estimates of orbit accuracies.

The results of a calibration test for the complete GEM-T3 model using independent Doppler data

acquired by the DORIS system on SPOT-2 is shown in Table 4.8. Herein we see excellent
agreement between the predicted observation residuals and those obtained using GEM-T3.
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Table 4.7. Calibration Test for GEM-T3 With GEOSAT Altimeter Data
Using Models Independent of the Data

RMS of Altimeter (ALT) Residuals vs. Model Error Projections on Data

Projected Error (Note: GEM-T3 is used for geoid and SST projections)

A (B) (B)+(A)
Satellite Test Total ALT Calibration
Arc Model Dynamic Geometric® Error Residuals Factor
GEOSAT T3-ALT-SG* 159.8 23.8 161.6 139.4 .86
(870510)
6-days) T3-ALT** 114.1 23.8 116.6 124.4 1.06
T3 12.1 23.8 29.6 25.6 .86

* GEOSAT, SEASAT, and GEOS-3 altimeter and ground track data along with surface gravity
data removed from GEM-T3

** same as * with surface gravity data included in the model

# computed from GEM-T3 error covariance matrix for geoid and dynamic height fields
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Table 4.8. Calibration Test for GEM-T3 With 50 French Stations
of DORIS Data on SPOT-2

{Data Independent of Solution)

5-Day Arc RMS
Residuals Projected Error
.35 cm/sec .35 cm/sec
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5.0 RESULTS

5.1 GRAVITATIONAL FIELDS

The spherical harmonic coefficients for the GEM-T3 and GEM-T3S models are given in Tables 5.1
and 5.2. Figures 5.1 and 5.2 present the respective calibrated harmonic coefficient uncertainties
for each of these fields. Because of the sometimes large correlations between harmonics in the
solution, the full error covariance is required for a realistic definition of the errors in the model.
The calibration of these solutions and a detailed discussion of their accuracy is found in Section 4.
The global geoid computed for GEM-T3 is shown in Figure 5.3 and the corresponding free air
gravity anomalies for the field are shown in Figure 5.3a.

In the GEM models, we use a frequency-independent computation in the time domain for the solid
earth tidal deformation (Marsh et al., 1988). This implicitly removes the indirect tidal contribution
from the second degree zonal harmonic, C(2,0) based on the adopted Love number, which for
GEM-T3 and GEM-T3S, is k, = 0.30. To be consistent with the most recent International
Association of Geodesy Resolution 16, adopted in 1983, the indirect tidal efiect should be included
in the reported value for C(2,0). While this has not been done in Tables 5.1 and 5.2, it is
accomplished using the following correction (Rapp et al., 1991) yielding the so-called "zero-value
of C(2,0)":

C(2,0),.ro = C(2,0)gen - 4.17357 x 107

The geoid uncertainty obtained from the solution covariance for the GEM-T3 model through degree
10 and the complete 50x50 model is displayed in Figures 5.4a and 5.4b. It is evident from these
figures that at long wavelength, the satellite dynamics control the model definition. Therefore, the
global geoid at these wavelengths is uniformly well determined. However, when the full spectral
content of GEM-TS3 is considered, one can clearly see the geographic distribution of the altimeter
data which has been employed, with a large model uncertainty seen in ocean regions lacking this
coverage. Likewise, the continents have quite different levels of estimated uncertainty depending
on the quality and geographic distribution of the surface gravimetry. Presently, significant lack
of coverage is found within the USSR, parts of South America and Africa and over the polar
regions. Figure 5.5 presents the growth in geoidal uncertainty as a function of field truncation
for typical ocean and continental locations. In the later case, we include United States and Asian
locations to contrast the effect of good versus poor knowledge of the surface gravimetry. In
general, the ocean geoid is known with an uncertainty of 20 to 25 cm for the spatial wavelengths
contained in GEM-T3 (approximately 300 km and longer) for regions mapped by the altimeters.
Knowledge over the best continental regions is at the 50-60 cm uncertainty level.

The geoid uncertainty due to commission errors complete to degree and order 50 for GEM-T3S is
estimated to be 158 cm RMS while GEM-T3 is assessed to be 59 cm RMS. This RMS uncertainty
for GEM-T3S is higher than that quoted for GEM-T2 in Marsh et al., (1990a): This is a result of
a recalibration of the model using a modified approach which we believe to be more realistic. The
details of this calibration were discussed in Section 4. We believe that GEM-T3S is a significant
improvement over GEM-T2 and this discrepancy merely reflects the fact that the calibration of the
errors is one of the difficult areas where improvement was required.

Figure 5.6 shows a comparison of the RMS coefficient error by degree for these models. Figure
5.7 shows the ability of the models at different levels of truncation to predict the values of the 5°
x 5° gravity anomaly blocks obtained from SEASAT/GEOS-3 altimetry. GEM-T3S outperforms
GEM-T2 whereas the error spectrum shown in Figure 5.6 might have indicated otherwise. Again,
the calibration for GEM-T3S was more conservative than that previously done on GEM-T2.
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TABLE 5.1 GEM-T3S Normalized Coefficients for Zonals
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Units of 10
Index Yalue lndex Yalue Index Value Index Yalue Index Valve
c 0 m o o m C 1 m [0 o m (o
0 -4841648853 3 O 09570928 4 O 05388446 5 0 00685727 6 O -0.1483014
0 0.0903888 8 O 0.0467358 9 0 0.0281079 10 O 0.0560775 11 0 -0.0513932
0 0.0332468 13 0 0.0423347 14 0  -0.0208865 15 O 0.0015621 16 0 -0.0077271
0 0.0201231 18 O 0.0095858 19 0  -0.0042338 20 O 0.0171279 21 0  0.0085040
0 -0.0075970 23 0 -0.0243201 24 0 -0.0016892 25 © 0.0065304 26 0  0.0020972
0 00012812 28 O -0.0063334 29 0 -0.0026965 30 O -0.0011753 31 0  0.0055504
0 -0.0010348 33 O 0.0015261 34 0 -0.0053579 35 O 0.0047667 36 O -0.0033053
0 0.0004951 38 O 0.0014386 39 0  -0.0020201 40 O 0.0012413 41 0  0.0000954
0 0.0004031 43 0 0.0012005 44 0  -0.0001962 45 0 0.0012613 46 0 -0.0004856
0 0.0000966 48 O 0.0000508 49 0 -0.0003145 50 O 0.0004076
TABLE 5.1 GEM-T3S Normalized Coefficients for Sectorials and Tesserals
Units of 10
Yalue Index Yalue Index Value
o] S F 1 [0} ] o m (¥ S
24392873  -1.4002539

1 2.0285919  0.2492488 3 0.9035734  -0.6185702 3 0.7204805  1.4137526
1 -0.5360650  -0.4732505 4 2 0.3490773  0.6640277 3 0.9909801  -0.2006774
4  -0.1884629  0.3092360
1 -0.0614086  -0.0956433 5 2 0.6549359  -0.3250473 3  -0.4523091 -0.2170083
4  -0.2959269  0.0500421 5 5 0.1745230  -0.6676291
1 -0.0763592  0.0260724 6 2 0.0516966  -0.3761426 6 3 0.0574756  0.0089625
4  -0.0877032 -0.4716446 6 5 -0.2671762  -0.5362968 6 6 0.0097783  -0.2373639
1 0.2796031 0.0961554 7 2 0.3226442  0.0956056 7 3 0.2508335  -0.2115686
4  -0.2745535  -0.1257550 7 5 0.0021601 0.0193125 7 6  -0.3587597  0.1516096
7 0.0006206  0.0240072
1 0.0227424  0.0597255 8 2 0.0727149  0.0688168 8 3 -0.0175659 -0.0866821
4  -0.2436470  0.0678796 8 5  -0.0245565  0.0884404 8 6  -0.0649028  0.3085013
7 0.0685744  0.0756640 8 8 -0.1231599  0.1216877
1 0.1377340  0.0229788 9 2 0.0287114  -0.0360008 3  -0.1608155 -0.0847757
4  -0.0147058  0.0222450 9 5 -0.0189594  -0.0540296 6 0.0656089  0.2224804
7  -0.1194414  -0.0973529 9 8 0.1880592  -0.0032998 9  -0.0517649  0.0965484
1 0.0826226  -0.1314502 10 2  -0.0852370  -0.0535415 3  -0.0067776  -0.1539927
4  -00918192 -0.0761173 10 5 -0.0526750  -0.0452151 6  -0.0358302 -0.0789713
7 0.0090063  -0.0029436 10 8 0.0402578  -0.0917715 9 0.1248145  -0.0375152
0 0.0977682  -0.0187361
1 0.0207172  -0.0305824 1 2 0.0099889  -0.0972582 3  -0.0305625 -0.1360325
4  -0.0346340 -0.0701708 1 5 0.0421022  0.0511969 6 -0.0012124  0.0320558
7 0.0053099  -0.0884769 11 8  -0.0060857  0.0247920 9  -0.0326476  0.0422627
0 -0.0524372 -0.0182421 11 11 0.0440720  -0.0656116
1 -0.0533018  -0.0445791 12 2 0.0074436  0.0318592 3 0.0409301 0.0181622
4  -0.0631943  -0.0021721 12 5 0.0373449  0.0027699 6 0.0013501 0.0369868
7  -0.0164938  0.0350736 12 8  -0.0230986  0.0158669 9 0.0429353  0.0252072
0 -0.0072315  0.0318605 12 11 0.0106799  -0.0074979 12 12 -0.0040254 -0.0102479
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-0.0630221 0.0413113
-0.0122844  -0.0098290
0.0011957  -0.0073920
0.0400965  -0.0377824
-0.0613859  0.0676584
-0.0223408  0.0346869
-0.0086355  -0.0163999
0.0379390  -0.0057317
0.0378384  -0.0021328
0.0318272  0.0456078
0.0102621 0.0087396
-0.0439912  0.0136448
0.0624033  0.0134916
0.0098007  0.0151404
-0.0289726 -0.0045711
0.0303027  0.0249945
0.0432058  0.0470238
-0.0000404  -0.0084670
-0.0111558  0.0101025
0.0136027  0.0014073
-0.0332765  0.0000283
-0.0281134 -0.0376986
0.0146804  0.0130315
0.0244679 -0.0104317
-0.0032920  0.0178248
0.0162396  0.0205034
-0.0307827  0.0021174
-0.0022145  -0.0294727
0.0485858  -0.0096583
-0.0034728 0.0025243
0.0047029  -0.0101995
-0.0063341  -0.0346908
0.0093834  0.0069556
-0.0167510  0.0002376
0.0008283  0.0095902
0.0073034  -0.0002442
-0.0356164 -0.0052417
-0.0073410 -0.0282896
-0.0216271  -0.0083312
0.0020157  0.0036999
0.0097453  -0.0019054
. 0.0023750 -0.0077399
-0.0077675 0.0020434
-0.0288688  -0.0091512
0.0278595  0.0064126
-0.0145261  -0.0000486
-0.0101916 0.0092466
-0.0182109  0.0253697
-0.0058591 0.0052956
-0.0068152 -0.0028738
-0.0060758 -0.0015837
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TABLE 5.1 ( continued )

Value
c S
0.0626114  -0.0635043
0.0566290  0.0635707
-0.0111519  -0.0091786
-0.0445239  -0.0017651
-0.0348109  -0.0012663
0.0203927  -0.0072605
-0.0342699  -0.0167959
0.0150813  -0.0394437
-0.0517960  -0.0054900
-0.0327824  -0.0339060
0.0125111 0.0093185
-0.0355526  0.0227401
0.0003139  0.0206892
0.0072234  -0.0241312
-0.0220231 0.0226844
-0.0075090  -0.0046881
-0.0150240  0.0056183
0.0188631  -0.0031692
-0.0198840  -0.0383619
-0.0012070  0.0082543
-0.0111053  0.0000079
0.0408311 0.0036507
-0.0141001 0.0125103
-0.0127178  0.0118335
-0.0361056  -0.0221918
0.0127338  0.0192491
0.0042638  0.0307928
0.0349791  -0.0034549
-0.0079630  0.0026507
-0.0091839  -0.0121414
0.0006902  0.0030919
0.0119416  -0.0034015
-0.0026880  0.0286305
0.0200104  -0.0131394
0.0166678  0.0087057
-0.0046531  -0.0128418
0.0280173  -0.0141824
0.0129207  0.0099662
-0.0142637  0.0030745
-0.0024087  0.0052519
0.0158380  -0.0220435
0.0105452  -0.0126071
0.0017167  -0.0141816
0.0056531  -0.0099809
0.0016251  -0.0011025
0.0119098  -0.0072890
-0.0135148  0.0017134
0.0099976  -0.0375982
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Index
1 G ]
13 3
13 6
13 9
13 12
14 2
14 6
14 9
14 12
15 3
15 6
15 9
15 12
15 1§
16 3
16 6
16 9
16 12
16 15
17 3
17 6
17 9
17 12
17 1§
18 3
18 6
i8 9
18 12
18 15
18 18
19 3
19 6
19 9
19 12
19 1§
19 18
20 3
20 6
20 9
20 12
20 15
20 18
21 3
21 6
21 9
21 12

Yalue
[v] S
-0.0192898  0.0852221
-0.0276448  -0.0042989
0.0248576  0.0446411
-0.0311282  0.0861914
0.0351679  0.0291629
-0.0125213  0.0048436
0.0353406  0.0300656
0.0084481  -0.0314408
0.0518443  0.0210674
0.0277011  -0.0422275
0.0145953  0.0395405
-0.0318919  0.0121071
-0.0193349  -0.0051955
-0.0337939  -0.0404625
0.0084376  -0.0354765
-0.0216707  -0.0344097
0.0203800  0.0054428
-0.0138939  -0.0315300
0.0036428  0.0063070
-0.0038057  -0.0230899
0.0035342  -0.0352295
0.0300389  0.0164678
0.0049091 0.0053751
-0.0050029  0.0061514
0.0276421  -0.0145890
-0.0157496  0.0320922
-0.0278175  -0.0184398
-0.0398011  -0.0191650
-0.0018122  -0.0103516
0.0057655  0.0081235
-0.0073234  0.0118612
0.0059931 0.0114506
-0.0005331 0.0044061
-0.0176620  -0.0133092
0.0274804  -0.0077287
0.0003898  0.0240557
0.0017966  0.0014834
0.0188316  0.0120476
-0.0053187  0.0149111
-0.0247261 0.0006718
0.0137934  0.0002385
0.0057172  0.0173366
-0.0103662  0.0026451
0.0244601  -0.0051934
-0.0018323 0.0127422



16

22

Yalue
C S
-0.0188783 0.0131923
0.0084478  -0.0058667
-0.0245660 0.0121487
0.0100046 0.0033244
-0.0055637 0.0072957
0.0066312  -0.0047588
0.0076447 0.0174648
-0.0173446 0.0194963
-0.0027703  -0.0060237
0.0084750  -0.0047278
-0.0035963  0.0016030
0.0043055 0.0060830
-0.0127253  -0.0005352
0.0005591  -0.0032105
0.0129162  -0.0048380
-0.0127078  -0.0051519
0.0076245 0.0134392
-0.0075980 0.0066297
-0.0060183  -0.0033685
-0.0018256  -0.0120959
0.0046572 0.0062334
-0.0039312 0.0012144
0.0136231 0.0099044
-0.0011945 0.0019464
0.0024913 0.0068800
-0.0050151  -0.0145294
0.0029288 0.0003989
0.0022276  -0.0016416
-0.0002769 0.0027232
0.0000591  -0.0060547
0.0054615  -0.0033282
0.0076194  -0.0130502
0.0045998  -0.0099141
0.0066293  0.0044974
-0.0044280  -0.0002217
0.0038311 0.0068059
-0.0045729  -0.0011870
0.0115140  -0.0006681
0.0038680  -0.0024482
-0.0090482 0.0037283
-0.0010962  0.0015779
0.0008237  -0.0054789
0.0015892  -0.0000865
0.0125747  0.0066492
-0.0037714 0.0067698
-0.0044894 0.0006423
-0.0052389  -0.0018476
0.0014440  -0.0041880
-0.0079587 0.0042484
-0.0070741  -0.0032111
0.0063224  -0.0005542
0.0035165  -0.0065741
0.0008340 0.0060683

TABLE 5.1 (continued )

Yalue
c S
0.0190823  0.0083995
-0.0088444  -0.0029433
-0.0207621 0.0151894
-0.0167598  0.0027580
-0.0001824  -0.0002202
-0.0091616  -0.0089349
-0.0043675  -0.0133607
0.0103590  0.0080531
0.0072403  -0.0158220
-0.0138905  0.0187579
-0.0066360  -0.0000534
-0.0089032  -0.0040374
0.0027498  -0.0004122
0.0068416  0.0152227
0.0029376  -0.0033319
-0.0061091  -0.0101141
0.0145378  -0.0073123
-0.0023135  -0.0067952
-0.0066492  0.0153892
-0.0048869  -0.0088808
0.0026645  0.0011374
0.0177005  0.0131962
-0.0198269  0.0013194
-0.0129584  -0.0072180
-0.0038941 0.0039075
-0.0027817  -0.0092027
0.0032506  0.0052408
0.0009251  -0.0012909
-0.0009791  -0.0014490
0.0070222  -0.0006241
-0.0243784  0.0100381
-0.0138377  -0.0026518
-0.0017730  -0.0058322
0.0060622  -0.0054142
-0.0042336  0.0095605
0.0060911 0.0069675
0.0067550  -0.0038484
0.0004584  0.0040528
0.0078289  0.0043732
-0.0080006  0.0085201
0.0087362  -0.0130603
-0.0005275  0.0113276
0.0058188  0.0033006
0.0102227  0.0000576
0.0037849  0.0035433
-0.0016868  -0.0042890
-0.0004129  -0.0043314
0.0094295  0.0072591
0.0026463  -0.0008430
0.0040977  -0.0026627
-0.0047486  -0.0008390
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23
23
23
23
23

23

12
15
18
21
24

Yalue
[o] S
0.0178574  0.0123625
0.0216122  -0.0082306
0.0082560  -0.0063060
-0.0002956  0.0041006
0.0149424  -0.0023625
0.0125285  -0.0038326
0.0052799  -0.0103255
0.0259420  0.0045503
0.0091064  -0.0130804
-0.0182926  0.0135550
-0.0098085  -0.0112061
-0.0037522  0.0129563
-0.0013889  -0.0089614
0.0193387  -0.0191634
0.0172998  -0.0026718
0.0026614  -0.0119902
0.0137992  0.0092344
0.0074812  -0.0068395
-0.0015168  -0.0053003
-0.0039742  0.0031546
0.0129780  -0.0096400
0.0076059  -0.0140641
0.0015058  -0.0072364
0.0105027  0.0051094
0.0037301  -0.0070748
-0.0055189  -0.0043409
0.0096135  -0.0051520
-0.0113758  0.0113100
-0.0094026  0.0127072
-0.0008903  -0.0032057
-0.0013145  -0.0125280
0.0086463  0.0038440
0.0051582  -0.0076870
0.0006878  -0.0002273
0.0068451 0.0014339
-0.0002574  -0.0000819
-0.0198829  0.0034978
-0.0132121  .0.0049938
-0.0096749  0.0110645
-0.0019513  -0.0043608
-0.0009315  0.0131171
0.0024345  -0.0053014
0.0077426  0.0037616
-0.0031437  0.0011824
-0.0071959  -0.0085109
-0.0044133  0.0005139
-0.0042326  0.0096213
0.0016034  -0.0088020
-0.0011170  -0.0004258



Yalue
[o] S
0.0124629  0.0018754
-0.0011112  0.0011171
0.0074792  -0.0025102
-0.0049382  0.0005254
-0.0032817  0.0008581
0.0045966  0.0038743
-0.0097629  -0.0099686
0.0023955  0.0194746
-0.0033787  -0.0029365
0.0038720  -0.0056010
0.0055871 0.0002380
0.0027058  -0.0020187
-0.0060015  -0.0023035
-0.0027230  -0.0048083
0.0023472  0.0034358
-0.0009236  -0.0024275
0.0002742  -0.0070127
-0.0065290  0.0002918
0.0157233  0.0040280
0.0089099  0.0045437
0.0044831  -0.0068938
-0.0035407  0.0010481
-0.0017454  -0.0000347
-0.0008155 = 0.0023325
0.0045205  -0.0022049
0.0118244  0.0013426
-0.0048955  0.0040340
-0.0058826  -0.0020043
-0.0006811  -0.0022230
0.0059361  -0.0038833
-0.0025454  -0.0023611
0.0048275  -0.0004363
-0.0007412  -0.0025412
0.0003238  0.0015657
0.0055107  -0.0039057
0.0094826  0.0040923
-0.0033476  0.0014392
0.0033864  0.0035899
-0.0057416  -0.0079308
-0.0128434  -0.0017347
0.0040120  0.0030630
-0.0019940  -0.0017525
-0.0052653  0.0016644
0.0009487  -0.0015711
-0.0017812  0.0027595
0.0011115  -0.0022674
0.0072572  0.0007097
0.0054708  0.0031500
0.0024080  -0.0045938
-0.0041395  -0.0016909
-0.0137712  0.0038092
0.0054298  0.0017479
0.0005348  -0.0006292

Index
o m

27 26
28 2
28 8
28 1"
28 14
28 17
28 20

28 26

TABLE 5.1 ( continued )

Yalue
[o] S

-0.0047816  0.0046491
-0.0097782  -0.0047845
0.0002267  -0.0051544
0.0006685  -0.0020984
-0.0040450  0.0002559
-0.0032712  -0.0076352
0.0096665  -0.0061770
-0.0006179  0.0050410
0.0017825  0.0061758
0.0064546  0.0030284
0.0052774  -0.0015470
0.0016863  0.0009801
-0.0053579  0.0027935
-0.0055338  0.0004176
-0.0080848  -0.0013380
0.0011455  -0.0037321
-0.0048165  0.0043288
-0.0031612  0.0018809
0.0084085  -0.0058707
0.0038798  -0.0059998
-0.0104353  -0.0028708
-0.0002917  -0.0042734
0.0011208  0.0006422
-0.0042910  0.0036716
0.0034672  -0.0004765
0.0014195  -0.0018802
-0.0030024  0.0078491
-0.0017849  -0.0037852
-0.0042099  0.0076368
0.0000203  0.0044943
0.0033100  0.0008955
-0.0041822  -0.0016758
-0.0012425  0.0006831
-0.0011746  0.0066644
-0.0112968  0.0022535
-0.0065968  0.0055273
" -0.0014756  0.0044439
0.0092540  0.0073943
-0.0111655  -0.0018416
-0.0021454  -0.0044115
-0.0023372  0.0014425
-0.0007603  -0.0025170
-0.0001485  0.0034913
-0.0032513  -0.0006601
0.0066424  0.0075456
-0.0088448  0.0047501
0.0024743  -0.0016833
0.0023387  0.0009106
-0.0004611  -0.0020303
-0.0001078  0.0048806
0.0006960  -0.0005170
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o m
27 27

28 3
28 6
28 9
28 12
28 15
28 18
28 21
28 24
28 27

32 3
32 6
32 9
32 12
32 15
32 18
32 21
32 24
32 27
32 30

Yalue
[o] S
0.0073463  0.0043961
0.0000365  0.0024808
-0.0083557  0.0006604
0.0055473  -0.0053615
0.0085219  0.0041469
-0.0108277  0.0024656
0.0011124  -0.0002070
0.0091114  0.0006105
0.0050867  -0.0120753
-0.0084055  -0.0010571
0.0039038  -0.0027338
0.0006187  0.0011967
0.0021908  0.0006240
-0.0015734  -0.0041025
-0.0011606  -0.0000159
0.0027636  -0.0001661
-0.0079954  -0.0065886
-0.0021737  0.0005084
-0.0072176  -0.0043119
-0.0003412  0.0019743
-0.0022676  0.0027807
0.0006710  -0.0042463
-0.0007401  -0.0034243
0.0014355  -0.0078076
-0.0007603  -0.0035421
-0.0111651  -0.0063089
-0.0024228  0.0004950
-0.0060304  0.0133533
-0.0000520  -0.0002800
-0.0003665  -0.0011844
-0.0021885  -0.0006402
0.0012694  -0.0033781
0.0007187  0.0020519
0.0000728  -0.0052464
0.0016482  0.0019801
-0.0042204  0.0048509
-0.0041604  -0.0004030
0.0003878  0.0055092
-0.0001579  0.0061550
0.0026744  0.0023805
-0.0048240  -0.0012326
-0.0008088  0.0012446
-0.0031747  0.0042104
0.0028732  -0.0043837
0.0039755  -0.0012921
-0.0027024  0.0100339
-0.0037651 0.0027305
-0.0035905  -0.0040263
0.0039288  -0.0004130
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Yalue
C S
-0.0006868  0.0029869
0.0020108  0.0026021
0.0002932  0.0010432
0.0008956  0.0000743
0.0008388  0.0082076
-0.0001531 0.0003349
0.0052298  -0.0007223
-0.0126709  -0.0040476
0.0013059  -0.0081458
-0.0038147  0.0033365
0.0019222  -0.0016037
0.0012616  -0.0003407
0.0030223  -0.0017356
0.0026429  0.0003473
-0.0019152  -0.0003422
-0.0046838  0.0046244
0.0049590  -0.0018916
0.0039867  -0.0008542
0.0035270  0.0013138
0.0088163  -0.0050854
0.0025202  -0.0143562
0.0014202  0.0020567
-0.0000027  -0.0003232
-0.0024448  0.0023994
0.0025070  0.0022923
0.0003714  0.0001637
-0.0019131  -0.0005219
-0.0015558  0.0043626
0.0024175  0.0013225
-0.0039319  -0.0000469
0.0024294  0.0027000
0.0016224  0.0041906
0.0020982  -0.0130018
0.0022863  0.0033530
-0.0011744  -0.0004966
0.0038684  -0.0002626
0.0016029  -0.0002355
-0.0002275  -0.0010441
-0.0012864  -0.0000700
-0.0027775  0.0033650
0.0011377  -0.0000163
-0.0000283  0.0000999
0.0002061 0.0021050
0.0002676  0.0091052
0.0014853  -0.0017752
-0.0046938  0.0004249
-0.0010749  0.0027601
0.0019761 0.0002567
-0.0000038  -0.0005495
0.0003444  0.0003100
-0.0001661  -0.0007892
-0.0020151  -0.0043063
-0.0000154  -0.0005844
-0.0012449  0.0006396
0.0011147  0.0006460
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35
35
35

35

35
35
35

35

36
36
36
36
36
36
36
36
36
36
36
36

37
37
37
37
37
37

37

TABLE 5.1 ( continued )

Yalue
[o] S
-0.0029025  0.0002111
-0.0024197  0.0007226
-0.0020655  0.0017881
0.0025819  -0.0004309
0.0029131 0.0022904
0.0005473  0.0056021
0.0032559  -0.0013749
0.0013913  -0.0039592
0.0091841  -0.0005956
-0.0158185  0.0030330
0.0039558  0.0012118
0.0027234  0.0019685
-0.0000472  0.0024276
0.0005067  -0.0005414
0.0029709  -0.0025228
-0.0030911 0.0009245
-0.0015371 0.0032500
0.0025303  -0.0021047
-0.0001281  -0.0037702
0.0008241  -0.0107665
0.0008691  -0.0036429
-0.0015349  -0.0007826
-0.0031238  0.0000240
0.0012361  -0.0011199
0.0005564  -0.0000846
-0.0007858  -0.0045579
-0.0045855  -0.0036079
0.0049446  -0.0037347
-0.0008673  -0.0001351
-0.0060217  -0.0017672
-0.0071940  -0.0032118
0.0095701  -0.0002859
-0.0075272  -0.0032116
-0.0001432  0.0000997
0.0012013  0.0004159
0.0000790  0.0017166
-0.0009510 . -0.0007338
0.0010054  0.0000570
-0.0026673  -0.0048211
0.0037861  -0.0017233
-0.0021325  -0.0006982
-0.0022370  -0.0008671
0.0021661 0.0064223
-0.0003350  -0.0005930
-0.0008515  0.0025834
0.0003238  -0.0015217
-0.0006295  -0.0007260
0.0014014  -0.0007934
-0.0006309  0.0004709
0.0003363  0.0002772
-0.0039976  -0.0021303
0.0000288  -0.0005662
-0.0002401  -0.0022930
-0.0009803  -0.0002122
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-0.0025903  0.0013273
0.0015634  -0.0039492
0.0003700  0.0018257
0.0025620  0.0035914
-0.0038857  0.0020012
-0.0043099  -0.0020967
0.0028703  0.0012618
0.0057516  -0.0012315
-0.0027992  0.0023171
0.0034280  -0.0148811
-0.0009125  -0.0010679
0.0003260  0.0005015
-0.0005232  -0.0006637
-0.0006070  0.0011092
0.0018740  0.0026275
0.0018740  0.0024590
-0.0014679  -0.0000324
0.0005549  -0.0013593
0.0057252  0.0025883
0.0117278  -0.0034130
-0.0092588  -0.0015334
0.0010213  0.0017048
0.0008937  0.0023475
0.0014452  -0.0016492
-0.0004608  -0.0013740
0.0009083  -0.0017266
-0.0025462  0.0043774
0.0005858  -0.0019592
0.0045253  0.0024338
0.0044361 0.0038735
0.0106395  -0.0107112
0.0010445  -0.0024920
0.0022872  0.0059087
-0.0020581  -0.0017981
-0.0000199  -0.0009966
0.0000784  -0.0001418
-0.0012282  -0.0016080
0.0021082  0.0002744
-0.0009892  -0.0001876
0.0024136  -0.0045793
0.0002301  -0.0035470
-0.0078363  0.0043773
-0.0055006  0.0017589
-0.0005408  -0.0056214
-0.0002161 0.0003154
-0.0006264  -0.0001379
0.0000002  0.0001000
-0.0003597  -0.0005134
-0.0035300  -0.0023768
0.0022282  0.0004775
0.0013172  -0.0003409
0.0000354  -0.0003067
-0.0037861  -0.0018059



Yalue
[} S
0.0035858  0.0024162
0.0085177  0.0059619
0.0000230  -0.0008018
0.0014673  -0.0002428
-0.0000614  -0.0000048
0.0017556  -0.0005730
-0.0012239  0.0010915
-0.0006279  -0.0005581
0.0007987  -0.0002158
-0.0007283  -0.0030525
-0.0013625  -0.0001665
-0.0008782  -0.0007612
0.0005776  -0.0004151
-0.0016049  -0.0046784
-0.0044494  -0.0025509
0.0016541  -0.0018681
-0.0003426  -0.0017146
0.0007782  -0.0002085
0.0005515  0.0001224
-0.0000708  0.0004222
0.0004966  0.0002377
-0.0000226  0.0006548
-0.0010778  -0.0027453
-0.0011026  -0.0014208
-0.0003038  0.0004803
-0.0004852  0.0001737
-0.0009455  -0.0029885
-0.0037722  -0.0080576
-0.0009265  -0.0008372
-0.0008523  0.0005878
-0.0001019  0.0002765
-0.0001654  0.0000015
-0.0003259  -0.0002407
-0.0000938  -0.0001797
0.0002065  0.0005138
-0.0007498  -0.0023428
-0.0000922  -0.0003119
0.0001341 0.0002727
0.0005631  -0.0005670
-0.0012415  -0.0025770
0.0019450  0.0027580
-0.0014235  0.0012509
0.0005470  -0.0001754
-0.0016504  0.0005276
-0.0003001  -0.0001841
-0.0009287  0.0001297
-0.0000655  0.0004143
-0.0000466  0.0001142
0.0000266  0.0004729
0.0009212  0.0028448
-0.0005471  -0.0004563
0.0004612  -0.0004497
0.0000956  0.0000255
-0.0009379  0.0009570
-0.0035305  -0.0019717

Index

m
26

1

17
20
23
26
29

TABLE 5.1 ( continued )

Yalve
c S
0.0037998  0.0050984
0.0090416  0.0025426
0.0002299  0.0000572
-0.0004774  -0.0005485
0.0005163  -0.0003801
-0.0001639  -0.0000248
0.0002098  -0.0001610
-0.0002650  0.0013298
-0.0002379  -0.0004698
-0.0003385  -0.0018986
-0.0009285  0.0007748
. 0.0005521 0.0047155
-0.0034191 0.0020501
0.0034921 0.0010620
0.0015461 0.0006767
-0.0002789  0.0035545
-0.0000100  -0.0000195
0.0006132  -0.0004435
0.0001161 0.0001566
0.0003670  -0.0008140
0.0016062  0.0010678
0.0001588  -0.0001917
-0.0007934  0.0000349
0.0000653  0.0001400
0.0006211 0.0008404
-0.0030737  0.0041816
-0.0055720  -0.0042680
0.0020082  0.0002817
0.0003890  0.0002616
0.0001176  0.0000172
0.0001575  -0.0002112
0.0000030  -0.0001243
-0.0003616  0.0000837
-0.0004812  0.0001615
0.0009566  0.0014781
0.0003769  0.0004840
-0.0000486  -0.0005648
0.0004545  -0.0028186
0.0055099  0.0005127
0.0018413  -0.0000899
-0.0018343  -0.0013605
0.0011815  -0.0029420
-0.0004711 0.0001833
0.0005710  0.0001227
-0.0002771 0.0002868
0.0006168  -0.0005152
0.0006099  0.0005391
0.0018852  0.0015432
-0.0002821 0.0001330
0.0001009  0.0007784
0.0004374  0.0010142
0.0042544  -0.0079559
0.0001297  0.0021131

49

m

27
30

36

12
15
18
21
24
27
30

36

Yalue
c S
-0.0022770 0.0043656
-0.0020266 0.0058474
-0.0022409  -0.0029887
-0.0000771 -0.0005497
0.0017170 0.0008501
0.0009266 0.0001095
0.0003968 0.0006367
-0.0006152  -0.0014731
-0.0007748  -0.0017872
-0.0001917 0.0005431
0.0010069 0.0000537
-0.0034301 -0.0015110
-0.0018291 0.0024037
0.0024619  -0.0003820
0.0009313 0.0011179
0.0001324  -0.0015416
-0.0006074  -0.0004503
-0.0003794 0.0002988
-0.0004722 0.0003327
-0.0004437 0.0015767
0.0024662  -0.0027370
-0.0003069 0.0000045
-0.0007830  -0.0003803
-0.0034715 0.0000675
-0.0066818  -0.0014588
0.0023502  -0.0046533
0.0007992  -0.0001184
-0.0001721 0.0009778
-0.0005810  -0.0004588
0.0001921 0.0005345
0.0009929  -0.0006715
0.0001661 0.0000776
0.0010156 0.0013554
0.0002075 0.0012845
-0.0001172 0.0005854
-0.0002220 0.0007654
0.0014030 0.00206847
-0.0006233  -0.0005807
-0.0003199 0.0005065
-0.0008781 -0.0019627
-0.0003305 0.0016334
0.0006081 -0.0002920
-0.0000712 0.0000675
-0.0003591 0.0002920
0.0002459 0.0002943
0.0017031 0.0015074
0.0006760  -0.0012332
-0.0002560 0.0003585
-0.0001544  -0.0001346
0.0023253  -0.0008096
0.0005764 0.0008604
-0.0001028  -0.0025183
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Yalue
c S
0.0017765  0.0019098
-0.0007600  -0.0002381
-0.0001178  -0.0005404
0.0002047  -0.0007063
-0.0004694  -0.0001465
-0.0000764  -0.0002910
0.0002324  0.0000795
-0.0002219  0.0004336
0.0007663  0.0003422
0.0003372  -0.0001715
0.0004227  0.0007347
-0.0001293  -0.0000251
0.0012002  0.0027064
0.0002041 0.0044317
0.0007646  -0.0006384
-0.0003699 0.0008343
0.0005386  -0.0005869
0.0003190  -0.0010664
-0.0003296  -0.0001613
-0.0000223  -0.0000957
-0.0001792  -0.0000646
0.0000727  -0.0001672
0.0019833  0.0004343
0.0000625  0.0000282
0.0001774  -0.0003741
0.0003254  -0.0000535
-0.0001826  0.0000435
-0.0005103 0.0086710
-0.0006833  -0.0003933
0.0007339  -0.0001837
0.0008469  0.0001497
0.0002444  -0.0002978
0.0001135 0.0000012
-0.0002100  -0.0002573
-0.0001081 0.0000772
0.0000018  0.0000862
0.0000167  0.0000299
0.0009189 0.0009443
0.0002092  -0.0000511
0.0000625 0.0001821
-0.0002442  0.0000870
-0.0003167  0.0013656
-0.0011077  0.0001258
-0.0001763  0.0002153
0.0001884  -0.0003401
0.0011542  0.0005463
-0.0009693  0.0021188
0.0006748  -0.0018544
0.0001330  -0.0002666
0.0000055  -0.0002395
0.0000133  -0.0001403
0.0000786  -0.0002338
-0.0005235  -0.0013296
0.0001184  -0.0000329
-0.0000844  0.0000827
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TABLE 5.1 ( continued )

Yalue
[ S
-0.0004862 0.0009066
0.0006198 0.0001476
-0.0005443 -0.0000112
-0.0001307 0.0004896
0.0004058  -0.0002145
0.0000153  -0.0000369
-0.0002171 -0.0000101
0.0006416  -0.0005518
-0.0001790  -0.0005149
0.0000232 0.0005883
0.0003235  -0.0000967
0.0001102  -0.0014030
-0.0044055  -0.0037923
-0.0025589  -0.0005135
-0.0001851 0.0018980
-0.0016261 0.0013550
0.0007931 -0.0002435
-0.0002983 0.0005233
-0.0002484 0.0000324
-0.0000419 0.0000686
0.0001343 0.0001244
-0.0010050  -0.0003301
-0.0011388 0.0007134
0.0001438 0.0000828
-0.0000727  -0.0000462
0.0003687  -0.0005048
-0.0038955 0.0013003
-0.0033143  -0.0002913
-0.0003783  -0.0006339
-0.0006831 -0.0003629
0.0007125 0.0000950
-0.0001301 0.0009476
0.0000804 0.0002054
-0.0000233 -0.0000093
0.0000464  -0.0000601
-0.0000767  -0.0003205
0.0002347  -0.0015381
-0.0002967  -0.0002477
0.0001254 0.0003489
-0.0003400 0.0016189
0.0006282 0.0004601
-0.0010555 0.0009471
-0.0004754  -0.0009182
0.0007975  -0.0014334
-0.0004023  -0.0000367
0.0005214  -0.0015317
0.0000649 0.0000643
0.0001873  -0.0001129
0.0000373  -0.0000072
-0.0001722 0.0001808
-0.0001268  -0.0000201
-0.0001716  -0.0004462
0.0000677 0.0000991
-0.0000532  -0.0002210
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Yalue
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-0.0009264  0.0012366
-0.0002968  -0.0000369
-0.0002965  -0.0005058
-0.0005675  -0.0001036
0.0004634  -0.0002822
-0.0000736  -0.0002462
0.0009634  -0.0003521
-0.0014332  0.0011161
-0.0000345  -0.0000887
-0.0005410  -0.0002223
0.0004831 0.0002415
0.0017820  -0.0000040
0.0012852  0.0006132
0.0015510  0.0021801
0.0008033  0.0001417
-0.0002134  0.0012068
-0.0000290  0.0001247
0.0001336  0.0001213
-0.0001120  0.0001444
0.0002167  -0.0000850
0.0004771  -0.0002685
-0.0010133  -0.0000683
0.0001915  0.0002173
0.0001550  0.0000802
0.0014525  0.0007611
0.0048705  0.0040429
-0.0005848  -0.0008414
0.0013381  -0.0002956
0.0010044  -0.0015032
0.0001973  0.0007811
0.0003903  0.0009204
-0.0000992  -0.0001521
0.0000034  0.0001419
0.0000201  -0.0000801
-0.0004764  -0.0005327
0.0003330  0.0000297
-0.0001188  -0.0001983
-0.0001911  -0.0003508
-0.0000015  -0.0006788
0.0038711  -0.0027597
0.0001490  -0.0001846
-0.0012754  -0.0016144
-0.0006169  -0.0007959
0.0005398  -0.0006026
-0.0009083  -0.0007141
0.0000474  -0.0001683
0.0000391 0.0000213
-0.0001556  -0.0001381
-0.0006201  -0.0008383
-0.0003399  0.0012049
0.0000759  -0.0000263
-0.0000622  0.0000632
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Yalue
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-0.0001196  -0.0001132
0.0006399  -0.0000022
0.0035059 0.0020001
0.0000563  -0.0000375
-0.0000732 0.0001772
-0.0013207  -0.0000239
0.0003712  -0.0007213
0.0001229  -0.0001389
-0.0004168 0.0002594
-0.0000273 0.0000966
-0.0001932 0.0000355
0.0001846  -0.0001008
-0.0005488  -0.0003230
0.0001162  -0.0000197
-0.0000758  -0.0001933
-0.0000409 0.0000078
-0.0000758  -0.0019172
0.0006129  -0.0040585
-0.0002056 0.0002854
-0.0000940 0.0004022
-0.0010972  -0.0000174
0.0012088  -0.0020216
-0.0025352 0.0040539
0.0000070  -0.0000140
0.0000284  -0.0001998
0.0000068  -0.0000334
0.0000934  -0.0000883
0.0000476 0.0000124
-0.0005565  -0.0001592
0.0000272  -0.0000262
-0.0000180 0.0001307
-0.0002701  -0.0000881
-0.0002885 0.0000462
-0.0011169  -0.0049578
0.0001204 0.0000858
0.0001592  -0.0001366
0.0011411 0.0004661
-0.0004613 0.0003563
-0.0021722 0.0019330
-0.0001561  -0.0001918
-0.0001904 0.0002115
0.0001007  -0.0000659
-0.0001115 0.0000332
0.0000348  -0.0000196
-0.0001264 0.0000661
0.0000989  -0.0000279
0.0000279  -0.0000927
0.0000187 0.0000396
0.0004551  -0.0003401
0.0004768  -0.0007853
0.0002385  -0.0001742
-0.0000620  -0.0002566
0.0006742  -0.0003197
-0.0017643 0.0004353
0.0044226  -0.0020206
-0.0000317 0.0000493
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TABLE 5.1 ( continued )

Yalue
[o; s
0.0000517  -0.0003245
0.0000600  0.0011835
-0.0007621  -0.0010657
0.0000756 0.0000478
-0.0001250 0.0006483
-0.0005849  -0.0001458
0.0007662  -0.0021906
0.0017498 0.0001443
-0.0003167  0.0002071
-0.0000070  -0.0000357
0.0000741 0.0000022
-0.0001684  0.0003888
-0.0002907  -0.0000760
-0.0001335  -0.0002368
0.0000061 0.0000338
0.0000498 0.0002734
0.0009983 0.0020671
0.0003102 0.0004763
0.0002710  -0.0003066
-0.0001695 0.0013407
-0.0000368  -0.0000550
-0.0000058 0.0020528
-0.0003271  -0.0002511
0.0000671 0.0000033
-0.0000806 0.0000399
-0.0001030  -0.0000470
-0.0000053  -0.0000828
0.0006071  -0.0003120
-0.0000276 0.0000575
0.0000545 0.0001154
-0.0003609 0.0002366
0.0026509  -0.0003834
0.0029262 0.0003369
-0.0001828  -0.0000499
0.0001488  -0.0005105
0.0002520  0.0000613
-0.0017384  0.0054079
-0.0046778  -0.0004143
0.0000203  -0.0000301
-0.0001548  -0.0000721
0.0000299  -0.0000385
-0.0000046 0.0000482
-0.0001004  -0.0000590
0.0005530  0.0002052
0.0000958  0.0001635
0.0000303  -0.0002179
0.0001863  -0.0006446
-0.0002312  -0.0009891
0.0008530  -0.0007754
0.0004152 0.0003072
0.0002108  -0.0004911
0.0000483 0.0005084
-0.0011360  -0.0022011
0.0003692  0.0002494
0.0000058  -0.0000122
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Yalue
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-0.0011330  0.0001639
-0.0028153  -0.0030360
0.0001551 0.0007760
-0.0003659  0.0004937
-0.0011082  0.0015433
-0.0004025  -0.0009544
-0.0008726  -0.0013159
0.0000520  -0.0000712
0.0002837  0.0000544
-0.0001069  0.0001024
0.0001083  0.0000936
-0.0006615  -0.0002657
-0.0007896  -0.0008140
-0.0001090  0.0000056
-0.0000095  0.0001383
-0.0003033  0.0002377
-0.0042107  0.0020997
-0.0005024  -0.0001956
0.0003567  0.0005343
0.0001999  0.0001550
-0.0002748  0.0002421
0.0018486  0.0004507
-0.0000658  0.0001563
-0.0000160  -0.0002192
0.0000459  -0.0000232
-0.0002000  0.0000126
-0.0001024  -0.0000621
-0.0005710  -0.0001637
-0.0001351  -0.0000695
-0.0001059  0.0000078
-0.0003448  -0.0003816
0.0002445  -0.0008886
-0.0001443  0.0013175
-0.0002921  -0.0006239
0.0007626  -0.0008720
0.0002983  0.0006747
0.0010642  -0.0001644
-0.0001894  0.0003461
0.0001168  0.0000891
-0.0000637  -0.0000584
0.0000570  0.0000474
0.0000520  0.0005122
0.0012478  0.0004021
-0.0000166  0.0000482
-0.0000182  0.0001792
-0.0002831 0.0000305
-0.0011871 0.0016478
-0.0000379  0.0000533
0.0001466  0.0003248
-0.0002955  -0.0002620
0.0005774  -0.0004655
-0.0014808  0.0007372
0.0001556  -0.0003960
0.0000093  0.0000003



Yalue
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-0.0001245  -0.0000624
-0.0000006  0.0000945
0.0000259  -0.0000156
0.0000174  0.0000919
-0.0001325  0.0008216
0.0000408  0.0000722
0.0000345  -0.0000226
-0.0000588  -0.0000232
-0.0001435  -0.0003704
-0.0009033  -0.0029050
-0.0002616  -0.0002242
-0.0000772  0.0000699
-0.0008257  -0.0003902
-0.0000077  -0.0002543
0.0050697  -0.0039608
0.0004203  0.0005136
-0.0000169  -0.0000030
0.0001100  0.0000380
0.0001187  -0.0000842
0.0000212  0.0000366
-0.0001071 0.0000140
0.0004406  0.0001640
0.0000339  -0.0000085
0.0000428  0.0000128
-0.0000147  0.0000543
-0.0001658  0.0009838
-0.0006287  0.0017959
0.0000522  -0.0000771
0.0000980  -0.0001763
-0.0005064  0.0001804
0.0025019  0.0013518
-0.0045268  -0.0016842
0.0000021  -0.0001335
0.0000066  -0.0000041

TABLE 5.1 ( continued )

Yalue
[} S
-0.0001112  0.0001419
-0.0001072  0.0000473
0.0000135  -0.0000986
0.0000367  -0.0000269
0.0007070  0.0002420
0.0000352  -0.0000287
0.0000497  0.0001481
-0.0000809  -0.0000225
-0.0011948  0.0000848
0.0007355  0.0005088
0.0000590  -0.0001352
0.0001306  0.0000943
-0.0000293  0.0001603
0.0034106  -0.0101665
0.0042554  0.0003230
-0.0001563  0.0001688
-0.0000548  -0.0000486
0.0000339  -0.0000112
-0.0000259  0.0000278
0.0000242  0.0001143
-0.0000097  -0.0000178
0.0000955  0.0001749
0.0000216  -0.0000794
-0.0001378  -0.0000779
-0.0003467  -0.0000013
0.0003907  -0.0003540
-0.0000317  -0.0000971
-0.0000984  -0.0000009
0.0000915  -0.0004243
0.0025674  0.0037702
-0.0000014  -0.0000062
0.0000104  -0.0000009
-0.0000031  -0.0000042
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0.0000086  -0.0000316
0.0000260  -0.0000260
-0.0000102  0.0000617
0.0000909  -0.0000905
0.0004845  0.0002076
-0.0000779  -0.0000277
0.0000618  0.0000147
0.0004073  0.0001157
0.0005678  0.0011395
-0.0002477  0.0004640
0.0001630  -0.0001737
-0.0004283  0.0005774
0.0002395  -0.0002940
-0.0014549  0.0020688
0.0003285  -0.0005330
-0.0000147  -0.0000093
-0.0001166  0.0000003
-0.0000488  -0.0000636
-0.0000121  -0.0000397
0.0001140  0.0001535
-0.0006869  -0.0002899
0.0000235  -0.0000178
0.0000192  -0.0000495
0.0002329  -0.0002118
0.0025001  -0.0013269
0.0000512  -0.0000059
-0.0002914  -0.0003761
0.0003274  0.0002896
-0.0004816  0.0007204
0.0017986  0.0006239
-0.0001531 0.0004103
-0.0000570  -0.0000148
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TABLE 5.2 GEM-T3 Normalized Coefficients for Zonals

Units of 10
Yalve Index Yalue Index Yalue Index Value Index Value
c o m c o m (o o m c nm [0
-484.1650994 3 0 0.9572011 4 0 0.5395212 5 0 0.0683433 6 0 -0.1495135
0.0913009 8 0 0.0488832 9 0 0.0268624 10 O 0.0540650 11 0 -0.0494638
0.0356285 13 O 0.0401122 14 © -0.0215549 15 O 0.0032275 16 0 -0.0061891
0.0174266 i8 O 0.0085246 19 O -0.0021551 20 O 0.0199238 21 0 0.0060954
-0.0095105 23 0 -0.0216426 24 O© -0.0002292 25 O 0.0051981 26 0 0.0057590
0.0037752 28 O -0.0099775 29 O -0.0025026 30 O 0.0067263 31 0 0.0059286
-0.0040391 33 O -0.0011500 34 O -0.0045042 35 O 0.0068919 36 0O -0.0037241
-0.0066619 38 O 0.0006767 39 O 0.0004215 40 O -0.0017227 41 0 -0.0023976
0.0018083 43 O 0.0045338 44 O 0.0024867 45 O -0.0028338 46 0 -0.0015925
0.0000205 48 O 0.0031619 49 0 -0.0011610 50 0O -0.0032544
TABLE 5.2 GEM-T3 Normalized Coefficients for Sectorials and Tesserals
Units of 10
Yalue index Yalue Index Yalve
o S A m [o] ] o m [} S

2.4390658  -1.4000946

2.0277142 0.2492171 3 2 0.9044707  -0.6194477 3 3 0.7203425 1.4138845
-0.5361511 -0.4734360 4 2 0.3502181 0.6630152 4 3 0.9909337 -0.2009274
-0.1887706 0.3094237

-0.0582802  -0.0960839 5 2 0.6527110  -0.3238637 5 3 -0.4523301 -0.2152958
-0.2955841 0.0496903 § 5§ 0.1737635  -0.668%070

-0.0768942 0.0269984 6 2 0.0487345  -0.3740131 6 3 0.0572032 0.0093728
-0.0868265 -0.4713064 6 5 -0.2673304 -0.5367802 6 6 0.0096846 -0.2371348

0.2748687 0.0974659 7 2 0.3277950 0.0932467 7 3 0.2512201 -0.2152927
-0.2755610 -0.1237672 7 5 0.0013262 0.0186200 7 6 -0.3588314 0.1517387

0.0009703 0.0240836

0.0236282 0.0588472 8 2 0.0775985 0.0660087 8 3 -0.0177852 -0.0863470
-0.2463398 0.0701796 8 5 -0.0250411 0.0894628 8 6 -0.0649237 0.3091226

0.0674622 0.0750948 8 8 -0.1241984 0.1201722

0.1460968 0.0199707 9 2 0.0224514  -0.0335532 9 3 -0.1612938 -0.0759683
-0.0101377 0.0189722 9 5 -0.0171468  -0.0537733 9 6 0.0639143 0.2226482
-0.1190107  -0.0969910 9 8 0.1871323  -0.0023539 9 9 -0.0481324 0.0987392

0.0814935 -0.1302777 10 2 -0.0912766  -0.0511029 10 3 -0.0086059 -0.1550282
-0.0853424  -0.0787340 10 5 -0.0510215  -0.0511065 10 6 -0.0370547  -0.0783798

0.0075611 -0.0033501 10 8 0.0400547  -0.0916800 10 9 0.1243124  -0.0380328

0.0997532 -0.0224543

0>.01 51438  -0.0266145 11 2 0.0167542  -0.0984958 11 3 -0.0284259  -0.1462895
-0.0406835  -0.0644826 11 & 0.0376146 0.0503126 11 6 -0.0003918 0.0349216
0.0038817  -0.0895537 11 8 -0.0069703 0.0253251 11 9 -0.0322248 0.0432902
-0.0520650  -0.0173310 11 11 0.0453181 -0.0690741
-0.0545002  -0.0420954 12 2 0.0123808 0.0319206 12 3 0.0421598 0.0246728
-0.0695574 0.0028552 12 5§ - 0.0319159 0.0096522 12 6 0.0041892 0.0401345
-0.0183894 0.0358166 12 8 -0.0255168 0.0161921 12 9 0.0409053 0.0243333
-0.0064899 0.0317633 12 11 0.0105182  -0.0068164 12 12 -0.0033602  -0.0108797
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Yalue
C S
-0.0559665 0.0395293
-0.0038557  -0.0133028
0.0035556  -0.0058836
0.0414659  -0.0361843
-0.0614129 0.0678124
-0.0206693 0.0304582
~-0.0007851 -0.0192933
0.0376788  -0.0063813
0.0385106  -0.0010119
0.0319584 0.0452989
0.0130794 0.0070987
-0.0434805 0.0070734
0.0568236 0.0061453
0.0114793 0.0155961
-0.0287572  -0.0042554
0.0237694 0.0340855
0.0391220 0.0454734
-0.0069833  -0.0070595
-0.0109552 0.0128282
0.0137124 0.0012041
-0.0361270 0.0037964
-0.0273808  -0.0318449
0.0068147 0.0210642
0.0247642  -0.0035158
-0.0025898 0.0186970
0.0164865 0.0207531
-0.0294099 0.0032961
0.0012802  -0.0362621
0.0521647 0.0020212
0.0058839 0.0033474
0.0047002  -0.0051744
-0.0061816  -0.0346579
0.0113318 0.0071843
-0.0096289  -0.0029679
0.0121511 -0.0042207
0.0050712  -0.0063049
-0.0337049  -0.0069966
-0.0070964  -0.0280235
-0.0210506  -0.0075292
-0.0023480 0.0042819
0.0052111 0.0058030
0.0014180  -0.0229616
-0.0194055  -0.0015386
-0.0301615  -0.0054108
0.0277741 0.0067269
-0.0106927  -0.0002663
-0.0047068 0.0106734
-0.0171788 0.0205518
-0.0094317 0.0139320
-0.0118226 0.0035729
-0.0096824 = -0.0005874

- b -t d
H L OAN s QO HhpsDON

e

[+- 4, V]

11

TABLE 5.2 ( continued )

Yalua
c S
0.0543242  -0.0634283
0.0607207  0.0646537
-0.0116966  -0.0088473
-0.0445391  -0.0043063
-0.0371952  -0.0033551
0.0259548  -0.0162511
-0.0348919  -0.0149848
0.0147653  -0.0394554
-0.0517851  -0.0050039
-0.0235054  -0.0333181
0.0113301 0.0088505
-0.0327261 0.0235054
-0.0008754  0.0191309
0.0054459  -0.0243198
-0.0212918  0.0268320
-0.0141227  0.0000332
-0.0206218  0.0056652
0.0184275  -0.0029384
-0.0196596  -0.0386771
-0.0191519  0.0077318
-0.0125322  0.0050564
0.0378171 0.0039291
-0.0157889  0.0118557
-0.0140956  0.0116438
-0.0329779  -0.0190370
0.0131239  0.0129394
0.0019873  0.0291036
0.0301291 0.0024813
-0.0078403  0.0021961
-0.0088533  -0.0128693
0.0036682  0.0050833
0.0275281  -0.0023289
0.0154597  0.0273694
0.0294184  -0.0093126
0.0157465  0.0102937
-0.0048124  -0.0129043
0.0306525  -0.0137472
0.0174860  0.0137476
-0.0134176  -0.0035994
0.0049122  0.0034216
0.0131223  -0.0184290
0.0108561  -0.0139252
0.0044349  -0.0125965
0.0040221  -0.0112091
-0.0061390  0.0047932
0.0043733  -0.0009704
-0.0152436  0.0040667
0.0084047  -0.0351392
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-0.0211569  0.0963808
-0.0341536  -0.0042568
0.0241467  0.0460357
-0.0312803  0.0877964
0.0329887  0.0210216
-0.0188109  0.0054356
0.0322984  0.0276200
0.0083128  -0.0313314
0.0542768  0.0150957
0.0342069  -0.0358331
0.0117403  0.0374328
-0.0324556  0.0147756
-0.0195731  -0.0051538
-0.0341109  -0.0271230
0.0169119  -0.0328518
-0.0240037  -0.0383121
0.0198974  0.0061632
-0.0134780  -0.0333624
0.0127131 0.0085514
-0.0109756  -0.0274779
0.0022023  -0.0283061
0.0291379  0.0193775
0.0053064  0.0053556
-0.0033638  -0.0014744
0.0156997  -0.0115996
-0.0178758  0.0344506
-0.0287346  -0.0169012
-0.0393857  -0.0208743
0.0027594  -0.0105434
-0.0033835  -0.0009951
-0.0038121 0.0201077
0.0022164  0.0025673
-0.0021222  0.0081173
-0.0175393  -0.0137024
0.0330342  -0.0087291
-0.0081594  0.0303065
0.0113814  0.0008935
0.0190121  -0.0048859
-0.0059513  0.0173580
-0.0246481  -0.0014079
0.0152411  -0.0005928
0.0263792  0.0187134
-0.0116607  0.0018168
0.0150203  0.0068850
-0.0019522  0.0140674




Yalue
o S

-0.0185066  0.0136367
0.0084445  -0.0073172
-0.0277508  0.0153133
0.0096642  -0.0009644
-0.0038186  0.0143386
0.0146058  0.0018228
0.0051671 0.0241261
-0.0169513  0.0197295
0.0012215  -0.0071400
0.0125137  -0.0037544
-0.0089299  0.0024228
0.0063465  0.0130062
-0.0191162  0.0064667
-0.0061313  0.0028610
0.0145345  -0.0031764
-0.0111264  -0.0044652
0.0068979  0.0111168
-0.0071169  0.0090105
-0.0170923  0.0036873
-0.0050423  -0.0033127
0.0071525  0.0037349
-0.0024921 0.0028966
0.0113588  0.0172884
-0.0025191 0.0027378
0.0094515  0.0037852
-0.0049208  -0.0086425
0.0033959  -0.0019883
0.0065866  -0.0105297
0.0051081 0.0041833
0.0069129  -0.0074194
0.0075753  -0.0047882
0.0080624  -0.0116876
0.0015538  -0.0128630
0.0065226  0.0084412
-0.0127725  0.0041807
0.0089668  0.0052191
-0.0026664  -0.0082430
0.0147221  -0.0165285
' -0.0002373  0.0011771
-0.0130950  -0.0042049
0.0001750  0.0021769
0.0025097  -0.0075036
-0.0011322  0.0029262
0.0121192  0.0084746
0.0036502  0.0014493
0.0039251  -0.0001427
0.0005868  0.0092714
-0.0128755  -0.0023621
-0.0128522  0.0007021
-0.0045566  -0.0025631
0.0043339  0.0016663
-0.0008081  -0.0041454
-0.0054096  0.0034241

Index
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21
21
21

22
22
22
22

m

14
17
20

TABLE 5.2 (continued )

Yalue
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0.0203698  0.0079163
-0.0056776  -0.0059467
-0.0263062  0.0158605
-0.0196408  -0.0020826
-0.0082423  0.0035020
-0.0234988  0.0021983
-0.0034556  -0.0164381
0.0101780  0.0077608
0.0089480  -0.0134798
-0.0166678  0.0189291
-0.0130827  -0.0040371
0.0080082  -0.0023536
0.0055469  -0.0015897
0.0080666  0.0153789
0.0068014  -0.0020947
-0.0040494  -0.0116880
0.0098040  -0.0068659
0.0045640  -0.0108964
-0.0021465  0.0134247
-0.0060088  -0.0126654
0.0156587  -0.0048357
0.0118893  0.0185777
-0.0201557  -0.0006099
-0.0119890  -0.0046886
-0.0049044  0.0076167
-0.0071693  -0.0091901
0.0164017  0.0104728
-0.0037811  -0.0036623
0.0051782  0.0016270
0.0044306  0.0079569
-0.0206731 0.0078295
-0.0131607  -0.0014118
-0.0062665  -0.0021786
0.0084211  -0.0108240
-0.0015746  0.0092185
0.0038380  0.0106647
0.0035161 0.0014723
-0.0017838 . 0.0018849
0.0073958  0.0065215
-0.0108818  0.0080828
0.0066384  -0.0129144
-0.0002176  0.0118854
-0.0008396  0.0053570
0.0036962  0.0031720
0.0157567  0.0079196
-0.0052481  -0.0098613
0.0027288  -0.0076154
0.0161760  0.0106701
0.0045031 0.0009341
0.0006343  0.0023214
-0.0050968  -0.0080894
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21

24

Value
C S
0.0178471 0.0109014
0.0243699  -0.0094126
0.0075180  -0.0022236
0.0092976 0.0082274
0.0138314  -0.0052023
0.0102807  0.0083148
0.0038281  -0.0087932
0.0263472  0.0042003
0.0087670  -0.0149852
-0.0246156 0.0223187
-0.0121940  -0.0173193
-0.0128872 0.0167174
-0.0005856  -0.0184242
0.0170577  -0.0133824
0.0184178  -0.0031340
0.0074786  -0.0120752
0.0157680 0.0132542
-0.0033462  -0.0082340
0.0042666 0.0009019
-0.0074084  -0.0162834
0.0116255  -0.0055536
0.0066161  -0.0161023
-0.0007572  -0.0095976
0.0081466 0.0126573
0.0111403  -0.0032617
-0.0068317  -0.0146739
0.0146476 0.0039237
-0.0297856 0.0136280
-0.0082098 0.0122275
-0.0036319  -0.0072531
0.0006051  -0.0129151
0.0120874  0.0078646
0.0048718  -0.0077411
0.0090689  -0.0031308
0.0114084  -0.0064852
-0.0072798 = 0.0016990
-0.0167307  0.0017457
-0.0136750 0.0076166
-0.0131056 0.0059036
-0.0065967  0.0016121
0.0067431 0.0131699
0.0056586 0.0021285
0.0000031 0.0062788
0.0001650 0.0076483
-0.0086416 0.0004264
-0.0023151 0.0010878
-0.0026533  0.0109539 -
0.0059841  -0.0055616
0.0000222  -0.0006148



Yalye
(o S
0.0107286  0.0039942
-0.0073065  0.0062148
0.0042378  0.0033269
-0.0008591 0.0052729
-0.0075322  0.0079033
0.0016576  0.0055353
-0.0031454  -0.0119188
0.0041720  0.0224177
-0.0010523  -0.0058838
0.0056097 -0.0172084
0.0072606  0.0054995
0.0019969  -0.0031928
-0.0219913  -0.0001364
-0.0044996  -0.0046636
0.0084163  0.0018969
-0.0007273  -0.0017458
-0.0001679  -0.0131772
-0.0062727  0.0057826
0.0124541 0.0007009
0.0056260  0.0063145
0.0079715  -0.0053912
-0.0017521 0.0017543
-0.0008453  -0.0030521
0.0070755  0.0014215
0.0016218  -0.0055395
0.0134213  0.0034719
-0.0088026  0.0033801
-0.0116142  0.0005241
-0.0026737  -0.0055581
0.0034385  -0.0150723
-0.0037860  -0.0050892
0.0046821  -0.0119952
0.0078644  -0.0008477
0.0003401  -0.0024004
0.0001981  -0.0080774
0.0093805  0.0036678
-0.0046678  0.0052229
0.0025044  0.0022134
-0.0074700  -0.0090753
-0.0162449  -0.0017283
0.0089151 0.0028652
-0.0091732  -0.0018424
-0.0019391 0.0003407
0.0020707  -0.0065448
0.0025425  0.0024856
0.0014409  -0.0056584
0.0041740  0.0023826
0.0025011 0.0031105
-0.0001352  -0.0014221
-0.0091125  -0.0020045
-0.0180762  -0.0055121
0.0029940  -0.0025111
-0.0032430  0.0005946

index
o m

27 26

28 2
28 5
28 8
28 M
28 14
28 17
28 20
28 23
28 26

TABLE 5.2 ( continued )

Yalue
c S
-0.0058367  -0.0029276
-0.0119628  -0.0116064
0.0055800  0.0003283
-0.0020045  -0.0053160
-0.0041603  0.0023566
-0.0062353  -0.0109321
0.0135711  -0.0034580
-0.0018593  0.0046445
0.0045809  0.0029153
0.0086338  0.0029512
-0.0025286  -0.0006536
-0.0031615  0.0018419
-0.0121845  0.0074113
-0.0057378  0.0070722
-0.0061507  -0.0043946
0.0004103  -0.0028975
-0.0060496  0.0030399
-0.0022660  0.0016815
0.0090138  -0.0086781
0.0104845  -0.0080465
-0.0092718  -0.0030842
-0.0019984  -0.0033849
0.0016690  0.0025351
-0.0110613  0.0099434
0.0043796  0.0060830
-0.0065044  -0.0043441
-0.0039430  0.0107706
0.0033951  -0.0084043
0.0003689  0.0100453
0.0021892  0.0033030
0.0013617  0.0057275
-0.0046503  -0.0020512
-0.0001190  0.0001917
0.0008508  0.0157155
-0.0060838  0.0031072
-0.0039763  0.0074653
-0.0022369  0.0056220
0.0086392  0.0061025
-0.0113406  -0.0009352
-0.0021781  -0.0041551
0.0083160  -0.0049377
0.0050124  0.0005448
0.0100396  0.0030255
-0.0054062  0.0048110
-0.0005282  0.0033685
-0.0051155  0.0098834
0.0028538  0.0004540
0.0067808  0.0000637
0.0042350  -0.0037772
0.0031745  0.0034310
0.0050965  0.0024247

56

o m
27 27

28 3
28 6
28 9
28 12
28 15
28 18
28 21
28 24
28 27

29 3
29 6
29 9
29 12
29 15
29 18
29 21
20 24
29 27

30 3
30 6
30 9
30 12
30 15
30 18
30 21
30 24

30 30

31 3
31 6
31 9
31 12
31 15
31 18
31 21
31 24
31 27
31 30

Yalue
[o] S
0.0068460  0.0021541
0.0024984  0.0090420
-0.0023067  0.0049177
0.0082431  -0.0064753
0.0014296  0.0109002
-0.0108597  -0.0009772
0.0038205  -0.0029946
0.0077244  0.0053421
0.0096282 -0.0137817
-0.0073755  0.0011044
0.0015286  -0.0082880
0.0099066  0.0068548
-0.0050682  -0.0038189
-0.0026580  -0.0017172
-0.0077083  -0.0062682
-0.0048796  -0.0036690
-0.0077158  -0.0040463
0.0001001  -0.0009304
-0.0067189 ~ -0.0012353
0.0038608  -0.0094083
0.0000790  0.0014467
-0.0054353  -0.0075011
0.0123714  -0.0085305
-0.0016879  -0.0019559
-0.0100442  -0.0078314
-0.0088595  -0.0065115
-0.0026160  -0.0032619
-0.0056395  0.0126688
-0.0000546  0.0041453
-0.0063297  -0.0086681
-0.0019375  0.0033188
-0.0014884  0.0017420
0.0027783  0.0031965
0.0017530  -0.0033483
-0.0011249  0.0019858
-0.0061490  0.0052115
-0.0030547  -0.0029426
0.0006200  0.0101357
-0.0009474  -0.0056003
-0.0015101 0.0013112
-0.0059529  -0.0085579
0.0058074  0.0010645
-0.0125972  0.0139195
0.0050419  -0.0077404
0.0082254  0.0001041
-0.0015404  0.0090298
-0.0046501 0.0006893
-0.0036280  -0.0070195
-0.0042626  -0.0014378




-
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Yalue
C s
-0.0031761 0.0007467
-0.0032131 0.0031032
-0.0048291  -0.0001447
-0.0027285  0.0005344
0.0034057  0.0052654
0.0043555  0.0037108
0.0084762  0.0024841
-0.0060013  -0.0132287
0.0028450  -0.0104979
0.0009262  0.0003210
0.0036344  0.0022099
-0.0001409  0.0024123
-0.0044927  -0.0037018
0.0044473  -0.0033291
-0.0067002  0.0008173
-0.0052038  0.0031756
0.0005727  -0.0022595
-0.0003830  0.0042619
-0.0020442  0.0056377
0.0058310  -0.0095515
0.0010961  -0.0184406
-0.0028722  0.0011197
-0.0057815  0.0009623
-0.0110388  -0.0057405
0.0001172  0.0018779
-0.0011804  0.0029285
-0.0063195  0.0068520
-0.0017808  0.0025409
-0.0041017  -0.0012433
0.0004439  -0.0043685
0.0022850  0.0041636
0.0053014  0.0017015
0.0068818  -0.0150441
0.0064792  0.0066707
-0.0020539  0.0025193
0.0023560 . 0.0050525
0.0008456  -0.0030955
0.0007953  0.0041388
0.0013133  0.0053536
-0.0065508  0.0056450
0.0003254  0.0020824
-0.0042858  -0.0035370
0.0009862  -0.0006426
0.0034153  0.0137161
0.0018694  -0.0034621
-0.0058913  -0.0007781
-0.0057021 0.0048662
-0.0049156  0.0000010
0.0030456  0.0004847
0.0032984  0.0016145
-0.0002799  0.0016925
-0.0001109  -0.0071643
0.0025799  0.0121828
-0.0056396  0.0002456
0.0065414  0.0008810

E
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TABLE 5.2 ( continued )

Yalue
c s
-0.0068686 0.0015229
-0.0048493 0.0011091
0.0011497 0.0110768
0.0020113  -0.0077170
0.0037931 0.0034850
-0.0043786 0.0094764
-0.0008262  -0.0080769
-0.0007092  -0.0071528
0.0105189 0.0027860
-0.0159411 0.0040291
0.0065942  -0.0041506
0.0096775 0.0063670
-0.0040991 0.0059137
-0.0135093 0.0037096
-0.0042243 0.0024097
-0.0012806 0.0071895
-0.0055791 0.0004070
0.0043770  -0.0057622
-0.0014310  -0.0080674
0.0024295  -0.0136956
0.0051354  -0.0047807
0.0062400 0.0036500
-0.0132095 0.0024944
-0.0062657  -0.0089832
0.00237338 0.0101232
0.0032848  -0.0018095
-0.0068707  -0.0067366
0.0007911 -0.0072514
-0.0011466 0.0028395
-0.0067572  -0.0019524
-0.0046326 0.0017638
0.0080871 0.0018070
-0.0053443  -0.0060513
-0.0055092  -0.0049306
-0.0048740  -0.0020946
-0.0035798 0.0001649
0.0003665  -0.0034356
-0.0004069 0.0019427
-0.0080168  -0.0041710
0.0054933  -0.0044269
-0.0057191 0.0016195
-0.0009853 0.0000774
0.0030975 0.0073591
0.0027623  -0.0001453
0.0074786 0.0047942
-0.0014267  -0.0090704
-0.0040717  -0.0121681
-0.0067343  -0.0012726
-0.0003339  -0.0016667
0.0023445 0.0001202
-0.0027542  -0.0027844
0.0034629  -0.0018732
-0.0066777  -0.0041323
-0.0011832 0.0008553

57
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Value
c S
-0.0054440  0.0026048
0.0011795  -0.0048727
0.0030106  0.0036264
-0.0006898  0.0101392
-0.0050422  -0.0017867
-0.0096200  -0.0049603
0.0017740  0.0030135
0.0090193  -0.0062329
-0.0008576  0.0016316
-0.0003193  -0.0173273
0.0024732  0.0089333
0.0101568  0.0074331
-0.0003786  0.0035989
0.0000574  0.0040019
0.0103061  -0.0024785
-0.0009321 0.0071018
-0.0109181  -0.0058118
-0.0005696  -0.0057345
0.0048197  0.0045287
0.0125297  -0.0041028
-0.0169733  -0.0019148
0.0106401 0.0017421
0.0021370  0.0035835
0.0015395  0.0060509
-0.0041608  -0.0017540
0.0067832  -0.0054193
-0.0143511 0.0087397
-0.0044956  -0.0091086
0.0104901  -0.0001515
0.0021631 0.0048391
0.0116954  -0.0131225
-0.0026502  0.0036857
0.0060071  -0.0016236
-0.0006015  -0.0099549
0.0073452  -0.0046862
0.0023524  -0.0012762
-0.0007252  -0.0034005
0.0007518  0.0021176
0.0003531 0.0040581
0.0062678  -0.0047130
0.0017057  -0.0045421
-0.0071208  0.0073981
-0.0089974  0.0043111
0.0013699  -0.0066836
0.0013751  -0.0038035
-0.0012606  0.0023331
-0.0025474  0.0067216
0.0014276  -0.0018175
-0.0023757  -0.0007566
0.0081779  -0.0015877
-0.0006381 0.0028466
0.0015215  -0.0018213
-0.0053148  -0.0060258



Value
< S
0.0047611  -0.0027142
0.0128425 0.0045323
0.0025817  -0.0060123
0.0019726  -0.0008856
0.0035724  -0.0024595
0.0051868 0.0005152
0.0006688  -0.0003666
-0.0020373  -0.0012743
-0.0031151  -0.0034466
-0.0009556  -0.0083390
-0.0050750 . 0.0054249
0.0010060  -0.0013716
0.0004339 0.0071497
-0.0014453  -0.0007891
-0.0043893  -0.0038518
0.0023266  -0.0043175
-0.0044932 0.0019497
-0.0018945 0.0010750
-0.0029291 0.0049006
-0.0025898  -0.0028432
0.0004544  -0.0029071
0.0001178 0.0000877
-0.0008276  -0.0035592
-0.0014517  -0.0027009
0.0037789 0.0047925
-0.0033813  -0.0004058
-0.0020101  -0.0027154
-0.0024204  -0.0101477
0.0018862  -0.0073454
-0.0009031 0.0001508
-0.0016599  -0.0048817
0.0032840  -0.0001586
0.0017363  -0.0043984
-0.0026367  0.0053655
-0.0042810 0.0032747
-0.0037796  -0.0018936
-0.0031858  -0.0037195
-0.0012587  -0.0000521
-0.0063277  -0.0117123
0.0007345  -0.0028817
0.0029705 0.0049953
-0.0055260 0.0005049
0.0030161  -0.0004945
-0.0023041 0.0009372
-0.0013794  -0.0021706
-0.0032974  -0.0024119
-0.0015694 0.0019214
0.0009845 0.0007174
0.0048671  -0.0006330
-0.0014747 0.0009168
-0.0020793  -0.0004557
0.0004196  -0.0008594
-0.0056367  -0.0008416
-0.0009173 0.0025235
-0.0013986  -0.0042759

Index

a

37
37
37
37

m

26
29
32
35

TABLE 5.2 (continued )

Yalue
[# S
0.0034336  0.0087185
0.0070112  0.0043474
-0.0030583  0.0053792
-0.0081669  -0.0085347
0.0053427  0.0012862
-0.0046791 0.0051471
0.0010329  0.0019980
-0.0011352  0.0056709
-0.0025002  0.0012922
0.0014166  0.0016680
0.0010583  -0.0021540
-0.0002480  0.0043683
-0.0039493  0.0045460
0.0059171 0.0020835
0.0025487  0.0030305
0.0041587  0.0040092
0.0030752  -0.0011208
0.0039756  0.0045104
0.0007810  0.0031819
0.0009166  0.0091713
0.0099610  -0.0001755
-0.0044839  0.0007530
-0.0014440  -0.0020140
-0.0003241  -0.0097518
-0.0026940  0.0043824
-0.0023117  0.0071160
-0.0020169  -0.0033467
0.0001311 0.0052857
-0.0103099  0.0028057
-0.0016177  0.0037600
-0.0021234  0.0011420
0.0088006  0.0003928
0.0040807  0.0007677
0.0020340  -0.0001802
0.0006834  0.0015879
0.0005927  -0.0008076
-0.0043835  0.0046265
-0.0012227  -0.0094841
0.0060268  -0.0019383
0.0017296  0.0011912
-0.0033430  -0.0027049
0.0052964  -0.0050303
0.0000925  0.0051273
0.0028399  0.0014783
0.0012139  -0.0016050
-0.0020735  -0.0031634
0.0020043  -0.0041575
0.0012302  -0.0012876
-0.0011739  0.0011708
-0.0008079  -0.0009923
0.0006823  -0.0092436
0.0042286  -0.0057720
-0.0030313  0.0037440

58

a

37
37
37
37

m

27
30

36

12
15
18
21
24
27
30

Value
[o] S
-0.0029964  0.0033606
-0.0064958  0.0123353
0.0001545  -0.0156965
-0.0033317  -0.0040689
-0.0012612  -0.0011765
-0.0079824  0.0034923
0.0035695  0.0004752
-0.0012791  -0.0028368
0.0021553  -0.0027905
0.0065761  -0.0012532
0.0016723  -0.0001027
-0.0084124  0.0001756
-0.0016060  0.0069831
0.0011511 0.0026892
-0.0000432  0.0075551
-0.0004538  -0.0020779
-0.0014023  0.0044364
0.0006507  0.0041436
0.0051866  0.0038905
-0.0029172  0.0067749
-0.0024110  0.0017039
0.0010577  -0.0019332
-0.0027525  -0.0020255
-0.0068925  0.0057119
-0.0077364  -0.0021167
0.0055821  -0.0098472
-0.0083180  0.0003784
0.0028572  -0.0017494
-0.0000654  0.0001047
-0.0031044  -0.0025156
-0.0001346  0.0009513
-0.0010176  0.0008677
0.0044421 0.0000164
-0.0038797  0.0005316
-0.0005346  -0.0013222
-0.0014222  -0.0011424
0.0030406  0.0039924
-0.0005875  0.0011196
0.0008827  0.0011420
-0.0031163  -0.0032749
0.0004912  0.0040246
0.0057131 0.0021486
0.0034184  0.0032957
-0.0001380  0.0005462
-0.0044253  0.0036733
0.0007892  0.0005245
-0.0005881 0.0013570
0.0005731 0.0047586
0.0001517  -0.0000071
0.0039405  -0.0012279
0.0015488  -0.0000018
0.0026878  -0.0015818



G&E&E6666 RRRRRERRRRRRRRE BEGLLLEGLLEELLES

Yalue
c S
0.0086719 0.0021279
-0.0022838 0.0005172
-0.0009056  -0.0100823
0.0020794  -0.0019584
-0.0010549 0.0024804
0.0019032 0.0017889
0.0035194  -0.0021540
0.0030211 0.0044013
0.0006714 0.0010780
0.0030972 -0.0029467
-0.0012846  -0.0015350
-0.0009454  -0.0015454
-0.0049920 0.0015279
-0.0028763 0.0024781
0.0055411 0.0046499
0.0031443 0.0069991
-0.0026086 0.0037980
0.0019980  -0.0027079
-0.0008316 0.0020286
0.0019077  -0.0006349
-0.0016264  -0.0010956
0.0000195  -0.0005122
0.0024777  -0.0028463
0.0012199 0.0007061
-0.0060716 -0.0032356
0.0019677  -0.0000828
-0.0014060 0.0002575
-0.0016798 0.0071065
-0.0033059  -0.0019594
0.0028516  -0.0021425
0.0029798 0.0030621
0.0073136 -0.0003218
-0.0011373 -0.0064975
0.0029297 0.0011940
0.0018471  -0.0012678
0.0013370 0.0075225
-0.0024947  -0.0021794
0.0016425  -0.0016159
0.0039739 0.0025995
-0.0009661 -0.0023623
0.0038111 0.0014278
-0.0006909  -0.0005947
-0.0016089 0.0027245
-0.0009448 0.0033906
-0.0028548 0.0028183
0.0078193 0.0055376
-0.0022656 0.0049728
0.0035684  -0.0032760
0.0026951  -0.0027440
0.0002985  -0.0012819
-0.0008588 0.0015494
0.0002887 0.0015372
-0.0034052  -0.0008497
0.0032011 -0.0003423
-0.0043586 -0.0023125
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TABLE 5.2 ( continued )

Yalue
c s
-0.0052892  0.0042570
-0.0098255 0.0043609
-0.0065801  -0.0000297
0.0022039 0.0040887
-0.0020493  -0.0017886
-0.0056812  -0.0044196
0.0008779  0.0015092
0.0008017  0.0014187
-0.0036389  0.0031713
-0.0027801  -0.0024590
0.0058399 0.0020848
-0.0031263  -0.0008805
-0.0014004  -0.0054051
-0.0048047  -0.0004893
0.0039092 0.0044224
-0.0020544  -0.0002303
0.0018011  -0.0067936
-0.0001768  0.0009606
-0.0056119  -0.0006628
-0.0070054  0.0026595
-0.0008173 0.0041930
-0.0027799 0.0039610
-0.0022186  0.0014669
0.0003756  -0.0009282
-0.0003431 0.0016274
0.0001647  -0.0064914
-0.0021524  0.0016623
-0.0010411 0.0008117
-0.0026257  0.0050419
-0.0016056 0.0051703
-0.0031235 0.0005426
-0.0024349 0.0013503
0.0010687  0.0032316
0.0034121 0.0017682
-0.0018939 0.0016363
0.0012324  -0.0000826
-0.0009325  -0.0043967
0.0018932  0.0029772
-0.0033284  -0.0017765
-0.0000186  0.0044105
-0.0026699  -0.0003930
-0.0051754  0.0032688
-0.0031967  0.0009834
-0.0040191  -0.0027811
0.0030486  -0.0050440
0.0004467  0.0001770
0.0037782  -0.0006886
0.0000148  -0.0017983
0.0035373  -0.0005212
-0.0031837  0.0012239
0.0001222  -0.0004875
0.0007696  -0.0037004
0.0020754  -0.0006589
0.0021153 0.0009336
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Value
C S
-0.0040296  0.0074972
0.0017542  -0.0012226
-0.0035437  -0.0002503
-0.0000935  0.0054527
-0.0006180  -0.0007461
-0.0003542  0.0011971
0.0043636  -0.0077228
-0.0008635  0.0052410
-0.0085518  0.0038762
0.0012403  -0.0011678
0.0009781 0.0017079
0.0046599  -0.0009781
0.0035784  0.0007136
0.0016808  0.0037711
0.0045869  -0.0055809
0.0024849  0.0089295
-0.0063007  0.0022353
0.0031178  0.0007431
0.0050181 0.0041881
-0.0025299  -0.0053650
-0.0013027  0.0001380
0.0025039  0.0060175
-0.0002852  -0.0039074
0.0009576  0.0061367
0.0020583  0.0023257
0.0040223  0.0010344
-0.0079572  -0.0061139
0.0033950  -0.0020095
-0.0012074  -0.0011083
0.0027912  0.0005902
-0.0045843  0.0035128
-0.0002384  -0.0036957
-0.0038622  0.0025786
0.0002772  -0.0035145
-0.0003520  -0.0006908
0.0001944  -0.0044618
0.0026380  -0.0025727
-0.0077975  -0.0000412
0.0006760  -0.0032237
0.0038838  -0.0032201
0.0042510  0.0020496
-0.0029287  -0.0003965
0.0003855  -0.0061805
0.0053568  0.0019902
-0.0026354  -0.0019834
-0.0007616  -0.0023328
-0.0014242  0.0009479
0.0015806  -0.0015151
-0.0021671  -0.0010538
-0.0026414  0.0016431
0.0004705  -0.0043553
-0.0034361  -0.0013003
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Yalue
[} S
0.0024224 0.0019235
0.0041370  -0.0030598
0.0062681  -0.0008717
-0.0017040  -0.0018854
-0.0003018 0.0033467
-0.0066606 0.0032181
0.0007054  -0.0033151
0.0006000 0.0030227
0.0003902 0.0019348
0.0016600  -0.0049421
0.0020442  -0.0053048
-0.0005557 0.0010901
-0.0015386  -0.0006741
0.0006898 0.0023582
-0.0002686  -0.0023467
0.0063494  0.0008493
0.0028610  -0.0050933
-0.0001483  -0.0055951
-0.0020010 0.0002963
-0.0017368 0.0025661
-0.0028315 0.0028776
0.0006478 0.0002631
-0.0022300 0.0103393
0.0005050  -0.0020583
-0.0053435  -0.0007635
-0.0017473 0.0002132
0.0001166  -0.0040506
0.0019215 0.0015586
-0.0027401  -0.0010902
-0.0017942  -0.0005419
0.0025376 0.0012821
-0.0040330 0.0007903
-0.0016422  -0.0064498
0.0019022  -0.0060338
0.0007062 0.0024173
-0.0008726 0.0006783
0.0074399 0.0019451
-0.0080805 0.0041903
-0.0014626 0.0011128
-0.0019032  -0.0015629
0.0005538 0.0012148
-0.0007062  -0.0007040
-0.0014992 0.0018387
-0.0015349 0.0015451
0.0018516 0.0001842
0.0009952  0.0013374
-0.0009128 0.0023804
-0.0037062 0.0036039
-0.0004567 0.0001535
0.0013954  -0.0050730
0.0001248  -0.0017717
-0.0009807 0.0040984
-0.0031590 0.0001357
0.0019652 0.0016491
0.0034306 0.0042050
-0.0020915 0.0067677
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TABLE 5.2 ( continued )

Valve
[¢] S
0.0002953  0.0000911
-0.0007239  0.0031661
-0.0059262  -0.0033256
-0.0020496  -0.0030384
-0.0036964  0.0054399
-0.0032027  0.0037589
0.0016370  -0.0013952
0.0084758  0.0004522
0.0039107  0.0003363
-0.0027228  -0.0029434
-0.0002472  0.0023184
-0.0025667  -0.0015273
0.0003575  0.0006596
-0.0034898  -0.0005418
-0.0021061  -0.0041320
0.0012049  0.0010192
0.0029405  0.0080656
-0.0016279  -0.0022368
-0.0021572  -0.0005208
-0.0043511 0.0001382
-0.0053348  -0.0027991
-0.0011737  -0.0022143
0.0001587  -0.0016435
0.0016198  0.0000823
-0.0012637  -0.0022936
0.0008843  -0.0008776
0.0008545  -0.0027904
0.0002416  0.0010597
-0.0017814  0.0024817
-0.0065500  0.0006051
0.0026870  0.0008748
0.0050061  -0.0007265
0.0053198  0.0005651
-0.0026391 0.0011748
-0.0039723  0.0003526
0.0007072  -0.0011637
-0.0018862  0.0077747
-0.0020330  0.0057069
0.0024330  -0.0034586
0.0035724  0.0015917
0.0044193  0.0004521
0.0004006  0.0012714
0.0026793  0.0005879
-0.0004517  0.0002950
0.0008646  0.0005053
-0.0013079  0.0041606
-0.0030785  -0.0005105
-0.0011981  -0.0039966
0.0022356  -0.0043115
0.0010593  -0.0007825
-0.0027110  -0.0007886
-0.0079164  -0.0003110
-0.0026586  -0.0096586
-0.0000205  -0.0015323
0.0030068  0.0051068
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-0.0057726  0.0034637
-0.0042952  -0.0002781
-0.0000580  -0.0003571
-0.0030386  -0.0017780
-0.0056363  0.0065188
-0.0038397  -0.0046705
-0.0027772  -0.0081510
-0.0005275  0.0001983
-0.0015697  0.0003988
-0.0031675  -0.0015616
0.0048027  0.0043677
-0.0002748  0.0009639
-0.0028107  -0.0010545
0.0022656  -0.0029780
-0.0052484  0.0014604
-0.0001629  -0.0017623
-0.0011910  0.0001431
-0.0028077  -0.0057572
0.0109984  0.0002125
0.0002680 -0.0011718
0.0055427  -0.0007327
-0.0009337  0.0050951
-0.0027172  0.0031762
0.0009059  0.0023499
0.0013596  -0.0012630
-0.0011285  0.0017593
0.0058705  0.0016457
-0.0014275  -0.0001426
-0.0006259  0.0068878
-0.0039365  -0.0010039
-0.0007888  -0.0013627
-0.0037071  -0.0028474
-0.0014446  0.0029410
-0.0042830  0.0021022
0.0058505  -0.0021634
-0.0005401 0.0065295
-0.0022845  -0.0014633
0.0054800  0.0027301
-0.0006864  -0.0003342
0.0030947  0.0036867
0.0006931 0.0021397
0.0001334  -0.0019480
0.0031099  0.0004613
-0.0007817  0.0022628
0.0021234  -0.0008577
-0.0044177  -0.0010251
-0.0053468 0.0042815
-0.0016800  -0.0007810
0.0004008 0.0009590
-0.0017322  0.0013982
0.0021019  -0.0070046
0.0012291 0.0026088
0.0049022  0.0011523
0.0041556  -0.0019210



Value
[o] S
0.0043368  0.0000709
0.0009678  0.0066156
0.0015788  0.0023319
-0.0034344  -0.0006411
0.0013113  0.0018309
0.0002820  -0.0036641
-0.0017828  -0.0007865
-0.0009327  0.0038366
-0.0018632  0.0023003
-0.0027142  -0.0090119
0.0005052  -0.0058855
0.0036489  0.0000702
-0.0019750  0.0020364
-0.0019194  0.0010767
0.0032430  -0.0077262
0.0019567  0.0005388
0.0022866  0.0011051
0.0017666  -0.0022281
-0.0047777  0.0001146
0.0025973  0.0024513
-0.0033841  -0.0007892
0.0009021  -0.0004416
-0.0007214  -0.0052738
0.0011347  0.0018687
-0.0004390  0.0004109
0.0048968  0.0001811
-0.0006827  0.0052310
-0.0028706  0.0041099
-0.0014786  -0.0012403
-0.0010860  -0.0002919
0.0044884  0.0040792
-0.0022517  -0.0008207
-0.0019619  0.0021132
0.0025218  -0.0049950
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29
32
35
38
41
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TABLE 5.2 ( continued )

Value
[o] S
0.0010682  0.0042526
0.0007732  -0.0003730
-0.0021954  0.0026171
0.0044174  -0.0000399
0.0003211  -0.0007456
-0.0018398  -0.0003205
0.0038187  0.0000889
0.0017917  0.0007186
-0.0061364  0.0010063
-0.0002811 0.0011873
0.0011389  -0.0050365
0.0022276  0.0022634
0.0011548  -0.0001104
0.0017339  -0.0057150
0.0057092  0.0051676
0.0023910  -0.0013929
-0.0058765  -0.0036022
-0.0019977  0.0002767
-0.0032385  -0.0013418
-0.0010069  0.0016175
-0.0026214  0.0027302
-0.0000520  -0.0018828
0.0015556  -0.0011293
-0.0028784  -0.0042220
-0.0054587  -0.0016869
0.0047011 0.0029798
-0.0010662  0.0014943
0.0003762  0.0005054
-0.0026838  -0.0055295
-0.0007966  -0.0009059
-0.0015030  -0.0013688
-0.0056726  -0.0081046
0.0023135  0.0019352
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-0.0001052  -0.0001249
-0.0006717  0.0001671
-0.0017627  0.0032456
-0.0033296  -0.0015868
-0.0005472  -0.0009267
-0.0003905  -0.0005100
-0.0010906  -0.0030666
0.0025186  0.0003714
-0.0023229  0.0031887
0.0016574  0.0016788
0.0010842  -0.0009892
-0.0019451 0.0022716
0.0017274  0.0000864
-0.0034542  0.0018620
0.0037451  -0.0008910
0.0000523  0.0009792
0.0004426  -0.0008402
0.0000882  0.0003448
-0.0010077  0.0018888
-0.0029256  0.0039480
-0.0014314  -0.0022591
0.0011816  -0.0023998
0.0000305  -0.0001589
0.0058694  -0.0003756
0.0043118  -0.0016602
0.0034870  0.0054217
-0.0025429  -0.0017283
-0.0002935  0.0006947
-0.0045147  0.0060185
0.0044166  -0.0017972
-0.0022066  0.0033629
-0.0010699  -0.0019044
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Fig 5.2 Estimated Error for GEM-T3S coefficients. Error x 10°
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geoid error ( cm )

Figure 5.5

Geoid Uncertainty as a Function of Model Truncation
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Figure 5.6

RMS OF COEFFICIENT ERRORS PER DEGREE

Errors x 10°
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5.2 THE GEM-T3 AND T3S OCEAN TIDAL SOLUTION

The GEM-T3 and T3s solutions solve for temporal changes in the external gravitational attraction
of the Earth sensed by near-Earth orbiting objects at the major astronomical frequencies. These
tidal terms represent the attenuated signal from the solid Earth/oceans/atmosphere systems as
a combined effect. We solve for terms in the space of ocean tides using a classical spherical
harmonic representation as described in Christodoulidis et al., (1988). This approach is chosen
because contemporary models of the frequency-dependent solid Earth tidal response (Wahr, 1981)
are better known at the wavenumbers of interest for orbital computations than are the ocean tidal
terms at the same wavenurnbers. Because of the combined origin of the satellite sensed tidal
signal, caution must be exercised when comparing dynamic satellite solutions for ocean tidal
terms with those obtained oceanographically. Within the semi-diurmal and diurnal bands, ocean
tidal effects are dominant and a comparison between ocean models and satellite solutions is
reasonably straightforward under the assumption that the solid Earth tides have been well
modeled. However, at monthly, semi-annual, annual and longer periods, there are important
climatological effects (e.g., Gutierrez and Wilson, 1987), changes in the hydrosphere pertaining
to ground water retention cycles and the volume of water stored in continental aquifers (e.g.,
Chao, 1988), in snow cover (e.g., Chao and O'Connor, 1988) and other sources of mass
redistribution which are not "tidal" in origin, and certainly not separated from changes in the
ocean surface at these periods.

Table 5.3 presents the GEM-T3 and GEM-T3S tidal solutions. These models agree well with those
previously reported for the GEM-T2 solution as well as with those obtained by the German/French
collaboration which produced the GRIM4 series of gravitational and tidal models (Reigber et al.,
1991) and those obtained by the University of Texas (Cheng et al., 1990) from a "long-arc” study
of Starlette’s orbit evolution also shown in Table 5.3. These models are all satellite derived and
this avoids the inherent difficulties of modeling the unattenuated shorter wavelength effects seen
on the sea surface. The difference between the individual ocean tidal coefficients is typically much
smaller than the inherent uncertainty of the recovered coefficients. However, it is not surprising
to see substantial disagreement for the hard-to-recover zonal tides.

Table 5.3a presents a comparison of the secular changes in the lunar orbit based on these tide
models. Again, good agreement is seen and these results compare favorably with those obtained
using lunar laser ranging [cf. Christodoulidis et al., (1988) for the computational method].

The ocean tide signal sensed in the motion of near-Earth satellites results in recovery of a low
degree and order set of coefficients for the spherical harmonics at each major ocean tide
frequency. Much like the static geopotential recovery, significant correlations are anticipated
between coefficients within the same order associated with each particular tide as well as between
tides whose effects on-orbit manifest themselves at similar frequencies. Effects of truncation and
acts of commission are similar in character to those in the static geopotential solution in that the
tidal field rapidly attenuates at altitude. The comparison with the lunar orbit evolution tests the
correlated set of coefficients in modeling the exterior temporal geopotential against a totally
independent measure. Table 5.3a shows significantly larger differences for individual terms than
in the aggregate sum: this is one indication of some problematic correlation effects in the various
satellite-derived tidal solutions.

5.3 STATION COORDINATE SOLUTIONS

Mis-positioning of Earth-fixed tracking stations can contribute to the residual misclosure between
the calculated and observed satellite position. An aliased gravity model can be produced if an
error similar in character to that of the gravitational perturbations occurs in the orbital residuals.
Given the Earth’s rotation under the orbital plane, a station views the satellite during opposite
ascending and descending satellite groundtracks, which alternate approximately every 12 hours.
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Table 6.3 Comparison of Satellite Derived Ocean Tide Models

CONSTITUENTS
TIDE deg ord AMP. PHASE O AMP OPHASE GRAVITY
(cm) (deg) (cm) (deg) MODEL
-- Second Degree --
MM2 20 0.84 262.3 0.27 18.6 GEMT3S?
0.84 260.1 0.27 18.6 GEMT3?
0.74 256.3 0.32 24.0 GEMT2
1.42 245.5 0.67 7.5 STARLETTE®
1.76 271.3 - - GRIM4c24
sa2 20 2.70 26.3 0.29 6.7 GEMTS3S
2.65 26.3 0.29 6.8 GEMT3
3.03 28.8 0.40 8.0 GEMT2
2.83 39.0 STARLETTE
1.10 2.3 - - GRIM4C2
MF2 20 2.07 239.8 0.28 7.8 GEMTS3S
2.05 240.4 "~ 0.28 7.8 GEMTS3
2.07 237.1 0.31 8.7 GEMT2
2.84 242.1 0.41 25.3 STARLETTE
1.16 234.8 - - GRIM4C2
SsA? 2 0 1.58 253.4 0.30 11.0 GEMTS3S
1.61 255.9 0.30 10.8 GEMTS3
1.28 249.5 0.42 17.9 GEMT2
1.59 253.3 0.68 5.2 STARLETTE
1.70 246.4 - - GRIM4C2
K1 21 2.78 325.0 0.12 2.5 GEMT3S
2.78 325.1 0.12 2.6 GEMT3
2.85 325.5 0.17 3.3 GEMT2
2.68 324.9 0.09 6.9 STARLETTE
2.66 320.1 - - GRIM4C2
o1 21 2.71 314.8 0.11 2.4 GEMT3S
2.70 314.5 0.11 2.4 GEMTS3
2.72 315.4 0.13 2.7 GEMT2
2.66 326.7 0.23 10.3 STARLETTE
2.69 321.4 - - GRIMA4C2
P1 2 1 0.94 314.7 0.13 7.8 GEMT3S
0.97 313.9 0.13 7.5 GEMT3
1.11 313.2 0.17 8.7 GEMT2
0.99 331.0 0.07 2.8 ° STARLETTE
1.04 320.0 - - GRIM4C2
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Table 5.3 Continued

CONSTITUENTS

TIDE deg ord AMP. PHASE OAMP OPHASE GRAVITY
(cm) (deg) (cm) (deg) MODEL

K2 22 0.34 316.2 0.04 6.6 GEMT3S
0.34 315.9 0.04 6.6 GEMT3
0.32 313.5 0.04 7.8 GEMT2
0.29 315.9 0.06 2.5 STARLETTE
0.25 297.3 - - GRIM4C2

M2 22 3.31 321.1 0.04 0.7 GEMTS3S
3.31 321.1 0.04 0.7 GEMT3
3.32 321.3 0.05 0.8 GEMT2
3.22 319.3 0.06 2.4 STARLETTE
3.10 318.4 - - GRIM4C2

s2 22 0.78! 300.7 0.04 29 GEMT3S
0.78! 301.0 0.02 2.9 GEMT3
0.83! 300.4 0.04 3.0 GEMT2
1.20 315.7 0.11 11.3 STARLETTE
0.731 307.5 - - GRIM4C2

N2 22 0.70 334.1 0.06 4.7 GEMT3S
0.69 334.3 0.06 4.7 GEMTS3
0.68 334.4 0.06 5.2 GEMT2
0.92 329.3 0.05 5.5 STARLETTE
0.76 325.2 - - GRIMA4C2

T2 22 0.04 324.6 0.04 57.6 GEMT3S
0.05 321.1 0.04 49.1 GEMT3
0.05 273.2 0.04 55.9 GEMT2
0.03 13.1 0.06 2.4 STARLETTE

-- third degree--

MM2 3 0 0.98 35.4 0.59 34.2 GEMT3S
0.97 37.7 0.59 34.6 GEMT3
0.81 16.7 0.67 46.2 GEMT2
1.42 245.5 - - STARLETTE
1.12 88.8 - - GRIMA4C2

sA2 30 5.19 313.8 0.53 5.8 GEMTS3S
5.17 314.0 0.52 5.8 GEMT3
6.47 320.1 0.57 5.2 GEMT2
1.98 245.2 0.36 11.2 STARLETTE
10.7 293.4 - - GRIM4C2
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CONSTITUENTS
TIDE deg ord
MF2 30
ssa? 3 0

Kl 31

o1 31

PI 31

K2 32

M2 32

AMP.

(cm)

0.37
0.44
1.03
2.84
0.70

0.56
0.53
0.87
0.78
2.22

0.78
0.79
0.90
1.41
1.04

1.33
1.37
1.39
1.05
1.46

0.41
0.38
0.34
0.86
0.28

0.19
0.19
0.23
0.08
0.15

0.26
0.25
0.30
0.12
0.31

Table 5.3 Continued

PHASE
(deg)

334.0
337.1
354.6
242.1
303.3

50.3
54.1
89.4
69.2
60.5

12.8
13.6
14.5
346.5
12.6

80.7
79.5
83.0
63.3
71.2

8.7
6.5
359.5
0.9
276.3

187.3
188.5
190.0
242.8
4.5

154.9
155.8
156.5
160.6
188.4

9AMP
(cm)

0.71
0.69
0.83

0.51
0.51
0.56
0.62

0.09
0.09
0.11
0.10

0.14
0.13
0.15
0.20

0.09
0.09
0.11
0.03

0.04
0.04
0.04
0.06

0.05
0.05
0.06
0.04
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9PHASE
(deg)

104.2
84.8
42.7

52.7

55.3

36.5
6.5

7.0
6.9
7.1
7.1

5.9
5.6
6.3
10.6

13.7
14.5
19.0
2.8

8.4
8.0
7.5
2.9

10.8
11.2
10.6
2.2

GRAVITY
MODEL

GEMT3S
GEMT3
GEMT2
STARLETTE
GRIM4C2

GEMT3S
GEMT3
GEMT2
STARLETTE
GRIM4C2

GEMT3S
GEMT3
GEMT2
STARLETTE
GRIM4C2

GEMT3S
GEMT3
GEMT2
STARLETTE
GRIM4C2

GEMT3S
GEMT3
GEMT2
STARLETTE
GRIM4C2

GEMT3S
GEMT3
GEMT2
STARLETTE
GRIM4C2

GEMT3S
GEMT3
GEMT2
STARLETTE
GRIM4C2



Table 5.3 Continued

CONSTITUENTS
TIDE deg ord AMP. PHASE OAMP OPHASE GRAVITY
(cm) (deg) (cm) (deg) MODEL
S2 32 0.28 223.7 0.03 6.4 GEMT3S
0.29 - 223.1 0.03 6.3 GEMT3
0.33 221.5 0.03 6.1 - GEMT2
0.23 191.6 0.04 1.8 STARLETTE
0.37 205.8 - - GRIM4C2
N2 3 2 0.09 151.3 0.05 33.1 GEMT3S
0.10 152.2 0.05 30.0 GEMT3
0.09 155.8 0.06 39.5 GEMT2
0.14 187.8 - - GRIM4C2
T2 32 0.02 18.6 0.03 89.1 GEMT3S
0.02 19.1 0.03 79.7 GEMT3
0.01 119.7 0.03 360.0 GEMT2
-- fourth degree --
K1 4 1 2.39 256.6 0.17 4.2 GEMT3S
2.39 257.2 0.17 4.2 GEMT3
2.49 258.2 0.21 4.9 GEMT2
2.59 253.8 0.08 12.8 STARLETTE
1.87 245.7 - - GRIM4C2
o1 41 1.89 281.2 0.18 5.3 GEMT3S
1.84 282.5 0.18 5.4 GEMT3
1.90 279.7 0.21 6.2 GEMT2
2.25 295.5 0.31 20.4 STARLETTE
2.10 274.9 - - GRIM4C2
P1 41 0.88 255.6 0.18 11.5 GEMT3S
0.84 256.1 0.18 12.1 GEMT3
0.84 262.9 0.21 14.4 GEMT2
0.78 267.1 0.03 8.4 STARLETTE
1.06 261.6 - - GRIM4C2
K2 4 2 0.15 105.9 0.04 13.8 GEMT3S
0.15 105.5 0.04 14.1 GEMT3
0.17 112.7 0.04 14.5 GEMT2
0.10 97.0 0.05 4.1 STARLETTE
0.20 123.5 - - GRIM4C2
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Table 5.3 Continued

CONSTITUENTS
TIDE deg ord AMP. PHASE OAMP OPHASE GRAVITY
(cm) (deg) {cm) (deg) MODEL
M2 4 2 0.99 125.9 0.04 2.4 GEMT3s
0.98 125.8 0.04 - 2.3 GEMT3
0.99 127.2 0.05 2.7 GEMT2
1.15 120.6 0.06 4.3 STARLETTE
1.03 136.2 - - GRIM4C2
s2 4 2 0.36 93.8 0.04 6.0 GEMT3S
0.36 94.0 0.04 5.9 GEMT3
0.33 87.2 0.04 7.6 GEMT2
0.32 89.1 0.06 6.2 STARLETTE
0.41 105.9 - - GRIM4C2
N2 42 0.24 140.7 0.04 10.3 GEMT3S
0.23 140.2 0.04 10.2 GEMT3
0.25 139.0 0.05 11.2 GEMT?2
0.13 148.2 0.05 2.9 STARLETTE
0.22 126.6 - - GRIM4C2
T2 4 2 '0.05 134.8 0.04 43.5 GEMTS3S
0.05 149.9 0.04 45.5 GEMT3
0.04 242.6 0.05 72.2 GEMT2
-- fifth degree --
K1 5 1 2.24 107.7 0.20 4.9 GEMT3S
2.23 107.8 0.20 4.9 GEMT3
2.18 106.5 0.22 5.7 GEMT2
2.35 91.4 - - GRIM4C2
01 5 1 1.51 124.5 0.20 7.7 GEMT3S
1.59 121.6 0.18 6.6 GEMT3
1.52 118.6 0.21 7.8 GEMT?2
0.86 132.8 - - GRIM4C2
P1 5 1 0.77 126.0 0.20 14.5 GEMT3S
0.76 122.9 0.20 14.3 GEMT3
0.44 148.9 0.22 27.8 GEMT2
1.37 92.0 - - GRIM4C2
K2 52 0.06 94.6 0.03 26.2 GEMT3S
0.06 90.3 0.03 27.1 GEMT3
0.08 96.3 0.03 23.5 GEMT2
0.11 94.7 - - GRIM4C2
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Table 5.3 Continued

CONSTITUENTS
TIDE deg ord AMP, PHASE IAMP OPHASE GRAVITY
(cm) (deg) (cm) (deg) MODEL
M2 5 2 0.31 13.6 0.03 5.6 GEMT3S
0.31 15.2 0.03 5.3 GEMT3
0.29 8.1 0.04 6.9 GEMT2
0.27 6.0 - - GRIM4C2
S2 5 2 0.16 21.5 0.03 11.5 GEMT3S
0.16 17.0 0.03 11.3 GEMT3
0.14 9.6 0.03 16.0 GEMT2
0.09 77.4 - - GRIM4C2
N2 5 2 0.08 358.0 0.03 23.2 GEMT3S
0.08 354.5 0.03 23.0 GEMT3
0.09 341.6 0.04 22.9 GEMT2
0.11 12.0 - - GRIM4C2
T2 52 0.06 53.5 0.03 25.4 GEMT3S
0.06 57.0 0.03 25.5 GEMT3
0.09 70.7 0.03 21.1 GEMT2
-- sixth degree --
K2 6 2 0.05 352.1 0.04 42.6 GEMT3S
0.04 358.3 0.04 50.0 GEMT3
0.04 203.5 0.05 59.9 GEMT2
0.10 272.2 - - GRIM4C2
M2 6 2 0.39 317.0 0.04 6.4 GEMT3S
0.39 317.2 0.04 6.4 GEMT3
0.40 320.8 0.05 6.9 GEMT2
0.48 342.6 - - GRIM4C2
S2 6 2 0.16 273.6 0.04 13.8 GEMT3S
0.17 276.8 0.04 13.3 GEMT3
0.22 284.4 0.04 12.0 GEMT2
0.17 261.4 - - GRIM4C2
N2 6 2 0.08 354.9 0.05 33.3 GEMT3S
0.07 358.0 0.05 36.7 GEMT3
0.06 3.2 0.05 52.7 GEMT2
0.08 323.5 - - GRIM4C2
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Table 5.3 Continued

CONSTITUENTS

TIDE deg ord AMP. PHASE OAMP OPHASE GRAVITY
(cm) (deg) (cm) (deg) MODEL

T2 6 2 0.04 183.3 0.04 64.5 GEMT3S
0.03 183.0 0.04 64.8 GEMT3
0.04 221.1 0.05 63.8 GEMT2

1 uncorrected for atmospheric thermal tide

2 values shown are scaled to accommodate symmetries in potential formulation (see
Christodoulidis et al., 1988)

a this paper
b Marsh et el., 1990a

¢ Cheng et al., 1990
d Reigber et al., 1991

78



Table 5.3a
Comparison of Dynamic Tide Models
for Secular Change in the Mean Motion of the Moon (ii)

Significant

Tide GEM-T2 GEM-T3S GEM-T3 GRM4C2 STARLETTE
065.455 Mm 001 001 0.01 -0.00 0.03
075.555 Mf 0.19 0.8 0.17 0.11 0.22
135.655 Q1 -0.17  -017  -0.17  -0.23 -0.14
145.555 O1 -3.15 -3.10  -3.08  -3.42 -3.62
155.655 M1 -0.01  -0.01 -0.01 -0.01 -0.01
175.455 J1 -0.01  -0.01 -0.01 -0.01 -0.01
245.655 N2 -1.38  -142  -1.41 -1.41 -1.79
255.555 M2 -20.30 -20.23  -20.21 -18.17  -19.14
265.455 L2 001 0.0l 0.01 0.01 0.01
TOTAL 2494 -24.91  -24.86 -2325  -24.57

Lunar Laser Ranging
Newhall et al., 1986 -24.9
Dickey et al., 1990 -256.5

fi are in arc sec century2.
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A station with a latitude position error (for example, with a position that is too far north} when
tracking a high inclination satellite will encounter the computed satellite position early for
descending passes and, twelve hours later, late for ascending passes. This is the same signal as
an error in along track perturbations arising from the m=1 m-daily gravity terms. Hence, station
errors can induce systematic orbit residuals which can alias the gravitational field.

In the GEM-T3 and GEM-T3S solutions, the tracking stations were permitted to adjust. Minimal
constraints were used to resolve the Earth-fixed longitude of the networks and for defining the
Conventional Terrestrial Reference System required for simultaneous polar motion adjustment.
For the modern laser stations, the Lageos data dominated the solution. However, Lageos
positioning at the state-of-the-art requires detailed modeling of current tectonic motions (cf. Smith
et al., 1990) at a few mm/y. The laser station recovery however, did not provide for this level of
modeling, and aggregate positions representing multi-year averages were obtained in these
solutions. Since better time-resolved laser positions are available elsewhere, a detailed description
of the laser results will not be attempted herein.

The TRANET Doppler systems which tracked Oscar, Nova-1, Seasat and Geosat comprise a
worldwide network of approximately 45 stations which operates two kinds of receivers. TRANET
I is used at the permanent sites and consists of an Electrac 547B Doppler Tracking Receiver
which employs either rubidium or cesium frequency standards. The portable TRANET stations
use a Magnavox 1502-DS receiver with rubidium oscillators. Within our analysis we see little
receiver dependent change in performance. The TRANET sites have also undergone upgrades
which can change the location of their electronic center as well as improving the quality of the
data. We have little information available to relate the tracking point of these sites to local survey
markers as they are moved over time. As a result, we are forced to solve for separate sets of
stations representing the then current network configuration tracking a given satellite. The time
periods for each are summarized below:

Seasat July through October, 1978

Oscar-14 August through October, 1980

Nova-1 March through July, 1984

Geosat November, 1986 through January, 1987

Seasat carried both a TRANET beacon and a laser retroreflector array and was tracked by both
the TRANET and laser networks. Some of these same laser stations tracked Lageos, with excellent
knowledge of their geocentric positions being available as a result. This has permitted us to
determine the Seasat TRANET sites within the reference system defined by Satellite Laser Ranging
(SLR). We were fortunate that survey ties between the TRANET sites which tracked SEASAT and
GEOSAT were made available to us at three locations: Ottawa (station nos. 21 and 547), Brussels
(128 and 564), and Calgary (563 and 30414). We independently were able to recover TRANET
sites which agreed with these survey ties at the 10-60 cm level. We used these ties as constraints
on the GEOSAT/SEASAT site recovery which consequently enabled us to obtain a common
TRANET network adjustment in a reference frame consistent with SLR. Table 5.4 presents the
Doppler station positions obtained in the GEM-T3S solution.

Table 5.5 presénts the corresponding location of the S-Band Radar sites which tracked Landsat.
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TABLE 5.4 Doppler Station Coordinates of GEM-T3S

X
Name Satellite Number meters
UCLDOP Oscar-14 21 4027831.4203
MSADOP " 27 -3857199.1022
CALGRY . 125 -1659602.7240
OTTDOP " 128 1091455.7541
HERNDN " 407 1090146.4080
SMTH412 " 412 -3942245.7869
ANCHOR " 414 -2656162.9198
SAMOA " 424 -6100053.3304
WETZEL b 643 4075531.9185
UKIAH " 5170 -2713391.3874
SANJOS " 7116 4084894.9641
PAPEET " 7118 -5245200.8716
DJIBOU " 7120 4583115.0670
PRETOR " 7122 5067177.2171
ORRORL " 7143 -4446451.9016
PURPLE " 7185 -2608502.8627
SANTAG " 7190 1776344.3494
SANFER " 8804 5105461.7608
SJEDOP Seasat 8 4083912.6286
MCMDOP T 19 -1310714.4769
MAHDOQOP " 20 3602879.9974
UCCLE " 21 4027833.2221
SMGDOQP " 22 -3088046.8942
GWMDOP " 23 -5059775.3342
TAFDOP " 24 -6100052.5547
MISAWA " 27 -3857198.4513
PRTDOP " 105 5051977.7996
VIRDOP " 107 1090139.5812
STFDOP " 112 -3942239.2423
NMXDOP " 113 -1556216.4356
ANCDOP " 114 -2656164.6273
BSEDOP " 116 4004964.6338
TULDOP " 118 539846.0896
ALTDOP " 127 -3850349.6603
OTTAWA " 128 1091451.0705
TEXDOP " 192 -740293.2435
FLODOP " 641 4522402.8341
ACSDOP - 10068 6119383.2701
KWJDOP " 10214 -6160996.5325
QUIDOP " 30121 1280855.9377
SHIDOP " 30123 6104421.7024
HONDOP " 30188 -5511607.7645
STODOP " 30280 1743939.4601
CALDOP " 30414 -1659603.1496
NAPDOP " 30448 -4923685.7435
EASDOP " 30730 -1888660.9369
TVEDOP " 30793 -5037685.3429
BGKDOP " 30800 -1139091.1983
DGCDOP " 30939 1915630.6892
LAJDOP " 30966 4432068.8540
BDADOP " 30967 2293703.6058
PERDOP " 30968 -2353566.3527
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Y
meters

307026.2473
3108662.5069
-3676752.7281
-4351280.9564
-4842517.6596
3468852.7352
-1544368.9122
-997198.4968
931833.5252
-4144624.5444
-4209295.8219
-3080485.3881
4250960.5564
2736603.7872
2678221.7137
4740114.1911
-5026530.7737
-5565111.1095

-4209801.8938
310460.0907
5238220.4320
307022.0884
5333056.6389
3591210.9130
-997193.3179
3108659.6611
2725636.3943
-4842519.9208
3468855.5871
-5169444.2862
-1544367.3596
-96560.5528
-1388555.1428
397641.9041
-4351283.3864
-5457072.2721
898009.7615
-15671426.3703
1339620.0842
-6250960.1974
-611089.3337
-2226970.6334
-5022700.2647
-3676719.6854
270897.1997
-5355676.6429
3301867.3001
6089773.4035
6030275.2825
-2268085.3935
-4883220.5673
4877202.4215

y4
meters

4919547.0763
4004055.2801
4925488.2002
4518714.9036
3991991.4591
-3608191.7230
5570663.6803
-1568301.4914
4801617.7390
4004325.6553
-2498396.2142
-1912810.3005
1266249.3998
-2735030.7188
-3696186.9844
3366875.8008
-3491203.8051
3769900.4927

-2499112.1623
-6213365.1876
-515939.6291
4919537.5372
1638812.6492
1472783.1084
-1568313.2277
4004040.9387
-2774470.4734
3991981.3448
-3608203.6057
3387248.8918
5570655.0694
4946540.8719
6180981.7531
5052349.2989
4518704.9989
3207244.0759
4392485.8333
-871689.7779
960418.7480
-10805.2377
-1740832.2743
2303885.9309
-3512032.5234
4925498.6255
-4031781.3889
-2893868.6900
-2090789.0125
1510693.3724
-801054.9556
3973469.6199
3390597.1572
-3358333.0110



X
Name Satellite Number meters
CNIDOP Seasat 30970 5384987.6970
UKIDOP " 51960 -2713392.0941
SMTH545 Geosat 545 -3942243.6110
BRUSSE " 547 4027867.2521
MIZUSA " 548 -3857197.2879
WETZ549 " 549 4075574.5828
HERNS550 . 550 1090141.2854
LASC552 - 552 -1556212.4648
GUAM - 553 -5059777.2809
PRET554 " 554 5051978.1289
SANJ555 . 555 4083914.9582
ANCHS56 - 556 -2656166.5298
THULE . 557 539848.1355
MAHES . 558 3602879.2239
SANMI . 559 -3088049.1845
TAFU560 " 560 -6100052.1682
AUST561 . 561 -740302.5480
MCMURD . 562 -1310717.7327
CALGAR " 563 -1659603.1596
OTTAWA . 564 1091451.8805
KERGUE . 567 1406289.0232
TAHITI . 568 -5245203.0002
HERM570 . 570 3981775.7400
SANFR . 590 5105460.9471
FRENCH " 591 3850658.6111
HERN690 " 30690 1090120.0455
ASCENS . 35000 6119380.9552
STHEL " 35004 6104421.3836
CYPRUS " 35006 4349913.0512
HAWAIO07 " 35007 -5511592.3389
DIEGO " 35010 1915630.1862
CAMBRI " 35011 -594793.4207
BAHRAI " 35012 3633912.3241
ASUNCI . 35013 3090627.3180
WICHIT . 35015 -783476.6222
SIOUX . 35017 -523527.1482
SHEMYA . 35018 -3850347.5958
LASCO021 . 35021 -1556214.4784
QUITO " 35022 1272867.2335
SIGONE " 35024 4901702.2860
SANTIA " 35025 1769924.6120
KINS026 . 35026 6136058.4058
DENVER " 35027 -1252440.1217
BANGK28 . 35028 -1133938.9841
RAPID " 35029 -1038826.5831
IDHAO . 35036 -1738444.7831
ARIZON " 35037 -1939536.0579
NEVADA " 35038 -2369578.2484
NASMS " 35039 130023.0231
PERU . 35040 327215.1309
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TABLE 5.4 ( continued )

Y
meters

-1576476.1171
-4144609.5580

3468862.4595
307035.7484
3108669.3208
931803.3171
-4842516.6081
-5169444.5277
3591208.7617
2725638.2968
-4209799.1646
-1544367.1268
-1388554.0793
5238219.7963
5333057.5849
-997198.9791
-5457070.5749
310464.5672
-3676719.7054
-4351284.6364
3918134.2904
-3080480.7634
-89246.2651
-566117.8122
-5052185.6493
-4842520.0861
-1571428.4450
-611088.9867
2904404.1888
-2226878.0069
6030274.2927
-2201192.7264
4425272.6235
-4872489.1002
-5236529.9928
-4687699.2715
397640.4079
-5169444.0977
-6252770.4973
1306302.9468
-5044557.7565
1673471.8544
-4752035.9675
6092553.8607
-4464423.6118
-4295171.4575
-4843748.4689
-4327790.8622
-5379940.2756
-4835515.2246

z
meters

3023843.0621
4004304.8508

-3608192.7764
4919514.3172
4004045.8581
4801583.2258
39919886.0169
3387247.4723
1472781.1299
2774470.0505
2499111.9538
5570654.9540
6180981.7632
-515940.0993
1638811.2299
-1568313.3224
3207245.5966
-6213364.4895
4925498.6555
4518704.0989
-4816212.5272
-1912826.9203
4965289.5695
3769895.2833
571073.8365
3991082.4986
-871689.8138
-1740832.5309
3638097.3836
2304027.8383
-801055.7949
5936679.2929

~ 2799863.0566

-2709322.6696
3544680.5051
4279317.4250
5052351.5166
3387247.4170

-23789.7269
3853345.8885
-3468244.6025
-482835.0357
4054736.8291
1503378.2917
4421688.3933
4370322.7768
3659828.5226
4030082.1104

"~ 3412098.3402

4132677.2698



TABLE 5.5 LANDSAT Station Coordinates of GEM-T3S

X
Name Satellite Number meters
DIONYSD Nova 3041 4595218.6725
MADRIDD " 3061 4849193.2184
SIMSATOD " 3091 -3822377.1045
CANBERAD " 3101 -4446484.3977
HUAHINED " 3111 -5345895.0155
POTSDAMD " 3121 3800591.5452
HERSTMCD " 3131 4033588.5389
EFFELSBD " 3141 4029170.7261
HAYSTACD " 3161 1492397.8231
FTDAVISD » 3171 -1324205.9321
PLATTEVD " 3181 -1240643.2742
PARISD " 3711 4201864.7891
GRASSED " 3721 4588034.5714
BAIRESD " 3791 2745491.5732
RIGRNDD . 3811 1429893.0817
PENCHUND " 3831 4052450.5274
X
Name Number meters
BDA3 2 2308455.5364
CcYi3 4 5439153.5525
HAW3 12 -5543852.5244
GDSA 14 -2354713.6931
MADS 23 4847825.5406
GWM3 24 -5068920.7150
GDS8 28 -2354765.6400
ACN3 75 6121231.9294
ETC3 77 1129797.1874
ETCA 91 1129871.4279
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TABLE 5.4 ( continued )

Y
meters

2039466.9890
-360295.1392
3699393.2101
2678126.2748
-2958234.1706
881922.2790
24246.9924
490757.3703
-4457288.2226
-5332052.2992
-4720479.7021
177906.7906
556441.2394
-4483597.7095
-3495352.8013
1417636.6117

Y
meters

-4874293.5621
-1522099.6112
-2054559.7456
-4646803.9081
-3563313.1737
3584109.3448
-4646782.9405
-1563360.8095
-4833151.4293
-4833149.8424

Z
meters

3912621.8195
4114933.8490
3507569.2487
-3696275.0491
-1824585.6567
5028912.2689
4924220.5363
4904016.6311
4296834.8167
3232060.3383
4094479.0098
4779214.0113
4381674.0942
-3599082.7115
-5122699.9038
4701419.4581

YA
meters

3383397.0171
2953511.6422
2387810.8980
3669383.5426
4117137.2740
1458900.7273
3669386.9513

-876915.6451
3992205.8591
3992190.2355



6.0 DYNAMIC HEIGHT MODELS

The method by which the dynamic height of the ocean has been measured has undergone
considerable evolution in the past decade. Traditional oceanographic techniques which are based
on classical hydrodynamic principles have been carried out for many years with variable success.
These models are primarily based upon measurements of temperature and salinity along ship
tracks. This approach suffers from difficulties in establishing an absolute reference surface and
in the lack of global data distribution and infrequent time sampling. Time-averaged models of
dynamic height have been produced from in situ observations (e.g., Levitus, 1982), but these
models are not likely to reproduce the true long term mean surface over poorly sampled regions.
While a description of the long term mean surface is enlightening, fundamentally, oceanographers
require a much more detailed understanding of the evolution of the dynamic height field over time.
Space-based radar altimeter systems have shown the capacity to regularly monitor the ocean
surface topography and have effectively overcome data distribution shortcomings. However, by
introducing a complex and highly dynamical measurement origin, the use of altimetry presents
many new complications to the accurate solution of the dynamic height field.

Marsh et al., (1990b), Nerem et al., (1990} and Tapley et al., (1988) have shown that altimeter data
can effectively be used directly in the orbit and geodetic model determination processes.
Simultaneous solutions for the orbits, gravitational field, and dynamic topography surfaces have
many advantages. The altimeter data provides valuable information on the shape of the ocean
surface which at shorter wavelengths over many time samples predominately reflects the geoid.
This improves the geoid determination over the oceans and complements the surface gravimetry.
Direct use of altimeter observations for defining the satellite ephemerides provides a significant
improvement in orbit accuracies. These data map the satellite’s radial position over the ocean
surface uniformly, and provide information which would otherwise be lacking given the large gaps
in conventional land-based tracking coverage over many of the ocean basins. The data also
complement the information provided by normal tracking data. Laser ranging and TRANET
Doppler observations are much more sensitive to the satellite’s along track position (where the
velocity with respect to the station is dramatically changing over a pass) whereas altimetry directly
senses the satellite’s radial position. '

The above solutions showed that by solving for the geoid and dynamic heights simultaneously:
(a) the cm level laser ranging is able to define the geoid at long wavelengths; (b) the altimeter
improves the gravitational coefficient deconvolution within the sensed orbital perturbations at
intermediate and short wavelengths; (c) the dynamic sea surface topography fleld represents the
departure of the ocean surface from the geoid over the most critical long-wavelength bandwidth;
and (d) the orbital definition is dramatically improved in its radial direction as a result of using
ordinary tracking and altimeter data in common within the orbit adjustment process.

The design of the GEM-T3 solution accounted for temporal changes in the dynamic height field.
Large scale fluctuations in sea surface topography are important indications of global change.
Such variations include secular trends in the total mass or volume of the ocean (e.g.. Bamnett,
1983; Peltier, 1988}, interrannual variations on a basin scale such as the anomalous undulations
of the tropical thermocline caused by the El Nino Southern Oscillation (e.g., Wyrtki, 1975; Miller
et al., 1988) and hemispheric fluctuations on an annual basis that are caused by the seasonal
heating and cooling of the upper ocean (Pattullo et al., 1955; Wyrtki and Leslie, 1980; Levitus and
Koblinsky, 1991). Satellite altimetry has provided a measurement system capable of the global
synoptic monitoring of large scale sea level changes through the solution of time-specific dynamic
height models. Possible temporal evolution of the sea surface topography was factored into the
design of the GEM-T3 solution. The altimeter data employed in the GEM-T3 model span more
than a decade (April 1975 to January 1987). While the GEQOSAT and SEASAT observations were
each acquired during concentrated tracking intervals of limited duration, the GEOS-3 data was
inhomogeneously acquired over a 14 month time period. There was a strong El Nino event during
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the fall of 1986 which is coincident with the time period of the GEOSAT altimeter data utilized in
GEM-T3. Given the sparsity and lower accuracy of the GEOS-3 data, no global sensitivity to
temporal variations within its data span are recoverable. Hence, it was decided to simultaneously
estimate separate dynamic topography models for each of the altimeter missions.

Each dynamic topography model is referenced to the same geoid, it is best understood as a
temporally averaged snapshot of the surface, and can be compared across missions to assess
temporal changes in the long wavelength dynamic height field. The strength of the El Nino signal
detected by the difference between GEM-T3’s SEASAT and GEOSAT dynamic height surfaces is
discussed in Nerem et al., (1991a, submitted). A sequence of near-monthly dynamic height fields
determined from GEOSAT altimetry are described in Koblinsky et al., (1991, submitted) where the
evolution of the surface topography is extensively compared to tide gauge and hydrographic
observations. A secular, annual and semi-annual time-varying model of the dynamic height field
also determined using GEOSAT is given in Nerem et al., (1991b, submitted).

6.1 MATHEMATICAL MODEL OF DYNAMIC TOPOGRAPHY

The altimetric model of the dynamic topography, 7, is that of a spherical harmonic series which
is truncated at a specific degree and is restricted' by the presence of geoid errors. This
representation is:

. n, n 2
N=mM=Z X I TN Semn
n=0 m=0 a=1

(eq 15)
and:
P, (sin ¢) cos mA fora =1
P, (sin ¢) sin mA for o =2

anm

where the overbar is used to indicate averaging over the solution interval, and n, corresponds to
the truncation limits of the model which was degree 15 for the GEM-T3 models. Mathematical
stabilization of the dynamic height recovery is required since altimeter data does not provide
uniform coverage over the sphere. A form of least squares collocation (Moritz, 1980) was used to
control the power in the recovered coefficients paralleling the application of Kaula’s rule for gravity
field stabilization described in (3.0). This approach reduces the modeling instability over areas
lacking data. A constraint is introduced into the solution which is based on the power observed
in the dynamic height field obtained from climatology from a 2250db reference surface (Levitus,
1982). This climatological model is the best in situ information available. The need for the
application of this constraint, its form and its effect on the behavior of the SEASAT solution is
more completely described in Marsh et al., (1990b).

6.2 DISCUSSION OF GEM-T3 DYNAMIC HEIGHT FIELDS

Figure 6.1 presents a map of the dynamic height field developed from a spectral harmonic
decomposition of the Levitus (op. cit) climatology complete to degree and order 15. The dominant
signal in the dynamic height field is well represented by this 15x15 harmonic model. Clearly, the
largest part of the dynamic height field is due to the basin-wide oceanic gyre systems. Also, the
strongest surface expression is seen in the western boundaries of these current systems. Figure
6.2 presents the three dynamic height fields recovered in the GEM-T3 solution. These models are
shown for GEOS-3, SEASAT and GEOSAT and each are complete to degree and order 15. There
is good consistency across the GEM-T3 models and good overall agreement with climatology.
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Figure 6.2

GEM-T3 DYNAMIC TOPOGRAPHY
Complete to Degree 15
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Table 6.1 presents the recovered harmonics for these dynamic height solution and the values
obtained from climatology.

The separation of oceanographic and gravitational signals within the altimeter observations is the
critical problem in dynamic height solutions using our methodology. Since the geoid signal
exceeds that of the dynamic height field by an order of magnitude, small geoid errors can severely
alias the recovery of dynamic height models. Figure 6.3 compares the spectrum of the global geoid
height error within GEM-T3 with the expected global power of the QSST field deduced from
climatology. While this figure indicates that the power of the estimated geoid error exceeds the
expected QSST signal at about degree 8, there are several mitigating factors which were
considered in solving for 15x15 dynamic height models in GEM-T3.

(a) The values shown in Figure 6.3 represent'global RMS statistics. As demonstrated in Figure
5.5, the geoid definition over the oceans areas tracked by altimetry is superior to the global

average.

(b) Least squares collocation insures that the altimeter signal which is not resolvable as
belonging to either the gravity or QSST fields, will be absorbed into the gravitational model. This
is due to the tighter constraint on zero as the coefficient values for unresolvable terms within the
QSST model (see Marsh et al., 1990b; Section 5.6 for a discussion of this solution characteristic).

(c) The correlation between the QSST fields and GEM-T3 geoid model, shown in Figure 6.4
indicates that the models are well resolved apart from the geoid; spatial correlation between the
GEM-T3 gravity and any of the QSST models in the open oceans is rarely stronger than -.25.

Figure 6.5 presents the uncertainty of the three dynamic height models. The lower weight given
to the GEOS-3 data and gaps in this data set are evident. The higher density of geographic data
distribution for the three day repeating groundtrack segment of the SEASAT Mission is also
reflected in the correlation of the SEASAT QSST and geoid models. In all cases, the geoid
uncertainty is the dominating error source in the definition of the QSST model.
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Table 6.1 GEM-T3 Dynamic Sea Surface Topography Coefficients

GEOSAT SEASAT GEOS-3

n m C S C S C S

0 0 .0000 .0000 .0000 .0000 .0000 .0000
1 0 .0707 .0000 .0319 .0000 .0927 .0000
1 1 -.1813 -.09083 -.1739 -.0602 -.2070 .1428
2 0 -.4237* .0000 -.3909* .0000 -.3225* .0000
2 1 -.0241 .0765 -.0309 .0674 -.0140 .0990
2 2 -.0228 .0292 -.0239 .0227 -.0058 .0106
3 0 1771 .0000 .1677 .0000 .1004 .0000
3 1 0156 .0009 .0001 -.0121 .0081 .0004
3 2 -.0119 -.0270 -.0120 -.0263 -.0492 -.0236
3 3 -.0188 -.0297 -.0291 -.0255 -.0663 -.0141
4 0 -.0534 .0000 -.0542 .0000 -.0127 .0000
4 1 .0544 .0795 .0476 .0699 .0528 .0583
4 2 -.0305 .0192 -.0257 0179 -.0178 .0276
4 3 -.0020 .0022 -.0052 .0090 .0082 .0070
4 4 -.0116 -.0454 -.0327 -.0454 -.0285 -.0247
5 0 .0201 .0000 .0133 .0000 .0139 .0000
5 1 -.0435 -.0148 -.0434 -.0033 -.0420 -.0110
5 2 -.0209 .0541 -.0159 .0573 -.0043 .0450
5 3 0144 0175 .0150 .0142 -.0020 .0028
5 - -.0433 .0165 -.0399 .0173 -.0503 .0083
5 5 .0055 -.0139 .0054 -.0110 .0052 - 0171
6 0 1172 .0000 .1261 .0000 .0954 .0000
6 1 -.0155 0411 -.0208 .0491 .0071 .0410
6 2 -.0300 .0262 -.0365 .0221 -.0132 .0202
6 3 .0127 -.0133 .0053 -.0200 0124 -.0085
6 4 -.0218 .0074 -.0145 .0028 -.0141 .0194
6 5 .0092 .0145 .0158 .0159 .0145 .0107
6 6 .0029 -.0050 .0135 -.0089 .0054 -.0039
7 o -.0407 .0000 -.0429 .0000 -.0402 .0000
7 1 .0398 -.0061 .0363 -.0119 .0409 -.0109
7 2 .0087 .0072 .0091 .0055 .0001 -.0104
7 3 .0075 -.0107 .0094 .0051 .0145 .0075
7 4 .0058 .0055 .0052 -.0012 .0113 -.0072
7 5 -.0048 -.0009 -.0041 -.0017 -.0043 -.0052
7 6 0171 .0089 .0125 .0083 .0125 .0076
7 7 -.0021 -.0030 .0010 -.0020 .0009 -.0021
8 0 .0408 .0000 .0344 .0000 0171 .0000
8 1 -.0433 -.0240 -.0393 -.0249 -.0234 -.0257
8 2 0.0000 -.0111 -.0024 -.0104 -.0045 .0037
8 3 .0180 .0015 .0118 .0018 .0049 .0077
8 4 .0190 .0003 .0205 -.0050 0112 .0071
8 5 -.0006 -.0038 -.0040 .0010 -.0045 .0052
8 6 -.0005 -.0018 -.0033 -.0051 .0046 -.0004
8 7 .0027 -.0114 -.0060 -.0129 -.0096 -.0096
8 8 .0077 .0023 -.0004 .0048 .0050 .0011
9 0 -.0131 .0000 -.0090 .0000 -.0033 .0000
9 1 .0022 .0034 .0024 .0051 .0031 .0052

* 11.52 cm needs to be added to Coq values to remove the contribution of direct and indirect
permanent tidal deformations.
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Table 6.1 (Continued) GEM-T3 Dynamic SST Coefficients

GEOSAT SEASAT GEOS-3
n m C S C S C S
9 3 -.0048 .0084 -.0016 .0085 .0016 .0043
9 4 .0015 .0034 -.0006 .0007 -.0009 -.0009
9 5 -.0001 -.0105 .0007 -.0053 .0007 -.0071
9 6 -.0035 -.0002 -.0041 -.0010 -.0042 .0018
9 7 -.0036 -.0011 -.0025 .0018 .0007 -.0025
9 8 -.0022 0015 -.0019 .0030 -.0056 .0001
9 9 -.0005 .0035 0.0000 .0027 -.0019 .0029
10 0 -.0068 0000 -.0077 .0000 -.0039 0000
10 1 0151 -.0034 .0138 -.0029 0067 -.0012
10 2 -.0029 .0046 .0006 .0036 -.0026 0025
10 3 -.0023 .0057 -.0001 -.0003 .0023 0019
10 4 0028 -.0068 0005 -.0049 .0012 -.0034
10 5 -.0041 -.0045 -.0034 -.0040 -.0074 -.0034
10 6 -.0055 0056 -.0057 .0034 -.0063 0036
10 7 -.0004 -.0024 .0010 -.0017 -.0002 -.0032
10 8 -.0042 0033 -.0033 0028 -.0053 0042
10 9 -.0066 .0038 -.0060 0054 -.0025 0055
10 10 -.0010 -.0045 -.0014 -.0061 -.0008 -.0033
11 0 0148 0000 .0113 .0000 .0091 0000
11 1 -.0109 0022 -.0093 -.0004 -.0135 -.0004
11 2 0063 -.0018 0054 -.0037 0021 -.0002
11 3 -.0021 -.0045 -.0060 -.0042 -.0007 -.0003
11 4 0035 0037 .0030 .0063 0064 -.0010
11 5 0023 -.0041 .0025 -.0038 .0060 -.0027
11 6 -.0065 -.0031 -.0038 -.0057 -.0013 .0012
11 7 -.0001 .0048 -.0001 .0019 .0009 .0045
11 8 -.0028 0002 -.0035 .0007 -.0028 0.0000
11 9 0040 0.0000 .0056 -.0030 0027 0042
11 10 -.0008 0042 .0004 .0052 -.0008 -.0005
11 11 0057 -.0047 .0054 -.0020 0050 0008
12 0 -.0122 .0000 -.0113 .0000 -.0093 0000
12 1 0124 .0028 0154 .0030 .0076 0020
12 2 0029 -.0018 .0019 .0013 0043 -.0049
12 3 0004 0002 -.0006 .0035 -.0009 -.0035
12 4 -.0019 -.0032 .0007 -.0046 -.0050 0046
12 5 0008 0078 .0009 .0025 -.0010 0058
12 6 0090 -.0018 .0076 -.0008 0025 0033
12 7 -.0009 0043 0013 0050 -.0005 0026
12 8 .0044 -.0014 .0023 .0004 0026 0001
12 9 -.0018 0073 -.0011 .0051 -.0028 0022
12 10 0072 -.0060 .0077 -.0056 0083 -.0026
12 11 -.0053 0036 -.0009 0041 -.0026 0043
12 12 0068 -.0017 .0060 -.0021 0.0000 0010
13 0 .0108 .0000 0111 .0000 .0026 .0000
13 1 -.0022 -.0096 .0014 -.0058 .0004 -.0057
13 2 -.0074 .0052 -.0082 .0030 -.0023 .0049
13 3 -.0012 -.0060 -.0004 -.0019 0.0000 -.0002
13 4 0011 0042 -.0013 .0009 0012 0039
13 5 -.0023 -.0027 -.0055 -.0018 0041 -.0003
13 6 .0017 -.0004 0005 .0005 -.0026 -.0038
13 7 -.0033 -.0070 -.0023 -.0048 0005 -.0022
13 8 0031 0014 0029 .0008 0036 0014
13 9 0006 -.0069 -.0009 -.0062 0.0000 -.0039
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Table 6.1 (Continued) GEM-T3 Dynamic SST Coefficients

GEOSAT SEASAT GEOS-3

n__ m Cc s c__ s C s
3 10 0043 0012 0037 0044 ~0001 0010
13 11 0044  .0002 0026 0012 0017 .0016
13 12 -0010  .0017 -0004  .0028 -0009  -.0006
13 13 0015 -.0008 0029  -.0016 0040  -.0044
14 0 -0131 0000 -0072  .0000 -0024  .0000
14 1 -0064  .0060 -0080  .0053 -0106 0056
14 2 0097  -.0089 0065  -.0095 0042  -.0058
14 3 -0032  0.0000 -0062  -.0041 -0001  .0013
14 4 0030  .0008 0010  .0008 -0003 0014
14 5 0045 0013 0035  .0026 0067  0.0000
14 6 0055  -.0064 0045  -.0042 0063  -.0047
14 7 -0078  -.0036 -0115  -.0019 -0051  -.0054
14 8 -.0089  -.0006 -0076  .0021 -0078  .0030
14 9 -0047  -.0015 -0016  .0004 -0043  -.0010
14 10 -0008  .0008 -0003  .0029 -0046  .0031
14 11 .0008  -.0008 0.0000  .0001 -0020  .0007
14 12 -0018  .0001 -0025  -.0032 0001  -.0055
14 13 0014  .0026 -0005  .0004 -0001  .0057
14 14 -0002  -.0015 -0029  .0003 -0003  -.0016
15 0 -.0080  .0000 -.0065  .0000 -0059  .0000
15 1 0141  .0047 0063 .0020 0097  -.0015
15 2 -0048  .0007 -0031 0024 -0004  .0030
15 3 0092 -.0023 0092  -.0044 0038  -.0050
15 4 -0084  -.0054 -0030  -.0057 -0050  -.0011
15 5 -0068 0023 -0042  .0024 -0035  .0015
15 6 0036  .0052 0003 .0022 0015  .0038
15 7 -0001  -.0098 -0013  -.0086 -0011  -.0055
15 8 0046  .0012 0020  -.0029 0007  .0014
15 9 -0006  -.0021 -0003  -.0029 0014  -.0031
15 10 0017 0078 0009 0084 0033 0048
15 11 -0064  -.0015 -0037  -.0023 -0050  .0042
15 12 -0052  .0033 -0038  .0028 -0020  .0014
15 13 -0002  .0005 0029 0011 0025  .0007
15 14 -0002  -.0012 -0017  -.0005 -0013  -.0015
15 15 0064 0012 0046 -.0009 0022 0.0000
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Figure 6.4
GEM-T3 DYNAMIC TOPOGRAPHY/GEOID CORRELATION COEFFICIENTS
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Figure 6.5

GEM-T3 DYNAMIC TOPOGRAPHY ERRORS
Complete to Degree 15
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7.0 ORBIT ACCURACIES

Satellite geodesy, space-based remote sensing, and satellite altimeter mapping missions flown to
support physical oceanography all have a critical dependence on orbit determination. In many
circumstances, it is the existence of systematic error of the orbit in time, and/or over certain
critical spatial scales, which fundamentally limits the science yield of the missions themselves.
The orbital motion of a satellite exhibits an integrated response to the forces generated by the

inhomogeneous mass distribution on and within the Earth, the density of the atmospheric
" medium it traverses, and by the size, material characteristics and orientation of the satellite
surfaces exposed to the Sun and Earth. There are many additional, although less significant
forces acting on the spacecraft which require consideration. The observer monitoring the
satellite’s motion must be positioned over time with respect to the geocenter and within the
inertial frame used to integrate the satellite orbit. The observer undergoes complex motion due
to its position on an irregularly rotating and wobbling Earth, the motion and deformation of the
tectonic plate it resides on, and experiences local motion due to various loading and tidal effects.

While improvements in orbit determination technologies have been forthcoming over the last
twenty years, it has been the release of new and improved gravity models which has made the
largest impact on the current accuracy of geodetic satellite positioning. The requirements for
precise orbit modeling are an important element in the success of many missions. This includes
satellites designed to monitor the Earth’s tectonic motions like LAGEOS and those requiring
accurate radial positioning of an altimeter to locate the ocean surface in a geocentric reference
frame like GEOSAT and TOPEX/Poseidon. GEM-T3S and GEM-T3 have been tested using
independent tracking data from a number of missions. Their performance is compared with
recent GEM solutions and those developed elsewhere.

7.1 GRAVITY MODEL TESTS USING TRACKING OBSERVATIONS

Highly precise observations obtained by the laser tracking network have been used to compare
the gravitational models. All of these observations, while taken on satellites which are included
in each of the gravity models, represent observation subsets which have not been utilized in the
development of any of the models tested. There is a question of reference frame in producing a
fair comparison across different gravity models, especially for those not developed at GSFC. We
have therefore used a multi-arc approach where the laser data themselves are able to define the
polar motion parameters in each of the test solutions. Furthermore, we have incorporated a
complete model for dynamic polar motion to account for the Earth’s rotational deformation at the
annual and Chandler periods (see Reigber, 1981; Marsh et al., 1988; Section 3). The use of this
model causes the pole coordinates to have dynamic contributions. In these tests, the C,S(2,1)
coefficients were also permitted to adjust enabling each of the tested models to define a mean
figure axis based on the gravitational models and the laser observations. Laser tracking station
coordinates  obtained by Smith et al.; (1990) from Lageos quarterly solutions were adopted
coincident with the observations used for testing. In the case of the Lageos test solution, station
positions were also freely adjusted. An expanded dynamic tide model (containing more than 90
ocean tidal lines and nearly 6000 terms) which is based on the GEM-T3 was utilized to minimize
errors arising from omitted ocean tidal effects. As shown in Table 5.3, contemporary tide models
agree quite well.

The test arcs are summarized below;

e. Starlette: 8 5-day arcs of laser normal points obtained during 8/3/88 to 9/19/88
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e Ajisal: 8 6-day arcs of laser normal points obtained during 4/4/89 to 5/14/89
e Lageos: 3 monthly arcs of laser normal points obtained during 4/88 to 6/88

The results of these test solutions are presented in Table 7.1. It is clear from this table that all
of the contemporary gravitational solutions show good overall agreement. They all are capable of
fitting these diverse laser observation subsets at the decimeter or better level. For the GEM model
results contained therein, GEM-T3S is an improved model over GEM-T2 when "satellite-only"
models are compared. The combination GEM-T3 model is a further improvement over GEM-T3S.

DORIS is a tracking system developed by the French which will be used to support their orbit
determination on TOPEX/Poseidon. A prototype of the DORIS system is presently being flown on
SPOT-2. The main component of the DORIS system is the DORIS onboard package which is
essentially a radio receiver designed to accurately measure the carrier frequency of incoming
ground signals. Whenever the satellite is within the visibility of a ground station, the DORIS
onboard package measures the Doppler shift in the two transmit frequencies of the ground
beacon. These signals are at 2036 and 401 MHz; the dual frequency measurement permits a
cancellation of the ionospheric propagation effects to first order; this choice of frequencies
effectively eliminates the ionospheric refraction effects as a problem.

The fundamental DORIS measurement is a one-way average range-rate signal from the ground
based beacon to the satellite. The satellite clock is monitored by a master control station where
the drift in the satellite clock is determined. The satellite clock is very stable, and the frequency
drift over the ten-minute duration of a single station pass is not believed to be significant.
Therefore only a solution of a frequency offset per pass is normally required when processing the
DORIS data. The range-rate data provided by DORIS is very precise; noise levels of .3 to .7 mm/s
are typical for the SPOT data set. Like all radiometric data, the tropospheric refraction path delay
is the most serious measurement problem, and we have permitted a zenith delay tropospheric
refraction scaling parameter to adjust for each pass of data.

The DORIS Network, with more than 35 globally deployed stations, provides a strong independent
test for gravity solutions. Table 7.2 compares the RMS of {it obtained for three typical SPOT test
arcs, of 3 to 5 days length. Again, GEM-T3, the combination model, outperforms the satellite
GEM-T3S using this highly precise independent data.

7.2 Projected Orbit Errors Due to Static Gravitational Modeling Uncertainties

The error covariance matrix can be used to project the gravitational modeling error onto any
orbital configuration. This projection uses the first-order analytical perturbation theory developed
by Kaula (1966) and gives a harmonic estimate of modeling error. This estimate does not take into
account the distribution of tracking data nor does it consider the additional error arising from the
erroneous estimation of the orbital state (epoch) position which propagates with the well-known
"once-per-revolution” orbit errors commonly seen in data analyses. It also neglects errors arising
from long period gravitational effects like those due to the odd zonals. However, with the
distribution of modern tracking networks and the typical performance of these tracking systems
in their support of numerous missions, we have found through comparisons with numerical tests
and data simulations, that these first-order projections are quite reliable in mapping a given
gravity error into orbit error overall.

Table 7.3 presents the projected orbit uncertainties in the radial component for many existing and

to-be-launched satellites. It compares the projected performance of GEM-T2, GEM-T3S and GEM-
T3. For the TOPEX/Poseidon orbit in specific, these estimates indicate that we are approaching
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Table 7.1
Orbit Tests Using Independent Laser Data

Model LAGEOS Ajisai Starlette

GEM-T1 3.12 cm 16.42 cm 17.11 cmm
GEM-T2 3.02 cm : 8.83 cm 12.27 cm
GEM-T3S 2.89 cm 8.39 cm 10.77 cm
GEM-T3 2.89 cm 8.42 cm 10.76 cm
TEG-2B+ 2.92 cm 8.71 cmm 10.24 cm
OSU91A 2.98 cm 8.81 cm 11.84 cm
GRIM4-52 2.92 cm 8.59 cm 12.19 cm
GRIM4-C2 2.93 cm 9.52 cm 11.56 cm

Fits computed using an expanded GEM-T3 tide model and GSFC

SL7.1 station coordinates. Dynamic polar motion employed and C, 1 Sy )
are estimated in each multi-arc so that the mean figure axis is defined
by the data in each test.

Lageos: 3 - 30 day arcs, 4/88 - 6/88

Ajisai: 8 - 5 day arcs, 4/4/89 - 5/14/89
t preliminary model Starlette: 8 - 6 day arcs, 8/3/88 - 9/19/88 -
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Table 7.2
Orbit Tests Using SPOT-2 DORIS Data

Model 900503 900620
(5 days) (3 days)

GEM-T3S 5.33 5.32

GEM-T3 2.67 2.72

Fits computed using an expanded GEM-T3 tide model
estimating solar pressure, 6 hour drag, and troposphere
& measurement biases for each Doppler pass.
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900702
(3 days)

4.82
2.04

Units are mm/sec



Table 7.3
Projected Radial Orbit Error due to Gravity

Model Topex Lageos Starlette Ajisai Spot-2 Geosat
GEM-T2 9.4 0.8 12.3 59 119.7 19.8
GEM-T3S 11.6 1.1 10.9 5.4 144.7 29.6
GEM-T3 6.1 0.9 6.9 3.8 83.2 11.9
Long period errors omitted. units are in cm
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the level of modeling required to support this mission’s radial error budget. Figure 7.1 presents
a radial orbit uncertainty projection for a satellite at the nominal altitude of TOPEX/Poseidon

(1341 km) using the GEM-T3 covariances for different orbital inclinations. For comparison
purposes, also shown are the projections for GEM-T3S.
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8.0 CONCLUSIONS

Improved models of the Earth’s gravitational field have been developed from conventional tracking
data (GEM-T3S) and from a combination of satellite tracking, satellite altimeter and surface
gravimetric data (GEM-T3). This combination model represents a significant improvement in the
modeling of the gravity field at half-wavelengths of 350 ki and longer. Both models are complete
to degree and order 50. The GEM-T3 model provides for more accurate computation of satellite
orbital effects as well as giving a superior geoidal representation from that achieved in any
previous Goddard Earth Model, estimated at 59 cm rms. The GEM-T3 model used altimeter data
directly to define the orbits, geoid and dynamic height fields. Altimeter data acquired during the
GEOS-3 (1975-76), SEASAT (1978) and GEOSAT (1986-87) Missions were used to form GEM-T3.
In order to accommodate the non-gravitational signal mapped by these altimeters, spherical
harmonic models of the dynamic height of the ocean surface were recovered for each mission
simultaneously with the gravitational field. Herein, all of the dynamic height fields are referenced
to a common geoidal model and are tied into the Conventional Terrestrial Reference System
established by Satellite Laser Ranging (SLR).

The tracking data utilized in the solution includes more than 1300 arcs of data encompassing 31
different satellites. The observational data base is highly dependent on SLR, but also includes
TRANET Doppler, optical, S-Band average range-rate and satellite-to-satellite tracking acquired
between ATS-6 and GEOS-3. The tracking data are largely the same as used to develop GEM-T2
with certain important improvements in data treatment and expanded laser coverage. The GEM-
T3 model utilized a total of almost 2,650,000 observations.

The 6330 recovered parameters in the GEM-T3 solution include:

e a 50x50 model of the time-invariant geopotential field

e long wavelength coefficients in the dynamic tide model for 12 main tide lines

e spherical harmonic models complete to degree and order 15 of the dynamic height field
independently mapped by GEOS-3, SEASAT and GEOSAT

e tracking station coordinates for all sites contributing data to the solution; and

e continuous 5-day average polar motion and A1-UT1 values from 1980 to the end of 1987

These models have undergone extensive error calibration and employ an optimal data weighting
technique which insures reliable estimates of the models’ uncertainties. This method relies on
statistical testing using a subset solution technique. The subset solution testing is based on the
premise that the expected mean squares deviation of a subset gravity solution from the overall
solution is predicted by the solution covariances. Data weights are iteratively adjusted until this
condition is satisfied. It was shown that given the robustness of the data included in the
combination solution, calibration of data "groups"” was required for accurate results to be obtained.
Further gravity field tests were performed where strong satellite data sets were withheld from the
solution (thusly insuring their independence) and the performance of the subset models were
compared to error projections based on their calibrated covariances. This testing was made in the
space of the observation residuals themselves. These results demonstrate that orbit accuracy
projections based on the solution covariances yield reliable estimates for new satellites which are
not in the solution.
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APPENDIX A

ANALYSIS OF TERRESTRIAL GRAVITY DATA
by Nikolaos K. Pavlis

Surface gravity information was incorporated in the GEM-T3 gravitational model in the form of
normal equations for the complete set of harmonic coefficients up to degree and order 50,
developed on the basis of terrestrial gravity data. The modeling and estimation techniques
employed in the formation of the surface gravity normals closely followed the procedures discussed
in detail by Pavlis [1988]. The following paragraphs provide a brief description of the gravity
anomaly data used in this analysis and emphasize on certain aspects of the modeling which were
modified, as well as on the presentation of the results obtained. Additional details can be found
in [Rapp, Wang and Pavlis, 1991].

The 1° x 1° Mean Anomaly Data Used in the Surface Gravity Normals

The fundamental terrestrial 1° x 1° mean gravity anomaly dataset used in this analysis is
designated " OSU October 1990 " [Yi1 and Rapp, 1991] and represents the latest update of the -
global anomaly database maintained at The Ohio State University. With respect to its predecessor
(OSU July 1989 - [Kim and Rapp, 1990)), it is improved by the incorporation of 944 1° x 1° mean
anomalies covering areas in Asia. The OSU July 1989 dataset, on the other hand, is substantially
better than the June 1986 file [Despotakis, 1986] which was originally used for the normal
equations formed by Pavlis [1988] and used in PGS-3337 and PGS-3520. For example, improved
gravity data for Africa, included in the July 1989 dataset, have replaced corresponding values in
the June 1986 file, which were identified to be contaminated by significant systematic errors
[Pavlis, 1988, section 5.3.2). Statistics related to the mean anomalies of the October 1990 dataset
are given in Table A.1, while the geographic distribution of the available data is shown in
Figure A.1.

Table A.1. Statistics of the 1° x 1° Mean Free-air Anomalies
in the OSU October 1990 Database’

Gravity Geophysical
Measurements Prediction Combined
Number of values 45932 4870 50802
Percentage of area 79.2 6.6 85.7
Minimum value -270 -123 -270
Maximum value 303 127 303
Mean value -0.5 -1.0 -0.5
RMS value 27.6 25.3 27.4
RMS standard deviation 12.0 17.3 12.5
! Gravity anomaly units are mgals; mean and RMS values are weighted by the area of
each 1° x 1° block.
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The 45932 1° x 1° mean anomalies of the October 1990 database originating from actual

measurements (denoted A g©T 2°) require a number of systematic corrections before they can be
used as input to the formation of normal equations. These corrections are [Pavlis, 1988]:

(i) Atmospheric correction (8g,)
(i) Ellipsoidal corrections (€,, €,, €;)

(ii)) Second-order vertical gradient of normal gravity correction (8 g,?)
(iv) Gravity formula transformation (8g_).

The specific fornulation used to evaluate 1° x 1° area-mean values of the above correction terms
is given in detail in [ibid, section 2.3]. The OSU89B geopotential model [Rapp and Pavlis, 1990],
complete to degree 180, was used to evaluate 1° x 1° area-mean values of the ellipsoidal
corrections (denoted IE,, IE,, IE ). The transformation of the October 1990 anomalies from the GRS
1967 gravity formula to which they refer, to the gravity formula implied by the "GEM-T3"

constants (see [Pavlis, 1988, p.60]) was performed as explained in [ibid, pp. 60-61]. Denoting byK gﬁ
the corrected anomaly one has:

OCT 90

Kgij = Ag + (8gs) 17 (A1)

where the total correction (3gs), is:
(Bgs)y = Bg, - (IE,+IE+IE) + 3g,% + 3grl, (A2)

As for the 4870 geophysically predicted anomalies of the October 1990 database, the analysis
made by Pavlis [ibid] has demonstrated that such values are in many cases systematically biased
with respect to anomalies implied by satellite-only global geopotential models [ibid, section 5.3.2].
Pavlis and Rapp [1990] have shown that a preferable alternative to their use, is the use of
synthetic anomalies obtained from the lower-degree harmonics of a satellite-only model
augmented by higher harmonics of the topographic/isostatic induced potential. Accordingly, the
harmonics of GEM-T2 [Marsh et al., 1990] up to degree 9 were augmented by the harmonics of
a topographic/isostatic expansion designated "SET3" in the study by Pavlis and Rapp [1990, p.

373] from degree 10 to degree 50 to form a "combined"” set of coefficients Cnm. A global set of 1°
x 1° Ag™T was then evaluated based on Cnm as follows:

('A'_c,'”)ij.= 1 (r )2 f_; (n- 1)( ) E Cnm IYX (A3)
1 n= m=-n

where i=0,1,...,179 and j=0,1....,359. (Notation definitions can be found in [Pavlis, 1988]).

A merging process was performed next whereby a Ag7’ value was used to provide the mean
anomaly estimate for a given 1° x 1° block if:

-  The October 1990 estimate for the block originates from geophysical prediction, or,

- No estimate is available in the October 1990 database and the 1° x 1° mean elevation of
the block is positive.

In this manner the resulting merged file (designated SETA) maintains the 45932 values of the
October 1990 file, which originate from actual measurements, while in addition contains 8116

Ag7* values (8.2% of the Earth’s area) occupying land only blocks. The Ag7? values in SETA
were assigned standard deviation equal to 20 mgals, based on the accuracy assessment for these
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values discussed by Pavlis and Rapp [1990). Also, the minimum standard deviation for any
anomaly in SETA regardless of source was set to 2 mgals, to avoid over optimistic accuracy
estimates. In total, SETA contains 54048 anomalies covering 87.3% of the Earth’s area. The
geographic distribution of these anomalies is shown in Figure A.2.

The Ag°® of SETA represent surface mean free-air anomalies in the Molodensky sense. Their
frequency content is not uniforrn worldwide but depends on factors such as the distribution of
gravity measurements inside each 1° x 1° block and the averaging process used to estimate each

mean value. In contrast, A g7 are formally interpreted as mean free-air anomalies continued to
the surface of the reference ellipsoid, and their spectral content extends (by definition) only up to
harmonic degree 50. Extensive analysis discussed by Pavlis [1988, section 5.2.5] has shown that
the leakage of power from the higher-frequency component of Kg ¢, to the lower-frequency
coefficients being solved for, from the incomplete set of discrete mean anomalies, can be

minimized by removing the higher-frequency content of Kg" (above degree 50) prior to the

formation of the normal equations. The high-frequency component, —b_gm,. can be evaluated in
terms of 1° x 1° mean values, based on an existing high-degree geopotential model such as
OSU89B [Rapp and Pavlis, 1990]. In such procedure, two issues need careful consideration:

(1) The harmonic coefficients used to evaluate Egm, should represent as precisely as possible
the higher-frequency content of the data which will be used in the normal equations.

20 8 gy must be evaluated at the same level at which A g € refers (the topographic surface
of the Earth).

The first requirement was satisfied in this analysis by developing a modified "OSU89B" type of
model (complete to degree 360) that accounts for the additional land values in SETA, which were
not available when OSU89B was developed. The specific procedure used to develop this modified
model (designated 89Bf is described in [Rapp, Wang and Pavlis, 1991]. To satisfy the second
requirement, two alternative techniques were implemented and tested. Briefly described, the first

technique "upward” continues ng, from the ellipsoid to the topographic surface (where Kg"'

refers), while in the second technique -A-g € is "downward" continued to the ellipsoid andsgm,
is subsequently removed from the downward continued values. Both techniques require the
analytic continuation terms g, [Wang, 1988], but the use of these terms in the implementation
of each technique is different. Details on these aspects can be found in [Rapp, Wang and Pavlis,
1991]. Normal equations to degree 50 were formed considering both alternatives, and although
in theory the two continuation procedures are equivalent, comparisons described in [ibid]
indicated that the second method ylelds slightly better results. Hence, the second procedure will
only be considered next, where the 1° x 1° mean anomalies input to the least-squares adjustment

constitute a file designated SET2. These anomalies, denoted Ag,,®’, were defined by:

Ag = Agiz + (3, - o) 4 ' (A4)
g.u



3agnLILy

"(9118) sanpeA ; 5V L.,

pue (Ze6SP) SIUIWIMSBIW A)javsd) woxg Supsudio sanjes sagpuap] , x,
‘V 1S U] s9ffemouy I[V-3314 W 1 X T 8HO¥S U3 Jo uopnqnsia odesfosn gy amdyy

JANLIINOT
08T 0SI 0cl 06 09 0€ 0 0E- 09- 06- 0cli- 0ST1-
O m - I T 1 unnananEny
09- T
I s AT
0E-
0 B
o€ L
09
Om IIIII L) — LU L LA L m T ¢ 70T ﬂ..— L AL F LN Q.--ﬂ-.. T 10 mlﬂl.qll”ll-.ll”llqn--ab-u.llul‘."ﬂ“!.ﬂll .
o8l 0SI 0et 06 0% 0€ 0 oe- 039- 06- 0ct- Y

34NLIONBT

08I1-

081~

06~

o

o€

09

30NLILYT



depending on whether they originate from actual gravity measurements or from
topographic/isostatic information. In equation (A4), 5'1 denotes 1° x 1° average of the analytic

continuation term, and Egm, is evaluated based on the 89B coefficients by:

360 n

'y = 1 GM 95' ij
O3 = Koy Trhye P 1)( ) L, G Th o

In Table A.2, statistics related to the anomalies of SET2 are given. The distribution of the data in
SET2 is obviously identical to that of SETA shown in Figure A.2.

Table A.2. Statistics of the 1° x 1° Mean Anomalies in File SET2 Used
in the Normal Equations Formed*

Number of values 7 54048
Percentage of area 87.3
Minimum value -199.4
Maximum value ‘ . 141.2
Mean value -0.1

RMS value 19.2

RMS standard deviation 13.0

! Gravity anomaly units are mgals; mean and RMS values are weighted by the area of

each 1° x 1° block.

Estimation of Geopotential Coefficients From Surface Gravity Data

The anomalies Kgi 3 (2) defined in equation (A4) lead to the following observation equation for the
geopotential coefficients:

n
) = _1 : =T 7 _ Ag. (2)
\ P = (n-1) cr 1yl - Ag (A6)
3 Ag, ( r} ) 2 Ig ] ' m=E—n ij
where v, is the residual associated with the observation Ag,,* and C,], represent the

adjusted geopotential coefficients obtained on the basis of surface gravity data alone (even zonal
harmonic coefficients are remainders after subtraction of the coefficients of the normal potential).

The anomalies A iy (2) refer to the surface of the reference ellipsoid and r§* is the distance from
the geocenter to the point on the ellipsoid at the mid latitude of the (i,j)-th block (and thus
possesses equatorial symmetry). The prime of the summation in equation (A6) indicates absence
of the first-degree terms. The inclusion of the zeroeth-degree term is necessitated by the fact that

the incomplete set of discrete area-mean values used, gives rise to covariances between the Eo’;
and the rest of the coefficients, which must be taken into account [Pavlis, 1988]. The totality of

observation equations of the form (A6) for all available Kgi 5 (2) ' is written in matrix form as:

v=AX-L, (A7)



where A is the design matrix, % is the vector containing Enfn, L, the vector of observations
Ag,,;'® andV the vector of residuals v ‘2 . Minimization of the weighted norm of the residuals
(VTPV), under the condition (A7), ylelds the normal equation system:

(ATPA) X = ATPL, (A8)

where P is the weight matrix defined by:
P=0, Yy . (a9)

with oﬁ being the a-priori variance of unit weight (taken to be 1} and EL the
‘b

variance-covariance matrix of observations. The least-squares estimate X is given by:

X = (ATPA) ATPL, (A10)

The a-posteriori variance of unit weight is:

T
92 = _V'PV (a11)

(d.£.)

where (d.f) are the degrees of freedom, while the error covariance matrix of the estimates X is:
Ex = Og (ATPA) 2 . (A12)

For the purpose of combining the normal equations obtained here with corresponding normals
obtained from the analysis of satellite perturbations, as well as with normals from altimeter data,

it is critical that EL properly reflects the accuracy of the surface gravity data. At present, it is
D

not possible to accurately estimate the full error covariance matrix of the gravity anomalies, while
in addition, even simplistic error covariance models would make the formation of normal
equations practically impossible (for degrees of expansion equal to 50 or higher), due to
computational limitations. Accordingly, following previous experiences [Rapp and Pavlis, 1990],

a diagonal matrix was used, but the original error estimates of the anomalies were modified
Ly, >

in an attempt to compensate for the neglected error covariances. Denoting by o y ° the standard
deviations of the anomalies in SET2 and by o 17" the modified values used to form EL , the

]
following relationship was imposed:

max (8,20,,°) < 0,,® <min (16,20,,°) (A13)
13 13 i3

This modification yields a ratio 4:1 between maxtmum and mintmum weights and corresponds
(approximately) to the weighting scheme used by Rapp and Pavlis [ibid] for the 30’x 30’ mean
anomalies. The RMS modified standard deviation is 13.7 mgals. According to the above, normal
equations were formed, and the corresponding terrestrial-only solution was obtained. This solution
is designated V2. In Table A.3, statistics related to this solution are given.



Table A.3. Statistics Related to the Terrestrial-Only Gravity Solution V2

Number of Anomalies 54048
Number of Coefficients 2598
Degrees of Freedom 51450
Minimum Residual (mgal) -117.7
Maximum Residual (mgal) 187.5
Mean Residual (mgal) 0.0

RMS Residual (mgal) 7.3

82 0.303
Number of |resid| > 7 mgal 11118

In Figure A.3 the locations of the 11118 residuals from V2 which exceed in magnitude 7 mgals
are shown. It is clear that the solution fits well the input data over well surveyed (gravimetrically)
continental areas (North America, Australia, Europe and most of Africa), while most of the large
residuals occur over oceanic areas. This is primarily due to the incompatibility between the
high-frequency component of the surface anomalies over the ocean, with the corresponding
component of the altimetry-derived anomalies that are used in the evaluation of the "modified
OSUS89B" coefficients (see also [Pavlis, 1988]). It should be emphasized here that the residuals
from the surface gravity solution, provide mostly a "goodness-of-fit" measure of the estimated
coefficients to the Input data. Long-wavelength errors that may be present in the surface
anomalies cannot be detected without the incorporation of superior independent information from
satellite-derived normals.
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