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ABSTRACT

The objective of this effort was to validate the computational capability of the NASA Ames Research Center's Navier-Stokes code, F3D, for flows at high Mach numbers using comparison flight-test data from the Pegasus® air-launched, winged space booster. Comparisons were made with temperature and heat fluxes estimated from measurements on the wing surfaces and wing-fuselage fairing. Tests were conducted for solution convergence, sensitivity to grid density, and effects of distributing grid points to provide high density near temperature and heat-flux sensors. The measured temperatures were from sensors embedded in the ablating thermal protection system. Surface heat fluxes were from plugs fabricated of highly insulative, nonablating material, and mounted level with the surface of the surrounding ablative material. As a preflight-design tool, the F3D code produces accurate predictions of heat transfer and other aerodynamic properties, and it can provide detailed data for assessment of boundary layer separation, shock waves, and vortex formation. As a postflight-analysis tool, the code provides a way to clarify and interpret the measured results.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>computational fluid dynamics</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>D</td>
<td>diameter of vehicle fuselage</td>
</tr>
<tr>
<td>dy/dt</td>
<td>recession rate of the surface</td>
</tr>
<tr>
<td>H</td>
<td>heat of ablation</td>
</tr>
<tr>
<td>HRSI</td>
<td>high-temperature reusable surface insulation</td>
</tr>
<tr>
<td>I</td>
<td>longitudinal coordinate direction</td>
</tr>
<tr>
<td>J</td>
<td>circumferential coordinate direction</td>
</tr>
<tr>
<td>K</td>
<td>radial coordinate direction</td>
</tr>
<tr>
<td>k</td>
<td>thermal conductivity of the fluid, Btu/ft² sec, °R</td>
</tr>
<tr>
<td>M</td>
<td>Mach</td>
</tr>
<tr>
<td>NEAR</td>
<td>Nielsen Engineering and Research, Inc.</td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number, Btu/ft² sec</td>
</tr>
<tr>
<td>q</td>
<td>convective heat flux, Btu/ft² sec</td>
</tr>
<tr>
<td>R</td>
<td>gas constant</td>
</tr>
<tr>
<td>S</td>
<td>Sutherland's viscosity ratio</td>
</tr>
<tr>
<td>T</td>
<td>temperature, °R</td>
</tr>
<tr>
<td>To</td>
<td>outer temperature, °R</td>
</tr>
<tr>
<td>Tw</td>
<td>surface temperature of vehicle (used in CFD calculations), °R</td>
</tr>
<tr>
<td>TPS</td>
<td>thermal protection system</td>
</tr>
<tr>
<td>∞</td>
<td>undisturbed, free stream</td>
</tr>
</tbody>
</table>

®Pegasus is a registered trademark of Orbital Sciences Corp., Fairfax, Virginia.
\( \alpha \) angle of attack, deg
\( \rho \) density of the material, lbm/ft\(^3\)

INTRODUCTION

Pegasus®, a three-stage, air-launched, winged space booster (fig. 1), was developed by private industry to provide low-cost launch services for small satellites. The aerodynamic design and analysis of Pegasus were conducted by Nielsen Engineering and Research (NEAR Inc., Mountain View, CA), without benefit of wind-tunnel and subscale model testing using only computational aerodynamic and fluid mechanic methods. The first flight of Pegasus in April 1990 provided data for evaluation and validation of the computational fluid dynamic (CFD) techniques.

The objective of this effort was to validate the computational capability of the NASA Ames Research Center’s Navier-Stokes code, F3D, for flows at high Mach numbers using Pegasus flight-test data for comparison. Attention was concentrated on temperature and heat-transfer measurements in the region of the wing and wing-fuselage fillet, because these were the only data measured on the first flight.

BACKGROUND

To gain the advantages of increased payload performance and operational flexibility, Pegasus was designed to be carried aloft beneath the wing of a B-52 bomber aircraft. Performance improvements over ground launch are a result of the aircraft forward velocity and the initial launch altitude. Launch at 40,000 ft contributed to lower dynamic pressure, lower drag, and lower structural and thermal stresses; and the reduced atmospheric pressure range encountered by the first stage permitted optimization of the first-stage nozzle.

In level flight at Mach 0.8 and 40,000 ft, Pegasus was released from the carrier aircraft and allowed to free fall for 5 sec (fig. 2). After first-stage ignition, Pegasus began a 2.5-g pullup maneuver using wing lift and thrust while accelerating through the transonic speed regime and maximum dynamic pressure. When first-stage burnout occurred after approximately 82 sec, the vehicle had reached Mach 8.7 at an altitude of more than 200,000 ft. The first stage, which included all aerodynamic lifting surfaces, then separated from the second and third stages. The separation of the first stage corresponded to the end of the aerodynamic analysis.

Because of the heavy reliance on analytic tools in the aerodynamic and thermal protection design process, the first flight of Pegasus included some instrumentation designed to aid in evaluating the prediction methods. This instrumentation has a system of temperature sensors and heat-flux gauges installed on the wing surfaces, wing leading edge, and wing-fuselage fairing (or fillet). The temperature sensors were embedded in the ablating thermal protection system (TPS) to cause minimal perturbation of the local structure and thermal boundary layers. The heat-flux gauges were constructed by attaching thermocouples to plugs fabricated from highly insulative, nonablating material. The plug-surface temperatures responded rapidly to local aerothermal conditions and provided the basis for estimates of convective heat flux. The distribution of the plug-mounted sensors on the sidewall of the fuselage-wing fairing helped to identify the effects of the shock wave and compression field generated by the wing.
ANALYSIS METHODS

In the preflight analysis, results from the F3D code gave a corroborating value for aerodynamic loads predicted by less sophisticated methods, identified possible areas of flow separation, and provided evidence of the nature of the interaction between the wing leading-edge shock wave and the boundary layer on the wing-fuselage fillet. The thermal boundary condition used for the preflight analysis was zero heat flux to the surface of the vehicle. This boundary condition was modified for the postflight analysis to allow specification of the temperature on the vehicle surface, and to permit calculation of the convective heat flux at the surface.

The postflight analysis addressed five aspects of the CFD prediction method:

- Convergence of the solution
- Achievement of a steady physically realistic flow
- Sensitivity to small perturbations of angle of attack
- Sensitivity to grid density
- Agreement with experimental results

The first four aspects involve only the computer code itself. The fifth involves the computer code and experimental data from analysis of the aerothermal measurements from the first flight of Pegasus (ref. 1).

Analysis of Solution Convergence

Convergence of the CFD calculations is determined by monitoring several quantities representing important aspects of the numerical method. Specifically, the residuals of the numerical solution and the surface heat flux at a reference point are monitored at each iteration step. The integrated forces and moments on the configuration are also examined at several steps. The residuals are generally expected to become smaller with each iteration, eventually reaching zero, which for the computers used in this investigation is about $10^{-14}$. The surface heat flux is expected to become constant after some initial transitional behavior. Similarly, the integrated forces are expected to approach constant values.

Evaluation of Physical Realism of Solutions

Another aspect of convergence is the achievement of a steady, physically realistic flow field. Departures from realism could occur if the grid were too coarse to resolve important features of the flow field. Departures from realism also might indicate a lack of convergence, though other indicators suggest convergence is occurring. The physical realism of calculated flow fields was evaluated by examining the degree to which predicted flow features, such as shock waves or vortical flow regions, were correctly located and smoothly modeled. The ultimate test of physical realism is comparison with measured experimental results.
Evaluation of Sensitivity to Small Angle-of-Attack Perturbations

Because the flight data showed that the angle of attack ($\alpha$) and angle of sideslip ($\beta$) were subject to small perturbations even during steady parts of the flight, it was of interest to examine the sensitivity to such perturbations of the calculated flow field, especially with regard to the aerodynamic heating near the impingement of the wing leading-edge shock on the fuselage. The wing shock moved with time because of the varying attitude and the acceleration of the vehicle. The angle of attack sensitivity study was to find the effect of perturbations of angle of attack alone. Therefore, solutions were calculated at a typical Mach number for two angles of attack differing by one degree.

Evaluation of Sensitivity to Grid Density

One important aspect of the application of CFD to real aircraft configurations is the computational grid. The general requirement for the grid is that there be enough points to resolve important flow features. For a Navier-Stokes code, this generally requires many points near the vehicle surface to resolve the large gradients that occur. If shock waves occur in the flow field away from surfaces, it may be important to have a high density of grid points near the shock.

In this investigation, several grids were used. The basic grid was the finest grid used in the preflight computational analysis. All other grids were obtained by choosing subsets of the points on that grid.

Evaluation of Agreement with Experimental Results

Finally, the ultimate test of the validity of a CFD code is the degree to which it produces results that agree with experiment. For this test, the aerodynamic heating data from the first flight of Pegasus were used. The flight-measured data were from sensors distributed on the wing surfaces, wing leading edge, and wing-body fairing or fillet (ref. 1). Most sensors were thin foil gauges installed near the surface within the vehicle TPS. Besides the foil gauges, 10 thermocouples were installed on the surface of nonablating plugs (high-temperature reusable surface insulation (HRSI) plugs) placed on the fillet near the wing shock impingement. These sensors are more responsive to changes in flight conditions than the foils, and allow a derivation of convective heat flux.

Because of the differences in the thermal properties of the HRSI plugs and the other thermal protection materials, the interpretation of the measurements must be made with caution. The difficulties of measuring surface heat flux in the hypersonic environment were discussed by Neumann (ref. 2). The major problem in integrating heat-transfer instrumentation with the surface is that of nonisothermal walls. When a heat-flux gauge is placed on a surface, it often takes on a different temperature from the surface. This then produces an incorrect reading of the heat flux to the surface. Though the heat-flux gauge may be extremely accurate at measuring heat flux, it measures the wrong heat flux. Another complication arises when the heat-flux gauge is placed in an ablative surface. Not only is the gauge not at the same temperature as the surrounding surface, but the products of ablation are mixed with the air flowing over the gauge, making the measured heat flux difficult to interpret in terms of the heated air. According to Neumann, gauges so placed are useful for qualitative rather than quantitative measurements, such as determining when transition occurs or detecting the presence of shock waves. Even thermocouples are of limited usefulness in evaluating convective heat flux. The reason is that
thermal modeling of ablative structures is very difficult, and thermocouples cannot be placed directly on the ablating surface. The full aerodynamic heating is not captured by the material, because the surface is ablating. It is difficult to determine the heat associated with the ablation, because the effective rate of heat removal by ablation depends on the rate at which the surface material is being removed. The ability to infer the convective heat flux from measured temperatures or to measure that heat flux using calorimeters loses meaning when ablating structures are considered.

The analysis of the data from the heat-flux gauges and the uncertainties attributed to the placement of the gauges on a surrounding surface with very different characteristics have important implications for the comparison of the measured data with the CFD results. The comparison is further complicated by the transient nature of the experiment and the presence of products of ablation of the surface. The CFD analysis is for a steady flight at constant Mach number and angle of attack with a simple no-slip, constant temperature boundary condition and with air as the only constituent of the fluid flowing around the vehicle. In the actual flight, the Mach number was constantly increasing, the angle of attack varied with time, and the surface temperature varied over the entire vehicle.

The surface heat flux was determined from the HRSI plugs and also estimated from the foil gauge temperature measurements in the TPS material. Estimates were also made of the ablative contribution to the heat balance.

The convective heat flux was calculated from the CFD solution as follows:

\[ q = -k \frac{dT}{dy} \]

where

- \( q \) is the convective heat flux, Btu/ft\(^2\) sec,
- \( k \) is the thermal conductivity of the fluid, Btu/ft\(^2\) sec °R,
- \( T \) is the temperature, °R, and
- \( y \) is the distance normal to the surface, ft.

The thermal conductivity of the fluid (air) was determined from the properties of a perfect gas with ratio of specific heats, \( \gamma = 1.4 \), and Prandtl number, \( Pr = 0.7 \). Thus,

\[ k = \left[ \frac{\gamma R}{(\gamma - 1)} \right] \times S \times \mu_\infty / Pr \]

where \( S \) is Sutherland's viscosity ratio

\[ S = \left( \frac{T_\infty + 198.6}{T + 198.6} \right) \left( \frac{T}{T_\infty} \right)^{3} \]

and \( R \) is the gas constant.

The temperature gradient, \( dT/dy \), was approximated by the difference between the values at the surface and first grid point normal to the surface and by the distance between the first grid point and surface. Except for the HRSI plug locations, the surface temperature over the entire vehicle surface was assumed to be a single value corresponding to a rough average of the temperatures indicated by sensors on the fillet side wall. The convective heat flux was calculated at the surface for comparison with measurements from the HRSI plugs. In addition, the temperature at the plug locations was varied to study the accuracy of modeling the nonisothermal nature of the plug–surface integration.
SIMULATION MODEL

The simulation model consisted of the computational code and grids to describe the configuration geometry and provide a framework for calculating the properties of the flow field.

Computational Code

The computation of the flow field was accomplished with the code F3D (ref. 3). The code solves the compressible three-dimensional, thin-layer Navier-Stokes equations, uses upwind spatial differencing in a streamwise direction, and is either first- or second-order accurate in space. For the calculations described here, the accuracy in time is first order. For the present work, some minor modifications were made to F3D to allow the specification of surface temperature and calculation of convective heat flux at the surface.

Grid-Generation Methods

A major part of the preflight CFD study was the development of the computational grid. The Chimera composite-grid approach (ref. 4) was chosen for the discretization process to get an accurate model of the entire configuration. The grid required for simulating the flow field around Pegasus was composed of two sections. The first section enclosed the body and wing, extending one grid cell beyond the trailing edge of the wing. The second section extended from the wing trailing edge to the base of the body, including the tail control fins. For the forward section, because of the blunt nose and thick, round-edged wing, the grid was generated using the NASA–Ames code, HYGRIID (ref. 5), a three-dimensional hyperbolic grid generator. Because of the aft section’s simpler, more cylindrical geometry, its grid was generated using a NEAR code, HYPDAPT (ref. 6), a two-dimensional hyperbolic grid generator. The two-dimensional grid generator was applied to compute grids in cross sections. The cross-section grids were then connected to create a fully three-dimensional grid.

Fine Mesh

For the postflight analysis, since the only measurements of temperature and heat flux were from the wing and fillet regions, only the forward section of the grid was used. The complete grid for the forward section contained 92x83x51 points, a total of 389,436 points. Several subsets of the original grid were used to evaluate the sensitivity of the calculated flow solution to the grid.

A portion of the fine grid is shown in figure 3. A perspective view of the grid in figure 3(a) shows the grid in the vertical symmetry plane, on the vehicle surface, and in a cross section at the trailing edge of the wing. In this report, the curvilinear coordinates of the grid are called by the index notation \((I, J, K)\) where \(I\) is the longitudinal coordinate direction, \(J\) is the circumferential coordinate direction, and \(K\) is the normal, or radial, coordinate direction defined in figure 3(a). A closer view of the fillet and the locations of heat-flux gauges (HSI plugs) is shown in figure 3(b). A side view showing the grid on the fuselage and wing in a two-dimensional projection is shown in figure 3(c). A cross section of the grid near the wing root leading edge is shown in figure 3(d).
Important features of the grid should be noted. On the nose, the grid is uniform in the circumferential direction in each cross section of the body. Approaching the section where the fillet begins, the grid points on the body are clustered near the top of the body for use in defining the contours of the fairing and, subsequently, the wing. This clustering was necessary to maintain the number of circumferential points constant.

First Coarse Mesh

The first subset of the fine grid used for the analysis was shown in figure 4. This subset was derived by omitting alternate points in each of the three grid directions, with the exception that the first three and the last three points were retained in the I and J directions. This ensured proper definition of the nose, wing trailing edge, and vertical symmetry plane. In the K direction, the first three points were retained to maintain the best resolution of the boundary layer at the vehicle surface. This grid is subsequently called the “sml” grid. It contained $49\times46\times26$ points, a total of 58,604 points. A sample side view and a cross section corresponding to those in figures 3(c) and (d) are shown in figures 4(a) and (b). The lines defining the wing edges, wing root, and outline of the fillet are highlighted by symbols in figure 4(a). The specific points corresponding to the location of heat-flux gauges on the vehicle are also shown.

Intermediate Mesh

The second subset grid (fig. 5) was obtained by removing fewer points from the fine grid. In the I direction, between the nose and the beginning of the wing-fuselage fairing, alternate points were omitted from the fine grid. All I points were retained under the wing, until well aft of the experimental heat-sensor locations. Alternate I points were then omitted for the remainder of the grid to the wing trailing edge. In the J direction, alternate points were used for the part of the grid corresponding to the wing and to the part of the body away from the fillet. The remaining points which fall on the fillet were retained as for the fine grid. Finally, for the K direction, the first 10 points were retained from the fine grid, but the coarseness of the grid increased toward the outer boundary. The final grid configuration had $73\times54\times30$ or 118,260 points. This is designated the “mm” grid. A sample side view and cross section corresponding to those in figures 3(c) and (d) are shown in figures 5(a) and (b).

Second Coarse Mesh

The final subset grid was a compromise between the sml and mm grids, developed to maintain the resolution of the fine grid over the fillet while also achieving the computational speed of the sml grid. It had the same number of points as the sml grid, but the distribution of points was similar to the mm grid. Points were chosen from the fine grid in all three directions to retain the complete grid over the fillet where the experimental measurements were obtained. In the K direction, the first five points were the same as for the fine grid, but the coarseness of the grid increased toward the outer boundary. This grid was designated the “sm2” grid. A sample side view and cross section corresponding to those in figures 3(c) and (d) are shown in figures 6(a) and (b). This grid was used for most of the comparisons with experimental data and other evaluations presented in this report.
FLIGHT-MEASURED DATA

Trajectory Data

The angle of attack and Mach number on the flight trajectory are presented in figure 7. Three cases were selected for comparison at 40, 50, and 60 sec in the flight trajectory. The Mach number at these times was 3.1, 4.0, and 5.0, respectively (fig. 7(a)), and the angle of attack was 7.5, 4.0, and 0.5°, respectively (fig. 7(b)). A typical plot of temperature variation at a sensor located under the ablative outer layer of the surface TPS material is presented in figure 7(c).

Free-stream flow conditions were from data provided in reference 1. The data were from postflight analysis of inertial data from an onboard inertial navigation system, ground-based radar, and atmospheric data from balloons, stratospheric charts, and climatological information. The required values of \( p_\infty \), \( T_\infty \), and \( \rho_\infty \) were from the pressure altitude presented in figure 8, from reference 1, and from Standard Atmosphere charts in reference 7.

The three cases provided three levels of difficulty in interpreting and correlating the calculated results. At 40 sec, where \( M_\infty = 3.1 \), \( \alpha = 7.5° \), the angle of attack had been steady for several seconds and the surface temperature had apparently not yet reached the ablation temperature of the ablative coating on the fillet sidewall. This conclusion is not certain, however, since the temperature sensors were not on the outer surface but the inner surface of the layer of ablative material. An approximate analysis of the heat flow in the structure yielded a temperature difference of 10 °F between the sensors and the outer surface. At 40 sec, the temperature and heat transfer measurements should be free from the uncertainty that may be caused by the presence of the products of ablation. There is still the uncertainty, though, because of the nonisothermal nature of the placement of the heat-flux gauge in the ablative material. In addition, the 40-sec point is in the middle of an interval of rapidly rising temperature.

The second case, at 50 sec, corresponded to \( M_\infty = 4.0 \) and \( \alpha = 4.0° \). The angle of attack was changing rapidly in a pitch-down maneuver (fig. 7(b)), while the temperature indicated by the embedded gauges in the fillet insulation was beginning to become steady as the TPS material began to ablate (fig. 7(c)). The measurements at the HRSI plugs were subject to uncertainty because of the presence of ablation products and the nonisothermal effects of the difference between the temperatures of the plugs and the surrounding surface.

The third case, at 60 sec, corresponded to \( M_\infty = 5.0 \) and \( \alpha = 0.5° \). The angle of attack was nearly constant, and the temperatures of both the TPS material and the HRSI plugs had begun to stabilize. The level of the temperature of the TPS material suggests that ablation was keeping the temperature from increasing. The meaning of the convective heat-flux measurements from the HRSI plugs is subject to the uncertainty of the effect of the products of ablation on the composition of the fluid in the boundary layer. The specific conditions used for the CFD calculations for each case are summarized in table 1.
Surface Temperature Distribution

The temperature distribution on the Pegasus vehicle was known from measurements at a few locations on the wing, wing leading edge, and wing-fuselage fairing. From those measurements, a nominal value for the temperature on the entire surface was estimated for the three specific times in the flight discussed previously.

The Pegasus TPS consisted of insulative and ablative materials in various combinations applied to the external surface of a graphite-epoxy substructure. Four materials were used, two ablative and two insulative. The details of the installation of the TPS are presented in reference 1. The material used on the fillet sidewall is known as Thermolag (Thermal Science, Inc., St. Louis, Missouri), and it is a low-temperature polymer ablative that sublimates at about 230 °F. The Thermolag material was sprayed on the fillet sidewall, over a layer of cork phenolic insulator.

Foil thermocouples were installed between the Thermolag and the cork. The details of the installation are presented in reference 1. A rough analysis, using the properties of the Thermolag material, the nominal layer thickness, and the measured temperature and rate of temperature increase on the Thermolag–cork interface, produced an estimated difference of 10 °F between the cork and outer surface of the Thermolag. The surface temperature boundary condition for the CFD analysis was assumed to be 10 °F hotter than the measured temperatures. Temperatures at the plug surfaces were assumed to be the temperatures at the fluid boundary, since the thermocouples were separated from the fluid by only a thin protective coating.

Convective Heat Flux (High-Temperature Reusable Surface Insulation Plugs)

The HRSI plugs were constructed from solid pieces of shuttle tile material, LI2200, 1-in. wide and 0.4-in. thick. Thermocouples were fabricated from small-diameter (0.005 in.) wires mounted on the surface of the plugs. A high-temperature, high-emissivity coating was applied over the thermocouples. The emissivity of the coating was 0.85. The locations of the plugs on the fillet sidewall are shown in figure 4(a).

The HRSI plugs were generally hotter than the surrounding surface by more than 100 °F. Thus, at the first point of comparison, where \( M_\infty = 3.1 \) and the temperature at the Thermolag–cork interface had not reached the ablative temperature, the plug was a small, hot surface surrounded by a cooler surface. At the other two points of comparison, the plugs were in an atmosphere containing products of ablation of the surrounding surface.

The convective heat flux was found experimentally as the sum of the radiative and conductive heat flux away from the surface of the HRSI plug as determined from the measured temperatures at the surface of the plug (ref. 1). Thus, the heat flux derived from the flight data did not depend upon the properties of the fluid flowing over the plug, but only on the temperature distribution as measured in the plug. Conversely, the CFD analysis depended upon the properties of the fluid. In the CFD calculations, the convective heat flux was calculated directly by a finite-difference formula, assuming air as the working fluid.
Convective Heat Flux (Ablative Surfaces)

From the measured temperatures and their time history at the interfaces between the various layers of the TPS, it was possible to estimate the convective heat flux to the surface surrounding the HRSI plugs on the fillet and to the wing surface. The estimate was subject to large errors because of the uncertainty of the exact conditions on the outer surface of the material, but it provided a rough figure to aid in putting the heat flux calculated by the CFD analysis in perspective. The heat-flux estimate assumed an emissivity for the outer material, either Thermolag or Firex (Pfizer Minerals, Pigments and Metals Division, New York, New York), of 0.5.

If the surface is assumed to be planar and the various layers of material uniform in thickness, a one-dimensional analysis can be applied. The components of the flow of heat into the TPS are shown in figure 9. The temperatures $T_1$, $T_2$, and $T_3$, and the density and heat capacity of the materials were known (ref. 1). The convective heat flux is thus the sum of the radiation from the outer surface, the rate of increase of internal energy of the entire composite layer, and a heat flux caused by ablation, if applicable. It is written as

$$q_c = q_{i1} + q_{i2} + q_{i3} + q_r + q_a$$

where $q_c$ is the convective heat flux, Btu/ft² sec, $q_a$ is the heat flux caused by ablation, $q_{in}$ is the rate of increase of internal energy of layer $n$, and $q_r$ is the radiation of heat from the outer surface,

$$q_{in} = \rho y C_p (dT/dt)$$

where $\rho$ is the density of the material, lbm/ft³, $y$ is the thickness of the layer, ft, $C_p$ is the thermal capacity of the material, Btu/lbm sec ft² °R, and

$$q_a = \rho H (dy/dt)$$

where $H$ is the heat of ablation, and $dy/dt$ is the recession rate of the surface. The ablative contribution will be present when the outer temperature $T_o$ reaches the ablation point of the outer layer. Values of $q_c$ for the fillet and wing were estimated to range from 0.2 to 1.0 Btu/ft² sec without the ablative contribution, somewhat lower than the calculated surface convective heat flux.

RESULTS AND DISCUSSION

Initial Conditions for Computational Fluid Dynamic Calculations

Two methods of starting CFD calculations are discussed. The first method employed a uniform free-stream flow over the entire computational grid, gradually applying the no-slip condition at the vehicle surface over the first 30 iteration steps. This method is subsequently referred to as a cold start. The second starting method used a converged solution for $M_\infty = 5.0$, $\alpha = 5.0^\circ$ and then gradually changed the value of $M_\infty$ or $\alpha$ until the desired values were reached. The solution was then allowed to run until converged. This method is subsequently referred to as a warm start. The second method was developed to test the idea that computer time and effort could be reduced by using an existing solution for slightly different flow conditions.

For the calculations discussed here, the warm start initial condition was the preflight solution for $M_\infty = 5.0$, $\alpha = 5.0^\circ$ converted from the fine mesh grid to the first coarse mesh (the sml grid). Because
the modified grid was a simple subset of the original grid, it was possible to use the preflight solution as a starting condition with no interpolation by simply selecting the computed flow properties at the corresponding grid locations. The starting condition was an approximation to a converged solution for \( M_\infty = 5.0, \alpha = 5.0^\circ \), with the adiabatic or zero temperature gradient condition at the vehicle surface. The solution was changed to \( M_\infty = 5.0, \alpha = 0.5^\circ \) and \( M_\infty = 4.0, \alpha = 4.0^\circ \) by adjusting the Mach number and angle of attack in step increments of 0.5 and 0.5°, respectively, from the starting solution, and running each step 100 iterations. When the final conditions were reached, the solution was allowed to run for 500 to 1000 additional iterations. When the final Mach number and angle-of-attack conditions were reached, a final change was made to adjust from the adiabatic surface condition to a condition of specified surface temperature.

### Solution Convergence

For studies of solution convergence and the achievement of flow-field realism, solutions on the sml grid initialized with the preflight calculations on a fine mesh (warm start) were compared with solutions started from uniform free-stream conditions.

The history of the residuals of the solution from a warm start is shown in figure 10 for two cases. Figure 10(a) shows the history of the \( M_\infty = 4.0, \alpha = 4.0^\circ \) case during the transition from the original \( M_\infty = 5.0, \alpha = 5.0^\circ \) conditions, and figure 10(b) shows the history for the \( M_\infty = 5.0, \alpha = 0.5^\circ \) case during the transition from the same initial condition. Starting from \( M_\infty = 5.0, \alpha = 5.0^\circ \), both cases underwent a transient period in which the residuals decreased from a value of about 0.3 to values of about \( 10^{-4} \). This is a rough indication of convergence of the solution.

Another indication of convergence is presented in figure 11. The heat-transfer rate at a reference point on the wing-fuselage fairing under the wing is shown for the two cases, \( M_\infty = 4.0, \alpha = 4.0^\circ \) and \( M_\infty = 5.0, \alpha = 0.5^\circ \), in figures 11(a) and 11(b), respectively. The reference point was chosen as a point near the actual HRSI locations, and it is indicated by an R in figures 4(a), 5(a), and 6(a). The specified temperature of the surface in both cases was 500 °F, the temperature of the HRSI plugs. Behavior suggestive of a converging solution was found for both cases, namely, a transient period in which the Mach number and angle of attack change at 100-iteration intervals, followed by a stable period. The curves in figure 11 have not reached a definite equilibrium; however, they appear to be approaching an asymptotic value.

As a better approximation to the actual conditions on the surface of the vehicle, a lower surface temperature of 250 °F was specified at iteration 3660, keeping the temperature at 500 °F at the HRSI plug locations, and the calculations shown in figures 10 and 11 were continued. The results after several hundred iterations more are shown in figures 12 and 13. When the value of \( T_w \) was changed, at iteration number 3660, the residual underwent a transient period for about 400 iterations, and then became essentially constant (fig. 12). Similarly, the heat transfer at the reference point appears to converge to a high value in the early iterations (fig. 11), and then to reach a lower value after the temperature was changed (fig. 13). However, the trends shown in these figures, especially with regard to the residuals, leave some doubt as to the degree of convergence of the solution.

The case for \( M_\infty = 5.0, \alpha = 0.5^\circ \) started from uniform flow conditions (cold start) was calculated on the sml grid for 3600 iterations. The complete history of the residuals of the solution is shown
in figure 14. The calculation revealed an asymptotic tendency of the residuals to reach a minimum value. This same tendency was exhibited by the case of the warm start using the result of the preflight calculations as the initial solution.

Another indication of convergence is presented in figure 15. The convective heat flux at the reference point on the wing-fuselage fairing under the wing is shown for the cold start for the case $M_\infty = 5.0$, $\alpha = 0.5^\circ$. This result was different from the warm start case in the sense that it appeared to reach a constant level, rather than an asymptote. Other quantities, such as integrated loads, also indicated convergence to constant values. Thus, it appeared that the solution can be considered converged.

The case for $M_\infty = 4.0$, $\alpha = 4.0^\circ$ was also started from uniform flow conditions. The results for that case are shown in figures 16 and 17. The residuals shown in figure 16 displayed the behavior expected of a convergent solution, decreasing from large values continuously toward zero. After 6000 iterations, the residual reached a low value of less than $10^{-10}$. The convective heat flux at the reference point reached a constant value fairly early in the calculation and remained at that value. This case was considered converged after 2400 iterations.

It is concluded that either approach to starting the calculations can provide a satisfactory result. The best approach generally is the cold start, starting from uniform flow conditions with the correct input parameters, rather than a start from a solution with different free-stream conditions and surface boundary conditions (as was the case for the warm start). The cold-start approach eliminates uncertainty regarding the quality of the starting solution and the manner in which the desired free-stream and boundary conditions are reached. The quantities of interest, such as convective heat flux, integrated loads, and flow-field properties converge to within practical tolerances in relatively few iterations compared with the number of iterations needed to achieve a near-zero value of the solution residuals. A solution can be achieved quickly on a coarse grid and then transferred to a finer grid for further convergence.

**Flow-Field Realism and Solution Accuracy**

In the following section, several aspects of the CFD solution are examined. First, the velocity vectors near the surface are shown, revealing the strong influence of the wing-fuselage fairing on the flow in the boundary layer. Second, the pressure in the flow field is examined in several surfaces of the computational grid to show how the solution captured the important phenomena in the flow field, such as the bow shock on the nose and the wing leading-edge shock wave. Third, the temperature variation normal to the fillet surface is presented to illustrate the definition of the temperature profile for determining the heat flux at the surface. Finally, boundary layer state is discussed.

**Velocity Vector Field**

The flow field for the case $M_\infty = 4.0$, $\alpha = 4.0^\circ$ as calculated with the second coarse grid (the sm2 grid) is shown in figure 18. The velocity vectors at the first grid-point away from the surface ($K = 2$) are shown in a perspective view (fig. 18(a)), looking toward the tail from a viewpoint that is two body diameters ahead of the wing and aligned with the wing plane and wing tip. The data at every fourth grid point in the $J$ direction are presented (recall figure 3 for the definitions of $I$, $J$, and $K$) to avoid confusion, and a few lines of the body grid have been included to aid in identifying the flow. The vectors at a grid surface farther from the fuselage surface ($K = 7$) are shown in figure 18(b).
The wing-fuselage fairing is seen to have a large influence on the flow in the boundary layer, causing the flow as viewed in planes normal to the body axis to reverse direction relative to the outer flow (fig. 18(c)). The fairing causes a swirling of the flow as it approaches the region under the wing.

Flow Contours

The shock wave at the nose of the Pegasus vehicle is shown for the $M_\infty = 5.0$ case in the density contours in figure 19(a). The contours are concentrated about a maximum density of about 5.0 (all flow properties in the CFD code are normalized by free-stream values). The location of the shock was more easily determined from the profile of density (fig. 19(b)) or stagnation density (fig. 19(c)) along a grid line emanating from the stagnation point of the nose. The specific grid line for these profiles is the $K$ line for $I = 2$ and $J = 45$, in the lower plane of symmetry. The off-axis grid line was used for this plot because the small angle of attack displaced the stagnation point from the axis. The outline of the nose is also shown in the figures. From figure 19(b), the point where the density begins to increase as the flow approaches the body is about 0.05 body diameters from the surface. This also corresponds to the point in figure 19(c) where the stagnation density drops to the after-shock value before rising through the boundary layer to the value at the surface. This point is about 0.16 nose radii and compares favorably with the results presented in reference 8.

The other prominent shock wave in the flow field around the Pegasus vehicle formed at the leading edge of the wing. The wing leading edge had a small radius, and the shock was therefore detached from the wing. The shock would be expected to impinge on the fillet at a location determined by the sweep angle of the wing. The pressure jump across the shock decreased with distance from the wing leading edge; therefore, the pressure jump at the fillet impingement line would be expected to decrease moving aft. The swirling nature of the flow in the fillet region would be expected to interfere with the shock wave, further reducing the jumps in flow properties along the impingement line. Finally, the coarseness of the grid in the region between the wing and the fillet may cause a spreading of the shock wave that further reduces the calculated effect on the fillet.

Examples of the wing shock wave are presented in figure 20. Contours of pressure are shown in a cross section through the wing (fig. 20(a)), and in the grid surface near the edge of the boundary layer (fig. 20(b)). The contours of constant pressure in a cross section near the wing root leading edge show the expected concentration around a high pressure at the wing leading edge. The shock wave can be traced along a line of decreasing pressure defined by the locus of points where the contours of constant pressure change direction (dashed line in figure 20(a)). The shock wave also spreads with distance from the leading edge, so that the impingement region on the fillet sidewall is not a sharp line.

The next three parts of figure 20 show the evidence of the wing shock impingement on the fillet. First, in figure 20(b), the contours of constant pressure on a surface near the edge of the boundary layer ($K = 7$) on the body are shown in a side view. The plot is a projection of the three-dimensional wing-body surfaces onto the two-dimensional plane of the paper, the same view shown in the grid definition, figure 6(a). The part of the fillet where the HRSI plugs are located is nominally parallel to the plane of the paper, so that most distortion in the view is in the contours outside the region of interest. The highest pressure occurred at the intersection between the wing and the fairing (at an axial station about 6.25 on the figure). The pressure decreased as the flow moves away from that corner. It is recalled (figs. 18(a) and (b)) that the flow in this region was very complicated, moving nearly vertically
downward near the surface of the vehicle and becoming more axially oriented farther from the surface. The wing leading-edge shock wave was therefore not expected to be clearly discernible on the fillet. The shock wave appears to have had some influence on the flow over the fillet, since near the aft set of HRSI plugs the pressure contours are aligned with a line that approximates the Mach angle.

The influence of the wing shock wave is even more in evidence in the contours of velocity magnitude at the edge of the boundary layer shown in figure 20(c). This figure shows that the velocity contours formed a line extending from the wing–body junction over the fillet at an angle near the Mach angle.

The temperature contours on the K=2 grid surface parallel to the fillet surface are presented in figure 20(d). This variation of temperature is similar to the variation of heat flux to the surface, since the temperature was constant in the grid surface that coincides with the fillet surface. The temperature distribution in this grid surface suggests that the maximum heat flux occurred along the same line described for the pressure and velocity contours. For this Mach number, the HRSI plugs in the front of the top row and the back of the middle row have the maximum heat flux according to the calculation. This is also consistent with the experimental results to be discussed subsequently.

**Temperature Variation Normal to the Fillet Surface**

To calculate accurately the heat flux at the surface, it was essential that the computational grid was spaced closely enough near the surface to provide an accurate determination of the temperature gradient. Examples of the temperature variation normal to the fillet sidewall are shown in figure 21. In figure 21(a), the grid used in the heat-flux calculations is illustrated. A cross section including the wing is shown with the grid lines that pass through the locations of the HRSI plugs. The grid lines are normal to the fillet sidewall for a distance that includes several grid lines. The temperature variations shown in the next two figures (21(b) and (c)) are the profiles of the temperature along lines that are normal to the fillet sidewall until well past the peak temperature. In the figures, the body cross section is included to aid in locating the temperature profile. An arrow and the grid line in each figure show the location of the profile on the cross section. The scale of the vertical axis is the normalized temperature. The temperature profiles, represented by symbols in figures 21(b) and (c), show that the temperature at the surface was cooler than the peak temperature in the flow. The peak temperature occurred within the boundary layer on the surface.

The profile shown in figure 21(b) is expanded in figure 21(d) to illustrate more precisely the nature of the variation near the surface. The curvature of the temperature profile is evident in this figure. An estimate of the accuracy of the temperature gradient as determined from the temperature values at the surface and at the first grid point away from the surface can be made by calculating the gradient using the surface temperature and the temperatures at the first two grid points individually. Extrapolation of these temperature gradients to the wall yields a value of approximately 750. The value for the first grid point is 673, an error of approximately 10 percent. The heat flux calculated from the CFD solution would also be low by 10 percent because of this error in the temperature gradient at the surface. For this distribution, there is positive convective heat flux to the surface from the air flow.
State of Boundary Layer Flow

For the calculations shown in this report, the boundary layer was assumed to be laminar. At the lower Mach numbers, it is possible that the boundary layer on the actual vehicle in flight is turbulent on the body and fillet because of the high Reynolds numbers. On the wing, the boundary layer may be laminar in all cases because of the short distance for boundary layer growth. On the other hand, since the wing blends smoothly into the body, some boundary layer streamlines will go from the body directly onto the wing, providing the possibility for more boundary layer growth and increasing the probability of turbulence developing. In the absence of sufficient data to identify the exact state of the boundary layer, the laminar option was used throughout the CFD calculations.

Studies of Sensitivity to Small Angle-of-Attack Perturbations

Because the flight data show that the angle of attack and angle of sideslip are subject to small perturbations even during steady parts of the flight, it is of interest to examine the sensitivity of the flow field to such perturbations. For the present effort, with limited time and computer resources, only perturbations in angle of attack were examined. Perturbations of the angle of sideslip will require a grid that surrounds the configuration, and require twice the computer resources of the present case.

In table 2, the heat fluxes at the HRSI plug locations are listed for the case of $M_\infty = 5.0$ and angles of attack of $0.5^\circ$ and $1.5^\circ$. The calculations were performed using the sml grid (fig. 4). A $1.0^\circ$ change in angle of attack produced a perturbation in the heat flux in these calculations ranging from $-3$ to $+9$ percent of the $\alpha = 0.5^\circ$ value.

In figure 22, the calculated temperature contours in the $K = 2$ grid surface are presented for the two angles of attack. There are barely perceptible differences in the contours over the fillet.

Studies of Effect of Grid Density

It is usually considered important for CFD calculations of surface convective heat flux that the computational grid is of sufficient density to resolve accurately the steep gradients of temperature and velocity near the surface. In the present calculations, the grid was always the same as the finest grid in the normal direction for the first three points near the surface. The grid density varied greatly in the other two directions. In this section, the effect of these variations is discussed.

Heat Flux Along Grid Lines

In figure 23, the heat flux along grid lines on the fillet is presented for the three grids used in the analysis. Recall that the sml grid (fig. 4) is a simple subset of alternate points of the finest grid, and the mm (fig. 5) is a grid with more points containing all the fine grid points on the fillet and the points of the sml grid elsewhere. Recall too that the sm2 grid (fig. 6) is a compromise between the sml and mm grids, containing the fine grid points on the fillet and selected points elsewhere to result in a grid with the same number of points as the sml grid. The calculated heat flux was strongly influenced by the spacing of points in the direction tangential to the surface. Figure 23(a) shows the heat flux along a grid line coinciding with the bottom row of HRSI plugs. The sml grid gave a low value of heat flux, while the
sm2 grid gave a high value; the mm grid prediction was between the other two. The sharp deviations in
the curve result from the specification of different temperatures at the grid points corresponding to the
HRSI plugs than for the surrounding surface. This will be discussed later in the section on comparison
with experimental results. In the CFD grid, the plugs are represented by single points, because even
the finest grid did not have sufficient resolution to place more than one mesh point on each plug. The
results are similar for three grid lines near the middle row of HRSI plugs (fig. 23(b)) and for four grid
lines near the top row (fig. 23(c)). There was generally closer agreement between the prediction of the
mm and sm2 grids, leading to the conclusion that the density of the grid in the tangential directions is
important and must be considered along with the grid spacing normal to the surface.

Pressure Contours in a Cross Section

Other flow properties also revealed differences between the three grids. The contours of constant
pressure indicated that the sm2 grid allows the wing leading-edge shock wave to diffuse more rapidly
than the other two grids. The contours of constant pressure under the wing in figure 24(a) are slightly
more round, that is, less elongated than the contours in figures 24(b) and (c), but the differences are
small. The three grids appear to have similar accuracy for resolving the flow field. Good results for
engineering purposes can be obtained by using a fine mesh where needed, while keeping the number of
grid points low to increase running speed.

Evaluation of Computer Code Speed

Most of the required calculations for this effort were performed on the Numerical Aerodynamic
Simulator Facility at NASA Ames Research Center, using both the Cray Y-MP and the Cray-2 computers.
Results on the second coarse grid (the sm2 grid) were obtained using the Cray Y-MP8/832 computer
in the Central Computer Facility at NASA Ames Research Center. Running times per iteration step on
the fine and coarse grids are compared in the following table:

<table>
<thead>
<tr>
<th>Computer</th>
<th>Grid</th>
<th>Number of grid points</th>
<th>CPU time/step (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cray Y-MP</td>
<td>fine</td>
<td>389,436</td>
<td>16</td>
</tr>
<tr>
<td>Cray Y-MP</td>
<td>coarse</td>
<td>58,604</td>
<td>2.5</td>
</tr>
<tr>
<td>Cray-2</td>
<td>fine</td>
<td>389,436</td>
<td>33</td>
</tr>
<tr>
<td>Cray-2</td>
<td>coarse</td>
<td>58,604</td>
<td>5</td>
</tr>
</tbody>
</table>

A typical run of 1000 iterations for the coarse grid required about 40 min of central processing unit
(CPU) time on the Cray Y-MP, or 80 min on the Cray-2. The same number of iterations for the fine grid
required 5 hr on the Y-MP and 10 hr on the Cray-2; however, the solution was not as nearly converged
on the fine grid as on the coarse grid. Since the coarse grid was found to yield adequate results when
the grid points are concentrated where experimental data were available for comparison, it was cost
effective to obtain solutions on the coarse grid. These results suggest that when a fine-grid solution
is required, it is advantageous to obtain first a solution on the coarse grid. Then that solution can be
transferred to the fine mesh for final processing. This will minimize the iterations required to obtain a
converged solution on the fine grid.
Comparison with Experimental Results

In this section, comparisons are made with measurements taken during the first flight of Pegasus. To compare with the experiment, the surface temperature should have been specified over the entire fuselage and wing surface to correspond to the actual temperature. However, this was not feasible for several reasons. First, the actual temperature was only known at a few locations on the wing and fuselage-wing fillet. Second, the F3D code as then configured did not contain the required arrays to accommodate a table of temperatures for each surface grid point. Because of the lack of knowledge of the temperature distribution over most of the vehicle and to avoid the necessity of extensive modification of the code, a constant temperature was applied to the entire surface. This approach provided sufficient information to evaluate the heat flux in the region of the fillet. The temperature used was a nominal value from the available measurements as an average of the values indicated by the heat sensors under the Thermolag ablator on the fillet plus 10 °F to account for the temperature drop through the Thermolag layer. This temperature was specified everywhere except at the grid locations corresponding to the HRSI plug locations. The temperature specified at the plug locations was the value at which the HRSI plugs indicate a steady temperature after 50-60 sec of flight.

The locations of the HRSI plugs and grid points for comparison and reference heat-flux calculations are shown in figures 4–6. Comparison of figures 4 and 6 shows the relationship of the two coarse grids to the locations of the plugs. The first coarse grid (the sml grid) was a simple subset of the fine grid, with the experimental plug locations roughly at the center of grid elements. The points of the sml grid at which plug temperatures were specified are indicated by an x in figure 4(a). The temperature at the reference point, designated by R, was always specified as the temperature of the TPS surface. Figure 6(a) shows the second coarse grid for which the plug locations correspond to points of the grid and the grid retains the density of the fine grid near the plugs. The points on the intermediate (mm) grid corresponding to the plugs are shown on figure 5(a).

Heat Flux at High-Temperature Reusable Surface Insulation Plugs

As described previously, the HRSI heat-transfer gauges were constructed of shuttle tile material with a high-temperature, high-emissivity coating (ref. 1). Thermocouples were mounted with the junction under the coating. The gauges measured a surface temperature on an insulated, nonablative surface. From this temperature and the properties of the plug, the experimental convective heat flux was obtained. One goal of the application of the F3D code was to predict that heat flux. Since the plugs were surrounded by ablative material, however, the mean surface temperature near the plugs was more nearly equal to the ablation temperature of the TPS coating. Therefore, while the HRSI plug was nonablative, the air flowing over it was contaminated with the products of the sublimation of the surrounding surface and was somewhat cooler than would be the case if the entire surface was at the temperature of the plug.

Figure 25 shows the distribution of heat flux as represented by the HRSI plugs and calculations on the sml grid for the $M_\infty = 5.0$, $\alpha = 0.5$ case. The agreement is fairly good for most of the plugs for both the calculations started from uniform flow conditions, and the calculations restarted from the preflight solution. The data have been presented in groups according to the Z-level of the plugs or grid points. The specific points and their locations are shown in table 3 (X is measured from the nose, Z from the body centerline) and figure 4(a).
The agreement is fairly good for the first two groups in the list, points 1-4 and 5-7 (fig. 25(a) and (b), respectively). These are the gauges in the two highest rows. According to the preliminary analysis of the location of the wing leading-edge shock, points 3, 4, and 9 were directly under the impinging shock wave. The agreement between the predicted and measured heat flux for points 1-7 and for point 10 (fig. 25(c)) suggests that the shock location was predicted accurately by the CFD analysis. On the other hand, points 8 and 9 do not agree so well. This lack of agreement may be attributable to the coarse grid that did not adequately resolve the shock wave, causing the effect of the shock wave to be spread over an unrealistic area and, therefore, weakened. Thus, while the grid resolution seemed adequate in the direction normal to the surface for calculating the convective heat transfer, it was not adequate in the axial direction for resolving the oblique shock wave in the flow field.

Heat Flux Along Grid Lines from sm2 Grid

The sm2 grid was designed to improve the resolution of the solution in lateral directions as well as in the normal direction in the measuring region of the fillet. The calculations discussed previously indicated that the sm2 grid gave results more in agreement with the mm grid than the sml grid for the $M_{\infty} = 5.0$, $\alpha = 0.5^\circ$ case. In this section, the sm2 grid is used to show the variation of surface heat flux along the fillet for all three test cases. The heat flux is presented as calculated along grid lines that pass through the HRSI plug locations along with the measured heat flux as derived from the HRSI plugs. Values of the heat flux from the plugs are listed in table 3.

Figures 26(a), (b), and (c) show the heat flux along the grid line that passes through plugs 8, 9, and 10. In both the calculations and measurements, there was an increase in the heat flux with increasing Mach number. However, there was also a significant difference between the measured and calculated results. It is believed that the difference was primarily because of the uncertainty of the conditions at the HRSI plugs. For the $M_{\infty} = 4.0$ and 5.0 cases (fig. 26(b) and (c)), the plug temperature was specified in the calculations to be the same as the measured temperature so that a lower, sometimes negative, heat flux was produced. The calculation could obviously be calibrated to produce the correct heat flux at the plugs. The higher level of heat flux on the surrounding surface was consistent, however, with the estimated heat flux discussed previously if the heat of ablation is included. The flight data indicated that the temperature at the inner side of the ablative outer layer of TPS material was near the ablation temperature for the higher Mach number cases. For the $M = 3.1$ case (fig. 26(a)), the temperature was increasing so rapidly that a calculation based on a steady temperature cannot be expected to agree exactly.

Similar results and conclusions are found in the middle and top rows of plugs as displayed in figures 27 and 28. While the heat flux for $M_{\infty} = 3.1$ was nearly constant along the fillet as indicated in figure 26, the highest heating rate for the highest Mach number was at the forward plugs of the top row as shown in figure 28. This effect was believed to be caused by the impinging wing leading-edge shock wave. Further evidence of this conclusion will be presented in the next section.

Temperature Distribution on Grid Surface $K = 2$

In figure 29 several plots of temperature contours are shown on the first grid surface over the fillet. This temperature distribution corresponded approximately to the heat-flux distribution, since the wall temperature was constant except for the HRSI plug locations. The view is a two-dimensional projection of the side view of the vehicle showing the characteristic diagonal contours near the plugs in all three
cases. In figure 29(a) for $M_\infty = 3.1$, $\alpha = 7.5^\circ$, the temperature at the HRSI plug locations was the same as all other surface points, so a smooth variation of temperature was produced at the first grid surface away from the boundary. The contours show that the highest heating rate occurred around plugs 6, 7, and 10.

In figure 29(b) and (c), for $M_\infty = 4.0$, $\alpha = 4.0^\circ$ and $M_\infty = 5.0$, $\alpha = 0.5^\circ$, respectively, the plugs are hot spots as indicated by the dense grouping of temperature contours around the plug locations. The diagonal shock-induced pattern was present as for the $M_\infty = 3.1$ case, and the highest heating rate as indicated by the temperature contours on the fillet surface moved up with Mach number, so that for the highest Mach number, figure 29(c), the highest rate was around plugs 3 and 4. This result was consistent with the results shown in figures 25-28.

Heat Flux on Wing

While the grid on the wing was not made as fine as that over the fillet, an approximate assessment of the capability of the F3D code can still be made for the measured data in that region. In figure 30(a), the grid on the lower surface of the wing from the sm2 grid is shown, along with lines indicating the locations of thermocouples under the TPS material. As for the previous comparisons, the calculated heat flux from the CFD analysis would be expected to be higher than the value deduced from the surface temperature measurements because of the omission of the heat of ablation at the higher Mach numbers and the transient nature of the temperature at $M = 3.1$. However, certain trends still appear to be consistent. The data presented in reference 1 indicated that because the temperature increased more rapidly on the thermocouples near the root leading edge, the convective heat flux increased toward that corner. In addition, for points away from the root leading edge, the heat flux would appear not to vary greatly since the temperature increases at the same rate for all the thermocouples on the horizontal wing surfaces. This was also reflected in the calculated results. Along grid line 16, the heat flux decreased gradually from ahead of the wing to the trailing edge (fig. 30(b)). Along line 14, the flux was significantly higher near the root leading edge and then decreased to values only slightly higher than those on line 16. The estimated heat flux from the measured temperatures at two points on the inboard row of sensors is included in figure 30(b).

CONCLUDING REMARKS

An analysis was conducted of aerothermodynamic measurements from the first flight of Pegasus to validate the Navier-Stokes computer code F3D. The results achieved confirm that the F3D code can accurately predict the heat transfer on a vehicle such as Pegasus for preflight-design purposes.

An important aspect of any computational fluid dynamic analysis is grid generation. In this study, grids of various densities and point distributions provided evidence of the effect of the grid on calculated flow fields. The use of a coarse grid provided the advantage of fast convergence and allowed many tests in a short time. The coarse grid resulted in only slight loss in accuracy regarding the boundary layer but was not adequate for resolving shock waves. Good results can be obtained for engineering purposes by adapting the grid to put a fine mesh where needed, while keeping the number of grid points low to increase running speed.
Flight measurements of temperature and heat transfer on a vehicle like Pegasus require careful analysis and interpretation. Heat-flux gauges placed in a surface that is ablating can be very precise in their measurement, but give a meaningless value unless other data are available to identify the exact conditions in the flow over the gauge. In this analysis, an attempt was made to supplement the high-temperature reusable surface insulation heat-flux gauge data with estimates of the heat flux to the surrounding thermal protection system material. An exact analysis was impossible because of the lack of precise data on the conditions on the ablative surface. There was also some uncertainty regarding the properties of the thermal protection system materials. The estimated heat flux was lower than the results calculated by the computational fluid dynamic code, but consistent with the assumptions and locations of important flow features, such as the wing leading-edge shock wave. The approximation of the wall temperature as a constant equal to the ablation temperature of a protective coating (except at specific points where the temperature is measured on a ceramic plug) is a reasonable representation of the experimental situation.

As a preflight-design tool, the F3D code produces accurate predictions of the heat transfer, and it can provide detailed data for assessment of boundary layer separation, shock waves, and vortex formation. As a postflight-analysis tool, the code provides a way to clarify and interpret the measured results.
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TABLES

Table 1. Free stream and other conditions for CFD calculations.

<table>
<thead>
<tr>
<th>Case</th>
<th>$M_{\infty}$</th>
<th>$\alpha$</th>
<th>Re</th>
<th>$T_{\infty}$ (°F)</th>
<th>$T_w$ (°F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.1</td>
<td>7.5</td>
<td>6.463(10^6)</td>
<td>-68.8</td>
<td>135</td>
</tr>
<tr>
<td>2</td>
<td>4.0</td>
<td>4.0</td>
<td>2.855(10^6)</td>
<td>-55.9</td>
<td>225</td>
</tr>
<tr>
<td>3</td>
<td>5.0</td>
<td>0.5</td>
<td>1.075(10^6)</td>
<td>-34.0</td>
<td>250</td>
</tr>
</tbody>
</table>

Table 2. Heat-transfer rate on wing fillet for $M_{\infty} = 5, \alpha = 0.5^\circ$ (sml grid).

<table>
<thead>
<tr>
<th>Point</th>
<th>$q$(Btu/ft^2 sec)</th>
<th>$\alpha = 0.5^\circ$</th>
<th>$\alpha = 1.5^\circ$</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>I 37</td>
<td>26</td>
<td>0.514295</td>
<td>0.530128</td>
<td>-3.0</td>
</tr>
<tr>
<td>33</td>
<td>27</td>
<td>0.876573</td>
<td>0.843007</td>
<td>+3.8</td>
</tr>
<tr>
<td>32</td>
<td>27</td>
<td>0.884289</td>
<td>0.836098</td>
<td>+5.5</td>
</tr>
<tr>
<td>37</td>
<td>28</td>
<td>0.793589</td>
<td>0.759780</td>
<td>+4.2</td>
</tr>
<tr>
<td>33</td>
<td>30</td>
<td>0.682396</td>
<td>0.619340</td>
<td>+9.2</td>
</tr>
<tr>
<td>32</td>
<td>30</td>
<td>0.637447</td>
<td>0.562254</td>
<td>+7.5</td>
</tr>
<tr>
<td>38</td>
<td>32</td>
<td>0.925851</td>
<td>0.898511</td>
<td>+2.9</td>
</tr>
<tr>
<td>37</td>
<td>32</td>
<td>0.779837</td>
<td>0.752663</td>
<td>+3.5</td>
</tr>
<tr>
<td>33</td>
<td>32</td>
<td>0.589492</td>
<td>0.533798</td>
<td>+9.4</td>
</tr>
</tbody>
</table>

Table 3. Measured heat flux on fillet at HRSI plugs.

<table>
<thead>
<tr>
<th>Point number</th>
<th>$X/D$</th>
<th>$Z/D$</th>
<th>$q$(Btu/ft^2 sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$M = 3.1$</td>
</tr>
<tr>
<td>2</td>
<td>7.146</td>
<td>0.459</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>6.597</td>
<td>0.459</td>
<td>0.65</td>
</tr>
<tr>
<td>4</td>
<td>6.441</td>
<td>0.459</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td>7.146</td>
<td>0.359</td>
<td>0.55</td>
</tr>
<tr>
<td>6</td>
<td>6.597</td>
<td>0.339</td>
<td>0.52</td>
</tr>
<tr>
<td>7</td>
<td>6.441</td>
<td>0.339</td>
<td>0.50</td>
</tr>
<tr>
<td>8</td>
<td>7.388</td>
<td>0.220</td>
<td>0.60</td>
</tr>
<tr>
<td>9</td>
<td>7.146</td>
<td>0.220</td>
<td>0.60</td>
</tr>
<tr>
<td>10</td>
<td>6.597</td>
<td>0.220</td>
<td>0.50</td>
</tr>
</tbody>
</table>
Figure 1. Pegasus.
Figure 2. Pegasus baseline mission profile.
Figure 3. Views of portions of fine grid on Pegasus nose and wing.
Figure 3. Continued.

(b) Close-up perspective view of wing and fillet.
(c) Cross section at X/D = 6.25.

Figure 3. Continued.
(d) Side view of wing and fillet.

Figure 3. Concluded.
(a) Side view of wing and fillet.

Figure 4. First coarse grid subset of fine grid (sml grid).
(b) Cross section at \(X/D = 6.25\).

Figure 4. Concluded.
Figure 5. Intermediate grid (mm grid).
(b) Cross section at $X/D = 6.25$.

Figure 5. Concluded.
(a) Side view of wing and fillet.

Figure 6. Second coarse grid (sm2 grid).
(b) Cross section at $X/D = 6.25$.

Figure 6. Concluded.
Figure 7. Mach number, angle of attack, and surface temperature from flight data.
(c) Fillet sidewall temperature at the Thermolag/cork interface.

Figure 7. Concluded.
Figure 8. Pressure altitude from flight data.
Figure 9. Heat transfer model of TPS.
Figure 10. History of solution residuals for constant $T_w$ during initial phase of calculations after restart from $M_\infty = 5.0, \alpha = 5.0^\circ$ (warm start).
Figure 11. Heat flux at the reference point for constant $T_w$ and initial part of warm start calculation.
Figure 12. History of solution residuals for restarted solution during second phase of calculations after changing surface temperature to 250 °F with $T = 500$ °F at HRSI plug locations.

(a) $M_\infty = 4.0$, $\alpha = 4.0^\circ$

(b) $M_\infty = 5.0$, $\alpha = 0.5^\circ$
Figure 13. History of heat flux at the reference point for restarted solution during second phase of calculations after changing surface temperature to 250 °F with $T = 500$ °F at HRSI plug locations.

(a) $M_\infty = 4.0$, $\alpha = 4.0^\circ$

(b) $M_\infty = 5.0$, $\alpha = 0.5^\circ$
Figure 14. History of solution residuals, $M_\infty = 5.0$, $\alpha = 0.5^\circ$, cold start.
Figure 15. History of convective heat flux at reference point on fillet, $M_\infty = 5.0, \alpha = 0.5^\circ$, cold start.
Figure 16. History of solution residuals, $M_\infty = 4.0, \alpha = 4.0^\circ$, cold start.
Figure 17. History of convective heat flux at reference point on fillet, $M_\infty = 4.0, \alpha = 4.0^\circ$, cold start.
Figure 18. Velocity vectors on body and wing for $M_\infty = 4.0, \alpha = 4.0^\circ$. 

(a) $K = 2$. 
Figure 18. Continued.

(6) \( k = 7 \).
Figure 18. Concluded.

(c) Cross section at X/D = 6.25.
Figure 19. Solution at the nose.

(a) Density contours.
(b) Density profile along a grid line at the stagnation point.

Figure 19. Continued.
(c) Stagnation density profile along a grid line at the stagnation point.

Figure 19. Concluded.
(a) Pressure contours in cross section at X/D = 6.5.

Figure 20. Flow contours showing wing leading-edge shock wave.
(b) Pressure contours on fillet sidewall.

Figure 20. Continued.
(c) Velocity magnitude on fillet sidewall on $K=7$ surface.

Figure 20. Continued.
(d) Temperature contours on fillet sidewall on $K = 2$ surface.

Figure 20. Concluded.
(a) Grid normal to fillet sidewall at X/D = 6.5.

Figure 21. Temperature profiles normal to the fillet sidewall.
(b) Temperature profile at top of fillet grid.

Figure 21. Continued.
(c) Temperature profile at bottom of fillet grid.

Figure 21. Continued.
(d) Detail of temperature profile at top of fillet grid.

Figure 21. Concluded.
Figure 22. Effect of angle-of-attack perturbation on temperature at $K = 2$ for $M_{\infty} = 5.0$ on sm1 and sm2 grids.
Figure 22. Concluded.
Figure 23. Heat flux along grid lines for sml, sm2, and mm grids.
Figure 23. Continued.
Figure 23. Concluded.

(e) mm grid.
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Figure 24. Pressure contours for sml, sm2, and mm grids.
(b) sm2 grid.

Figure 24. Continued.
Figure 24. Concluded.

(c) mm grid.
Figure 25. Heat flux on HRSI plugs and sml grid, $M_\infty = 5.0$, $\alpha = 0.5^\circ$. 
Figure 26. Heat flux along grid lines through bottom row of HRSI plugs for $M_\infty = 3.1, 4.0, \text{ and } 5.0$ on sm2 grid.

(a) $M_\infty = 3.1, \alpha = 7.5^\circ$. 
Figure 26. Continued.

(b) $M_\infty = 4.0$, $\alpha = 4.0^\circ$. 
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Figure 27. Heat flux along grid lines through middle row of HRSI plugs for $M_\infty = 3.1, 4.0,$ and 5.0 on sm2 grid.

(a) $M_\infty = 3.1, \alpha = 7.5^\circ$. 
Figure 28. Heat flux along grid lines through top row of HRSI plugs for $M_\infty = 3.1, 4.0, \text{ and } 5.0$ on sm2 grid.

(a) $M_\infty = 3.1, \alpha = 7.5^\circ$. 
(c) $M_\infty = 5.0$, $\alpha = 0.5^\circ$.

Figure 28. Concluded.
Figure 29. Temperature at $K=2$ on fillet sidewall for $M_\infty = 3.1, 4.0,$ and $5.0$ on sm2 grid.

(a) $M_\infty = 3.1$, $\alpha = 7.5^\circ$. 
(b) $M_\infty = 4.0$, $\alpha = 4.0^\circ$.

Figure 29. Continued.
(c) $M_\infty = 5.0$, $\alpha = 0.5^\circ$.

Figure 29. Concluded.
(a) Wing and lower surface grid planform.

Figure 30. Convective heat-flux studies on the wing.
(b) Surface heat flux along grid lines $J = 16$ compared with data from inboard sensor row.

Figure 30. Concluded.
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