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INTRODUCTION

Kumar Krishen, Ph.D.

Operationsl, as the term applies to the Nation’s civil defense and space programs, constitutes a broad
spectrum of activities and associated facilities that enable the conduct of a program or a mission to
achieve the desired goals or objectives. They include Earth-based, in-flight, in-space, and planetary
surface-based operations. Mission plans, schedules, and logistics are integral parts of operations.
With regard to the conduct of the Space Shuttle Program, NASA has become increasingly conscious of
the need for improving operations efficiency. The goal of operations efficiency efforts is to provide
systems, services, and the infrastructure to enable safe operations at a substantially reduced cost. The
operations Work Breakdown Structure typically includes space automation and robotics, training
systems, in-space operations, ground operations, and associated information and communications
infrastructure. In particular, recent advances in software technology and knowledge engineering are
deemed crucial in providing revolutionary capabilities for operations associated with the space
programs.

The National Aeronautics and Space Administration (NASA) and the U.S. Air Force have recognized
the need for continued interaction in the area of space operations technology and formed the Space
Operations Technology Subcommittee (SOTS) under the NASA/Air Force Space Technology
Interdependency Group (STIG). The membership of the SOTS is listed in Table L

The goals of SOTS include the following:

Interchange technical and programmatic information related to space operations
Share lessons learned

Identify areas of common/mutual interest

Encourage interdependent programs

In the past 6 years, the SOTS has identified research and applications areas with significant potential
for Air Force and NASA programs. These areas are intelligent systems, automation and robotics, life
sciences, environmental interactions, and human factors.

The focus of the SOTS is on the research and technology areas, which have applications to both NASA
and the Air Force. Thus, the coordination and joint pursuit in these areas of overlap (see figure 1)
would provide savings for both agencies.

In addition to program reviews, meetings, and written communication, the SOTS conducts the Space
Operations, Applications and Research (SOAR) symposium and exhibition annually. This symposium
and exhibition has become an invaluable tool to review the progress made in existing joint programs
and to identify new areas for joint or collaborative efforts. Table Il presents the program overview and
personnel responsible for SOAR'91.

This document contains papers presented at the Space Operations, Applications and Research
Symposium, hosted by the NASA Johnson Space Center (JSC) and held at JSC in Houston, Texas, on
July 9- 11, 1991. More than 110 papers were presented at the Symposium, sponsored by the U.S. Air
Force Phillips Laboratory, the University of Houston-Clear Lake, and NASA JSC. The technical

1*Advanced Technologies for NASA Space Programs,” K. Krishen, Proceedings of the 10th Annual International Space
Development Conference, San Antonio, Texas, May 17-22,1991.
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areas covered were Intelligent Systems, Automation and Robotics, Human Factors and Life Sciences,
and Environmental Interactions. The U.S. Air Force and NASA programmatic overviews and panel
discussions were also held in each technical area. A keynote session chaired by Dr. Aaron Cohen,
Director of the Johnson Space Center, was organized to provide Agencywide perspective of technology
programs for both the Air Force and NASA. The keynote addresses of Maj. Gen. Robert Rankine, Jr.,
and Mr. Arnold Aldrich, who serve as the co-chairmen for the STIG, are included in this document.
These proceedings, along with the comments and suggestions made by the panelists and keynote
speakers, will be used in assessing the progress made in joint USAF/NASA projects and activities.
Furthermore, future collaborative/joint programs will also be identified. The SOAR ’91 Symposium
and Exhibition is the responsibility of the Space Operations Technology Subcommittee (SOTS) of the
USAF/NASA Space Technology Interdependency Group (STIG). The Symposium proceedings include
papers covering various disciplines presented by experts from NASA, the Air Force, universities and
industry.

TABLE I. MEMBERSHIP OF SOTS

Phillips Laboratory Marshall Space Flight Center
Melvin Rogers, Co-chairman Mr. E.C. Smith
Capt. Jim Skinner

Lt. Col. Gale Nelson Kennedy Space Center
Mr. Tom Davis
Armstrong Laboratory
Col. Donald Spoon Johnson Space Center
Capt. Ron Julian Dr. Kumar Krishen, Co-chairman
Dr. Samuel G. Schiflett Mr. Robert Savely
Dr. Howard Schneider
SDIO/ES
Mr. Richard Iliff Jet Propulsion Laboratory
Mr. Wayne Schober
AFOSR/NM
Dr. Abe Waksman Langley Research Center

Mr. Jack Pennington
Wright Laboratory

Capt. Mike Wellman Ames Research Center
Mr. Allen Fernquist

AFOSRL/NL Dr. Michael Shafto

Dr. John Tangney Dr. Mary Connors

NASA Headquarters Lewis Research Center

Mr. Mark Gersh Dr. Dale Ferguson

Mr. Geoff Giffin
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TABLE II. PROGRAM AND RESPONSIBLE PERSONNEL

Program

SOAR'91 will include USAF and NASA programmatic
overviews, panel sessions, exhibits, and technical papers

in the following areas:

® Intelligent Systems

® Automation and Robotics

® Life Sciences

¢ Human Factors

o Environmental Interactions

Technical Sessions and Exhibit Hours
8:00 am - 7:00 pm

8:00 am - 7:00 pm
8:00 am - Noon

Tuesday, July 9
Wednesday, July 10
Thursday,July 11

Welcome/Opening Addresses (July 9, 8:30 - 9:30)

NASA/Air Force
Mr. Geoff Giffin - NASA Headquarters
Dr. Allan Schell - Air Force Systems Command

Panel Discussion (July 9, 3:30 - 5:00)
Technology Requirements

Moderator: Dr. Kumar Krishen - NASA/JSC
Panelists: Geoff Giffin, Mr. Peter Ahlf - NASA/HQ,
Mr.James Romero, Col. Ray Barker/USAF

Keynote Session (July 10, 6:30 - 9:30)

Symposium Coordinators

Symposium General Chair: @
Assistant General Chair: .
Technical Coordinators: L
°
Administrative Co-Chairs: .
°
Exhibit Co-Chairs: .
.
.

Technical Area Coordinators

NASA
Intelligent
NASA/MQ

Systems

Mr. Mark Gersh

Dr. Kumar Krishen, NASA/JSC

Mr. Mel Rogers,
Phillips Laboratory

Capt. Jim Skinner,
Phillips Laboratory
Mr. Robert T. Savely, NASA/JSC

Ms. Carla Armstrong, Barrios
Technology, Inc.

Dr. Glenn Freedman, University
of Houston - Clear Lake

Mr. Charles Pittman, NASA/JSC
Mr. Ellis Henry, I-NET, Inc.

Ms. Bette Benson, University

of Houston - Clear Lake

USAF
Capt. Jim Skinner
Phillips Laboratory

Automation
and Robotics

Life

Sciences

Master of Ceremonies: Dr. Aaron Cohen - NASA/JSC

Keynote Speakers: Major General Robert Rankine, Jr. -
Air Force Systems Command and Mr. Arnold Aldrich -

NASA/HQ

Exhibitors

Computer Sciences Corp.

Deneb Robotics

Digital Equipment

EXOS

NASA/Goddard Space
Flight Center

Grumman Corp.

Hewlett Packard

IBM Federal Sector

IntelliCorp

KRUG Life Sciences

Lockheed

LinCom Corp.

Human
Factors

Environmental
[nteractions

McDonnell Douglas
NASA/Ames Research Center
NASA/Johnson Space Center
Oracle Corp.

Rice University
Rockwell-Downey

Silicon Graphics

Space Industries

Template Graphics

Togai Infralogic

University of Lowell

USAF

Mr. Jack Pennington
NASA/LaRC

Dr. Howard Schneider
NSA/MSC

Ms. Mary Connors
NASA/ARC

Dr. Dale Ferguson
NASA/LeRC

Capt. Ron Julian
Armstrong Laboratory

Dr. Samuel G. Schiflett
Armstrong Laboratory

Col. Danald Spoon

Armstrong Laboratory

Lt. Col. Gale Nelson
Phillips Laboratory
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Figure 1. The SOTS Domain of Technologies
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MESSAGES

General Chair,
Dr. Kumar Krishen
NASA Johnson Space Center

The goals of the Space Operations Technology Subcommittee (SOTS) of the Space Technology
Interdependency Group (STIG) include interchange of technical and programmatic information,
sharing of lessons learned, and the identification of interdependent programs related to space
operations. The SOAR Symposium and Exposition has been, and continues to be, an excellent means
to accomplish most of the SOTS goals. This is the fifth time the Air Force and NASA will host the
Symposium and Exposition to evaluate progress of our ongoing efforts and identify future cooperative
programs. To this end, exhibits, technical papers, panel discussions, and programmatic reviews have
been planned for the technical interchange. The present fiscal climate of our nation makes it
incumbent upon us to avoid duplication and embark on cooperative and joint technology development
for Air Force and NASA applications. With your participation, I believe we can achieve this coveted
goal and advance the future programs of both NASA and the Air Force.

Assistant General Chair,
Mel Rogers,
Kirtland AFB

As the new Air Force Co-Chairman for the Space Operations Technology Subcommittee, I would like
to welcome your participation in the 1991 SOAR Conference. The past year has been a dynamic one
within the Air Force. We have seen the restructuring of the Air Force. We have seen the
restructuring of the Air Force laboratories and the implementation of Project Reliance to increase
cooperation between the services. As a result of the restructuring, the Phillips Laboratory has been
designated as the new Air Force superlab dedicated to developing technologies for space. Our
participation in past SOAR conferences has enabled Air Force and NASA program and project
managers to reduce the duplication of effort and revealed new application areas for existing
technologies. In addition, it has given the experts from both organizations the opportunity to
exchange information about the technologies that are critical to space operations. The contacts that
have resulted from these interchanges are a valuable resource that lasts vear round. This year's
workshop promises to be another excellent forum to exchange technical information and identify
opportunities for joint and cooperative ventures related to space. [look forward to meeting with atl of
you at SOAR '91. I know that with your participation the conference will be informative and
productive.
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KEYNOTE ADDRESSES

Maj. General Robert R. Rankine
MAINTAINING TECHNOLOGICAL AND INDUSTRIAL SUPERIORITY

Ladies and Gentlemen, it is an honor for me to be with you this evening. I would like to begin my
opening remarks by sharing with you a reminder from our late president—John F. Kennedy:

“The most powerful single force in the world today is neither communism nor capitalism;
neither the H-Bomb nor the guided missile—it is man’s eternal desire to be free.”

Freedom is the greatest gift a nation can offer its people. In a world plagued by constant turmoil and
by war, in a world where most of the population is ruled by dictatorship, America’s technological and
industrial superiority has sustained the beacon of freedom throughout the world, providing all of us
hope for a better future.

America won the cold war with technology. We won decisively in the Kuwaiti theater. However, the
overall U.S. lead in technology relative to the rest of the world has eroded over the last 20 years, and
the outlook is for greater technological competition in the future. In the years ahead, the U.S. will face
major challenges resulting from increased foreign competition and erosion of our technological and
industrial base.

Our declining industrial competitiveness is a potential source of international instability, a threat to
our industrial self-sufficiency, both military and commercial, and the key to becoming a second-rate
economy. The prospects of increased international competition and the relative decline in our
technological and industrial base have recently received high-level attention. For example, according
to Donald Atwood, Deputy Secretary of Defense, "The deterioration of America’s industrial base is one
of the most pressing issues facing the Department of Defense.”

To prevent the continual erosion of our industrial base, we must enhance our technology base. As
funds decline, technological superiority will become the backbone of deterrence and stability in the
1990s. Foreign competition, the relative decline in our industrial base, and the combined problems of
technology diffusion and weapons proliferation will all make it that much harder to keep our technical
edge. We must plan carefully, finding ways to do our business better, and advance technologies that
will ensure America’s future security and economic growth. Space is one of the major technological
areas that will accomplish this goal and provide us with the greatest future flexibility.

The importance of space for national defense, technological, and industrial growth has grown—and
will continue to grow. If this country is to maintain its historic leadership role, our commitment and
dedication to space activities must continue to expand. In fact, as we have seen from “Operation Just
Cause” and from “Desert Storm,” space systems have become an integral part of military operations.
Rather prophetically, several months prior to the incidents that led up to Desert Storm, Secretary Rice
remarked:

“Space is a natural extension of the Air Force’s operating medium. In an unstable world with
refocused threats, space offers stability and control...to be a 21st century superpower, the
United States needs the ability to help friends and quell enemies within hours. Only with
aerospace forces can you concentrate and reconcentrate power that quickly.”
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These words underscore the power and value of space technology in securing a strong and safe future
for America. But space is not just a military resource, it is an invaluable resource to commerce and it
is critical to our economic future. America’s projected investment in space for 1991 is approximately
$30 billion. NASA and the Department of Defense will spend nearly $27 billion, and industry will
spend almost $3.6 billion purchasing and launching satellites. The utilization of space as a resource is
realistically still in its infancy, yet the benefits derived from this resource profoundly affect the world
around us.

Space technology and development will become as critical to our country’s future as the industrial
revolution was critical to our country’s growth in the 18th century. Future growth of American
industry, technology, and political strength are inextricably tied to space. America is tied to space
because of its importance to both the national security and civil space sectors—it helps maintain the
peace and enhances the life of every American living today. From communications to entertainment,
surveillance to navigation, weather forecasting to storm warnings, science to space station, and the
list goes on and on, space is central to American development today and tomorrow.

The problem that confronts all of us is “How do we sustain progress in defense technology—and, in
particular, in defense space technology—in a time of declining defense budgets?”’ One way is to
streamline in order to get more out of our limited funds. To achieve this goal, Mr. Richard Cheney, our
Secretary of Defense, instituted the Defense Management Review process. Subsequently, Deputy
Secretary of Defense Atwood challenged the Military Services by issuing a draft Defense Management
Report Decision. This draft report decision, DMRD 922, focused on the Consolidation of Research and
Development Laboratories and Test and Engineering Facilities of the military services. DMRD 922
became the catalyst that sparked formal discussions on ways to enhance cooperation and increase
reliance among Service programs and facilities for research and testing.

Responding to the challenges of the DMRD 922, the Services each initiated its own laboratory
consolidation proposal and collectively, the Services initiated Project Reliance to place more
dependence on one another’s capabilities. In response to the DMRD 922, the Air Force has taken two
major steps to streamline its laboratory management structure and improve the quality and relevance
of Air Force science and technology programs. The first step consolidated our scientific and technology
resources at 14 different laboratories and research centers into four major laboratories. This
realignment facilitates greater interaction between scientists and engineers who must develop the
technology for the interdisciplinary Air Force weapon systems of the future. Qur “super” laboratories
will also reduce management overhead. At the same time, simpler laboratory organization will clarify
and focus our missions and create more opportunities for Tri-Service Reliance and external
recognition,

The four major laboratories were organized around the applied technologies that serve their parent
product division. Armstrong Laboratory at Brooks AFB in Texas supports “human systems; Rome
Laboratory at Griffiss AFB in New York supports “command, control, communications, and
intelligence”; Wright Laboratory at Wright-Patterson AFB in Ohio supports “air vehicles and
armament”; and the Phillips Laboratory at Kirtland AFB in New Mexico concentrates on space,
missiles, and directed energy technology. Each of the four “super” laboratories have also been
assigned certain corporate research responsibilities, such as materials research at Wright Laboratory
and geophysics research at Phillips Laboratory. This reorganization will enhance our technology, help
us meet our user’s needs, and improve our acquisition capabilities through the increased synergy and
teamwork that will bring our people, processes, laboratories, and their SPO customers closer together.
As an end product, we look forward to greater combat capability for the Air Force and the Nation.

The second major step we've taken established an investment planning process to ensure the quality
and relevance of our Science and Technology programs. Our Air Force acquisition executive,
Assistant Secretary Jack Welch, requested the Air Force Scientific Advisory Board to review all Air
Force Science and Technology programs, and we have further asked the Board to explicitly evaluate



and score those programs based on their technical quality. Similarly, we have asked the Air Force's
operational commands to score the importance of our major technology demonstration programs.
Using this feedback from the Air Force Scientific Advisory Board for technical quality and the Air
Force using commands to determine the operational relevance, we will keep a balanced focus on
customer needs while advancing technology innovation in new research areas.

Our vision for Air Force laboratories will ensure they remain world class organizations working in
technical areas vitally important to the Nation's economy and national defense. But we must also
enhance cooperation and increase reliance among all government research organizations if we are to
maximize our available resources to strengthen our national technological capabilities.

During the summer of 1990, the three Services presented a coordinated proposal to Mr. Atwood that
outlined several approaches to laboratory consolidation and inter-Service Reliance. Once Mr. Atwood
conceptually approved of the Tri-Service proposal, the Army, Navy, and Air Force implemented the
Tri-Service Project Reliance process to identify ways of achieving inter-Service science and technology
consolidation.

By November, Mr. Atwood signed the final version of DMRD 922 and directed the Acquisition
Undersecretary to provide a plan outlining management actions to implement DMRD 922.
Subsequently, in December 1990, the Joint Logistics Commanders institutionalized the Project
Reliance philosophy and process through the Joint Directors of Laboratories. The charter of the Joint
Directors of Laboratories has been broadened in scope to conduct inter-Service Reliance analysis and
joint technology planning on a continuing basis and to implement the results.

Before Project Reliance, the primary method of interaction among the Services was coordination and
exchange of information at the working level. The Tri-Service Reliance activity is a comprehensive
effort to identify means for increasing inter-Service Reliance in Science and Technology programs and
to give the resulting joint programs visibility at the Director of Defense Research and Engineering
level. This effort has yielded substantial positive changes for achieving increased efficiencies through
collocations, consolidations, and joint Service S&T programs. Formalized Service agreements have
been established for each of the technologies considered that were not Service unique. As a result of
these agreements,

® There are 71 technology sub-areas where the Services will jointly plan for work to be conducted at
separate Service locations.

e There are 105 technology sub-areas where work will be collocated to various single-Service sites
for program execution.

® There are 4 major technology areas and 6 technology sub-areas where programs will be
consolidated and carried out at a single location under a lead service for management.

The four objectives of continuing oversight of Tri-Service science and technology by the Joint Directors
of Laboratories are:

1. Structuring an integrated DoD S&T program in selected technology areas through joint program
planning and execution;

2. Establishing technology panels to plan and oversee execution of cooperative Service S&T
programs;

3. Collocating S&T efforts to achieve critical mass and avoid unwarranted overlap and eliminate
duplication among Service programs; and
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4. Conducting annual joint and corporate Science and Technology reviews for the Director of Defense
Research and Engineering and his staff

These activities will enable all Services to increase their efficiencies in areas of common interest
without severing the close ties to the end users of the technology and will free up resources, which each
Service can reinvest in critical, higher-priority technology areas. These changes will reduce the
perception of program fragmentation and duplication, promote an integrated “joint” Tri-Service
program, and enhance the overall quality of DoD’s S&T program. through this improved strategic
planning process, we will have greater control over our technological future.

We now wish to extend this collaborative spirit to other Federal agencies that invest in science and
technology that is relevant to defense needs. By expanding the membership of the previously
established NASA/Air Force space Technology Interdependency Group to include the Army and the
Navy, we have created a forum for Tri-Service cooperation with NASA in space technology. That is
why we are currently holding this combined Space Technology Interdependency Group and Joint
Directors of Laboratories meeting, to couple previously successful Tri-Service cooperation with
previously successful Air Force/NASA cooperation.

In the past year, the Services have made remarkable progress in establishing a new era of Science and
Technology cooperation. IntraService laboratory consolidation reduced our management overhead,
helped us focus our efforts, and increased our Tri-Service Reliance. The changes within the Army,
Navy, and Air Force Laboratories have greatly strengthened our technical capabilities. Tri-Service
Science and Technology cooperation has never been better. We wish to expand this Science and
Technology cooperation to other federal agencies beginning with NASA. Working together as a team,
we should be capable of maintaining our world leadership role in space technology. In fact, by working
as a team, we should be able to far exceed the objective of merely maintaining a world leadership role;
we should be able to lead our nation into a new golden era of space technology and applications.
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KEYNOTE ADDRESSES (cont’d)

Arnold D. Aldrich

NASA Associate Administrator
Office of Aeronautics
Exploration and Technology

COLUMBUS, VISIONARIES, AND BOLD ACTION

The past is beyond our ability to change, but the future is ours to make, as we see fit. Christopher
Columbus, in his time, was in no way able to visualize the future on a five-hundred year time horizon,
and we who will soon celebrate his far-reaching achievement are not much better prepared to visualize
our future on such a long-range time scale.

Columbus and his small band of individuals did, however, in their courageous pursuit of a vision of
new routes to the Orient, instead open up new avenues to economic prosperity and thrust the world
forward into the current era. With the daring to press beyond the constraints of their time, they
activated a process that led to acquiring new levels of knowledge about the world in which we live.

That same spirit was alive and well a hundred years later when the colonization of North America
began, and it was even stronger at the end of the 18th Century when the United States was formed and
the task of building civilization across this continent moved forward in earnest. Although it has been
many years since the western frontier vanished, that heritage, the heritage of the explorer and the
builder, endures within America today.

Nowhere today does that spirit burn more brightly, nor is the legacy of the explorer and the builder
embodied more profoundly than in the United States space program. And it is within this space
program, with the men and women of NASA, the Department of Defense, the Department of Energy,
the aerospace industry, and the academic research community, that we, as a nation, have the
opportunity to adopt a vision and initiate bold action for the future. If the United States is to prosper
in the next century, we must have a guiding perception of the future as it could be, and work today to
build towards those goals.

For the present, our nation’s space program is leading the world, but in the next century, with the pace
of current international competition, it could well be relegated to second class, or even to a lesser
status. George Santayanna said that those who fail to learn from the mistakes of history are doomed
to repeat them. Tragically, history shows that those societies that fail to aspire to a challenging vision
of the future will realize a self-fulfilling prophecy of diminishing accomplishments.

Twenty-five years from now, in the year 2016, we could be achieving exciting, inspiring successes in
space. The frontiers of space science, the return to the Moon, the exploration of Mars, and
understanding Earth itself all challenge us. But what, in fact, will we actually accomplish over this
timeframe?

[ would like to remind you of the motion picture “2001 - A Space Odyssey.” Created in the 1960s,
Arthur C. Clarke’s vision of a possible future in space stands largely unfulfilled. That vision was
shared by towering figures of the early U.S. space program such as Webb, Gilruth, Von Braun, and the
other leaders who guided the Agency through the bold space adventures of the 1960s, 1970s and the
early 1980s.
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The question we must ask ourselves now, 30 years later, is whether we still have the vision of a nation
of explorers and builders? If we envision great accomplishments in the coming century, what steps
must we take in this decade to make those goals achievable? Conceiving or embracing inspired visions
is not enough; we must also act with conviction.

[ believe a central, crucial path of action is to build on our outstanding capabilities in technological
research and innovation. We must make a renewed commitment to the development of advanced
space technologies. To expand our frontiers in space, we must challenge established technologies and
explore new approaches to our space endeavors. We must find better ways if we are to achieve greater
heights.

It has been widely demonstrated that the space program is both driven by and also is a proven driver of
technology. Just as the explorations of past centuries have resulted in tremendous economic benefits,
0 too can our space program of the next century provide equally vital returns.

However, we must also have the courage to acknowledge our present difficulties, and we must have
the determination to move effectively to overcome them. Despite our past accomplishments, today the
art of space engineering is relatively new and immature, comparable perhaps to the state of
engineering in aeronautics in the 1930s or perhaps even the 1920s. As a consequence, we have the
need for a broad range of technological advancements that must be vigorously pursued.

Many national leaders have articulated their concerns over the current status and outlook for the
United States space program and have emphasized the need for stronger investments in research and
technology to enhance our competitiveness. Most recently, the report by the Advisory Committee on
the Future of the U.S. Space Program, otherwise known as the “"Augustine Committee,” stated that
NASA should provide a stable share of its budget for space technology and fund it at two or three times
the current level of investment. They also recommended that NASA formulate an agencywide
technology plan and subject it to a broad review by experts external to the Agency.

We are currently deeply immersed in formulating a comprehensive “Integrated Technology Plan”
(ITP) which is responsive to these recommendations. And we have just completed a week-long review
of this plan by specialists from industry, academia, and other agencies. However, we recognize that in
the world of budget realities, it may be some years before NASA can fully support an expanded space
technology program at the level recommended by the Augustine Report.

Critical, technology challenges are highlighted in the ITP, technologies that have been emphasized by
the Augustine and Synthesis reviews, as well as by our own 90-Day Study. Some of the major
challenges are the development of technologies for

® Space nuclear power and propulsion,
® Heavy lift launchers and orbital transfer vehicles,

® Information collection, processing, and visualization for data quantities equivalent to
multiples of the Library of Congress, and

® A myriad of human support systems, including regenerative life support and EVA systems
for both in-space and surface operations.

As we are all well aware, space technology budgets are under pressure, not only in the NASA civil
space program but also in the Department of Defense, the Department of Energy, and in other
agencies as well. Shortfalls in these areas, in turn, adversely affect industry’s Independent Research
and Development (IR&D) budgets and university research grants and contracts. Thus, this becomes,
more than ever, a time to leverage all national technological resources by communicating and,
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wherever possible, coordinating research and technology program goals, plans, and products. It is a
time for partnerships in the national interest within government and between government, industrial,
and academic sectors.

The list of space program challenges and opportunities is formidable, and many of them can be
effectively addressed through advances in technology. In particular, the costs of year-in and year-out
space operations must be actively pursued. Launch costs are too high, and launch operations are
complex and time-consuming. If we are to achieve our goals in science and in exploration, we must
have both low cost, reliable, cargo transportation to orbit and assured access to space for human
operations. Together, steps to control operations costs and adequate near-term investments in
advanced technology and transportation systems can provide the foundation for the space program of
the future.

The DoD vision of achieving military technological superiority, so aptly demonstrated in the bold U.S.
response in Desert Storm, is symbolic of what this nation is capable of accomplishing. Today, the civil
space program must have the vision to see beyond the constraints of our time, to envision how we can
open new routes to national success and economic prosperity and to help move this nation to the
forefront of a new era. There’s so much out there that needs doing, so many science and exploration
goals yet to be achieved, so much that is still unknown. That is what is exciting. We must anticipate
what the future could be, and more importantly, we must resolutely take the bold steps in technology
necessary to ensure that that future comes to pass.

The occasion of this banquet is certainly a tribute to the potential for cooperation in space technology
activities between many contributing sectors of our industry. Tomorrow and Friday the Space
Technology Interdependency Group, STIG, takes a visionary step toward becoming a broader federal
forum for technology cooperation with the addition of U.S. Army and U.S. Navy membership, and
there will also be informal participation by representatives from DARPA, SDIO, and DOE.

As you have heard from General Rankine, the tri-services technology panels, under the Joint
Directors of Laboratories, have met here today with a focus on space activity. And the week’s
underpinning event is the Space Operations, Applications, and Research (SOAR) conference. This
activity, conceived by the STIG’s Space Operations Committee has, for the past five years, created a
cooperative forum for NASA and the Air Force to reach out to industry and academia.

I congratulate all of you, the leadership and participants in this “triple-header” demonstration of
national technological cohesiveness, and I believe these activities will greatly assist in building the
cooperative relationships so essential to the realization of each of our organizational visions. These
activities serve as a model for the leveraging of total U.S. capabilities toward the goal of continuing
space program preeminence.
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NASA Human Factors
Programmatic Overview

Mary M. Connors
NASA Ames Research Center
Moffett Field, CA 94035-1000

INTRODUCTION

Human factors addresses humans in their active
and interactive capacities, i.e., in the mental and
physical activities they perform and in the
contributions they make to achieving the goals of
the mission. The overall goal of space human
factors in NASA is to support the safety,
productivity and reliability of both the on-board
crew and the ground support staff. Safety and
reliability are fundamental requirements that
human factors shares with other disciplines,
while productivity represents the defining
contribution of the human factors discipline.

PROGRAMMATIC ORGANIZATION
AND DIRECTION

Space Human Factors in NASA forms an
essential component of two NASA HQ program
offices, each with a complementary role to play.
The Life Science Division of the Office of Space
Science and Applications (OSSA) looks at human
factors from a scientific perspective including
connections with the biomedical sciences. The
Life Science Division develops the human
requirements that must be addressed in space-
flight, including those associated with behavior
and performance. The Information Science and
Human Factors Division of the Office of
Aeronautics, Exploration and Technology
(OAET) is concerned with human factors as 1t
relates to the design, development and imple-
mentation of technology products. Here, an
understanding of humans’ ability to use and
benefit from facilities and tools is a necessary
element of the technology research and develop-
ment process.

Human Factors has a special relationship to the
mission activities that must be performed, and
Human Factors programs begin with discipline-
oriented mission analyses. The general content
of the OSSA program is given in Figure 1. This
figure indicates the emphasis on basic understand-

understanding of human requirements and
capabilities as well as countermeasures to deal
with human limitations or negative effects due to
the space environment. Similar information for
the OAET program is given in Figure 2,
indicating an emphasis on crew station design
and on human performance modeling,
instrumentation for crew support, and integrated
systems.

Lite Sciences

l

Space
Human Factors

I

Psychophysiological Interactions
Fatigue/Sleep/CR

Behavioral Processes
Performance Capability
Workload Measurement
Habitability

Crew Factors

Human/Machine Interaction
Selection/Training

Stress/Crew Support

Figure 1 - OSSA Human Factors Emphases

Figure 2 also shows the OAET thrusts to which
these human factors elements relate. Since
human factors is a cross-cutting technology, the
program impacts all thrust areas. However,
hyman factors has a special relationship to

perations (where the actions of the human
participants are central) and to Planetary Surface
Explorations (where, because of distance,
duration, and multiplicity of environments, the
demands on human participants take on special
importance).
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R & T Base
Planetary Surfaces

Operations Human Performance
Models
Science
Crew Support
Platiorme
Human Systems Integration
Transportation - Robotics and
Teleaperation

™ porcneanaaasin ot o e

Figure 2 - OAET Human Factors Emphases

In addition to its own internal planning, NASA
regularly seeks the advice of special panels to
help the Agency identify important issues and
needs. These panels are comprised of university,
industry, and government specialists. One such
panel is the Space Science and Technology
Advisory Committee (SSTAC). Figure 3
presents an abbreviated description of areas
recently identified by the Human Factors
subcommittee of SSTAC as representing
important and timely research undertakings. All
of the areas identified by SSTAC are contained
within the broad structure of the combined
Agency space human factors program, and their
annunciation by this subcommittee serves both to
confirm the approach being taken and to give
greater specificity to the identified research needs
and opportunities.

- Define and design human work enviranment
- Dafine and evaluale human living environment
- Design support methods and tools

- Identity human performance capabliities and
limitations

- Develop artificial reality and cognitive alds

- Develop simulation and training technologles for
skill and knowledge developmant and retantion

- Devealop physical Hatlon and wor N
design concepta to enhance production

Figure 3 - High Priority Issues as Defined
by SSTAC
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FIELD CENTER EMPHASES

Research within NASA is conducted primartly by
and through the field centers. Much of this
research is conducted in-house, with a significant
amount being conducted through university or
other granting arrangements. Human factors
activity can be found at all of the major NASA
centers. However, most space human factors
research and development is concentrated
between two centers: Ames Research Center
(ARC), Moffett Field, CA, and Johnson Space
Center (JSC), Houston TX. Work at the two
centers complements each other, both in the
nature of the approach taken and in areas of
special emphasis and expertise. At ARC, the
tendency is towards more development-based
research, allowing the building blocks of
understanding to be established, the extent and
limitations of results 1o be assessed, and the
space application to be developed. At JSC, the
tendency is towards more implementation-based
research, making a close connection with
particular flight needs, and utilizing the Center’s
access to space simulation facilities and to the
astronaut corps. Neither center presents 4 pure
model but reflects, rather, a tendency or general
approach.  Considerations that drive the
emphases also influence the location of specialty
areas within the human factors discipline.

Ames Research Center

» Crew Factors

« Fatigue snd Circadian Rhythm

+ Human-Computer interactions

+ Visualization Sciences/Models/Technologies
« Cognitive Models

« Virtual Environments

- 3-D Audio

Johnson Space Center

« Selection

« Crew Training

« Weightiessness Simulation

« Clinical Support

- Models of Human Capabilities

+ Human/Computer Interfaces

« Standards and Guidelines for Man-Systems

Figure 4 - Field Center Emphuases

Human factors speciatties for both ARC and JSC
are given in Figure 4. At ARC, space research
on crew fatigue and circadian rhythm as well as
crew factors (crew communication and
coordination) are natural outgrowths of ongoing
aviation crew research, while in-house expertise

in perceptual and cognitive sciences provide the



foundation for development of crew support
tools such as virtual environments and 3-D audio
displays. At JSC, Center responsibility for
selection, training, and crew well-being translate
into research to support these requirements and to
the establishment of standards to guarantee them.
Both centers are strongly involved in developing
models to understand and design to human
requirements, while both also emphasize the
emerging and dominating importance of
human/computer interactions. Laboratory
facilities at each center, reflecting the research
areas described, are listed in Figure 5.

ARC Labs JSC Labs
Yisual Science and P y and
Cognition Humsn/'Computes imeractian
Viriual Reality Graphics Analysis

Crew Factors Ramote Qperators Interaction

Circadian Factors and Weightiessness Environmant
Countermeasures Test Facliity

Aviation Simulstors/Analogs Shutile Simuiation and Tralning

Facliity

Figure 5 - Facilities at ARC and JSC

FROM RESEARCH TO OPERATIONS

A ubiquitous problem for all research
organizations involves transitioning research
results for use by real people doing real jobs.
This is a highly complex and dynamic under-
taking that requires, at a minimum, establishing a
partnership between two quite diverse commun-
ities. The importance and difficulties of moving
from research to operations has already been
raised several times in this conference and
deserves considerably more attention. However,
I would like to concentrate here, not on the broad
transition issue but on the narrower and slightly
different issue of how researchers themselves
might think about and structure their activities to
better position themselves (and their findings) for
eventual application to space.

Human factors researchers, like other researchers,
select their methods and approaches based on the
demands of the questions to be answered. Some
questions are best addressed in the highly
controlled environment of the laboratory; others
address contextual factors and must be studied in
the field. Frequently, a variety of approaches is
needed to fully understand the contributions of
the various elements. Figure 6 lists a number of
research approaches.
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Development Testing and
implementation

Application

Flight Experiments
Analog Environments
Testbeds
Figld Research Research
Simuiation
Maodeliing

Lab Experimens

Anaiysis

Figure 6 - Research Approaches

For the space human factors researcher the task is
to plan his or her activities 10 “move’ the research
to where it can inform spaceflight. This means
both understanding the aspect of human behavior
being studied and understanding how environ-
ments might change this behavior. The former
without the latter is unusable; the latter without
the former is unsupportable. Taking one
example, a phenomenon might be examined
initially in the laboratory, modeled and verified
for generalizability, and tested in the field. At
this point, a controlled investigation in an analog
environment or in space may be indicated. The
specific progression of the research will change
with the subject of investigation. However, in all
cases the mental set of the researcher must
include both building a solid scientific under-
standing and progressing towards the space
application.

SOAR ’'91

It is not possible in any one conference to discuss
all aspects of the NASA Space Human Factors
program as outlined in general terms above. In
this year’s SOAR Conference, a small number of
topics have been selected for inclusion in the
Human Factors/Life Science track. The topics
selected fit the NASA perspective in the follow-
ing ways. The two sessions on Methods, Tools,
and Analysis provide an opportunity to discuss
and highlight recent advances in structural and
performance models and their utility in
understanding human performance in space. The
Virtual Reality session focuses our interests on
this new method of individually simulating a
desired environment. Such simulation can be



almost dimensionless and could be utilized, for
instance, in support of onboard training for a
Mars mission. The Human/Machine Interaction
session underscores the importance of the
emerging field of crew systems and the need to
understand the dynamics of these systems as
applied to separated and highly autonomous
crews. Although these topics define only a
subset of the ongoing NASA program, they are
important both in their own right and reflect a
confluence of interest and activity in NASA and
the Air Force.
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Development of an Empirically based Dynamic Biomechanical Strength Model.

A. Pandya(1), J. Maida (2), A. Aldridge(1), S. Hasson(3),
B. Woolford(2)

(1) Lockheed Engineering and Sciences Company, Houston, Tx.

{(2) NASA-JSC, Houston, Tx.

(3) Texas Womens Univesity, Houston, Tx.

Abstract:

Computer aided engineering (CAE) is commonly used in
many aspects of aerospace engineering. Extensions and
enhancements of these useful tools of analysis are now
beginning to be applied to the complex area of human
modeling. The overall goals of such systems include analyses
of the performance capabilities of a given individual or
population in a specific environment. This is a muitifaceted
problem. The issues of anthropometric representations,
kinematic articulation of joints (reach), vision, and
strength are just a few examples of the areas of complexity
involved. The focus of this report is on the development of a
dynamic strength model for humans.

Unlike earlier attempts at strength modeling, which were
based on rotational spring and damper systems, our model
is based on empirical data. The shoulder, elbow, and wrist
joints are characterized in terms of maximum isolated
torque, position and velocity in all rotational planes. This
information is reduced by a least squares regression
technique into a table of single variable second degree
polynomial equations determining torque as a function of
position and velocity. The isolated joint torque equations are
then used to compute forces resulting from a composite
motion-- which, in this case, is a ratchet wrench push and
pull operation. What is presented here is a comparison of
the computed or predicted resuits of the model with the
actual measured values for the composite motion.

{ntroduction:

Computer aided engineering (CAE) analysis tools are being
applied to a wide variety of applications from light and
sound raytracing, heat transfer models to finile element
analysis of structures. The techniques of CAE are now
beginning to be applied to the issues involved in human
modeling (strength, vision, and reach analysis). What is
presented here is a dynamic human strength model.

A dynamic strength model could be used to assess and predict
whether a person or population is capable of performing a
physical task on the job. This is important in the case of
space Extra Vehicular Activities (EVA) where crew
members need to handle massive structures such as
satellites and various space assembly components. In these
situations, mission planners would benefit from a
simulation model of all the forces, torques and accelerations
that would be imposed by and imposed on the crew member.
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Equipment design engineers could also benefit from a
strength mode!. Design specifications can be enhanced if
engineers could predict the forces and torques to be applied
on or with a given piece of equipment. These applications
include, for example, threshold torques needed to open
hatches and doors and to operate tools needed for assembly
or to determine maximum forces applied to ensure that the
equipment will not be damaged. Equipment may be better
designed if information on the strength of the user
population were available.

Equipment placement designs and scenarios may also be
enhanced. Questions like "What is the best configuration for
this body restraint relative to this tool for maximum
strength?" or "Where should this hand hold be placed for
the most efficient strength utilization?" could be better
answered by the systematic examination of many
possibilities and scenarios with the goal of defining more
comfortable and safer designs.

Lastly, a strength model is useful as a tool of study to
achieve a greater understanding of how the musculoskeletal
system functions, of how the torques and forces are
propagated, and of what the system control mechanisms and
parameters are. This knowledge may lead to, for instance,
better designs of robotic and manipulator systems of the
future.

Our objective is to develop and validate a human dynamic
strength model using empirical data.

Method:
Data collection:

The data collection effort occured over an eight week period.
There were fourteen subjects, eight males and six females,
ranging in ages from 21 1o 28 years. Each subject was
tested isokinetically for isolated upper extremity motion
(shoulder, elbow, wrist) at four velocities (60, 120, 180,
240 deg/sec) and then tested with a simulated ratchet
wrench maneuver at two velocities (120, 240 deg/sec).

The general procedure for evaluating all the upper
extremity joint movements was the same. Torque was
measured by using a Lido multi-joint testing unit (Loredan
Biomedical, Inc., Davis, CA. see figure 1). The subjects



were positioned so that the axis of the joint was directly in-

line with the axis of the dynamometer goniometer.
Dynamometer attachments were selected and placed in order
to isolate the joint being measured. The subject was
positioned on the instrument and maximally stabilized with
the joint positioned at a specified initial condition. The
subject was then instructed 1o give a maximum effort for
each of five repetitions and informed to move the isolated
joint through the entire range of motion. A three minute
recovery period was taken before each change in velocity
setting. The axes of motion measured were the shoulder
flexion-extension, shoulder medial-lateral rotation,
shoulder abduction- adduction, elbow flexion-extension,
wrist flexion-extension, wrist radial-ulnar deviation,
wrist supination-pronation. The setups for these motions
are described in the Lido multi-joint testing manuals.

For the mulli-joint test, a ratchet wrench maneuver, the
subject was stabilized with velcro straps at the waist and
across the chest. The subject gripped a simulated ratchet
device at a height of 90% of the linear distance measured
from the subjects greater trochanter to the acromio-
clavicular joint. The range of motion for the ratchet bar
was between 45 and 50 degrees. To minimize the motion of
the upper extremity, the subject extended the elbow and
shoulder fully forward without bending at the waist. This
test was also a maximum torque effort of five repetitions
with a three minute recovery period before each change in
the velocity settings (120, 240 deg/sec).

The anthropometric data which was collected included
height, weight, age, sex, skinfold measures and dimensional
assessment. The anthropometric data format is documented
in NASA's Man Systems Integration Standards (MSIS)
document (NASA-STD-3000) [6]. The standard was also
used to provide the joint limit information. Joint limits for
the model were applied statistically as this information was
not collected in our study.

—— -

THE M CAR SYaTEm

Figure 1 Loredane Inc., Lido multi joint testing system.
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Data reduction:

The data was collected using the Loredan software, "Lido
Active 3.3", executing on an IBM PC. For all cases, the data
set consisted of torque and angle pairs. The data was
uploaded to a graphics workstation (Silicon Graphics),
formatted into an ASCII file, noise filtered, reformatted to
aid the polynomial coefficient calculation and r_educed toa
1able of coefficients of second degree polyn9m|a|s. The
polynomials coefficients were computed using a least
squares regression method. The polynom_la| represents the
torque as a function of angle. For each joint, the goimplete
model input format consisted of the name of the joint, the
axis of rotation, the direction of rotation, the number of _
polynomials and the list of the calculated torque polynomial
coefficients for each velocity (one pqunomuql per
velocity). The modeling program builds its internal lookup
tables from this data organization (see Figure 2) .

elbow

y .

extension

4

60.000000 6.281160 0.069170 0.003640
120.000000 3.587850 0.293850 -0.000580
180.000000 -1.247410 0.618840 -0.006430
240.000000 -11.244930 0.972970 -0.01040
y

flexion

4

60.000000 16.040550 0.304760 -0.000910
120.000000 15.216640 0.239190 0.000350
180.000000 16.851919 0.162090 0.000010

240.000000 8.083800 0.513420 -0.005050

Figure 2- Example input file for strength model derived
from collected data for elbow for one subject.

In addition, the anthropometric data collected for each of the
subjects is processed by the modeling program into a
geometric human model. The specific anthropometry is
necessary in order to properly convert the torques to forces
for a particular individual. The human model is then made
into a fully articulated human representation with proper
segmentation of the body parts and statistically determined
joint {imits.

Environment setup:

Each individual was created in the graphics environment
using that individual's anthropometric data. The initial
conditions of the ratcheting operation were set to match, as
closely as possible, the actual conditions. This was a critical
step for vatidation. The main parameters of the initial
conditions included the initial and final joint angles for the
ratcheting motion, the distance of the hip from the rotation
point of the ratchet axis and the height of the end-effector
on the ratchet. Using the graphics environment, all these
initial conditions were set for each individual prior to the
execution of the computer simulation of the ratchet
operation (figure 4).



Torque vector calculation.

Each joint of the upper exiremity was associated with a
table of polynomial coefficients describing its dynamic
torque production potential [9] (figure 2). In the modeling
process, the tables were loaded into computer memory for
use by a table lookup module. When a joint motion occured
in our test case, the axis of motion, the direction of motion,
angle of motion and speed of motion were mapped to the
appropriate polynomial and a torque value returned.

Since each axis of rotation for a particular joint is
perpendicular to each other axis for that joint, the square
root of the sum of the squares was used to determine the
available torque for each joint invoilved in that motion.

Ts = sqrt( 1x "tx + ty "ty + 1z "1z )
where

Ts = total torque for shoulder

tx = torque for x axis

ty = torque for y axis

tz = torque for z axis

The torque values
calculated.

at the other joints were similarly

For each joint, the lever arm to the point of application of
the force, in this case the palm, was determined. This is the
Euclidean distance from the location of the center of rotation
of that joint to the end-effector location. The torque values
for each of the joints were converted into forces at the end-
effector by dividing out the respective lever arm lengths
(Ls, Le, Lw).

Fs =Ts/Ls
Fe=Te/lLe
Fw=Tw/Lw

The force values were then applied to the respective
direction vectors of rotation and vectorially added to
produce the total end-effector force Ft. Ft represents the
total force at the end-effector from the contributions of all
joints in the chain. Ft is also perpendicular to the lever
arm. The direction of Ft was calculated by taking the cross
product of the current lever arm with the previous lever
arm and then crossing the resultant with the current lever
arm. This calculation was performed at each iteration

for each joint.

For the test case the force vector <Ft> needed to be resolved
to a torque value at the ratchet axis. This was done by first
projecting the force vector <Ft> onto the normalized
direction vector of rotation <Rt> for the ratchet bar yielding
a vector <Fproj> in the direction of rotation of the ratchet
bar with a magnitude representing the force applied in that
direction. This force was then multiplied by the lever arm
length (Lr) of the ratchet, the distance from the point of
rotation to the point of application, yielding a torque value
(Tr). This torque value and the current angle of rotation of
the ratchet bar were written to a file. In addition, the force
vector <Ft> and the force vector <Fproj> were graphically
displayed. { see figure 3 )
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<Ft>

shoulder

<Fprejs

humerous foresrm point of
/L.c application
ratchet wrench
Lr
elbow
@Tr
T-tlorque s-shoulder
L-lever arm e-elbow
F-Force w-wrist
r-ratchet
t-totel
o-vector
Figure 3- Diagram illustrating the force vector

prepagation.
Modeling the motion (Inverse kinematics):

To model the reaching characteristic of the arm while
operating the ratchet bar, an inverse kinematics algorithm
was needed to solve the joint angles of the arm |2,7] . Also,
the human model with its corresponding anthropometry
needed to be accessible 1o the force modeling software in
order to integrate the torque functions with the motion of
the arm. A software package named JACK [1], developed at
the University of Pennsylvania, was used as a platform for
our strength model. Although many enhancements and
modifications were required, the underlying inverse
kinematics and anthropomerics implementation permitted
us to model the required motion.

The simulation of the ratchet bar motion consisted of the
following sequence of events.

1) The parameters of the motion (start angle, end angle,
steps to take, and the velocity of the ratchet) were input.

2) Time sequence information was computed which satisfied
all the conditions of the ratchet's motion.

3) The location of the joint chain forming the arm and the
location of the point of application on the ratchet bar were
graphically selected.

4) Using the joint chain information, the torque functions
for each component of the arm were loaded into the force
model for use during the iterations of the ratchet
operations.

5) The ratchet was moved to its initial or next position and
the inverse kinematic module invoked to grasp the point of
application on the ratchet with the specified end-effector
(palm) in the joint chain.

6) The state of all the components of the arm, the joint
angles of the arm and the state of the ratchet were extracted
and input to the force model where the torque prediction
was compuled and written to an output file.

7) Steps 4 and 5 were repeated until five iterations of
pushing and pulling were performed (See figure 4) .
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Figure 4 Comparison of actual vs. modeled ratchet wrench
motion.

In order to validate the reaching motion calculated by the
inverse kinematics algorithm, a real time magnetic
tracking system was devised for input into the algorithm.
The tracking system consisted of a Polhemus isotrack
magnetic tracker connected to a Silicon Graphics
Workstation. The magnetic tracker was linked to the end-
effector of the man model representation. As the tracker
was moved in space by a person, it fed the position and
orientation information of the person's end-effector to the
inverse kinematics algorithm. This information was then
used to simulate the motion of the person’s arm in the

Motion emulation. 1215 Workstation
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Figure S. - Magnetic tracking setup.
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computer model. The tracker of the Polhemus device was
attached to a bar which could be rotated the same way the
ratchet bar was rotated. Comparison by visual inspection of
the actual motion of a person's arm performing a ratcheting
operation with the graphically emulated motion computed
by the inverse kinematics algorithm showed a strong
correspondence. ( see figure 5 )

Analysis of data:

All the subjects were run in the graphics environment with
initial conditions and orientations closely matched to the
actual runs. (See Figure 4) The ratcheting was modeled at
the same velocities as the measured data ( 120, 240
deg/sec). Output from the model were files of torque vs.
angle pairs in the same range of angle values as the
measured ones. For both the model output data as well as the
measured ratcheting data, the average torque produced and
the total work done per iteration was computed. This data
was the basis of the validation of the model. Statistical
analysis was done in two forms, pairwise T tests and
regression analysis[8,9]. Software was written to do these
tests in an automated way without user intervention.

For the T test, the measured vs. model files of the averages
and total work done over all subjects were read and a
difference vector is created. This difference vector is the
basis of the T test comparison. Our hypothesis is that there
is no difference between the means and the work between
the model and the measured values. That is, assume

ud (difference) = u(model) - u (measured)
{where u is the average and the work done for each
subject).

Ho :ud =10
Hi:ud<>0

( u {(model) = u (measured)).
{ u {model) <>u (measured)).

Hence the decision rule is reject Ho if
T( computed from the data) < The critical value 2.46
(alpha .01).

The regression test was simply a way to gage the correlation
between the actual and measured values. We plotted the
model average vs the measured average for all subjects and
did a linear regression on that data set. The same analysis
was done on model vs measured work.

in addition to the above analysis, plots of actual vs measured
raw torque values were also produced.

Results:

Figure 6 and 7 are regression plots of model vs measured
averages (figure 6) and total work (figure 7). The
correlation values (r = 0.854, and 0.842) indicate a
strong relationship between measured and model values.
This result indicates that the model can be used as a good
predictor of the ratchet wrench torque produced when the
model vs. measured values are compared for the entire
subject pool in terms of the average torque produced and the
total work done.



Pull operation - average torque for all
subjects at two velocities
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Figure 6 - Model vs measured average torque produced for
the ratchet wrench motion.

In addition to a regression comparison of the average and
work done over the range of the mofion, a pairwise T test is
also performed on that data. Figure 8 is a table indicating T
statistic results. These result indicate that for the
ratcheting motion the model predicted and measured torque
values show no statistical difference across the subjects at a
level of alpha equal to 0.01.

Ratchet Push: Pull
Average torque T =1.96 T=-152
Total work T=1.96 T=-142

At alpha = 0.01 Critical value for degrees of freedom equal
to 27 ( 14 subjects at 2 velocities -1) is 2.47.

ud (difference) = u{model) - u (measured}
(where u is the average and the work).

Ho:ud=0
Ht :ud <> 0

{ u (model) = u (measured)).
( u (model} <>u (measured)).

Ho accepted because all T values calculated are within +/-
2.47, the critical vaiue at alpha = 0.01,

Figure 8 - Pairwise T statistic results of average and total
work across all subjects for all velocities.
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Puli operation - predicted vs measured
work for two velocities

o0 —

y = 709.39 + 0.83288x R*2 » B.711 R a .84

¥ = - 11357 & 2.0522¢ - 1.807%e-4242 R*2 2 0.754 R = @87
a
=
£
-
s
H ® 120 degreec

A& 240 degrsec
k]
@
2
3
o0
]
@
=
Tave 2000 2050 <000 [ B
Predicted work ft/lb
Push Operation - predicted vs measured
work tor two velocities
000

¥ oa - 0297 4 1.2038x - 827920527 A2 2 0.742 R x .M

Y %4178 4 0660141 R%2 5 0730 R = 85

® 120 dagisec
4 240 degisec

Measured Work ft/lb

2000

3000 4000

Predicted Work ft/lb

000

Figure 7 - Model vs measured work produced for the
ratchet wrench motion.

Figure 9 shows a plot of the actual vs model torques for a
male and female. This is an example set consisting of one
male and one female. The two cases are extreme cases
(strong male, weaker female). Trends in the data indicate
that the model values are matched over five to 40 degree
range of the ratchet motion. The initial and final few
degrees (0-5, 40-45 degrees) do not match-up with our
predicted resuits. These stages of the motion are related to
the start-up and slow down processes involved [3] which
are not currently part of our modeling effort. This result
indicates that a similarity in magnitude and shape exists
within subjects. Statistical tests are now in progress 1o
study in detail the “goodness of fit" between the model and
measured data for individual subjects in order to determine
the limitations and enhancements to be made for the current
model.



Torque (ft-1bs)

Male Ratchet Pull data:
Predicted vs Measured

126

Torque (Ft-Lbs)

A Predicted

*  Measured

] T M T
10 20 30

Male Ratchet Push data:
Predicted vs Measured

Ratchet Angle (degrees)

Torque (Ft-ibs)

4 Pradicied
®  Measursd

Ratchet angle {degrees)

Female Ratchet Pull data:
Measured vs Predicted

Torque (Ft-Lbs)

10 a©

Ratchet Angle (degrees)

Female Ratchet Push data:
Predicted vs Measured

Torque (Ft- Lbs)

10 20 30 .«

Ratchet Angle (degrees)

Figure 9: - Measured vs Model values for ratchet wrench maneuver.

(weight l»%body fat) vs Torque -pull

LTI

B

Werght = (1

Kbody fat)

Torque (ft-Tbs)

® Measured
& Predicted

®  Messured
4 Predicted

(weight * 1-%body fat) vs Torgue -push

100
1=}
y= - 16536+ 11335« R2=0863 = 05YG
a
80 ° o
a
60 -
o o
a
wq °°
a
20 T T v T T
30 40 50 60 70 80 90

Weight * (1-% body fat)

Figure 10- % Torque vs Weight ( 1- % body fat).

443



An important relationship exists which expands the utility
of our model in terms of data collection requirements. A
simple measurement, percentage body fat, is a good
predictor of torque. Figure 10 is a plot of torque produced
by all subjects in the ratchet wrench motion vs a
calculation based on the body fat and weight ( weight x { 1-
body fat)) for each subject. There is a strong correlation (
r > 0.92) between torque production capability and the body
fat calculation. Once a representative sample of a
population has been measured for isolated joint strength,
prediction of torque capability of a particular individual
may be extrapolated by only two measure-- percentage
body fat and weight. Research continues in this area.

Conclusions:

Unlike earlier attempts at strength modeling (based on
rotational spring and damper systems) our model is based
on empirical data. The shoulder, elbow, and wrist joints
were characterized in terms of maximum isolated torque
produced, position and velocity in all rotation planes for
fourteen subjects. This information was reduced by least
squares regression into polynomial equations relating
torque produced as functions of position and velocity and
tabularized for input to the strength model. This isolated
joint information was used to compute (based on a vector
sum algorithm and the subject's anthropometric
measurements ) forces resulting from composite motions-
- in this case, the ratchet wrench push-pull. Measured vs
model output were compared. (see figure 12 )

Figure 12 - Human model utilizing a ratcheting tool.

444

Results indicate that forces derived from a composite
motion of joints (ralcheting) can be predicted from
isolated joint measures. Model vs measured values for 14
subjects were compared. T values calculated were well
within the slatistically acceptable limits ( alpha = 0.01)
and regression analysis revealed coefficient of variation
between actual and measured to be within 0.75 to 0.90 .
Moreover, the model is flexible in terms of the
environments and human motions that can be modeled. It has
been demonstrated here that the current model predicts
torque produced by a raichet wrenching. Our overall
objective is to incorporate into the existing CAE
capabilities a strength model of the NASA crew member
population for analytical human factors analysis. To this
end, we will continue to cycle through the phases of
validation and refinement with more complex motions and
with additional isolated joint measures.
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PERFORMANCE ASSESSMENT IN COMPLEX INDIVIDUAL AND TEAM TASKS
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ABSTRACT

This paper describes an eclectic, performance-based
approach to assessing cognitive performance from
multiple perspectives. The experience gained from
assessing the effects of antihistamines and scenario
difficulty on C° decision-making performance in
Airborne Warning and Control Systems (AWACS)
weapons director (WD) teams can serve as a model for
realistic simulations in space operations. Emphasis is
placed on the flexibility of measurement, hierarchical
organization of measurement levels, data collection
from multiple perspectives, and the difficulty of
managing large amounts of data.

INTRODUCTION

Astronomers in the late 1700s recorded a star’s transit
by using a metronome to determine the moment a star
touched the cross hairs of the telescope. The chief
astronomer at Greenwich Observatory noticed that his
assistant’s times were consistently one second slower
than his own. This was an early realization that the
observer played a significant role in acquiring data and
that even simple perceptual observations were
susceptible to bias and individual abilities. Today we
have sophisticated instruments to record much of the
data of interest to science. However, in complex tasks
where decisions must be based on human judgement
or on the consensus of a team, the roles of the
integrator of information and the decision-maker are still
important and still susceptible to bias.

In the implementation of large projects such as building
and maintaining a space station, building and
maintaining a moon colony, or traveling to Mars,
various designers need to know how our astronauts
will handle the work. Engineers want to design
consoles and workstations so operators can perform
their tasks efficiently and without errors. Trainers want
to provide timely and objective feedback to operators.
Mission planners want to design work/rest cycles that
maximize productivity while minimizing error and waste.
Social planners want to provide work environments that
facilitate team interaction and cooperation while
minimizing the disruption of violations of personal
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space and privacy. The only way designers can have
confidence about how our astronauts will perform on
complex tasks far, far from home is by assessing
performance in early design studies. Further, to
maximize the use of equipment, facilities, subject time,
and to obtain the most integrated data possible,
complex, realistic, ground-based studies involving
integrated payloads will be required. These future
studies can benefit from the approach used in the
Crew Performance Branch at Brooks Air Force Base,
Texas, to assess antihistamine effects on complex task
performance in WD teams and from lessons learned
in the study. Since this paper is designed to
communicate methods and approaches to
understanding complex team tasks, emphasis is placed
on experimental design issues with only sample results
presented.

Although the primary goals of the study were to
evaluate the effects of Seidane on complex
performance, the researchers used the opportunity to
gather data on several other issues from several
perspectives. These included: the development of a
methodology for assessing individual and team
complex-task performance, the evaluation of sustained
operations and fatigue, the assessment of cognitive
workload through embedded tasks, the assessment of
stress, the assessment of learning effects, the
evaluation of tests for WD selection, and the prediction
of complex task performance from cognitive skills tests.

THE WEAPONS DIRECTOR TASK

WDs in an air defense scenario must attend to a
number of tasks. The wartime tasks include locating
and identifying aircraft, maintaining track information on
aircraft and targets, updating target information
received from pilots, accepting aircraft hand-offs,
performing atactical controller function with appropriate
level of control, providing target briefings to
interceptors, performing a tanker controller function,
providing _recovery assistance, safe passage
monitoring® briefing the senior director (SD) of any
tracking or sensor data problems, and responding to
alerts, alarms, and messages on the console. The
success of the C* mission results directly from the
WDs' successful accomplishment of their duties.



PERFORMANCE HIERARCHY

it is obvious that the performance of such a complex
system including human operators is a result of
numerous interacting internal and external factors.
Because of these multiple determinants and numerous
data perspectives, it was necessary to use a variety of
measures to characterize the system and to diagnose
the sources of observed variations in system
performance. The interpretation of large metric sets is
facilitated by an implicit underlying structure that
weights the significance of each measure and relates
it to the others.

After a review of the literature on objective measures
of team performance (Eddy, 1989), the measurement
aggregation problem was approached by devising a
hierarchy of performance determinants that provides a
classification framework for individual measures. Each
level of the hierarchy contains groups of measures that
jointly determine the measures available at the next
level higher in the framework. For the command and
control air defense scenario, four levels were chosen
as shown in Figure 1. They are:  Mission
Effectiveness, System/team Performance, Individual
Performance, and Performance Capability.

Mission
Effectiveness

System/Team
Performance

Individual
Performance

Performance Capabilities
and Strategies

e GENERALITY =i

Figure 1. Performance measuremant hierarchy.

The highest level of the hierarchy contains indices of
Mission Effectiveness. These measures are derived
directly from the specific objectives of the mission
assigned to the system. An example is the protection
of a specific sector of air and ground space from
infiltration by enemy aircraft (protection of assets).
Measures that flow from this objective and that assess
performance in terms of mission effectiveness include
the number of enemy infiltrations, the amount of fuel
and weapons expended, and the ratio of enemy lost to
friendly assets lost.
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The second level of the hierarchy, System
Performance, contains those groups of measures that
reflect factors immediately affecting mission
effectiveness. Such measures of System Performance
reflect the degree to which the combined man-machine
system has accomplished those tasks required to meet
mission objectives. These measures do not reflect the
individual contributions of different human behaviors or
various hardware and software component
performances. Instead, they are more giobal indices of
the degree to which the total system successfully
accomplished the tasks essential to mission success.
For example, the weapons director /workstation system
is required to meet its mission objectives essentially by
accomplishing an air traffic control task aimed at
directing interceptor aircraft to defeat threat aircraft.
This air traffic control task decomposes into a number
of essential subtasks such as pairing of interceptors
with targets and providing target data to interceptors.
A performance measure of the latter is the average
accuracy and speed of data transfer to interceptor
pilots.

The third level of the hierarchy is comprised of specific
groups of measures that assess the individual
contributions of human components tc overall system
performance. Measures included in the Human
Performance level of the hierarchy are designed to
reflect the quality of the individual behaviors required of
the WD expressed primarily in terms of latencies and
errors. These measures are derived by examining the
system functions required to meet mission objectives in
order to identify the specific contributions of the
operator. For example, the system performance
requirement to pair targets with interceptors requires
the weapons director to identify a target's location on
the workstation display and communicate this
information to an interceptor aircraft via radio. The
quality of the operator’s performance in achieving this
objective might be measured by evaluating the time
needed to complete the full sequence of required
behaviors and by assessing the accuracy of each
manual and verbal response.

The final level of the proposed hierarchy contains
measures that assess factors directly affecting the
individual performance capacities of primary system
components. For the human operator, measures of
Performance Capability are composed of a large group
of potential human state and ability measures that
combine to determine overt performance. These
measures include indices of workload or reserve
processing capacity; fatigue; arousal levet; experience
level; and individual perceptual, cognitive, and motor
abilities. This level also includes personality traits and
predisposition to interact with teammates in specific
ways that may or may not be adaptive under stress.

The multi-level classification of performance measures
proposed above has the advantage of placing the
measures into logical subordinate and superordinate
groups indicating the predictive relationships among
them. In addition, measures at each of the levels differ



in their sensitivity, generalizability, and practical
interpretability.

REALISTIC SCENARIOS WITH EXPERIMENTAL
CONTROL

Seldane, an antihistamine used in the study, does not
cross the blood brain barrier and therefore may not
affect performance. This puts the researcher in the
unenviable position of trying to prove the null
hypothesis. As a resultt it was necessary to
demonstrate the sensitivity of the performance
measures to some degrading treatment. Another
antihistamine, Benadryl, was chosen for this purpose.
(Merrell Dow Pharmaceuticals, Inc., provided the drugs
for the study.) A placebo control brought the number
of groups to three. Because it was possible to
randomly assign experienced teams to one group and
four inexperienced teams to another, we decided to
collect data from each team under both difficulty
conditions and under one antihistamine and placebo.
Further, we wanted to collect two days of data under
the drug conditions. Meeting these constraints
required the development of six equivalent scenarios,
but we had to prevent the subjects from anticipating
the events in each succeeding scenario.

For the first scenario, we defined all the tracks, enemy
flight paths, and events. We made lists of events and
used a subject matter expert to indicate the impact on
WD behavior of each. To prevent subjects from
anticipating scenario events, in scenarios two through
six we rotated the original so the enemy would appear
from a different compass heading. Equivalent events
were then spread across each scenario at the same
points in time. We also changed land masses using
different geographic locations, we created six unique
prebriefings containing different political situations,
countries, airbases, squadrons, call signs, and
numbers. Debriefings at the end of all testing did not
reveal that subjects believed any of the scenarios to be
similar.

Scenario difficulty was manipulated in several ways.
Enemy aircraft flew at varying altitudes and some took
zigzag paths. The fog of war was increased by
additional distractor events. Three scenarios were
created for low difficulty and three for high difficutty.

METHODS

The 552d Air Wing assigned twelve teams of three WDs
(male and female), who previously volunteered, to
Brooks AFB to spend their work week in support of this
study. The teams were randomly assigned to one of
three drug treatment conditions and one of two
scenario difficulty orders, either low-high or high-low.

The WDs arrived at Brooks AFB on either Saturday or
Sunday evening for a preliminary briefing. Training
took place on Monday for approximately eight hours.
Teams received training on the AWACS-Performance
Assessment Battery (AWACS-PAB), six simple
computerized tests and two complex tests, over
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approximately four hours. The two complex tests were
taken from the Complex Cognitive Assessment Battery
that consists of nine tests.

The six tests were taken from Unified Triservice
Cognitive Performance Assessment Battery (UTC-PAB)
with over 25 tests. Further information on these tests
can be obtained in Perez, Masline, Ramsey, and Urban
(1987) and Hartel (1988). They also completed a
three-hour C® training scenario to familiarize them with
the simulated AWACS crewstations and scenarios.
Subjects ingested one Benadryl and one Seldane
placebo at 2230 or prior to going to sieep.

Starting on Tuesday, teams were then tested in two 3%
hour scenarios each day for three days. Each group
ingested only placebos during the testing schedule for
Tuesday. A randomly assigned team ingested the
recommended therapeutic dose of either Benadryl,
Seldane, or a lactose placebo starting on Tuesday
evening. Total antihistamine/placebo ingestion for
each group across two days consisted of either eight
25mg Benadryl, four 60mg Seldane, or all placebo
preparations.

One SD was used for all teams. After the prebriefing,
his interaction with the team was to give direction only
when required, but to keep the team from straying
outside the performance measurement envelope.
Other details of the facilities, equipment, scenario
development and time schedules may be found in
Schiflett, Strome, Eddy, and Dalrymple (1990).

Because the cognitive performance of the weapons
director teams can be interpreted for a variety of
questions, several subject trait, experience, and state
measures were recorded. These included: a
biographical sketch, a WD experience form, personality
scales for potential use in developing WD selection
tools, and surveys of their current state (symptoms,
sleepiness, fatigue, etc.). The scales included the
Rotter Scale, which assesses the locus of control
generally perceived by a person in causing changes to
take place in one’s life; the Personal Characteristics
inventory (PCl), which assesses attitudes and
leadership qualities; the Life Style Questionnaire, which
predicts a subject’s performance under stress; the
Least Preferred Co-worker Scale (LPC), which may
identify a WD’s leadership style; the Jenkins Activity
Scale, which assesses a WD’s personality
characteristics of decision-making; and the FIRO-B,
which measures a subject’s attitudes with regard to
sociability and social interaction.

WD ratings were also obtained on the USAFSAM
Fatigue Scale, which allows the subject to describe
how he/she feels at that time; an Operational Impact
Survey, which allows a subject to rate how well he/she
felt the team completed its mission and how well each
subject felt he/she completed his/her part of the
mission; a Scenario Evaluation form, which allowed
each WD to order the simulations with respect to
difficutty; and the Subject Workload Assessment
Technique (SWAT), which allowed each subject, at the



end of each simulation, to evaluate the workload of the
scenario along SWAT’s three dimensions: time load,
mental effort, and psychological stress. The WDs kept
logs similar to those kept during a standard mission.
They recorded aircraft call signs, type aircraft, target
numbers paired against, check-in time, weapons states
on the aircraft at RTB, results, and other information.

In addition to the ouicome measures of how well a
team or individual is performing in a simulated air
defense scenario, one would like to understand the
underlying processes that contribute to those
outcomes. Embedded tasks were used to measure
reserve capacity, team coordination, and situational
awareness (SA). These are tasks natural to the air
defense scenario, but low priority. These tasks were
delivered auditorially by voice queries articulated by
the Votan speech synthesizer or by the SD.

The embedded measures for reserve capacity are: 1.
whether or not a response is given, 2. accuracy of the
response, and 3. latency of the response. The
independent variables that may determine the WDs'
workload level are: the number of flights currently
under the WD’s control, the level of control of each
flight, the ADWL, and the number and type of additional
tasks currently being worked by the WD. A typical SD
query for reserve capacity might be "What state
armament/fuel on the aircraft under your control?”
Low difficulty should result in quick, accurate
responses from the WD. High difficulty should resutt in
ignored requests, partial information, and long
response times.

Individual members of a WD team can work
independently of each other. However, since the
enemy is directing the attack in an air defense
scenario, the battle does not always unfold the way it
is planned in a mission prebriefing. As a result, each
WD's responsibilities change throughout the mission.
These changes should be adaptive and result from
insight and leadership. Further, the adaptations require
cooperation and coordination among the team
members. WD responses involve passing and
confirming information to each other and accepting
responsibility for incoming requests when time is
available. Embedded measures for team coordination
include: 1. Whether or not the information is passed to
the other WDs, 2. Accuracy of the response, and 3.
Latency of the response. An event designed to elicit a
team coordination response might be an ADWL
announcement from ground control.

To effectively deal with events in an air defense
scenario, a WD must maintain an accurate
representation of the battle. This representation (both
internal memory and external notes) defines the WD's
awareness of the current situation. If the
representation is in error, the WD may commit to kil
rather than identify an unknown target. Therefore,
throughout the scenario the WD's awareness was
probed to determine if he/she has the correct ADWL,
has kept track of airbase openings/closings, and
tracked SAM sites going hot/cold. The embedded
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measures for situational awareness are the same as for
difficulty. An event designed to elicit a response would
be for the SD to tell WD1 to kill track 0304. The WD
should question this command during peace time since
the SD had no authority to issue the order.

RESULTS

Early results for Mission and System/team
performance levels and Performance Capability level
have shown differential sensitivity to drug effects. At
the Mission Effectiveness and System/team levels, 33
dependent measures, were amenable to statistical
analysis. Of these measures, 6 showed a scenario
difficulty effect, 4 showed a learning effect (days), and
8 showed a day by difficulty interaction. Table | shows
the enemy penetrations, "get throughs," by day and
difficulty.  Although this variable did not achieve
statistically significant results, it dramatically shows the
impact of scenario difficulty and of performance
improvement across days.

Tabie I. Enemy penetrations by day and
scenario difficulty for all teams.

Condition Penetrations
Day 2
High Difficulty 22
Low Difficulty 5
Day 3
High Difficulty 13
Low Difficuity 3
Day 4
High Difficulty 6
Low Difficulty 6

Figure 2 shows the effect of scenario difficulty on the
loss ratio of enemy/friendly aircraft. Loss ratios
remained the same across days while ratios improved
across days under low difficulty. In no case did
performance under either antihistamine differ from the
placebo group. These performance results for
scenario difficulty were supported with WD ratings
using the Subjective Workload Assessment Technique
(SWAT).  Generally scenarios designed for high
difficulty resutted in higher workload ratings than those
designed for low difficulty. A full description of the
results can be found in Eddy, Dalrymple, and Schiflett
(in preparation).
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Figure 2. Effect of scenario difficulty on aircraft loss
ratio.

By rearranging the data, time-of-day effects could be
analyzed. Interestingly, performance on the morning
simulations did not differ from that in the evenings, with
difficulty balanced, even though subjective fatigue
measures were higher during the evening simulation.

Benadryl degraded performance on cognitive skills and
abilities as measured by the AWACS-PAB, especially
on the first day of Benadryl administration, day 3
(Nesthus, Schiflett, Eddy, Whitmore, in preparation).
Six of the tests, eight of the dependent measures,
showed either a significant drug and/or drug-by-day
effect. For example, Figure 3 shows an increase in
errors in the Benadryl group on the Dichotic Listening
test. Figure 4 shows that the Benadryl group found
fewer word solutions on medicated days than the other
groups who improved their performance on their
treatment days. In addition, the Benadryl subjects
subjective assessment of fatigue was greater on day 3.
Seldane had no effect on performance as measured
by these tests.
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Figure 3. Antihistamine efiects on dichotic listening.
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Figure 4. Antihistamine effects on the accuracy of the
first solution in the Numbers and Words test.

FUTURE DIRECTIONS FOR THE AWACS DATA

The next step in data analysis involves developing rules
for assigning individual WD responsibility within each
scenario. These rules or definitions of areas of
responsibility follow from the WDs training and practice.
Once developed, each individual's role in "winning the
war" can be assessed. This will include how well a WD
controls his or her own area of responsibility (AOR),
how he or she assists others, and how he or she
requests assistance from the WD team. Through this
approach the team's performance can be understood
as a combination of individual efforts that either support
or block the attainment of team goals. After the
outcome measures of individual performance are
obtained, process measures on the WD tasks and
subtasks that produce the outcomes will be assessed.
These measures will assess how well the individuals
and teams accomplish such tasks as committing
interceptors to targets, passing information to pilots,
conducting intercepts, maintaining coverage of CAP
points, maintaining situational awareness, etc.

MEASUREMENT PROBLEMS IN COMPLEX TASKS

To answer the question of why outcome measures of
a system or team are degraded or improved, one must
plunge into task analysis and modelling. Once good
models of WD and team processes are established,
objective measures of those processes can be
evaluated against criterion individual and team outcome
measures. Currently programmers and researchers in
the AESOP laboratory are reviewing individual outcome
measures and decomposing WD tasks and processes.



Several problems arise in attempting to objectively
measure complex processes. For example, the
beginning and ending of a task or process may not
have well defined criteria or may cross media
boundaries. We have often found that we can start
with something concrete in the process, such as a
switch action, and then work forward and backward
for the start and end of the process. Sometimes this
involves locating the switch action in the data file,
obtaining the time stamp, using the time stamp to
search through a file of transcribed utterances, and
finally locating the initiating and/or ending event. This
is a labor intensive process, but has the potential of
being automated in the future with a text parser.

Ancther problem that arises involves simultaneous or
overlapping tasks. ldentifying when this happens and
analyzing the single and dual tasks separately is one
solution. If the same tasks overlap frequently and one
task has a low priority, it may be possible to use the
low priority task as an embedded secondary task to
assess reserve capacity. Important tasks and
processes that occur infrequently can provide highly
variable latencies. If these tasks and processes have
similar effects on the WD's behavior it may be possible
to collapse the latencies of several treating them as a
group. Often one task will interrupt another. This is an
opportunity to verify the subject’s prioritization of these
tasks and if enough data exits, a confusability matrix
can be generated.

LESSONS LEARNED FOR SPACE OPERATIONS

Because of the needs mentioned at the beginning of
the paper, greater emphasis will be placed on
understanding the effects of individual components on
the performance of a complex system. This in turn
calls out for the conduct of experiments with integrated
payloads and performance measures to answer
guestions from multiple perspectives. As researchers,
we must meet these needs by developing methods to
assess performance in complex tasks. Our research on
AWACS WDs has demonstrated that errors, failures,
breakdowns in procedures, and systems may not show
up unless the system is stressed. Researchers in
space operations must continually search for system
stressors that are realistic and appropriate to test a
system’s performance and its components. In this
regard, statistical designs with repeated measures will
be necessary to reduce variability, thereby requiring
sophisticated ways of preventing subjects from
anticipating events in repeated scenarios.
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ABSTRACT

The Aircrew Evaluation Sustained Operations
Performance (AESOP) facility at Brooks AFB, Texas,
combines the realism of an operational environment with
the control of a research laboratory. In recent studies
we collected extensive data from Airborne Warning and
Control Systems (AWACS) Weapons Directors subjected
to low and high workload Defensive Counter Air
scenarios. A critical and complex task in this
environmentinvolves committing a friendly fighter against
a hostile fighter. Structured Analysis and Design
techniques and computer modeling systems have been
applied to this task as tools for analyzing subject
performance and workload. This technology is being
transferred to the Man-Systems Division of NASA/JSC
for application to complex mission-related tasks, such as
manipulating the shuttle grappler arm.

INTRODUCTION

Structured analysis and modeling are not new tools.
They have been used for many years as aids in defining
and analyzing systems, projects, products, and
concepts. This paper discusses one application of these
tools to a highly complex Air Force operational task, and
the transfer of this technology to the Man-Systems
Division of NASA.

Modeling focuses our attention on the processes and
relationships of a system. It allows us both to describe
a system as it is and to predict system behavior when
conditions or constraints are altered. The accuracy of
the prediction depends on the complexity of the question
and the detail and validity of the model. Although often
thought of as a research method, computer modeling is
used in many forms: financial systems are modeled with
spreadsheets; projects are modeled with program
management software; motion is modeled with
specialized graphics systems. Research models use
specialized programs to explore neural
function,communications, strategies and tactics, human
performance, and task loading. These are only a few of
the multitude of applications.

Mathieu A. Dalrymple

Systems Research Laboratories, inc.
P.O. Box 35482

Brooks Air Force Base, Texas 78235

Creating a model is a simple concept but a demanding
process. Using input from experts, the system being
modeled must be broken down into detailed steps or
processes, the relationships between the steps must be
clearly defined, and the parameters that affect each
process or relationship must be determined. The model
is strengthened, verified, and validated by testing the real
world system under a variety of conditions and
comparing the data with the model's results. This
iterative procedure continues until the model reaches a
level of description and prediction that meets the
demands of the research.

Structured analysis is a formalized process for
developing the detailed information required to build the
model. As a process, it is accomplished when any
model is built, whether it is done formally or not. For
simple systems modeis can be adequately defined with
less rigorous methods. Complex tasks, on the other
hand, benefit from a more structured technique that aids
the analysis. Structured Analysis and Design Technique
(SADT) [Marca and McGowan, 1988] is a widely
recognized implementation of this concept. Originally a
paper and pencil exercise, it is now appearing in
software tools that provide basic consistency checks,
easy modification, and presentation output. The basic
building block of SADT is a box containing a descriptor
of an event or process. This event has inputs, outputs,
controls, and resources or mechanisms (Figure 1).

(controls)
—>
(inputs) Event (outputs)
— s

||

(resources/mechanisms)

Figure 1



These blocks are linked together hierarchically in
increasing detail until the model is sufficiently described.
Structured analysis:

+ improves system definition.

+ improves problem understanding.

+ improves user/developer communication.
+ impacts system design.

+ smooths transition from analysis to design.

Technical develcpments in computer hardware and
software have supported attempts to marry these two
tools into a single integrated package of analysis and
modeling. As separate tools, the information entered
into the structured analysis program has to be re-
entered into the modeling software. To overcome this
duplication of effort, software engineers are developing
integrated systems that automatically port the structured
information into selected modeling systems.

AIR FORCE APPLICATION

The Aircrew Evaluation Sustained Operations
Performance (AESOP) facility is located in the Sustained
Operations Branch of the Crew Technology Division at
Brooks Air Force Base, San Antonio, Texas. It is a
research facility dedicated to the following goals:

+ Develop and apply individual and team
performance measures to evaluate crew
interactions under sustained operations.

+ Develop and integrate tools to support research
and development.

+ Transfer technology to
environments.

operational

During 1989 the Air Force conducted a study in AESOP
using 12 teams of Airborne Warning and Control
Systems (AWACS) Weapons Directors (WDs). WDs
provide control for Air Forces in their area of
responsibility, committing friendly aircraft to missions
such as: identification of unknown aircraft; engagement
of hostile aircraft; search and rescue operations; mid-air
refueling; and escort. Their operational environment is
a complex combination of tactics and strategy, decision-
making, and communication.

Each team of three WDs was subjected to three high
workload and three low workload defensive counter air
scenarios, each lasting three and one-half hours.
Among the collected operational data were: switch
actions, key presses, communication channel usage,
audio traffic, microphone activations, target locations,
and mission critical events. Video tapes captured non-
verbal, non-console subject interaction. In addition to

operational measures, a battery of individual
performance tests, surveys, and questionnaires was
given throughout the course of the study. The resulting
data is being continually analyzed to develop and test
individual and team performance measures directly
related to operational tasks.

Part of the ongoing development of tools to assist in this
research involved selecting a complex WD task for
structured analysis and modeling. The purpose was to
evaluate several software systems while determining the
applicability of the tools to our environment. The data
from real subjects provided a testbed for the validity of
the model.

Committing a friendly fighter to a mission against a
potentially hostile, or known hostile, target is a primary
WD task. The first two levels of the SADT analysis,
created using Idefine (Wizdom Systems, Inc.), are shown
below (Figures 2,3)
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At the top level (Figure 2) we define the broadest
description of the task. Targets on the computerized
radar screen are the INPUTS to the task. The WDs and
their team strategy are MECHANISMS for completing the
task. The Air Tasking Order (ATO), tactics, and
assigned resources are the CONTROLS
{CONSTRAINTS) on conducting the task. When the task
is complete the possible OUTPUTS include a target
being out of Area Of Responsibility, a scramble /airborne
order requesting additional resources, a commit of
existing resources to an intercept mission, or committing
to some other mission such as search and rescue or
escort. The next part of the hierarchy (Figure 3) divides
this broad analysis into the next level of detail.

This level has the same overall inputs, controls,
mechanisms, and outputs; but the task is now
subdivided into identifying targets, sorting threats, sorting
friendlies, and committing to a mission. These tasks are
connected functionally with outputs becoming inputs or
controls to other steps as necessary. Each of these

boxes is then subdivided in the same manner at the next
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level of the hierarchy, and so on until reaching the
required depth of detail.

The finest level of detail is entered into the modeling
software. Time to completion, probability of a particular
path, and other selected parameters are defined for
each task to complete the definition of the model.
Figure 4 is a typical output, graphing the frequency
distribution of time required to complete the commit task.

Commit Activity Execution Time Frequency Distribution

Figure 4

The average completion time is around 37 seconds,
which matches well the average time collected in actual
scenarios. Changes in the model result in predictable
shifts in this average time. However several aspects of
the performance of real WDs are not accounted for by
the current model. The model tends to have much less
variation than human operators. It also does not
account well for very slow or very fast times, which may
be due to inattention, fatigue, anticipation, distraction, or
other external causes. Finally it does not partition
realistically between component phases of the overall
task, such as a decision phase where the WD is

453

deciding what to do, and the action phase where
switches and keys are pressed and information is
communicated. Our experience suggests that the
accuracy required to adequately describe and predict
real world behavior will demand that these aspects be
accounted for. To do so will require models that provide
true parallel processing and accept aigorithms for
dynamics such as fatigue, anticipation, and distraction.

TECHNOLOGY TRANSFER

Working under the guidelines of a memorandum of
understanding, the Sustained Operations Branch is
working with the Crew Interface Analysis Section of the
Man Systems Division at NASA/Johnson Space Center
to integrate these tools into the space operations and
research environment. The first task to be analyzed and
modeled by NASA is the operation of the Remote
Manipulator System at both normal and reduced gravity.

NCLUSION

The application of these tools to both Air Force and
NASA operational tasks has emphasized their usefulness
in defining and understanding complex systems. Future
use of structured analysis and modeling in the AESOP
will aid in:

+ Determining critical performance elements in
complex tasks.

+ Predicting performance effects of fatigue,
decision aids, and drugs.

+ Defining and testing new training strategies.

+ Developing meaningful individual and team
performance measures.
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ABSTRACT

Recent experiments (NASA/MSD, 1991) which
addressed Space Station remote manipulation
tasks have found that tactile force feedback
(reflecting forces and torques encountered at
the end-effector through the manipulator hand
controller) does not improve performance
significantly.  Subjective responses from
astronaut and non-astronaut test subjects
indicated that force information, provided
visually, could be useful. No research exists
which specifically investigates methods of
presenting force-torque information visually.
This experiment was designed to evaluate seven
different visual force-torque displays which
were found in an informal telephone survey.
The displays were prototyped in the HyperCard
programming environment. In a within-
subjects experiment, fourteen subjects nullified
forces and torques presented statically, using
response buttons located at the bottom of the
screen. Dependent measures included
questionnaire data, errors, and. response time.
Subjective data generally demonstrate that
subjects rated variations of pseudo-perspective
displays consistently better than bar graph and
digital displays. Subjects commented that the
bar graph and digital displays could be used,
but were not compatible with using hand
controllers. Quantitative data show similar
trends to the subjective data, except that the bar
graph and digital displays both provided good
performance, perhaps due to the mapping of
response buttons to display elements. Results
indicate that for this set of displays, the pseudo-
perspective displays generally represent a more
intuitive format for presenting force-torque
information.
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INTRODUCTION

Space Station Freedom will employ multiple
telerobotic systems in its assembly and
maintenance. These systems will have the
capability to provide information back to the
operator concerning the forces and torques
encountered at the end effector (force
feedback). Recent experiments at NASA’s
Johnson Space Center (JSC) (NASA/MSD,
1991) have found that for Space Station tasks,
tactile force feedback provided through the
manipulator hand controller (force reflection)
does not improve performance significantly.
However, qualitative responses from astronaut
and experienced non-astronaut subjects indicate
that force information can be useful. Force
feedback can be provided via the visual
modality (Hannaford, Wood, Guggisberg,
McAffee, and Zak, 1989; Molino, Farbry,
Langley, and Fisher, 1990) as well as the tactile
modality (Hannaford, et al., 1989; Garcia,
Chapel, and Spofford, 1990).

Bar graphs have been investigated as a means of
presenting force-torque information visually
(Bejczy & Paine, 1978; Bejczy & Dotson, 1982;
Bejczy, Dotson, Brown, & Lewis, 1982;
Molino, et al., 1990). Bejczy, et al., (1982b)
found that the visual display aided the operators
in performing a payload berthing task,
especially in the terminal phase of berthing.
Subjects in Molino, et al., (1990) commented
that bar graphs were useful in situations in
which the manipulator was bound up due to
excessive contact forces. A pseudo-perspective
graphic display of force-torque information
(Figure 1, Display 1) was developed at the Jet
Propulsion Laboratory (JPL). In this study,
Corker, Bejczy and Rappaport (1986) found
that the use of this display reduced the force
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Figure 1. The seven displays investigated, each configured with equivalent forces
in X, Z, Yaw, and Roll.
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applied to payloads in a Remote Manipulator
System (RMS) berthing task by 30-50% over
the same task performed without the display. In
a related study, Hannaford, et al., (1989) had
one subject perform three different tasks using
the JPL display and found that the visual display
provided better performance than no feedback,
but worse than tactile force feedback. In all of
the visual force-feedback research previously
conducted, none exists which directly
investigates the best method of presenting
force-torque information visually. Therefore, a
need existed for an evaluation of this type.

An informal telephone survey was conducted to
determine if there were displays that have been
developed outside of JPL. Contacts were made
with NASA personnel, universities, the nuclear
industry, and aerospace contractors. Two
alternative displays were found, one developed
at Langley Research Center (Figure 1, Display
4) and a second (Figure 1, Display 5) developed
within the Automation and Robotics Division at
JSC. Two other displays (Figure 1, Displays 2
and 3) were developed by the Remote Operator
Interaction Laboratory (ROIL) at JSC and are
essentially variations of the JPL display.
Display 6 is a generic bar graph display and
Display 7 is a generic digital display included as
a baseline.

This experiment was designed to evaluate the
displays found in the survey in a controlled
environment. The results may also be used to
make modifications to the prototype displays
and/or suggest guidelines for the display of
force-torque information.

METHOD
Subjects/Experimental Design

Two groups of seven subjects participated. The
first group consisted of volunteers from the
Man Systems Division at JSC, all of whom had
experience using a remote manipulator with 2 x
3 degree-of-freedom (DOF) hand controllers
(separate controllers for rotation and
translation, which are baselined for Space
Station Freedom). The second group consisted
of volunteers from JSC who had experience
with the shuttle RMS simulator. While both
groups had experience with remote
manipulation, the Man Systems group was more

experienced in human factors aspects of display
design and the second group had more
experience with operational concerns of using a
remote manipulator.

Group (2), display (7), and number of axes
with forces displayed (6) served as independent
variables. Display and number of axes having
force were within-subjects variables and group
was a between subjects variable. The number
of axes displaying force was controlled such
that each display had four trials in which all six
axes displayed forces, four trials with five axes
of force, etc. Dependent measures included
completion time, errors, and subjective data
collected through questionnaires given after
each display and at the completion of the
experiment.

Apparatus

The experiment was conducted in the ROIL at
JSC, using a Macintosh IIfx computer in the
HyperCard programming environment. Both
completion time and error data were collected
by the program. The seven displays
investigated are illustrated in Figure 1.

Procedure

The subject’s task was to nullify the forces and
torques presented by each display. This was
accomplished via a set of buttons at the bottom
of the screen which enabled the subject to
manipulate the display in both positive and
negative directions for each of the six axes (X,
Y, Z, Pitch, Yaw, and Roll). If, for instance, a
force was displayed in the positive X direction,
the subject had to use the mouse and click the
negative X button to eliminate the force. Each
subject received 30 trials with each of the seven
displays, with the order of display presentation
being counterbalanced across subjects. The
first six trials were practice trials which
allowed subjects to become familiar with the
operation of a display. After completion of 30
trials with a display, the subject filled out a
questionnaire which addressed certain aspects of
how well the display allowed the subject to
detect the presence and monitor the changes of
the displayed information, in addition to how
well the display could be used with a set of 2 x
3 DOF hand controllers. After the subjects
completed all seven displays, they were given a
final questionnaire which allowed them to rate
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the displays after having seen each one. For
both types of questionnaires, subjects were
encouraged to rate the displays based on strictly
the concept behind the displays (how intuitive
they were for presenting force-torque
information), and not how well the displays
worked with the response buttons nor how
smoothly the displays moved on the screen.

RESULTS

Analyses of variance (ANOVA) were
performed on both the quantitative data and the
mean ratings from each question of the
questionnaires. In addition, Tukey’s test of
paired comparisons was run with each ANOVA
to determine differences among displays and
groups. Data from the two groups of subjects
showed no significant differences between the
groups, either for the final questionnaire or
post-display questionnaire data. In addition, no
significant differences between the groups were
found for either errors or completion time.
Therefore, the data for the two groups were
pooled and analyzed as one group of fourteen
subjects. Also, data from the post-display
questionnaires were very similar to the data
from the final questionnaire and will not be
presented here.

Subjective Data

Final questionnaire data were collected using
seven-point scales (1 corresponding to
“completely acceptable”, 7 corresponding to
“completely unacceptable”). For question I,
which involved how acceptable the displays
were for presenting forces in X, Y and Z, there
was a significant main effect of display,
F(6,78)=11.78, p<.001. The test of paired
comparisons showed that Display 5 was rated
significantly worse than all other displays, with
Display 7 rating significantly worse than
Display 3. Displays 1, 2, 3, 4, and 6 did not
show any significant differences among each
other. The main effect of display was also
significant for question 2, F(6,78)=13.36,
p<.001, which concerned the acceptability of
the displays for presenting torques in Pitch,
Yaw, and Roll. The test of paired comparisons
showed the same differences as for question 1,
except that Display 7 was rated significantly
different than Display 2 instead of Display 3.
Question 3 asked how compatible the displays
were with using 2 x 3 DOF hand controllers.

Again, a significant main effect of display was
found, F(6,78)=28.32, p<.001. Displays 5, 6,
and 7 all were found to rate significantly worse
than Displays 1 through 4 in the test of paired
comparison. Displays 5, 6, and 7 were not
significantly different than each other. Finally,
question 4, which involved how acceptable the
displays were overall, demonstrated a
significant main effect of display,
F(6,78)=13.71, p<.001. The only difference in
the test of paired comparisons showed Display 5
to be rated significantly worse than all other
displays. Data from the final questionnaire are
presented in Figure 2.

Quantitative Data

The main effect of display was significant for
completion time (F(6,108) = 13.22, p<.001).

Completely 7
Unacceptable

6 4
54,

Borderline 44
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Completely 1
Acceptable 153 3 4 5
Display
Figure 2. Mean ratings for each display by
question.

The test of paired comparisons showed that
Display 5 was significantly slower than every
other display, while Display 4 was significantly
slower than Displays 6, 7, and 2. Completion
time data are shown in Figure 3.
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Completion time per trial (secs)

1 2 3 4 5 6
Display

Figure 3. Mean completion times.
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Three types of errors were recorded.
Overshoot errors occurred when a subject, in
eliminating a force or torque, went past zero
and caused a force in the opposite direction.
Reversal errors were scored when a subject
applied more force instead of eliminating force.
Confusion errors resulted when a subject
attempted to zero-out a force that was already
zero. For all three types of errors, the main
effect of display was significant (overshoot
errors, F(6,108) = 7.69, p<.001; reversal
errors, F(6,108) = 6.08, p<.001; confusion
errors, F(6,108) = 5.34, p<.001). Analysis of
paired comparisons showed that Display 5 had
significantly more overshoot errors than all
other displays, and the remaining displays were
not different than one another. For reversal
errors, Display 5 had significantly more errors
than all other displays, and Display 4 had
significantly more errors than Display 7.
Display S had significantly more confusion
errors for all other displays as well, with
Display 1 having significantly more errors than
Display 6. Error data are shown in Figure 4.
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(5 Confusion
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o ~
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0.25

0.00
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Figure 4. Mean overshoot, reversal, and
confusion errors for each display.

DISCUSSION

Results from the final questionnaire can be
broken down into two sections. Three of the
four questions (1, 2 and 4) in the final
questionnaire showed very similar relationships
between the displays. For these questions,
Displays 1 through 4 rated slightly better than
Displays 6 and 7, with Display S being rated
worst. However, for the question which asked
about the compatibility of the displays with 2 x
3 DOF hand controllers (question 3), Displays 6
and 7 had similar ratings to Display 5, all of
which were rated much worse than Displays 1
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through 4. These poor ratings for Displays 6
and 7 were not unexpected, as there is no
relationship between the elements of the
displays and the spatial nature of force and
torque information. Comments by subjects
indicated that the method used by Display 5 of
presenting torques, especially Roll, was not
intuitive. In addition, when more than 3 forces
or torques were displayed simultaneously, the
intersecting lines created confusion as to which
axes had forces. This situation caused several
subjects to adopt a trial and error approach in
identifying the displayed forces. A trial and
error approach to relieving forces in an actual
manipulation task, where highly expensive and
delicate equipment is involved, is not a
preferred strategy to adopt.

The results from the quantitative data differ
from the subjective data mainly in the
performance provided by Displays 6 and 7.
Both displays had very few errors and
generally faster completion times than all other
displays. Their superior performance might be
a result of an advantageous mapping of the
display elements onto the response buttons. For
both displays, the axes were presented from left
to right on the screen as X, Y, Z, Pitch, Yaw,
Roll, in the same order as the response buttons
at the bottom of the screen. Due to the
simplicity of the task, the number of errors
committed was very low, generally less than
one error per trial. It is interesting to note that
overshoot errors followed the same pattern of
results as the rest of the data, even though the
occurrence of these errors was largely tied to
how smoothly the displayed elements moved on
the screen,

Display 5 consistently provided the poorest
performance across all dependent measures.
Display 4, was generally next-poorest to
Display 5 with respect to the quantitative data.
Display 4, however, was rated highly in both
the post-display and final questionnaires.
Subjects commented that this display was very
intuitive in presenting torque information and
was compatible with using 2x3 DOF hand
controllers.

Displays 1, 2, and 3 had similar formats and
produced similar ratings. Displays 2 and 3
however, generally rated slightly better due to
their more intuitive methods of representing
torques, as some subjects reported confusion



between the Yaw and Roll axes on Display 1.
Several subjects commented that the torque
information on Display 3 mapped very well
onto movement of a hand controller. For all
three displays a large number of subjects
commented that the location where the three
force axes intersect needs some kind of graphic
which would help in differentiating small
forces.

CONCLUSIONS

Among these seven displays, Displays 1 through
4 seem to represent the most intuitive formats
for presenting force-torque information. The
results indicate that the “standard” or most
widely known display, the JPL display (Display
1), may be improved upon significantly by
simply modifying how torque information is
presented. Display 4 represents a completely
different method of presenting the information,
and further testing in a more realistic task
environment is needed to clarify the differences
and make recommendations for display
selection. The task utilized here did not involve
a working manipulator or hand controllers, and
the displays were essentially presented statically.

A second experiment is planned in which the
top candidate displays identified in this study
are incorporated into a working robotic system,
with a 6 DOF manipulator and a set of 2 x 3
DOF hand controllers, to perform a task in
which forces and torques must be observed and
controlled. The selection of a display format
may depend on other considerations such as
screen space and computing power available.
Both the use of color and auditory cues were
not addressed by this study, as they may be
added to any of these displays in a similar
fashion.
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ABSTRACT

Nine commercial airline pilots served as test subjects in a study
to compare acceleration control with pulse control in simulated
spacecraft docking maneuvers. Simulated remote dockings of
an orbital maneuvering vehicle (OMYV) to a space station were
initiated from 50, 100, and 150 meters along the station’s -V-
bar (minus velocity vector). All unsuccessful missions were
reflown. Five-way mixed analyses of variance (ANOVA)
with one between factor, first mode, and four within factors,
mode, block, range, and trial were performed on the data.
Recorded performance measures included mission duration,
and fuel consumption along each of the three coordinate axes.
Mission duration was lower with pulse mode while delta V
(fuel consumption) was lower with acceleration mode.
Subjects used more fuel to travel faster with pulse mode than
with acceleration mode. Mission duration, delta V, X delta V,
Y delta V, and Z delta V all increased with range. Subjects
commanded the OMYV to “fly” at faster rates from further
distances. These higher average velocities were paid for with
increased fuel consumption. Asymmetrical transfer was found
in that the mode transitions could not be predicted solely from
the mission duration main effect. More testing is advised to
understand the manual control aspects of spaceflight
maneuvers better.

INTRODUCTION

Historically, in the design of large and complex systems such
as aircraft, automobiles, and nuclear power plants, designers
typically ignored human factors considerations or left them
until too late in the design process to be useful. Controls and
displays located outside reach and sight envelopes,
inappropriate automation, and operating procedures designed
without concern for man-in-the-loop considerations have
plagued various industries and led to the loss of many lives,
vehicles, and other equipment. These accidents are highly
visible in the aviation industry where two-thirds of the
commercial aviation incidents and almost 90% of the general

caused or influenced by human error. !

The Federal Aviation Administration (FAA), National
Aeronautics and Space Administration (NASA), Department of
Defense {DOD), and the major airline manufacturers are
actively involved with investigating the human factors
environment of aircraft to identify the means to reduce the
likelihood of human error. “At first sight, it is a strange

Stephen R. Ellis
NASA Ames Research Center
MS 262-2
Moffett Field, CA. 94035-1000

professional link between the aerospace design engineer and
the psychologist. Yet, since the days of the Wright brothers,
there has always been a need for designers to take human
factors into consideration to ensure the efficiency of any flying
machine.” 2 Two particular concerns are automation and crew
coordination and their relationships with flight procedures.

While spaceflight does not put millions of civilians at risk
every day, every minor incident receives tremendous attention
by the media and the public. On-orbit flight activities put
lives, missions, and billions of dollars of hardware in
jeopardy. Current and future research into the manual control
aspects of orbital flight will have tremendous payoffs in
safety, reliability, efficiency, and productivity as space traffic
increases in the upcoming Space Station Freedom era.

Spacecraft docking will be a commonplace activity in the era of
the space station. Shuttle orbiters, orbital maneuvering
vehicles (OMV) (or equivalent), and orbital transfer vehicles
(OTV) will be docking to the station. Vehicles will dock with
satellites as well to return them to the station. Further into the
future, vehicles will be docking in orbit around Mars, in lunar
orbit, and on return to Earth orbit. Space Station Freedom will
be used as a staging area for assembling and verifying
spacecraft en route to the moon and Mars. It will also be used
as a repair shop for satellites and a platform for experiments
and equipment. These activities will increase the docking
traffic at the station further justifying current research agendas.
Current state-of-the-art computer graphics has improved real-
time simulation and intensive and comprehensive human
factors investigations with which researchers can study and
better understand these activities.

Very little research describing human factors implications of
spacecraft docking operations has been documented in the
twenty-five years since the first spacecraft docking. 3-20
Parameters of flight such as approach and impact velocities,
braking gates, and control modes must be examined to
uncover fundamental human factors capabilities and
shortcomings with regard to piloting spacecraft. Results from
these studies will assist in expanding the operational flight
envelope, and increasing safety and productivity. This study
represents another in a series of experiments designed to
accumulate a comprehensive database describing the manual
control aspects of orbital flight.

This paper is a modification of American Institute of Aeronautics and Astronautics paper 91-0787 presented at the

Aerospace Sciences Meeting, Reno, NV, January 1991.



Practical exploration by man of the nearest regions of
space has already developed its own history which
consists of separately distinguishable stages. During
the first stage, mankind’s curiosity concentrated mainly
on the technical possibilities of overcoming Earth’s
gravity. During the next stage, the main focus of study
centered on the survival of living organisms, including
humans, in space using technical devices. The present
stage primarily involves mankind’s active work during
prolonged spaceflights. Hence, in the short history of
astronautics and cosmonautics, the centre of interest
has been shifting away from the engineering sciences
towards the biological, medical, and psychological

sciences. 21 (p. 352)

Along with the psychological studies related to stress and
workload are studies concerned with manual control and other
areas in the general category of human factors. On Space
Station Freedom, crewmembers will be remotely operating
vehicles, robots, and experiments subject to the peculiarities of
zero-g, orbital mechanics, temperature extremes, and hard
vacuum. Current research geared toward uncovering and
exploring performance aspects of this environment could have
large payoffs in the future.

The importance of manual control aspects of spaceflight
operations, such as rendezvous and docking, was recognized
early in the United States space program. After only three
manned flights in the Mercury Program, the Technical
Director, Behavioral Sciences Laboratory, Aerospace Medical
Research Laboratories, Wright-Patterson AFB concluded “that
men can contribute greatly to the successful accomplishment of
many types of space missions. . . . the Mercury astronauts
were able to manually compensate [sic] for equipment
malfunctions and thereby complete missions which otherwise
would have failed or terminated prematurely.” 22 (p.79) As
Gemini XII and Apollo XI astronaut Buzz Aldrin explains,
“Manned orbital rendezvous was a vital field, because any way
you cut it, if we were going to assemble large interplanetary
spacecraft, we'd have to master the techniques of space
rendezvous—bringing two or more separately launched
spacecraft together in orbit. With computers we could reduce
the blizzard of spherical geometry and calculus equations
down to automated rendezvous procedures. But I'd seen
enough autopilots malfunction during my flying career to
realize that the spacecraft NASA planned to use for Earth
orbital lunar spaceflight would need some kind of manual

backup.” 23

The Soviets also value the flexibility that manual control
allows in “the capabilities of man to see three dimensions and
to evaluate the situation better than a machine for flight
conditions that have not been provided for by the program.”
15 (p. 804) Gemini X and Apollo XI astronaut Michael
Collins advocates manual control as follows, “was this not a
noble cause, to build an autonomous capability, to allow a
manned spacecraft to roam free of ground control, to compute
its own maneuvers? Was not the very name of the game, in
manned space flight, to put the pilots in control?” 24 (p. 169)
Further justification for manual control may be found in the
airline industry where “pilots still manually fly even the most
highly automated aircraft, if only to maintain their flying skills

in the case that they are called on if the automatics fail.” L (pp.
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293-4)

While automation is and will continue to be an important

aspect of manned space flight,
It is unlikely that the pilot will be eliminated, any more
than will the operator of a nuclear power plant. Our
society believes that humans should have ultimate
responsibility for control of complex systems even if
inserting the human degrades overall system
performance most of the time. The human is still the
ultimate back-up system. While machines that are
overloaded fail abruptly, people degrade gracefully
under excessive levels of workload. Thus it seems
prudent to include human operators, even if only as the
sub-system of last resort that can “pull the plug.”
Furthermore, there are also strong political forces to
keep humans employed. 25 (p. 183)

The development
of rendezvous and docking procedures arose in the
evolution of the U.S. space program once the initial
exploratory phase (Mercury) had been successfully
completed and missions became more ambitious. In
the United States, the Gemini program was used to
acquire these techniques and develop these
technologies, and to give astronauts the practice they
needed to get to the moon. Orbital rendezvous
procedures were performed as the various Gemini craft
tracked and approached their respective rendezvous
targets. Gemini demonstrated that “precise flight-crew
responses during orbital flight is [sic] critically
dependent upon the fidelity of the simulation training

received prior to flight” 25 (-1 3. 11).

While simulators were, and are, used extensively for
procedure development and training, evidence of their use in
human factors studies is virtually non-existent in the literature.
Presumably, with the rush to get men to the moon and back
before the end of the decade, time, money, and effort spent on
such studies was not justifiable. With only 12 operational
dockings in the Apollo program, three in Skylab, and one for
the Apollo-Soyuz Test Project (ASTP), productivity benefits
would not have been realized with the low economies of scale
of 16 dockings over 10 years. By the end of the 1990s, space
shuttle orbiters will be bringing crew and equipment to Space
Station Freedom. By 2010, components of lunar bases and
spacecraft will be brought to the station for checkout and
assembly. Sorties will be made to investigate and repair
satellites and other payloads. A small investment now geared
toward a better understanding of manual control aspects of
piloting docking maneuvers and other space operations could
yield large payoffs in the future in terms of safety, reliability,
productivity, and launch costs.

Another justification for the current interest in manual control
aspects of spacecraft docking operations concerns the
differences in on-board sensors and instrumentation between
previous Apollo missions and future spacecraft dockings to the
station. As Buzz Aldrin recalls the docking after ascent from



the lunar surface, “Our radar and the computers on the two
spacecraft searched for each other and then locked on and
communicated in a soundless digital exchange.” 23 Current
plans for Space Station Freedom omit this communication
capability as well as a laser rangefinder that was proposed
earlier. The rendezvous radar on the space shuttle is limited by
a minimum operational range of 80 feet. 27 TIronically,
rendezvous and docking operations will be harder to perform
twenty years from now than they were twently years ago
because of reduced instrumentation and a paucity of
information presented to the pilots.

In addition to discovering approach velocities, braking gates,
control modes and other flight procedures that will increase
safety, efficiency, and productivity, and decrease fuel use,
research into the manual control aspects of space operations
such as docking maneuvers has hardware implications. For
example, there is a tradeoff between the mass of a space
station or satellite docking fixture and the amount (mass) of
fuel that will be consumed by a vehicle docking with it.
(Although current planning has vehicles berthing with the
station via a manipulator arm, rather than docking, this
tradeoff may be appropriate for satellite dockings.) Increased
strength is paid for with an increase in docking fixture mass.
More fuel is needed to control impact velocity when docking
with a delicate structure than with a more massive, stronger
one. Since launch costs are directly proportional to launch
mass, hardware designers are incessantly endeavoring to
reduce mass. However, over an operational lifetime,
operational costs may be elevated as a result of the increased
fuel consumption necessary to dock with a lighter, more
fragile target. Human factors studies can produce data
concerning the fuel mass/approach velocity tradeoff. Flight
simulator experiments can be conducted to analyze
quantitatively the effect that impact velocity has on fuel
consumption. In this way, the lifetime operational costs can
be better understood and long-term benefits will not be
sacrificed for short-term gains.

From the Gemini program, there is a historic example of
uncertainties in fuel consumption requirements. Ratios of
actual fuel consumption to theoretically minimum fuel
consumption values varied from 1.52 to 4.28 for the ten
rendezvous operations. 24 Clearly, mission planners need to
have a better idea of this ratio in order to allocate supplies for
any given mission correctly. Research into the manual control
aspects of rendezvous maneuvers will help reduce both the
absolute value and the variance of the actual/theoretical fuel
consumption ratio.

Additionally, a comprehensive study of the impact velocity
effect on fuel consumption will also yield the effect on mission
duration. In the future, the desire to dock during orbital
daylight, an increase in space traffic, and other constraints will
make time management almost as important as fuel
management. In January 1990, the Long Duration Exposure
Facility (LDEF) was within weeks of tumbling out of control
and deorbiting when the space shuttle crew rescued it. This is
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one example where time may be very important and a full
understanding of the performance envelope for piloting may be
necessary for the success of the mission. Studies can be
performed to assess the impact of docking port location,
number, and design on time and fuel consumption. In short, a
comprehensive and extensive study of manual control aspects
of spaceflight can produce many long-term savings of time,
fuel, and launch costs while increasing safety and reliability.
This is currently a timely research agenda to which greater
resources and attention are owed.

BACKGROUND

The first spacecraft docking occurred in March 1966 during
the Gemini 8 flight of Dave Scott and Neil Armstrong.
Ammstrong piloted the docking to the Agena target vehicle. “It
was also 100 percent manually flown, not unlike mid-air
refueling of airplanes, and it made us pilots feel good 10 hear
Neil report that it had been easy, with no surprises.” 24 (p.
180) One half hour after docking, however, a malfunction in
the Gemini attitude control system led to uncontrolled
tumbling. Armstrong was able to null the motion until he
released the hand controller at which point the tumbling
restarted. To simplify the problem, he backed the Gemini
away from the Agena. This unfortunately aggravated the
situation and the rotation rate increased to 300 degrees per
second. He was ultimately able to recover control and stop the
tumbling solely through manual control of the reentry attitude
system. “The whole thing had lasted perhaps ten minutes, but
they were the hairiest ten minutes in the space program so far.”

24 (5. 182),

“Neil was far and away the most experienced test pilot among
the astronauts.” 24 (p. 317) His “Right Swuff” piloting skill
was also required during the Apollo XI landing when he
discovered that the designated landing location was too rough
to achieve a safe landing. He then resorted to manual piloting
to traverse the craters to a smoother spot. As Armstrong’s
crewmate Buzz Aldrin recalls,
At 500 feet, Neil was not satisfied with the landing
zone. He took over manual control from the computer,
slowing our descent from 20 feet per second to only
nine, and then at 300 feet, to a descent of only three
and a half feet per second. . . . Neil did not like what
he saw below.
Ultimately, of course, the landing was successful illustrating
the flexibility of manual back-up without which, the mission
most likely would have failed. As Gordo Cooper said after his
Faith 7 debriefing, “*. . . man is a pretty good backup system .
.23, Along with John Glenn’s piloting skill in flying the
reentry of his Friendship 7 mission when it was thought his
heat shield became dislodged, this incident helped to entrench
the importance of manual control in the NASA mindset.

Even in the commercial airline industry, where there is far
more collective piloting experience than in space, there is an
apprehension of automation. Pilots have been known to make
comments such as, “In some cases the forces driving



technology have caused the design of automated systems
which compromise the ability of the pilot to fulfill his
responsibilities for the safety of the airplane under his
command.” 28 (p. 155) Since all NASA pilots come from a
jet pilot heritage, comments such as these are relevant for the
space program as well.

On Gemini X, in July 1966, John Young “finds [docking] as
easy as Neil did on Gemini 8.” 24 (p. 211). Dockings were
also performed on Geminis XI, and XII in September and
November respectively. Apollos 9 and 10 practiced orbital
docking operations with the Apollo configuration in 1969.
(See 3 for a detailed description of Apollo rendezvous and
docking procedures.)

Despite the flexibility and resourcefulness that crewmembers
provide, it must be admitted that they also supply additional
means for malfunction and error.

CURRENT STUDY

Docking maneuvers have traditionally been simulated and
ultimately performed in a “pulse” control mode. That is,
thrusts of a prescribed magnitude (duration) were commanded
by deflection of a hand controller regardless of deflection angle
or duration. Subsequent burns were only possible after
release of the joystick to its rest position. NASA space shuttle
pilots and orbital maneuvering vehicle (OMV) pilots currently
are instructed to use pulse control presumably for fuel con-

sumption and safety reasons.27. 2

Nevertheless, all previous experimentation by the authors
involved acceleration control in which thruster commands
were sent for the duration of the deflection.3-8 This study
involved a forma! comparison between pulse control and
acceleration control to determine which is better for fuel
consumption, mission duration, safety, and other
considerations.

In the current study, the trials were organized in an APPA and
PAAP orders where A denotes a series of 18 simulated
dockings using acceleration control and P corresponds 1o a
series with pulse mode. Subjects who began with acceleration
mode, continued with two blocks of pulse mode before
returning to their final block with pulse mode (i.e., APPA).
Subjects beginning with pulse mode did the opposite (i.e.,
PAAP).

One of the intents of this format was to unearth any
asymmetrical transfer that may be present. Asymmetrical
ransfer would be evident if a control mode x order (mode x

first mode) effect were found.30 It specifically means the
effect of practice with one control mode on subsequent
performance with the other control mode is different for the
two possible sequences of activity (i.e., a PA sequence vs. an
AP sequence). This could occur, for example, if subjects who
began with pulse mode achieved lower mission duration
values when they later flew in acceleration mode than those
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who began with acceleration mode and followed with pulse
mode. Such a finding would be useful for identifying which
control mode to use for training as opposed to flight.
Additionally, a control mode x range interaction would
indicate which mode were better depending upon initial range
of the mission. Preliminary data indicated that learning might
be easier in pulse mode but better performance characteristics
are achieved with acceleration control. Asymmetric transfer
effects can also cloud comparison of control modes since the
subjects’ asymptotic performance may not be accurately
reflected by the experimental data.

METHOD

Nine commercial airline pilots served as paid test subjects in
this study. Pilots were used because of the expectation that the
manual control, attention, discipline, and intelligence skills
typically associated with flying would enable them to be
superior subjects. In purely subjective terms, however, they
performed no better than any other previous group of
simulated spacecraft pilots. For example, neither learning nor
performance was consistently better than previous groups of
subjects.

The study was performed in the Space Station Proximity
Operations Simulator at NASA Ames Research Center. This
facility simulated a proximity operations control room on a
space station. A PDP 11/60 computer in conjunction with an
Evans and Sutherland PS 1I picture system drove three
windows. These windows displayed a simulated view out the
-V-bar (negative velocity vector) of a space station in a 270
nautical mile circular orbit around the Earth. An accurate star
field was visible with representatives down to the fifth
magnitude.

A three-degree-of-freedom displacement hand controller was
used to command thruster firings on an orbital maneuvering
vehicle (OMV) remotely. Buttons on the hand controller were
used to control the thruster characteristics for each coordinate
axis independently. Thruster values were toggled among 1.0,
0.1, and 0.01 m/s. The subjects used a joystick-mounted
trigger to begin each trial.

A head-up display (HUD) containing flight data was
superimposed on the center window. Mission duration,
velocity increment, 3-axis range and rate, slant range and rate,

and thruster values were presented to the subjects.!8-20

Test subjects performed simulated docking maneuvers of an
OMV to a space station from three different ranges on the -V-
bar. Each subject used both control modes in blocks of 18
consisting of 3 ranges (50, 100, and 150 m) x 6 repetitions in
a latin squares configuration. Five subjects began with
acceleration control and 4 began with pulse control. A test
session consisted of two blocks with each control mode. The
blocks were arranged in an APPA or PAAP order. This
yielded a total of 72 trials for each subject. Experimentation
required about five hours per subject.



RESULTS

Five-way mixed analyses of variance (ANOVA) with one
between factor, first mode, and four within factors, mode,
block, range, and trial were performed on the data. All
statistically significant effects at the .05 level for the complete
data set are summarized in the following table. Trial refers to
consecutive presentations of identical experimental treatments.
Mode, range, and block are the same for a group of six trials.
Block distinguishes between both groups of 18 consecutive
trials with the same control mode. The blocks were designated
first half and second half.

Table I: Significant effects from ANOVA.

Dep. Var. Significant Factor(s) F D
Mission Mode 12.544  .0094
Duration Range 24.156 .0001
Trial 4.143 .0046
Mode * Block * 1st 5.835 .0464
Velocity Mode 6.431 .0389
increment Range 34.57 .0001
Block * range 5.792 0147
Mode * bl *r * tr * 1st 2,100  .0357
X Velocity  Block 7.118 .0321
increment Range 31.344  .0001
Trial 2.653 .0390
Block x range 5.864 .0141
Y Velocity First Mode 31.523  .0008
increment Range 6.861 .0084
Range * First Mode 6.721 .0090
Mode * Range * Trial 2.308 .0208
Mode *r* tr * 1st 2.287 .0219
Mode * bl * r * Trial 1.984 .0481
Mode * bl *r * t * Ist 2.018 .0441
Z Velocity Range 4.142 .0429
increment
X Rate Trial 2.759 .0334

Control mode produced statistically significant, but opposite,
effects on mission duration and Av. Mission duration was
lower with pulse mode while Av was lower with acceleration
mode. Subjects used more fuel to travel faster with pulse
mode than with acceleration mode. As in more mundane,
Earthbound, linear environments, greater velocities, leading to
reduced mission durations, are paid for with increased fuel
consumption. Although the subjects were trained to criterion,
further training could most likely be used to reduce mission
duration and/or fuel consumption levels. These results give
some indication of what the underlying tendencies are before
extensive training.

Mission duration, velocity increment, X velocity increment, Y
velocity increment, and Z velocity increment all increased with
range. Subjects commanded the OMYV to “fly™ at faster rates
from further distances. These higher average velocities were
paid for by increased fuel consumption.
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Z velocity increment, the cumulative total of thrusts used to
correct for orbital mechanics effects, increased with initial
range. This increase was due to the increase in mission
duration with range. More fuel was required to compensate
for the orbital mechanics effects when more time was given for
them to operate.

The most unusual range effect was the one reflected in Y Av.
The y-axis was the out-of-plane component. Since motion
along this axis is uncoupled from motion along the other two
axes, an object with zero y displacement with respect to a
target needs no attention. Although the trials in this study
were initialized so that no thrusts along the y-axis were
required, accidental commands were made from which
recoveries had to be made to achieve a successful docking.
Most likely, the longer mission durations associated with the
greater initial ranges provided the subjects with more time in
which to cause a y disturbance.

Although the subjects practiced to criterion before
experimentation, a practice effect in which subjects improve
with experience was still evidenced in the data. Mission
duration decreased with trial in a typical learning curve format.
Surprisingly, X velocity increment increased with experience.
This effect was most likely due to subjects becoming more
comfortable with the simulated docking maneuver and
consequently using more fuel to travel faster.

The X velocity increment data demonstrated a block effect
also. Fuel consumption along the x-axis was less in the
beginning of testing than in the end. Values from the first
eighteen trials with a mode were less than those from the
second half with means (SDs) of 7.7 (4.9), and 8.9 (6.1) m/s
for the first half and second half respectively. This effect was
similar to the trial effect with fuel consumption and velocity
increasing with experience. It shows the trend following ex-
perience not only within blocks as with the trial effect but also
between blocks as mentioned here.

Three 2-way interactions, two 3-way interactions, two 4-way
interactions, and two S-way interactions also resulted from the
data analysis. Higher order effects are typically difficult to
decipher. Of particular interest are the ones containing a mode
or first mode term.

The mode x block x first mode interaction for the mission
duration data appears in Figure 1. It shows that the main
effect relationship between the modes, namely, the mean for
mission duration in pulse mode is less than the acceleration
mean only holds for the first half of the data. In the second
half of the data, the pulse data for subjects who began in
acceleration mode has the same mean as the data from those
subjects who began in pulse mode.

The error bars indicate that the data for blocks 2 and 3 for both
sets of subjects are not distinct. Essentially, mission duration
values for the middle two blocks are the same for both modes.
There is also no statistically significant distinction between the
data from blocks 1 and 4 in the PAAP group. However, the



mission duration mean for block 4 is lower than that for block
1in the APPA group. (See Figure 1.)

First Mode x Block x Mode Interaction
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Figure 1: Mission duration 3-way interaction illustrating
asymmetrical transfer.

No improvement in mission duration was found for the
subjects who began with pulse mode while the data from the
acceleration first group display learning. These data support
the experimental hypothesis that experience in pulse mode
helps performance in acceleration mode. Asymmetrical
transfer was found in that the mode transitions could not be
predicted solely from the main effect. Both acceleration means
in the PAAP group were lower than both acceleration means
for the APPA group. The last pulse mission duration means
for both subject groups were equal (i.e., block 3 in the APPA
group and block 4 in the PAAP group).

Analysis of the transitions between consecutive blocks also
yielded interesting results. Both PA transitions were of the
same positive slope. While this is illustrative of the main
effect, (that is, pulse mission duration lower than acceleration
mission duration), only one of the AP transitions was
significantly downward. The single PP transition was
downward, again indicating a learning benefit from a previous
experience with pulse. Conversely, the single AA transition
was unchanged.

An ANOVA was performed on the data collapsed across block
and trial to determine which combinations of independent
variables were more likely to cause an unsuccessful mission.
No statistically significant effects were uncovered. Neither
mode was found to be inherently safer than the other. No
combination of range and mode was more conducive to errors
than any other.
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DISCUSSION

The finding that fuel consumption levels, measured as velocity
increment or Av, were lower in acceleration mode than in pulse
mode corroborates the results from the preliminary
experimentation. Pulse mode is not inherently more fuel
conservative than acceleration mode as one might presume
from studying the appropriate NASA manuals.}: 2 This
indicates that fuel can be used more efficiently in acceleration
mode than pulse mode in a docking operation. This is
probably due to the greater dynamic range with acceleration
control allowing for greater flexibility and fine tuning
capability.

The asymmetrical transfer discovered here is important for
researchers investigating the impact of control modes on
spacecraft docking operations. This result should be regarded
as a forewarning that investigators should be careful when
designing experiments and formulating conclusions. The
asymmetry illustrates an inconsistent main effect for which one
must account before attributing a result to a control mode. In
comparing different control modes, experimenters should be
sure to provide sufficient intervening practice to prevent the
effects of asymmetrical transfer from contaminating the
experimental results.

The data from this study demonstrated that dockings could be
performed faster, albeit at the expense of greater amounts of
fuel, in pulse mode than in acceleration mode. While the
absolute values of time and fuel were specific to the thruster
values that were used, this relationship should be preserved
with different thrusters. A whole assortment of studies could
be performed to examine the effect that thrusters with different
magnitudes from the ones simulated here have on the data. An
interaction between thruster size and range might also be
revealed. What is clear, however, is that pulse mode is not
definitively more fuel efficient than acceleration mode in all
situations. Probably the most necessary conclusion to be
made at this point is the requirement of further human factors
and manual control experimentation before flight protocols are
generalized for all vehicles in all situations.
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ABSTRACT

Many astronauts and cosmonauts have commented on apparent changes in their vision while on-orbit. Comments
have included statements of supposed improved distance acuity to decreased near vision capability. The purpose
of this study was to assess not only changes in visual acuity, but expand the assessment to several other visual
functions for a comprehensive battery of tests. Vision was assessed using an innovative device, the Visual Function
Tester - Model 1 (VFT-1), which presents the tests at optical infinity and includes critical flicker fusion, stereopsis
to 10 seconds-of-arc, visual acuity in small steps to 20/7.7, cyclophoria, lateral and vertical phoria, and retinal
rivalry. Vision was assessed 2 times prelaunch at L-14 days and L-7 days, 3-4 times while on-orbit, at landing,
and 2 times postlanding at L+3 days and L+7 days. There were 26 STS astronauts that participated, with
data on 20 astronauts used for analysis. There was a typical wide variability between subjects in baseline visual
performance for each parameter at the prelaunch sessions. There was a slight but statistically significant decrease
in visual acuity while on-orbit that was not clinically significant. For stereopsis (ie. depth perception), there was
a small improvement on-orbit that was not statistically significant. There were no changes during space flight for
any of the other visual parameters tested. A few individuals showed apparent changes in acuity and stereopsis.
The possibility exists that microgravity affects the visual system of some individuals differently, as with space
adaptation syndrome. Repeat data on 2 astronauts showed good repeatability between the 2 flights. These resuits
pertain to only short term space flight on the STS shuttle, and longer flights are necessary to determine if there

is any relationship between mission duration and these visual functions.

INTRODUCTION

Many of the astronauts and cosmonauts have commented
on apparent changes in their vision while on-orbit. Some
comments by some astronauts' and cosmonauts® have in-
cluded descriptions of earth features and objects that would
suggest enhanced distance visual acuity. On the other
hand, some cosmonaut observations suggest a slight loss in
their visual discrimination during initial space flight®. In
addition to distance vision changes, astronauts have men-
tioned a decreased near vision capability that either im-
proved during spaceflight or did not recover to normal until
return to earth .

In the late 1960’s, Duntley et al.® used both ground tar-
gets and a hand-held device to assess visual acuity during
Gemini V and VII and concluded there was no significant
change in acuity. The Duntley device presented high and
low contrast bar targets at optical infinity. The Soviets
have tested acuity during a number of Voskhod and Soyuz
flights, with the results summarized by Lazarev®: (1) slight
decrease of 5 - 10% in high contrast acuity for 2 subjects on
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Voskhed flights, (2) 10% reduction in acuity for both high
and low contrast targets for 3 subjects, but 20% increase in
high contrast acuity for one subject on Soyuz-4 and 5, and
(3) 18% drop in high contrast acuity and only 4% drop in
low contrast acuity for one subject on Soyuz-9. However,
the Soviet tests were conducted at a distance of about 30
cm, and therefore are for near vision. Since many cosmo-
nauts are older in age, their findings may be complicated
by any near vision problems.

These tests were performed at different optical distances
and the results may have been affected by other factors,
such as age and lighting conditions; and thus, are not com-
parable. The purpose of this study was to not only assess
the effect of microgravity on distance visual acuity, but ex-
pand the assessment to several other visual functions under
controlled conditions and over the length of space flight.
The hand-held device used presented all targets at optical
infinity and set light levels, and included high contrast acu-
ity targets in small size increments, flicker fusion, stereop-
sis, phorias, and retinal rivalry, for a comprehensive battery
of tests.



METHODS
Subjects

To date, 26 STS astronauts have participated since 1984
during 7 missions; and the mission number, number of sub-
jects, and flight days on which data taken are listed in Ta-
ble I. Unfortunately, 5 subjects from the same mission were
able to complete only one pre-flight test close to launch and
only one on-orbit test, and are not included in the analy-
sis. Also one subject experiencing toric soft contact lens
problems was eliminated, giving a total of 20 subjects for
analysis. Visual correction for distance was worn, if nec-
essary, when using the test device. Three astronauts wore
contact lenses for all tests, including on-orbit. There was
no statistical difference for these contact lens wearers from
the other subjects and their data was included in the over-
all analysis. Two astronauts repeated the device on second
missions, allowing at least limited repeat comparison.

Apparatus

Vision was assessed using a2 new innovative device, the
Visual Function Tester - Model 1 (VFT-1) developed in our
Laboratory by Drs Task and Genco. The VFT-1 has been
previously described in detail”, and an external schematic
is shown in Figure 1. The battery of tests was chosen on
the basis of detecting small changes in neurological or mus-
cular balance. The visual parameters tested are presented
at optical infinity and include critical flicker fusion, stere-
opsis (depth perception) to 10 seconds-of-arc, visual acuity

in small steps to 20/7.7, cyclophoria, lateral and vertical
phoria, and retinal rivalry (ocular dominance). The unit is
self-powered (battery), and uses microelectronic circuitry
and LED light bar modules to illuminate the test patches
within the device.

Procedure

A pre-mission briefing and instrument familiarization
session was conducted 1-2 months before the mission. Vi-
sion was assessed 2 times pre-flight at 14 days (L-14) and
7 days (L-7) before launch. While on-orbit data taking
occurred 3-4 times; after wake-up and daily when possi-
ble, but were spread out on some missions. Post-flight,
the VFT-1 was performed as part of the medical exami-
nation conducted about 2 hours after landing and again 3
days (L+3) and 7 days (L+47) after landing. All pre-flight
and post-flight tests were performed with one of the exper-
imenters in attendance.

Data Analysis

The data was analyzed by calculating the difference be-
tween the mean of the two pre-flight sessions (taken as
baseline) and each subsequent measurement for each indi-
vidual. Not all individuals performed the tests at the same
mission elasped time on-orbit. There was also a slight non-
normality due to the nature of some tests and, given the
reasonably large number of subjects, nonparametric analy-
sis (Wilcoxon Signed-Rank) was used to test for statistical
significance.

Table I.

VFT-1 HISTORY OF SPACE-FLIGHT

MISSION (DATE )
STS-41D (AUG 84)
STS-41G (OCT 84)
STS-51C (JAN 85)
STS-51J (OCT 85)
STS-33 (NOV 89)
STS-36 (FEB 90)
STS-38 (NOV 90)

NO.
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SUBJECTS DATA DAYS

2 1,2,4,6

4 2,5,8

5 2

4 2,3, 4

5 1,2,3,4

5 2,3,4,5

3 2,3,4



Visual Function Tester No. 1
CONFIGURATION

Figure 1. VFT-1 external view.

RESULTS

The group data for visual acuity, stereopsis, lateral and ver-
tical phoria, cyclophoria, and critical flicker fusion is shown
in Figure 2. The corresponding data days are: L-14 days
is Pre-Flight 1, L-7 days is Pre-Flight 2, on-orbit data is
at hours of mission elapsed time (MET), Landing is Post
Flight 1, L+3 days is Post Flight 2, and L+7 days is Post
Flight 3. The size of the dots represents the number of sub-
jects with the same performance. It should be remembered
that the subjects performed the tests a different number of
times and at different MET on-orbit. The retinal rivalry
data was obtained as the number of pattern reversals in a
timed interval for some subjects and by subjective assess-
ment on other subjects, and is not shown.
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The group data show the normal wide variability between
subjects in baseline visual performance for each parameter
at the pre-flight sessions, as is characteristic of psychophys-
ical data. Any apparent trend in the on-orbit data seen
in the figures may not be actual, since less subjects per-
formed the tests at the longer MET. The data was analyzed
by calculating the difference between the mean of the two
pre-flight sessions (taken as baseline) and each subsequent
measurement for each subject. As seen in Figure 3, there
was no apparent trend in the difference from the pre-flight
mean for both on-orbit and post-flight individual data for
lateral and vertical phoria, cyclophoria, and critical flicker
fusion. Statistical analysis also showed no significant dif-
ference. There was also no difference in these comparisons
for retinal rivalry.
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Figure 2. Group data on six vision tests for 20 astronauts. Size of the dots
represents the number of subjects with the same performance.
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Figure 3. Difference between mean of two pre-flight sessions (baseline) and
each subsequent measurement on six vision tests for each of 20 astronauts.
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The mean pre-flight (baseline) and mean on-orbit change
from pre-flight for the six vision tests is given in Table
2. As a group, the visual acuity was excellent at 20/12.5
and the other visual parameters were within normal Limits,
although slightly poorer for stereopsis.

Stereopsis Change

The difference in stereopsis from the pre-flight mean of the
on-orbit and post-flight individual data is also shown in
Figure 3. There is a slight trend towards smaller seconds-
of-arc stereopsis (i.e. improved stereopsis) while on-orbit,
that is no longer appparent post-flight at landing or the
later data sessions.

The mean change in stereopsis from the baseline at the
subject’s first data take on-orbit was -5.0 arc sec and was
the same (p=0.99), also at -5.0 arc sec, at the subject’s
last data take on-orbit. The data was therefore combined
to obtain group change on-orbit. The mean group change
in stereopsis was -4.9 arc sec from baseline while on-orbit,
which was nearly significant (p=0.07). The mean change in
stereopsis from baseline was only -0.8 arc sec at landing and
+1.1 arc sec by the second post flight (L+3 days) session.

Visual Acuity Change

The difference in visual acuity from the pre-flight mean of
the on-orbit and post-flight individual data is also shown in
Figure 3. There is a definite trend toward larger minute-of-
arc resolution (i.e. decreased acuity) while on-orbit, that is
no longer apparent post-flight at landing or the later data
sessions.

The mean change in visual acuity from baseline at the sub-
ject’s first data lake on-orbit was +40.04 min arc, but is not
significant (p=0.13). At the subject’s last data take on-
orbit, the mean change in acuity from baseline was +0.07
min arc, and is statistically significant (p=0.001). Com-
parison of the on-orbit acuity data showed no significant
difference (p=0.15) between the first and last data takes,
and the data was combined to obtain the group change
on-orbit. There was a significant {(p=0.005) mean group
change in acuity of +0.06 min arc from baseline while on-
orbit. However, this corresponds to only a Snellen acu-
ity change of from 20/12.2 at baseline to 20/13.4 on-orbit,
which is not operationally significant. There was no change
in acuity from baseline at landing (p=0.90) and only slight
differences for the other post flight means.

Table I1.

VFT-1 GROUP DATA

MEAN MEAN

PRE-FLIGHT CHANGE
VISUAL ACUITY 0.610 min arc +0.06 min arc

(20/12.2) (to 20/13.4)
STEREOPSIS 19.8 arc sec -4.9 arc sec
LATERAL PHORIA -2.08 & (ESO) +0.36 2
VERTICAL PHORIA 0.04 2 -0.07 2
CYCLOPHORIA -1.14°(ENCYCLO) -0.02°
FOVEAL FLICKER 52.43 Hz -0.06 Hz



Percent (%) Acuity Change

The percent (%) difference from the pre-flight mean of the
on-orbit and post-flight individual data for visual acuity
is shown in Figure 4. Most of the data points on-orbit
show a positive percent change in min-of-arc letter size,
corresponding to a decrease in visual acuity. Single data
points on-orbit ranged from a 40% loss in acuity to a 20%
improvement in acuity. The mean percent change (loss) in
acuity from baseline while on-orbit was 7.5%.

VFT—-1 (PERCENT CHANGE FROM PRE MEAN)
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Figure 4. Percent (%) change in visual acuity from the
pre-flight mean for 20 astronauts.

Repeat Subjects

There were two astronauts that participated in the VFT-1
study on second missions, allowing for a repeatability com-
parison of their data. In general, these subjects confirmed
their initial results, as seen in Figure 5 for visual acuity
and stereopsis. The filled symbols are for the first mission,
while the empty symbols are for the second mission, with
circles for one subject and triangles the other. As seen for
visual acuity, there were slight differences in baseline visual
performance over the years between flights for all parame-
ters tested, with similar change on-orbit.

Of particular interest in the repeat subjects was the stere-
opis data, since both subjects had shown a marked im-
provement in stereopsis on-orbit during their first mission.
As seen in Figure 5, the pre-flight stereopsis was very sim-
ilar (although poor) prior to both missions, and although
one on-orbit data point for each subject varied, the over-
all results indicate an improvement in stereopsis occurred
again on the second mission.
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Figure 5. Individual visual acuity and stereopsis data of
two astronauts on first (filled symbols) and second (empty
symbols) missions.
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DISCUSSION

There were no group changes on-orbit for lateral and verti-
cal phorias, cyclophoria, critical flicker fusion, and retinal
rivalry. There was a definite irend toward loss of acuity
while on-orbit that was statistically significant. However,
the mean visual acuity loss was only 0.06 min-of-arc. This
corresponds to only a slight change in Snellen acuity from
20/12.2 at baseline to 20/13.4 on orbit. This degree of acu-
ity loss is of little clinical significance, as it represents less
than one line of acuity on a standard chart.

The acuity change also equates to a mean loss of 7.5/cor-
responds well to that reported by the Soviets for their high
contrast targets, although their tests appear to have been
conducted at a near test distance. There was also a wide
range in single data points on-orbit, ranging from a 40%
loss to a 20% improvement in acuity, and some subjects
varied by as much as 20% on-orbit. This could explain the
similar Soviet variability in response between cosmonauts,
particularly if the data was taken only one time on-orbit.

Our results do not entirely agree with those of Duntley et
al.” They found no statistically significant change in visual
acuity on-orbit, while we did; while both changes were very
small. This may be due to the small increments between
letter sizes in our study (e.g. 20/15, 20/14, etc.), allowing
for a finer measurement than the typical Snellen acuity line
differences.

There was also a slight trend for stereopsis to improve while
on-orbit, although mainly for a few subjects and not statis-
tically significant. This improvement was most noticeable
for subjects that had large seconds-of-arc stereopsis at pre-
flight. In particular, two subjects had pre-flight stereopsis
of about 50 arc sec that improved to 20 or 10 arc sec (the
smallest stereo target) while on-orbit, and returned back to
baseline post flight. For depth perception to improve, then
there would have to be less difference between some aspect
of the eyes (e.g. refractive error or eye muscle control} such
that the eyes coordinated better. However, the data ob-
tained do not allow the mechanism for the improvement
to be determined; although the eye muscle control did not
appear to change.

There were two astronauts that participated in the VFT-1
study on second missions, allowing for a repeatability com-
parison of their data. In general, these subjects confirmed
their initial results. Of particular interest was the stereop-
sis data, since both subjects had shown a marked improve-
ment in stereopsis on their first mission (as noted above).
Although one on-orbit stereopsis data point for each sub-
ject varied, the overall results indicate an improvement in
stereopsis occurred again on the second mission. For the
other visual parameters, the pre-flight data varied between
missions, but the change from baseline on-orbit remained
very similar. It would appear that the data obtained with
the VFT-1 device has validity, since repeat data overall
confirmed earlier findings.
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These results are for the short duration spaceflight of STS
missions. It would be of interest to evaluate visual perfor-
mance over longer periods on-orbit. Using a device such
the VFT to present test patterns at set light levels and
optical distance would allow an accurate determination of
the effect of long-term microgravity on a number of visual
parameters.
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Abstract

Circadian rhythmicity in mammals is
controlled by the action of a light-
entrainable pacemaker located in the
basal hypothalamus, in association with
two cell clusters known as the supra-
chiasmatic nuclei (SCN). In the absence
of temporal environmental cues, this
pacemaker continues to measure time by an
endogenous mechanism (clock), driving
biochemical, physiological and behavioral
rhythms that reflect the natural period
of the pacemaker oscillation. This endo-
genous period usually differs slightly
from 24 hours (i.e., circadian). When
mammals are maintained under a 24 hour
light-dark (LD) cycle, the pacemaker
becomes entrained such that the period of
the pacemaker oscillation matches that of
the LD cycle. Potentially entraining
photic information is conveyed to the SCN
via a direct retinal projection, the
retinchypothalamic tract (RHT). RHT
neurotransmission is thought to be
mediated by the release of excitatory
amino acids (EAA) in the SCN. 1In support
of this hypothesis, recent experiments
using nocturnal rodents have shown that
EAA antagonists block the effects of
light on pacemaker-driven behavioral
rhythms, and attenuate light-induced gene
expression in SCN cells. An under-
standing of the neurochemical basis of
the photic entrainment process would
facilitate the development of pharmaco-
logical strategies for maintaining syn-
chrony among shift workers in environ-
ments which provide unreliable or con-
flicting temporal photic cues, such as
the proposed space station.

Photic Entrainment of the Circadian
Pacemaker

Considerable evidence suggests that a
major light-entrainable circadian pace-
maker is located in the ventral hypotha-
lamus in association with the suprachias-
matic nuclei (SCN; Rusak and Zucker,
1979; Meijer and Rietveld, 1989). Bi-
lateral destruction or surgical isolation
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of the SCN results in the permanent dis-
ruption of circadian rhythms in mammals
(Inouye et al., 1979; Rusak and Zucker,
1979). Furthermore, transplantation of
the SCN from a fetal donor into the hypo-
thalamus of an SCN-lesioned host restores
rhythmcity (Sawaki et al., 1986; Lehman
et al, 1987; Decousey and Buggy, 1989),
and the period of the restored rhythm
matches that of the donor (Ralph et al.,
1990). 1In addition, the isolated SCN
continues to display circadian behavior
in vitro. Ccircadian rhythms in the
neuronal activity (Green and Gillette,
1982; Gillette and Reppert, 1987), neuro-
peptide release (Earnest and Sladek,
1986), and metabolic activity (Newman and
Hospod, 1986) have been demonstrated to
persist for several days in cultured SCN
explants. These observations strongly
suggest that the biological mechanism
responsible for the generation of physio-
logical circadian oscillations is an
intrinsic component of the mammalian SCN.

Photic entrainment of circadian
rhythms occurs as a consequence of the
phase specific effects of environmental
light on the activity of the circadian
pacemaker. This relationship is defined
by the phase response curve to light
pulses administered to animals maintained
under constant darkness (Daan and
Pittendrigh, 1976; Takahashi et al,
1984). 1In nocturnal rodents, light
pulses administered during the early
subjective night cause phase delays of
the pacemaker while pulses delivered
during the latter half of the subjective
night cause phase advances (Daan and
Pittendrigh, 1976; Takahashi et al.,
1984). Light pulses given during the
middle of the subjective day do not cause
phase shifts. Light-induced shifts
represent long-term alterations in pace-
maker function.

Photic information is conveyed to the
SCN through at least two visual pathways.
The retinohypothalamic tract (RHT) is a
direct, bilateral monosynaptic projection
from retinal ganglion cells to neurons in
the SCN and the surrounding hypothalamus
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(Moore and Lenn, 1971; Johnson et al.,
1988a). In addition, a second, indirect
visual projection, the geniculohypotha-
lamic tract (GHT) has been described.
This pathway projects from the retina to
relay neurons in the intergeniculate
leaflet (IGL) of the thalamus, which, in
turn, send their axons to neurons in the
SCN (Swanson et al., 1974; Card and
Moore, 1982; Pickard, 1982). Lesion
studies have shown that the RHT is both
necessary and sufficient to support
photic entrainment of circadian rhythms
in experimental rodents (Johnson et al.,
1988b) .

The Neuropharmacology of Photic
Entrainment

In addition to light, a number of
synthetic and natural neuroactive sub-
stances have been tested for their
ability to reset the circadian pacemaker.
Benzodiazepines (Turek and Losee-Olson,
1986), melatonin (Cassone et al., 1986),
theophylline (Ehret et al., 1975), and
various neuropeptides (Albers et. al.,
1984: Albers et al., 1991) have all been
shown to alter the phase of circadian
oscillations. However, only a few neuro-
transmitter-specific agents have been
systematically investigated for their
effects on light-induced phase
alterations.

Gamma-amino butyric acid. A large pro-
portion of the neurons in the SCN contain
glutamic acid decarboxylase (van den Pol
and Tsujimoto, 1985), the enzyme respon-
sible for the synthesis of the inhibitory
amino acid neurotransmitter, gamma-amino
putyric acid (GABA). Although it is clear
that GABA does not play a direct role in
RHT neurotransmission, the abundance of
GABA-ergic neurons in the SCN raise the
possibility that this neurotransmitter
may participate in the processing of
photic information in the SCN. 1In fact,
neurophysiological evidence suggests that
GABA modulates retinal input to the SCN
(shibata et al., 1986), perhaps by acting
presynaptically to regqulate neurotrans-
mitter release from RHT terminals (Ralph
and Menaker, 1989). For this reason,
Ralph and coworkers (1985; 1986; 1989)
have investigated the effects of specific
GABA agonists and antagonists on light-
induced phase alterations of the free
running activity rhythm in rodents.

These investigators reported that (a)
GABA A antagonists attenuate light-
induced phase delays (Ralph and Menaker,
1985; 1989), (b) benzodiazepines
attenuate light-induced phase advances
(Ralph and Menaker, 1986; 1989), and (c)
GABA B agonists block both light-induced
phase advances and delays (Ralph and
Menaker, 1989). These results strongly
support a role for the SCN GABA-ergic
system in modulation of photic input to
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the circadian pacemaker.

Acetylcholine. Initial investigations
into the identity of the RHT neuro-
transmitter focused on acetylcholine
(ACh). Cholinergic agonists have been
reported to mimic (Zatz and Herkenhanm,
1981; Earnest and Turek, 1983), and anta-
gonists to block (Zatz and and
Brownstein, 1981; Keefe et al., 1987),
the effects of light on the circadian
system. Furthermore, Earnest and others
(1985) reported that the phase response
curve for intraventricular injections of
the cholinergic agonist, carbachol, are
similar to the phase response curve for
light pulses. This similarity was
offered as evidence that ACh might be the
RHT neurotransmitter. However, neither
retinal ganglion cells nor the optic
nerves contain measurable guantities of
choline acetyltransferase (Hebb and
Silver, 1956), the synthetic enzyme for
ACh, and bilateral lesions of the optic
nerves do not alter the levels of
cholinergic markers in the rat SCN (Rea,
unpublished observations). On the other
hand, the SCN do receive a cholinergic
projection, possibly from the basal fore-
brain (Ichikawa and Hirata, 1986). One
interesting possibility is that ACh from
another source may modulate RHT neuro-
transmission by acting presynaptically
(Rusak and Bina, 1990).

Excitatory Amino Acids. Excitatory amino
acids (EAA) remain the best candidates
for the RHT neurotransmitter. EAA anta-
gonists block fast EPSPs (Kim et al.,
1989) and field potential responses
(Cahill and Menaker, 1987) of SCN neurons
to optic nerve stimulation in the hypo-
thalamic slice preparation. Furthermore,
using the same preparation, Liou et al.
(1986) have reported that optic nerve
stimulation causes the release of radio-
activity from SCN slices preloaded with
radiolabeled EAAs. Recently, Colwell and
colleagues (1990) reported that intra-
peritoneal injections of the non-compe-
titive EAA antagonist MK-801 attenuated
light-induced phase shifts of the free-
running activity rhythm in the mouse.
order to determine whether EAA anta-
gonists inhibit light-induced phase
shifts by acting on the SCN, we deter-
mined the effect of direct injections of
EAA antagonists into the SCN on light-
induced phases advances of the free-
running activity rhythm in hamsters.

In

Microinjection of EAA Antagonists into
the SCN Attenuate Light-Induced Phase
Advances

Syrian hamsters were implanted with 26
gauge guide cannulae stereotaxically
aimed at the SCN. The cannulae were
fixed in place with dental cement and the
animals were allowed to recover for 7



10 days under LD 14:10. After the
recovery period, the hamsters were
transferred to individual cages equipped
with computer-monitored running wheels
and maintained under constant darkness
(DD). Only animals with robust free
running activity rhythms and stable
periods were used in the study. Hamsters
remained in DD for 7 - 10 days before
treatment. At mid subjective night
(CT18.5), hamsters received an injection
of 300 nl of artificial CSF (aCSF)
containing either 1 mM CNQX (a competi-
tive, non-NMDA type EAA antagonist), 1 mM
MK-801 (a non-competitive, NMDA type
antagonist) or no drug (vehicle control)
directly into the suprachiasmatic hypo-
thalamus using a 33 gauge infusion can-

nula. Five minutes after injection, each
animal was exposed to light (30 lux) for
10 minutes. After light exposure, the

hamsters were returned to their cages and
maintained under DD for an additional 10
days. The effect of treatment on the
phase of the free-running activity rhythm
was determined as described previously
(Daan and Pittendrigh, 1976) using the
onset of wheel running activity as a
phase reference point. 1Injection sites
were verified histologically and only
data collected from animals with injec-
tion sites within 0.5 mm of the SCN were
included in the analysis.

In the absence of drug injection, light
treatment at this time results in a phase
advance of the free running activity
rhythm of approximately 81 + 8 minutes.
Both drugs attenuated light-induced phase
advances by more than 85%. This result
suggests that EAA antagonists inhibit
light-induced phase shifts of the crica-
dian pacemaker by acting directly on the
SCN, possibly at the RHT synapse, and
support a role for EAA as the RHT neuro-
transmitter.

Light-induced Gene Expression

Light-induced resetting of the circa-
dian pacemaker represents a permanent
alteration in pacemaker function. The
c-fos protooncogene has been implicated
in the process of stimulus-transcription
coupling in the CNS (Curran and Morgan,
1987; Sagar et al., 1988) and appears to
mediate long-term adaptive changes in
neuronal function (Berridge, 1986; Goelet
et al., 1986). Recent work in our own
laboratory (Rea, 1989; 1992; Rea and

Michel, 1990) and elsewhere (Kornhauser,
et al., 1990; Rusak et al., 1990; Aronin
et al., 1990) has demonstrated that light

exposure during the subjective night
induces the expression of certain
immediate-early genes, including c-fos,
among a population of SCN cells.
Furthermore, light-induced c-fos expres-
sion only occurs when the light is
administered at a circadian time at which
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Actograms showing the effects of micro-
injections of vehicle (top), 1 mM CNQX
(middle), or 1 mM MK-801 (bottom) on the

light-induced phase advance of the free-
running activity rhythm. 1In all cases, a
brief light pulse (30 lux for 15 minutes)
was given at CT18.5 (inverted triangle).



a phase shift of the pacemaker results
(Kornhauser et al., 1990; Rea, and
Michel, 1990; Rea, 1992). These findings
suggest that c-fos expression may repre-
sent a transcriptional event in the res-
ponse cascade leading to light-induced
phase alterations of the pacemaker. If
this is the case, then ould expect

that light-induced phase shifts and c-fos
expression would share similar
pharmacology.

was tested using our
model. Hamsters were
housed in LD 14:10 for at least 7 days
after surgery. At lights-out on the day
before the experiment the animals were
transferred to DD. Thiry hours after
transfer (i.e., mid subjective

night) the animals received microinjec-
tions of either aCSF or a solution of EAA
antagonist in aCSF (300 nl at 1 mM)
directly into the SCN. Five minutes
later, each animal was exposed to 30 lux
of white light for 10 minutes and
returned to their cages under DD. Two
hours after the onset of the light pulse,
animals were deeply anesthetized, per-
fused transcardially with 0.4% para-
formaldehyde, and the brains were
processed for c-fos immunocytochemistry
as described previously (Rea, 1989).

This hypothesis
cannulated hamster

Light stimulation induces c-fos
expression among a population of approxi-
mately 1055 + 110 cells in the SCN. Both
CNQX and MK-801 reduced the number of SCN
cells that expressed c-fos in response to
photic stimulation by about 45%. This
result strenthens our proposal that c-fos
expression represents an early transcrip-
tional event mediating the effects of
light on the SCN circadian pacemaker.

Significance of this Work to Aerospace
Operations

The global mission of the U. S. Air
Force demands that its personnel remain
prepared at all times to participate in
activities which are vital to the
national security and likely to involve
transmeridian air travel and irregular
work schedules for sustained periods.
responding to this challenge, Air Force
personnel are uniquely vulnerable to the
performance limitations imposed upon them
by the circadian timing system.

In

Knowledge gained from an investigation
of the neurobiological basis of circadian
rhythmicity will provide the database
necessary for the development of photic
and/or pharmacological strategies for
alleviating the performance decrements
associated with work schedules and prac-
tices which are incompatable with the
circadian timing system. The elucidation
of the mechanism of photic entrainment is
an important step toward a detailed
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understanding of circadian processes.

Pharmacological agents with specific
and predictable effects on the circadian
pacemaker could serve as useful tools for
the contrel of circadian rhythmicity.

For example, it may be possible to
develop a specific antagonist against the
RHT neurotransmitter. Such an agent
could be used to selectively "blind" the
circadian clock to the entraining
influence of environmental light. This
would alleviate the potential conflict
between a shift worker's work-rest cycle
and the environmental LD cycle.
Similarly, pharmacological aids could be
developed which would permit the rapid
resetting of the circadian clock, ac-
celerate rates of reentrainment of overt
rhythms after rapid transmeridian travel,
and maintain synchrony among shift
workers in environments which provide
unreliable or conflicting temporal photic
cues, such as the proposed space station.
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ABSTRACT

The advent of space exploration requires attention to
the adaptability of human circadian rhythms in the
unique environment of space. Circadian disruption,
related to altered sleep work cycles and accelerated
solar clues, can lead to fatigue that may impede
mission success particularly as the duration of space
fights increase. Research is described which evalu-
ates manipulating environmental light intensity as a
means to attenuate nocturnal fatigue.

A counter-balanced, within subjects design was used
to compare 9 male subjects exposed to dim (100 lux)
and bright (3000 lux) light conditions. Oral temperature
values were greater for the bright light group over the
dim light condition. Melatonin levels were suppressed
by bright light treatment. Also, the frequency of eye
blink rate was less for subjects during bright over dim
light exposure. Light exposure was without effect on
subjective fatigue. However, irrespective of light condi-
tion, significant effects on confusion, fatigue and vigor
mood dimensions were found as a result of 30 hr sleep
deprivation. The findings suggest that bright lights, may
be used to help sustain nocturnal activity otherwise
susceptible to fatigue. Such findings may have implica-
tions for the lighting arrangements on space flights
during the subjective night for astronauts.

Key Words: Light, Temperature, Melatonin, Perfor-
mance, Eyeblink, Mood

INTRODUCTION

Acclimatization to extraterrestrial environments repre-
sents a challenge to human productivity during future
space missions. As extended flights become more
frequent, a greater demand on the sustained vigilance

This research supported by NWASA Grant NAGU1196 and USAFSAM (-
F3361s-57-D-0601) to GB, DoD Grant (DoD Suso-13u and USAF Grant
(AFOSR ss-0164) to PH.
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of the crew increases the likelihood of performance
problems associated with cumulative fatigue. Disrupt-
ed sleep is reported to be a common difficulty on
shuttle flights particularly when dual shifts are required
(Santy, et al., 1988). Fatigue problems related to
alterations in circadian sleep work cycles and from
unfamiliar light and dark solar cues have been known
for some time and have been termed desynchronosis
(Winget, et al, 1984). Although most astronauts
quickly adjust to the demands of new work shifts in
space, some never do and become chronically fatigued
(Graeber, 1987 ). It may be that this fatigue results
from an inability to resynchronize to the new circadian
work rest cycles required in orbit. Light may serve as
an adaptive counter measure for pre-shifting astro-
nauts.

The adaptive characteristics of the circadian cycle to
the unique environment of space is relatively unknown.
Phase shifting of the sleep cycle as a result of travel
across time zones on the earth can produce changes
in the topography of the normal sleep EEG (Endo, et
al., 1985) that may account for the inadequacy of the
rest experienced during orbit. The fatigue produced by
circadian disruption can be studied on earth albeit in
the absence of microgravity. Effective treatment for
fatigue related to circadian disruption may improve the
potential for a successful mission. The present study
evaluated the effects of ambient light as a counter
measure to human fatigue degraded performance and
may serve as a model of inducing circadian dysrhyth-
mia.

Recent evidence supports a relationship between
environmental light and improved nocturnal alertness
(Campbell, et al., 1990, French, et al., 1990). The effec-
tiveness of light exposure on performance enhance-
ment is hypothesized to be related to the ability of light
to attenuate the normal nocturnal surge of the pineal
hormone melatonin. In support of this hypothesis,
many studies suggest that melatonin acts as an
endogenous sleep enhancing substance. For example,
human subjects given relatively low doses (2 mg) of
melatonin for three weeks experienced increased
fatigue (Arendt, et al., 1984). Similarly,

Lieberman, et al., (1985) using an acute oral dose of



240 mg of melatonin found reduced vigor, elevated
fatigue, increased confusion and slowed reaction time.
Additionally, plasma levels of melatonin are greatest
during the sleep phase of the human circadian cycle.
Orally administered melatonin has also been found to
alleviate transcontinental disruption of circadian sleep
wake cycles (Petrie, et al., 1989). Further, melatonin
has a high affinity for receptor sites in the suprachi-
asmatic nucleus (SCN) of the hypothalamus where it is
purported to trigger hormonal entrainment and regulate
circadian and circannual rhythms (Reppert, et al., 1988;
Brainard, et al., 1988).

Bright, light acutely suppresses plasma melatonin
levels in animals (Benshoff, et al.,1987, Brainard, et
al.,1982) including humans (Lewy, et al., 1980). The
current study addressed the consequences of mela-
tonin suppression via elevated ambient light intensity
on temperature, melatonin levels, cognitive abilities, eye
blink rate as measured by the electroogulogram and
subjective mood.

METHODS

A counter-balanced, within subjects analysis of
variance design was used to compare 9 male subjects
exposed to dim (100 lux) and bright (3000 lux) condi-
tions. Subjects were recruited from non-smoking
civilian and military personnel who indicated a normal
nocturnal sleep pattern. During both conditions,
scores on cognitive performance tests developed for
military human performance labs (Hegge, et al., 1985)
were obtained every 2 hours throughout the 30 hour
testing session. Beginning at 0600, subjects were
stabilized on the performance measures under dim
light training conditions. Then at 1800, the light treat-
ment (either dim or bright) began and continued until
0600 the next day. Finally, dim illumination was used
until the completion of the experiment at 1200.

immediately after each performance trial, oral tem-
perature was measured and plasma samples were
obtained for later melatonin assays (Brainard, et al.,
1891). Monopolar electrodes attached to the bony
orbit of the left eye and referenced to the pinna of the
left ear were used to determine the blink rate for each
subject during a 2 minute recording session, which
also followed the performance trial. Blink rate per
minute was then visually appraised from 1 minute of ar-
tifact free record in a blinded manner. Subjects
completed profile of mood surveys (POMS) every 4
hours. They were then allowed 2 weeks before expo-
sure to the second light condition. Subjects were
prevented from drinking any caffeinated beverages and
were fed the same foods (crackers, chips, sandwiches,
fruit, pizza, milk, water, juices) at the same times during
each light session.
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Five subjects were evaluated at a time during each
light session Each subject was assigned to a testing
booth that contained a wide spectrum Vita-Light
fluorescent lamp (Duro-test Corp., Fairfield, N.J., 07007
Part # 1157030) as the adjustable illumination source
and a PC workstation. Each booth was separated
from adjacent booths by sound attenuating, frame
partitions that restricted the subject’s view to their
individual workstation. A comfortable chair allowed the
subject to sit close to a work table that contained the
workstation. The light source was mounted on a wood-
en frame over the workstation and suspended from an
adjustable height to provide directed illuminance within
either the dim or the bright treatment ranges. The
subjects required to stay in the booth throughout the
study with the exception of short (< 10 minute restroom
breaks). Social interaction was kept to a minimum
between subjects by the experimenter and by the
demands of the testing schedule. Dependent measures
on the cognitive tasks consisted of response time and
accuracy variables. The order that the tests were
presented did not vary throughout the study. The 10
performance tests used consisted of the choice reac-
tion time (CRT), column addition and subtraction
(CAS), the manikin test (MT), serial addition and
subtraction (SAS) and Wilkinson reaction time (WRT).
A subjective mood survey was also taken. As well, a
tower puzzle (TP), following directions (FD), the num-
bers (N) and words (W) dual process task and route
planning (RP) tests were used.

RESULTS

Oral temperature levels were significantly elevated in
the bright light condition compared to the dim light
condition at the 2130, 0130 and the 0330 sample
points (p <.05) as shown in Fig. 1. Subjects in con-
stant dim light had typically low levels of melatonin
during daytime and higher levels at night. in contrast,
this melatonin rhythm was suppressed by the bright
light condition (Figure 2).
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Figure 1. The effect of bright light on oral temperature.
The onset of the bright light is indicated and differenc-
es from the dim light condition are marked with an *
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Figure 2. The suppression of normal nocturnal plasma
melatonin levels was accomplished by bright light
exposure. The open bar beneath the abscissa indi-
cates the light exposure period.

Analyses of performance data indicate that bright
light treatment improved response time while reducing
the number of errors, particularly at the 2400 through
the 0400 sample points. Table 1 shows the number of
cognitive tests which were increased or decreased
during bright light treatment. As shown in Table 1 the
most effective time for bright light exposure to affect
the cognitive tests occurred at midnight, 0200 and
0400 hrs. The effectiveness of the bright light expo-
sure on cognitive ability did not extend beyond 0400
and may be detrimental when dim illumination is
reinstated after 0600 as indicated in Tabie 1.

Table 1. The number of cognitive test results
either increased or decreased by the application of
bright lights at sequential times. A total of 10 per-
formance tests were given at each time. The individual
tests are identified (parentheses) at each time point. If
response time or accuracy or if both were affected are
indicated by a - or + or +, respectively.

# OF TESTS # OF TESTS
TIME INCREASED DECREASED
Light on
1800 1 (CRT+) 0
2000 1 (RP+) 0
2200 1 (SAS-) 0
2400 4 (SAS- N+ W+ FD+) 0
0200 2 (SAS- N+) 0
0400 2 (SAS- N+) )
0600 O 1 (FD+)
Light off
0800 0 3 (FD+ N+ W+)

1000 1 (SAS-) 1 (FD4)

Seven of the tests (CRT, RP, SAS, N, W, FD and
MT) were sensitive to the effects of the illuminance
conditions. Light exposure seemed to have beneficial
effects on SAS, RP and N tasks as shown in Table 1,
whereas the FD task seemed to be the most suscepti-
ble to disruption following extended exposure to bright
light. Only response time performance variables were
improved for the SAS test throughout the test session
while the FD and W tasks demonstrated alterations in
response time and accuracy variables at the times
indicated. Only accuracy variables were susceptible on
the N, CRT and the RP tasks. All of these results
represent light x time awake interaction effects (p <
.05). The bright light condition improved an accuracy
variable (number of errors) on the MT as a main effect
across all time points.
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Figure 3. The increase in blink frequency per minute is
shown during dim light (1800 - 0600 hrs) compared to
the bright light exposure.

The results shown in Figure 3 demonstrates that light
treatment was associated with significant differences in
eyeblink rate as determined by the EOG. An overall
main effect of light on eyeblink frequency was found
(p<.05) but no interaction of light condition by time
was found. However, the EOG differences did not par-
allel the time course of the melatonin or performance
variables sensitive to bright light exposure.

There was no effect on subjective mood as a result
of bright light exposure. However, as the duration of
the sustained performance task increased 3 mood
dimensions were affected as shown in Fig. 4. Subjec-
tive impressions of confusion, fatigue and vigor as
shown in Fig 4a, 4b and 4c, respectively were affected
during the later trials (time) when compared to the
earlier trials, independant of light condition. According-
ly, the bright and dim light groups were averaged
together in Fig. 4 for each mood state and graphed
across hours awake. There was no effect on subjec-
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tive anger, tension or depression as a result of extend-
ed hours awake, as shown in Fig. 4d, 4e and 4f,
respectively.
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Figure 4. The effect of sustained performance on
mood. No effects were found between light exposure
conditions. Early trials were significantly different from
later trials (p < .05) as indicated by an *. Bright and
dim light groups were combined due to an absence of
a light effect.

DISCUSSION

Exposure to bright light produced effects on oral
temperature, melatonin levels and eye blink frequency.
Although not sensitive to light condition, specific
subjective mood states were responsive to the sus-
tained performance test battery and to sleep depriva-
tion. The times during which bright light exposure
improved cognitive performance was similar to the time
in which oral temperature was elevated and melatonin
was suppressed. The levels of illumination used (3000
lux) were completely effective in suppressing melatonin
to daytime levels. Although not excessive, 3000 lux
seems to be more than adequate to control the normal
nocturnal surge of melatonin.
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Bright light exposure may improve performance
otherwise susceptible to fatigue. However, it appears
that there is no duration of the light effect beyond the
exposure period. In fact, since performance begins to
degrade somewhat after 10 hours of bright light ex-
posure, the effectiveness of the lights in reducing
fatigue degraded performance may have been exceed-
ed. The absence of an interaction between light expo-
sure and mood suggests that bright light did not
improve mood state or make the the subjects feel less
tired or more vigorous. Although effects on physiologi-
cal state and cognitive performance were found,
subjective mood was more sensitive to the duration of
the sleep deprivation inherent in the 30 hour sustained
performance test.

CONCLUSIONS

The protocol used may present the opportunity to
evaluate adaptation problems, such as determining the
optimal conditions for pre-shifting astronauts in earth
bound labs. These and other problems associated
with cumulative fatigue and shiftwork in the unique
habitats and working conditions required in space
could be studied with much greater facility in the
absence of microgravity and the best solutions could
then be applied to space operations. Also, the results
may have implications for lighting conditions on board
space flights, particularly for shift workers required to
work during their subjective nights. Accuracy and
response time might be improved by increased light
intensity.
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ABSTRACT

An extended Fitts' law paradigm reac-
tion time (RT) task was used to evalu-
ate the effects of acceleration stres-
sors on human performance in the Dynam-
ic Environment Simulator (DES) at
Armstrong Laboratory, Wright-Patterson
AFB, OH. The DES is a 19 foot radius
man-rated centrifuge. This effort was
combined with an evaluation of the
standard CSU-13 P anti-G suit versus
three configurations of a "retrograde
inflation anti-G suit" (RIAGS) manufac-
tured by the David Clark Company.

Seven subjects participated in four (4)
"blend" runs and four (4) data runs on
the centrifuge. The 4 blend and data
runs corresponded to the number of
anti-G suits evaluated (1 standard and
3 RIAGS). A blend run consisted of the
initial combining of the RT task with

G, acceleration for each suit configu-
ration. A data run was identical to a
blend run, but it was assumed subjects
were now familiar with the experimental
set-up. Each run consisted of the
following acceleration profiles: 1) a
4 G, warm-up for 15s, 2) a 1 minute

rest at baseline (1.4 G,), and 3) a
modified simulated aerial combat maneu-
ver (SACM) consisting of +4 G, to +7 G,
alternating plateaus, each 15 seconds
in length. The SACM was performed
until peripheral light loss (PLL);
physiological discomfort occurred
(usually due to anti-g suit configura-
tion), or fatigue. Results indicated
that RT and error rates increased 17%
and 14% respectively from baseline to
the end of the SACM and that the most
common error was pressing too few
buttons.

INTRODUCTION
Reaction Time Task

The modeling of the human information
processing system using reaction time
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(RT) techniques dates back over 100
years ago to the work of the Dutch
physician Donders (4,8,13,14). Donders
proposed that RT is a "composite" score
that includes stages of
perception/discrimination, a choice
process, and a reaction from the sub-
ject. These three stages have usually
been defined as occurring serially
(12,14). The use of RTs as an index of
human information processing is based
on the concept which assumes "...the
time from stimulus to response will be
sensitive to the speed of the [central
neuroclogical] processing responsible
for [response] selection..."(13).

RTs obtained from choosing between
alternative stimuli came to be known as
choice RT (14,15). The relationship
between the choice RT and the number of
stimulus alternatives were mathemati-
cally described as a Log, function by
both Hick (6) and Hyman %7), known
formally as the Hick-Hyman law.

Choice RT = a + b[log, (N)]
where N is the number of
stimulus-response alterna-
tives and a and b are empir-
ical constants.

(1)

The Hick-Hyman law states that there is a
linear relationship between the response
time of the subject and the log, of
stimulus alternatives. This highlights
one of the major concepts contained
within this law: it is assumed that the
time required to make a decision about a
response is linearly related to the

amount of information needed to make that

decision (4).

As we have made use of the term informa-
tion earlier while describing what humans
do (human information processing), some
kind of definition seems warranted.

Here, information is strictly defined as
the amount of uncertainty that is reduced
by the fact that a signal was presented.



The amount of information conveyed is a
direct function of the amount of uncer-
tainty prior to the presentation of the
signal, as well as by the amount by which
uncertainty is reduced. 1In general, the
amount of information (H) is given by:

H = Log2(1/Pi) (2)
where P1 is the probability
that a given event (i) will

occur.

H is measured in bits where one bit is
defined as the amount of information
necessary to reduce the original uncer-
tainty by half or one alternative of
choice. Relating this to the Hick-Hyman
law, every time the number of stimulus-
response alternatives is doubled, the
amount of information to be processed is
increased by 1 bit (and presumably,
choice RTs also increase by a constant
amount) .

In designing the choice RT task, two
variables are important: (1) the nature
of the relationship between the stimuli
and the associated responses and (2)
practice or experience with the task.

The term, stimulus-response (SR) compati-
bility, is a measure of how natural the
connection is between the stimulus and
the response. The more natural the
relationship between a stimulus and
response, the less time required to
process 1 bit of information (reflected
in a smaller value of the slope of the RT
function - b) and hence, an increased
capacity of the human. The effect of
practice may develop a high degree of
compatibility between a stimulus-re-
sponse pair normally considered incompat-
ible.

It was our intent to develop a perform-
ance task that could easily discern
changes in cognitive ability as the
subjects were affected by the stressors.
Such a performance task must be extremely
sensitive to elicit changes due to the
combinations of the various stressors
acting on the subject.

One such task developed at the Armstrong
Laboratory involves an extension of the
classical Fitts' law paradigm in a multi-
dimensional sense, which can be consid-
ered as a subset of the Hick-Hyman law
(2). This type of task investigates the
tradeoffs of speed to accuracy as humans
perform simple and complex reaction time
tasks. The Fitts' law paradigm is ideal
for this research in the sense that it
includes both a metric to evaluate task
difficulty as well as a measure of capac-
ity (or baud rate) in the accomplishment
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of a task (in a temporal sense) as well
as increase the amount of errors that
occur.

Another advantage of using this extended
Fitts' law paradigm is from the informa-
tion contained in the errors. 1In the
task developed in this study, four types
of errors occur and they illustrate when
(and under what circumstances) the task
completion process breaks down. Analysis
of these errors indicate "how" the capac-
ity is compromised as the subjects are
exposed to multiple stress situations.

The motivation for extending the Fitts'
law paradigm in this paper is derived
from the work of Agarwal, et al. (2).
this study, it was shown that by using
multiple stimuli and responses, the task
could be made more and more difficult to
perform until finally the subject would
break down and make a substantially
larger number of errors. The manner in
which the task was made more difficult
was accomplished by presenting the stimu-
11 at a faster and faster rate, thus
producing a form of difficulty in a
temporal sense. Task difficulty could
also be increased by having larger num-
bers of stimulus response pairs in the
task scenario.

In

The use of linear RT models to describe
and evaluate human information processing
capacities is not universally condoned;
for example, generalizing RT results to
complex human activities such as playing
basketball or flying an airplane is at
best incomplete (11). Nevertheless, RT
methods have been used extensively in the
past to quantify the effects of environ-
mental stressors on human performance
capabilities (1). As such, an RT method
based on an extension of Fitts' law is
used in the present study.

Attention

Another concept that must be dealt with,
as it plays a major role in human per-
formance, is attention. There are many
definitions of attention, but most agree
that it is sometimes serial, sometimes
parallel, concentrated, limited, and
focused. Attention is felt to have
limitations in the capacity to handle
information from the environment. This
leads to the concept of interference
where two tasks are performed simultane-
ously and the degree to which they inter-
fere with each other are measured. If
two tasks can be performed as well simul-
taneously as individually, then at least
one task may not require attention and
can be called automatic, or the tasks nay
be referred to as being independent in
their access to certain types of process-
ing resources. If there is some decre-



ment in the performance of a task when
performed with another, then both tasks
are considered attention demanding, and
not independent in resource "drain."
There are two types of interference;
structural and capacity. Structural
interference occurs when two demands are
placed on physical/ neurological struc-
tures (i.e., requiring the hand to be at
two places at the same time). If no
structural interference exists, then a
capacity interference is inferred. This
inference is based on the assumption that
there is a limitation to some central
capacity resource (attention).

There are multiple theories explaining
attention; undifferentiated, fixed capac-
ity (single channel), flexible alloca-
tion, multiple resource, and functional
view (as the result of a choice all other
processes are prevented from occurring or
only with great difficulty, (18)).
Several mechanisms of parallel sensory
processing have been described (11). The
Stroop phenomenon occurs when the same
stimulus in two different conditions is
relevant, but in one of the conditions a
secondary stimulus is processed at the
same time causing an increase in the RT.
A classic example is where subjects are
to respond to the color (red, blue,
green, yellow) of different geometric
forms (triangles, circles, sguares),
versus responding to the colors of words
which correspond to the colors (i.e.,
responding to the word 'blue' when print-
ed in yellow versus responding to the
printed color red when it appears as the
word ‘'green').

As other examples of attention phenomena,
the dichotic listening paradigm describes
how man can ignore one of two messages
presented through headphones. However,
there are certain messages that cannot be
ignored i.e., when your name is spoken.
The psychological refractory period (PRP)
states that the reaction time (RT) to the
second of two closely spaced stimuli is
considerably longer than RTs to the first
stimuli.

A final area to address is the relation-
ship between attention, stress, motiva-
tion, and arousal. Arousal or activation
are usually considered neutral terms that
describe the energy level of the individ-
ual. The term neutral is used because
arousal represents the amount of effort
being applied to whatever action is being
accomplished. It can range from deep
sleep to the highly energized state
characteristic of an individual fighting
for survival or competing in an important
sporting event (13). Stress and motiva-
tion have a directional component where
stress is considered negative while
motivation implies movement towards a

goal (13). A classic relationship exists
between arousal and performance as dis-
covered by Yerkes and Dodson (20) common-
ly referred to as the inverted-U hypothe-
sis. There is an optimum arousal level
to obtain peak performance. Any more or
less will cause a decrease in perform-
ance.

RT and Acceleration

what do these theories have to do with
the present study? It is hypothesized
that acceleration (the presence of a
greater than 1 G stressor) will have a
detrimental effect on a serial RT proc-
essing paradigm, specifically an extended
Fitts' law processing task. Under accel-
eration, error rates should increase. RT
should also increase. However, the RTs
to each of the response conditions used
below, one (1), two (2), or three (3)
button choices, may or may not retain
their differences. In other words,
whereas under normal conditions the RTs
increase as the number of button choices
increase (a positive slope), this rela-
tionship may not hold under acceleration
(a 'flat' slope) due to attentional
resources being diverted to the task of
maintaining physiological integrity under
high-G (9).

METHODS
Task Equipment and RT

Figure 1 illustrates the RT device used
by the subjects in this experiment. The
stimuli presented were combinations of
*one, two, or three out of four possible
lights in this diagram. The subjects
kept two fingers (the index and middle
finger) of each hand on the four buttons.
To complete the task, the buttons corre-
sponding to the illuminated lights had to
be pressed. RT was calculated as the
time between the onset of the stimuli
(lights) and the corresponding button
presses. The stimuli were presented at
different interstimulus times (t;), where
the time between the presentation of each
stimulus was varied. The three values
for this variable were 800 msec, 400
msec, and 200 msec. SR compatibilitv was
considered high because of the spatial
relationship between the "on-screen"
stimulus lights and response buttons.
Practice with the task at normal 1 G, was
accomplished until each subject was able
to maintain greater than 80% accuracy.
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FIGURE 1
Reaction Time Task
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Errors

There were four classes of errors a
subject could make:

(1) The subject could wait too long
(any response more than two seconds after
the stimulus onset was dubbed "sleep
time").

(2) The subject had to press the but-
tons simultaneously. This meant that if
a subject pressed any two or three keys
more than 50 msec apart, an error was
recorded. This helped the subjects to
approximate a "simultaneous" response
when more than one button was to be
pressed.

(3) The subject could press the wrong
number of buttons (either too few or too
many), or the incorrect buttons.

If a subject responded within 100
msec of stimulus onset, an "anticipation
time" error was recorded. This was used
to reject any responses smaller than the
human choice RT limitation of approxi-
mately 160 msec.

(4)

Subjects

Subjects were four (4) males and three
(3) females, aged 23 to 40 years, ob-
tained from the Sustained Acceleration
Panel (qualified subject pool). All
subjects had undergone extensive medical
screening before acceptance on the panel.

Experimental Variables

To fully describe the experiment, the
forms of the environmental stressors
(acceleration and anti-G suit configura-
tion) need to be elaborated. The accel-
eration stressor and the anti-G suit con-
figurations were independent variables,
while an attempt was made to control for
individual variability through randomiza-
tion.

Acceleration: The modified simulated
aerial combat maneuver (SACM) was select-
ed as the acceleration stressor and
represents a typical combat scenario.
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Figure 2 displays the alternating 7.0 G,
to 4.5 G, SACM profile. The term G
refers to that component of the accelera-
tion stressor actlng from head to foot.
The end result is decreased blood profu-
sion (pressure) at head and eye level
resulting in visual degradatlon and
ultimately loss of consciousness unless
steps are taken to maintain sufficient
blood pressure at higher G, levels. This
is accomplished through the appropriate
use of the anti~G straining maneuver
(AGSM) in conjunction with an anti-G
suit.

FIGURE 2
ACCELERATION STRESS CONDITION
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Anti-G Suits: The experiment was also
designed to evaluate several different
configurations of anti-G suits and how
they impacted subject performance. The
standard anti-G suit in use today (the
CSU-13P) is composed of 5 bladders that
are inflated caudalward with pressure
increasing linearly as G increases,
compressing the abdomen, both thighs
(quadriceps), and both calves. The
retrograde inflation anti-G suit (or
RIAGS} has the same bladder configuration
but inflates cephaladward and is consid-
ered a full-coverage suit (has the
appearance of a pair of pants, not cut-
away as the standard). Perhaps the most
uncomfortable aspect of the suit is
abdominal pressure, which is an important
factor providing protection when combined
with leg pressure (19). The degree of
discomfort is a function of the fit of
the suit, placement of the abdominal
bladder against the subject's diaphragm,
and the individual's personal opinion .pa
concerning increased abdominal pressure.
The pressures maintained in these suits
were approximately 8.5 psi at 7.5 G,

These pressure levels are very uncomfort-
able at 1 G,, but are tolerable at the
higher G 1evels depending upon the indi-
vidual. 1In addition to the full-coverage
RIAGS, there were added two different



types of arm counterpressure, namely,
occlusion cuffs and pressure sleeves.
This arm counterpressure was assumed to
reduce the amount of blood pooling into
the arms during acceleration. However,
each of the two arm configurations were
based on different counterpressure tech-
niques, specificially an arterial occlu-
sion technique (cuff) and a more wide-
spread counterpressure technique along
the length of the arm (sleeve). 1In
summary, four different types of anti-G
suit configurations were used:

1) standard CSU-13 P anti-G suit
2) RIAGS alone

3) RIAGS with sleeves, and

4) RIAGS with cuffs.

The mechanisms used to explain the effec-
tiveness of anti-G suits for human G-
protection are: (1) anti-G suits in-
crease peripheral resistance, thus im-
proving eye-level blood pressure under Gj
(2) anti-G suits help prevent rapid
extravasation of plasma from the blood
vessels into tissue during G stress by
offering immediate counterpressure; (3)
anti-G suits may play a role in increas-
ing venous return, particularly with
simultaneous inflation of both leg and
abdominal bladders; and (4) anti-G suits
support and raise the diaphragm, thus
mechanically supporting the heart and
decreasing the heart-to-eye distance
(3,19).

Obviously, the bottom line for protection
is effective counterpressure during G
(presumably, the more the better (19)).
However, human factors issues must be
taken into consideration (16,17). 1In-
creased abdominal pressure via the in-
flated bladders may cause discomfort even
under high-G (19). There are wide indi-
vidual differences concerning discomfort;
some subjects are not bothered at all
while others devote more energy trying to
breathe during a high-G run than while
performing the more strenuous AGSM.

Individual Variability; wWithstanding
High-G Until Exhaustion: This brings us
to the issue of individual variability.
The level of experience on the centrifuge
is a factcr in how the subject devotes
attention to the AGSM while performing
another task (9). The subject's level of
G-tolerance alsoc dictates how well he or
she will be able to maintain the AGSM
while concentrating on another task.

G-tolerance is a function of physical
fitness, time elapsed from last G-expo-
sure, and miscellaneous other factors
contributing to the general stress level
each subject experiences (5). There is a
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wide discrepancy in subject response to
anti-G suits, as well as different expe-
riences with peripheral light loss (PLL)
(10). Much of the research in accelera-
tion has used PLL as an objective measure

of individual stress levels. When PLL
reaches the point of a 60 degree cone
around the central visual axis, the
subject normally terminates the run.
However, not all subjects have symmetri-
cal PLL. Thus, when we say that a sub-
ject continued the SACM to exhaustion and
include this as the "end-point" within
our design, we implicitly assume wide
individual differences in the definition
of "exhaustion®™ (i.e, 60% PLL, abdominal
and other bodily pain, fatigue, etc.).

Dependent Measures: Subjects were intru-
mented with arterial oxygen saturation
(5a0,) plethysmography (mounted on the
earlobe), a transcranial Doppler (TCD)
sensor mounted at the temple, and elec-
trocardiographic (ECG) chest leads. Data
collected were time at G until exhaustion
and termination of the session, heart
rate obtained from the ECG, the time
course and level of Sa0,, the time course
and level of blood velocity obtained from
the TCD, error rate and type, RT, and
subjects' ratings of suit comfort.
However, only the RT and error rate data
are reported here.

Experimental Design

During a complete session, subjects began
with 180 "warm-up" practice trials on the
RT task at 1 G, (termed "pre accelera-
tion"). This normally took less than
five minutes to accomplish. Immediately
following these practice trials, subjects
were then accelerated to a baseline of
1.4 G, for 1 minute, followed by a 4 G,
run for 15 seconds (which hopefully
provided some physiological pre-adapta-
tion to G). Subjects remained at base-
line for 60 seconds after which time the
SACM profile began (Figure 2). At the
first 4.5 G, peak, the task was presented
and continued for the duration of accel-
eration until exhaustion, when the sub-
ject terminated the exposure (termed
"peak acceleration”). In addition, the
task continued for approximately 50 more
trials after exposure so as to provide
data during the recovery phase (termed
"post acceleration").

A complete session was accomplished 8

times; 4 "blend" sessions and 4 data
sessions were accomplished (one blend
session and data session each for the
four anti-G suit configurations outlined



above). The four blend sessions were
completely randomized within subjects, as
were the four data sessions. A blend
session was the initial coupling of task
performance with high-G. Data sessions
were identical to the blend sessions,
except subjects were now familiar with
performing the task under high-G. All
results reported below were obtained from
the data sessions.

RESULTS

Initial evaluation of the data indicated
that interstimulus times (200, 400, or
800 msec) had no significant effect on
either RT or error rate/type, regardless
of the number of stimuli (1, 2, or 3
lights/buttons). Thus, RT and error
rate/type data were collapsed across
interstimulus times in the results pre-
sented below.

RT

Our first analysis concerned the overall
effect of the pre, peak, and post accel-
eration conditions on RT. All three
conditions were significantly different
from one another, F(2,12) = 17.21, p <
0.0003. RTs occurred in a descending
order: peak was larger than post, which
in turn was larger than pre (peak=504.4;
post=464.4; pre=425.8).

Table 1 shows the statistical results of
the effects of suit configuration and the
number of lights/buttons on RT for each
of the pre, peak, and post acceleration
conditions. As can be seen, there were
no interactions between suit configura-
tion and lights/buttons for either the
pre, peak, or post acceleration condi-
tions. However, there was an effect of
suit configuration on RT during post
acceleration. RTs were longer for the
RIAGS with cuffs configuration than for
RIAGS with sleeves.

For the pre acceleration condition, there
was a significant main effect for
lights/buttons, where RT increased as
number of lights/buttons increased (which
of course was expected according to the
Fitts' law paradigm, see Figure 3a).

What is interesting is that this
lights/buttons effect was not significant
during peak acceleration (or more cor-
rectly, at exhaustion, see Figure 3b).
The effect returned at post acceleration
(Figure 3c).

To further examine this effect, we per-
formed individual F-tests for each of the
suit confiqurations for the pre, peak,
and post acceleration conditions. Table
2 shows the statistical results. For pre
acceleration, all four suit conditions
show significant effects for"-
lights/buttons, in the same pattern (3 is
larger than 2, which in turn is larger
than 1). For the peak acceleration
condition, there were no significant
differences for lights/buttons. At post
acceleration, the effect returns, but
with a difference. For the RIAGS alone
and the RIAGS with cuffs conditions, RTs
for 3 lights/buttons are significantly
larger than for 1, but not from 2. The
standard and RIAGS with sleeves show the
same pattern as for pre acceleration (3 >
2 > 1).

Error Rate/Type

The types of error generated at peak
(exhaustion) for the entire experimental
design are shown in Table 3. As can be
seen, sleep time errors occurred the
least, while pressing too few buttons was
the most common type of error. There
were no errors vwhere subjects pressed
multiple keys more than 50 msec apart and
are not shown in Table 3.

TABLE 1. The Effects of Suit Configuration and Number of Lights/Buttons on RT

ACCELERATION CONDITION: PRE

*

TEST:
Suit*Button NS

Suit NS

Button 3>2>1

F(2,12) = 157.87, p < .0001

472.1 > 430.7 > 374.8

NS NS

NS RIAGS/c > RIAGS/s
F(3,36) = 5.31, p< .0085
490.8 > 420.4

NS 3>2>1
F(2,12) = 90.13, p < .0001%
508.1 > 463.9 > 420.4

* Suit*Button: suit configuration by lights/buttons interaction; Suit: suit condition main effect;

8utton: lights/buttons main effect.



TABLE 2. The Effects of Acceleration Condition on Lights/Buttons RT by Suit Configuration

ACCELERATION CONDITION: PRE PEAK POST
*
TEST:
STD F(2,12) = 91.24, p < .000% NS £(2,12) = 80.10, p < .0001
3>2>1 352>
427.89 > 430.28 > 374.86 504.95 > 453.07 > 413.15
RIAGS F(2,12) = 308.51, p < .0001 NS F(2,12) = 12.03, p < .00%4
3>2>1 3>
468.86 > 42B.47 > 375.18 507.25 > 429.79
RIAGS/s F(2,12) = 83.01, p < .0001 NS F(2,12) = 32.52, p < .00C1
3>2>1 31>2>1
471.34 > 431.41 > 373.75 477.87 > 443.83 > 398.39
RIAGS/¢ F(2,12) = 92.08, p < .0001 NS F(2,12) = 13.10, p < .0001
3>2>1 3>1
475.47 > 432.54 >375.46 542.31 > 440.44

* §TD: standard anti-G suit; RIAGS: retrograde inflation anti-G suit; RIAGS/s: RIAGS with sleeves;
RIAGS/c: RIAGS with cuffs.

TABLE 3 - Type of Errors at Peak (Exhaustion)

*

Ty Total
FIGURE 3 " |
60000 | Steep Time 3 I
‘ | Anticipation 12
500.00 : - .- | Too many buttons 16 |
000 / | Wrong buttons 18 |
E | Too few buttons 65 |
§ 300.00 SR L —
PRE 3 200001 * see text for explanation of error types.
100.00
0.00 r T .
(O:i (xii) (18M:ﬂ Total error rgtes at_peak acceleration
0 LIGHTS/abITONS (from sleep time to inaccurate bgtton
600.00 presses) for each of the four suit con-
1 figurations are shown in Table 4. The
500.00 pre acceleration condition is used as a
200,00 i e ] . . "baseline" here, and each of the error
E rates for the suit conditions were com-
g 0001 - T : pared to this baseline. Error rates for
200,001 O the standard anti-G suit and for the
PEAK B RIAGS with cuffs conditions were signifi-
) ’ cantly larger at peak acceleration than
0.00 : — : at pre gcceleration._ RIAGS glone gnd
(0 bie) Q bie) (1.6 bits) RIAGS with sleeves did not differ 1in
LIGHTS/BUTTONS error rate from pre acceleration.
600.00
500.00 .
E4mm comfort and Time to Termination
§ 300.00 .
3 ; Subjects' rankings of suit comfort, and
POST 200.00 . their total time under high-G before
100001 -+ e exhaustion and termination of the expo-
sure, are shown in Table 5. As can be
0.00 ; 3 ] seen, these variables match each other in
(0 bit) (1 bit) (1.6 bits) terms of superior rankings; in short, the
LIGHTS /BUTTONS RIAGS with sleeves was ranked highest,
followed by RIAGS alone, the standard
[—sD  -+-RAGS -+ RAGS/c —=-RAGEs | suit, and RIAGS with cuffs.
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TABLE 4 - Pre Acceleration Error Rates Compared to Peak for

Each Suit Configuration.

Pre RIAGS RIAGS/c  RIAGS/s

Acceleration
| ratio of | 2/78 | 7/78 67 25/78 5/83
| errors to} |
|

total | |

* STD: standard anti-G suit; RIAGS: retrograde inflation anti-G
suit; RIAGS/c: RIAGS with cuffs; RIAGS/s: RIAGS with sleeves.
** p < 0.05, one-tailed t-test comparison of pre acceleration
to peak for each suit configuration.

TABLE 5. Rankings of Suit by Comfort and Time Until Termination

of Acceleration Exposure (Exhaustion).
RANKINGS

Most Comfortable Most Time Under Acceleration

Sui t:'

RIAGS/s 1 1
RIAGS 2 2
STD 3 3

RIAGS/c 4 4
$TD: standard anti-G suit;
RIAGS/c: RIAGS with cuffs;
RIAGS: retrograde inflation anti-g suit;
RIAGS/s: RIAGS with sleeves.

DISCUSSION

The original hypothesis that RTs would be
longer under acceleration than at pre or
post acceleration was supported here,
which strongly suggests that high-G
interferes with the human's central
information processing capacity. 1In
addition, the linear relationship between
number of lights/buttons and RT (as
lights/buttons increase, so does RT in a
linear fashion) was not supported under
high-G at subjects' exhaustion point. A
possible reason for this finding could be
that subjects were greatly preoccupied
with their physiological and bodily
integrity at the point of exhaustion and
were devoting few attentional resources
to the completion of the task; at exhaus-
tion, subjects are at their physiological
and psychological limit. They need to
divert more of their attention from the
task (stimuli) to maintaining head level
blood pressure through the use of anti-G
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straining maneuvers (AGSM) to prevent
blackout and loss of consciousness.
Other factors more difficult to quantify,
and which may also serve to explain this
effect, are the psychological conse-
quences resulting from the situation
subjects find themselves in (anxiety,
fear, pain, ego, etc.). In future stud-
ies, some combination of these factors
may fully explain the lack of attention
given to the task under high-G at the
point of exhaustion.

The type of suit configuration did not

have an effect on RT, even though the
comfort and time to termination rankings
showed a definite pattern (the RIAGS with
sleeves was superior to RIAGS alone or to
the standard suit, while the RIAGS with
cuffs seemed to be inferior). The error
rates did show a corresponding pattern,
however. The RIAGS suit with cuffs had
the largest error rate of all suit condi-
tions, while it was also ranked the most
inferior in terms of comfort and time to
termination. Most likely, this was due
to the intense discomfort of the occlu-
sion cuffs resulting in termination of
the SACM secondary to numbness/pain
rather than fatigue. It could be said
that an additional stressor was added to
the design matrix due to the nature of
the cuffs. The cuffs occluded blood
going to and coming from the lower arms.
Over long periods of time, subjects
reported that their arms would "go numb"
and feeling would cease, or become an
overriding "tingling pain" sensation.

Interestingly, the ranking of g-suits by
error rate matches exactly the ranking of
the suits by comfort as well as the total
time to termination. The most comfort-
able suit had the least errors just prior
to termination, as well as the greatest
time under acceleration (RIAGS with
sleeves).

In conclusion, acceleration stress indeed
had an impact on the RT model. Because
of the nature of the stressor, attention
was diverted during peak Gz causing a
loss in the ability to discriminate
between stimuli responses. Implications
to the Air Force in support of its mis-
sion are as follows: 1) how to quantify
for each individual pilot the net effect
of multiple stressors (physical fatigue,
mental fatigue, length of sorties, type
of profiles within a sortie, number of
sorties per day) and predict the point at
which peak Gz "exhaustion" occurs; and 2)
what is the correlation of the fatique
status of pilots versus the sortie work-
load, both during high-g maneuvers and
"normal" flight. These questions require
further studies.
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MICROGRAVITY EFFECTS ON STANDARDIZED COGNITIVE PERFORMANCE MEASURES
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ABSTRACT

The purpose of this experiment, selected to fly on
International Microgravity Laboratory (IML-2) spacelab
mission, is to determine the effects of microgravity upon
cognitive skills which are critical to successful perfor-
mance of many tasks on board the space shuttle. Six
tests from the Unified Tri-service Cognitive Performance
Assessment Battery (UTC-PAB) will be administered to
the Mission Specialists to fulfil the goals of this
experiment. These tests are based upon current theore-
tical models of human performance, an the hypothesized
effects of microgravity. The principal objective is the
identification of the effects of microgravity upon specific
information processing skills affecting performance from
those of fatigue and shifts in work/rest cycles. Multiple
measures of both short- and long-term fatigue will be
obtained and used as a major independent variable for
the analysis of these performance data. Scientific sup-
porting studies entitled "Training schedules to acquire
and maintain performance stability” will determine opti-
mum practice and performance testing schedules for the
astronauts. The same tests will be used post-flight to
collect data on the recovery of any cognitive perfor-
mance impairment compared to pre-fight, baseline
levels.

BACKGROUND
Problem

Astronauts are subject to a variety of stresses during
space flight. These stresses include microgravity,
physical isolation, confinement, lack of privacy, fatigue,
and changing work/rest cycles (Christensen & Talbot,
1986). Any one or a combination of these stressors
could degrade the cognitive skills required to perform
tasks essential to the success of the mission. Of these
potential stressors, the effects of fatigue and of the
changing work/rest cycle are known to cause deterior-
ations in astronaut productivity (Stepanova, 1975).

Purpose

The purpose of the inflight research is to determine the
effects of microgravity on cognitive skills required by
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many tasks on board the space shuttle. This paper des-
cribes; (1) the performance tests and the rationale for
selection, (2) the pre/post baseline and inflight experi-
ment, (3) the supporting ground-based studies that will
determine the reliability and stability of the measures,
and (4) the controls necessary to differentiate the effects
of fatigue and changing work/rest cycles from micro-
gravity.

Previous Research

To date, no systematic attempt has been made to deter-
mine the effects of space flight on cognitive skills.
Despite the lack of systematic observation, anecdotes
and documented instances of degraded performance do
exist (Covault, 1988). Additionally, two experiments have
examined performance in space. The first (Ross,
Schwartz, & Emmerson, 1987) demonstrated a deteriora-
tion in mass discrimination during fiight, which persisted
for approximately 3 days after touchdown. The authors
did not pinpoint the source of the deterioration although
some aspects of judgment and psychomotor coordina-
tion were implicated. The second (Ratino, Repperger,
Goodyear, Potor, & Rodriguez, 1988), examined the
simple reaction time, choice reaction time, and time
perceptions before, during, and after a mission. The
simple and chaice reaction time tasks showed no effects
of space flight. The time perception task showed an
increasing deterioration in estimates of short durations (2
to 16 s) throughout the mission. Again, the locus of the
deterioration was not identified.

It is anticipated that our experiment will benefit from
having the results from the IML-1 space flight experi-
ment, Mental Workload and Performance Evaluation
(MWPE) scheduled to fly approximately two years before
IML-2. The MWPE experiment will evaluate the most
effective human computer interface while astronauts
perform a "Fittsberg" task (Hartzell, Gopher, Hart, Lee, &
Dunbar 1983). The task will simultaneously measure the
accuracy and reaction time of retrieving items from short
term memory and skilled motor coordination response
times while using three different types of input/output
controllers; joystick, keyboard, and trackball. The

-2



differential effects of microgravity on the output stage of
human information processing will be particularly bene-
ficial to our study since it will use the same hardware
system available to us at the Performance Assessment
Workstation (PAWS) on board the space shuttle. Even
though additional measures of subjective workload and
mood state will be taken from the Mission Specialists
during the MWPE, IML-1 fiight, the primary objective of
the "Fittsberg" task will yield psychomotor response
times to evaluate human engineering issues (Newman &
Bussolari, 1990).

The "Fittsberg" task combines the more common Serial
Memory Search Task (Sternberg, 1969) and the histo-
rical discrete motor movement Fitts Task (Fitts &
Peterson, 1964). Even though the task combination was
designed for another purpose, it is important to realize
that if generalizations or predictions are to be made of
astronaut performance from one space flight mission to
another, with varying task demands and durations; then
consideration should be given to standardizing the test-
ing procedures and using more common transportable
system software. These factors will become increasingly
important when large performance databases must be
shared to accomplish future international space flights.
Therefore, due to the scarcity of reported cognitive
performance data, it is mandatory that additional well
controlled, cognitive studies using “standardized"
procedural testing, be conducted before long term space
flights are flown. This paper outlines the origin of such
a performance test development program by the military
that is relevant to NASA operations.

Human Performance Testing in Military Medical Research

For many years military medical researchers have reco-
gnized that the development of microcomputer-based
tests of human performance would have broad applica-
bility. The resulting test systems employed a variety of
tests, batteries, and hardware, all purporting to measure
such functions as memory, information processing abil-
ities, logical reasoning, tracking, etc. (Bittner, Carter,
Kennedy, Harbeson, & Krause 1984; Shingledecker,
1984; Thorne, Gensen, Sing, & Hegge 1985). While
these test systems were suitable for answering isolated
questions; standardization of procedures, software
language, and hardware was lacking, making compari-
son of results from different laboratories difficult. Several
years ago, in response to the challenge of evaluating the
side effects of chemical defense pretreatment and anti-
dote drugs on human performance, the U.S. Army Medi-
cal Research and Development Command formed the
Joint Working group for Drug Dependent Degradation of
Military Performance (JWGD3 MILPERF). This tri-service
working group was broadly tasked with the mission of
developing standardized methodologies for the assess-
ment of human performance.
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The UTC-PAB

One of the principal products of the JWGD3 effort has
been the Unified Tri-Service Cognitive Performance
Assessment Battery (UTC-PAB), a set of 25 standardized
human performance tests which run on a microcomputer
(Englund et al., 1987; Hegge et al., 1985; Perez et al.,
1987; Reeves et al., 1989). The tests comprising the
UTC-PAB were selected after an exhaustive search of
the human performance literature and in-depth interviews
with the original test authors. A team of experienced
human performance investigators evaluated the candi-
date tests for validity, reliability, and sensitivity to provide
investigators and practitioners with the means to sample
a broad range of human performance functions. The
prototype "beta testing” phase of the UTC-PAB has been
completed. It includes a detailed set of hardware-

independent specifications, as well as an authoring
system to construct additional prototype tests for
concept formation. The original 25 tests run on
IBM-compatible microcomputers using the system clock,
standard system keyboard, and a serial port joystick tor
tracking tests. This NASA project will implement several
of the tests, discussed later in this paper, on a NASA
supplied GRID 1530 computer. Additional implementa-
tions of the UTC-PAB tests in a variety of forms are
currently under way, including a version of the tests for
clinical neuropsychologic screening that will run on
several laptop computers. All of these activities are
being coordinated by the Office of Military Performance
Assessment Technology (OMPAT) located at the Walter
Reed Army Institute of Research (WRAIR) in Washington,
DC, which assumed the functions of the JWGD3 in
August 1989. The founder of the triservice JWGD3 and
the current Director of OMPAT is Dr. Fred Hegge.

The UTC-PAB has become recognized worldwide as a
standard for military performance testing. The AGARD
NATO (Working Group 12) has recently published the
test specifications of a subset of the UTC-PAB tests for
research with environmental stressors (AGARD, 1989).
The STRES battery is an example of a product of inter-
national standardization coordinated by OMPAT. The
tests were selected by NATO, specified by the Air Force,
and programmed by the Navy. Through this cooperative
effort the OMPAT is continuing the process of establi-
shing a mechanism for collecting the data from nume-
rous international studies using a subset of the
UTC-PAB. The existing data base at OMPAT has grown
into a central Performance Information Management
System (PIMS) located at WRAIR in Washington, D.C.
This networked data base will enable the establishment
of international performance norms for the UTC-PAB
tests, as well as document the effects of a wide variety
of environmental stressors and drugs on human perfor-
mance. Free access to the PIMS data base and perfor-
mance measurement tools is granted by the Director,
OMPAT at a toll-free, bulletin board number 1-800-542-
7844,



GENERAL APPROACH

In order to capitalize on the standardization already
achieved in performance testing by the Department of
Defense and NATO, the Life Sciences Division at NASA
Headquarters competitively selected a team of resear-
chers responding to a NASA Headquarters research
announcement. A portion of this announcement was ini-
tiated by Dr. Janis Stoklosa, Chief, Human Factors,
Behavior, and Performance, to study the effects of
microgravity on astronaut performance on IML-2. The
team is headed by the author of this paper, the Principal
Investigator, Dr. Samuel Schifiett. The government co-
investigator is Dr. Jonathan French, from the Sustained
Operations Branch of the Armstrong Laboratory Brooks
AFB, Texas (formerly the Crew Performance Function of
the USAF School of Aerospace Medicine). Other partici-
pating co-investigators are Dr. Douglas Eddy, NTI, inc.
and Dr. Diane Damos, University of Southern California.

Six tests from the UTC-PAB were selected by the team,
based on current theoretical models of human perfor-
mance and on the hypothesized effects of microgravity.
These tests will be further studied in ground-based
environments to determine required parameters for use
in space. Final parameters will be incorporated into
software that will run on the specified Space Shuttle
hardware, and within the allowed time constraints.

The actual experiment to be performed in space will
involve testing each Mission Specialist for 20 minutes a
day using behavioral and subjective tests selected to
evaluative cognitive functioning while in orbit. Particular
emphasis will be given to the question of fatigue.
Multiple measures of both short- and long-term fatigue
will be obtained and used as a major independent
variable in analyzing the performance data.

RATIONALE FOR SELECTING TESTS

Several factors must be considered in selecting tests for
use on board the space shuttie. One of the most impor-
tant of these is the restrictive time available during flight
for performance assessment. Another constraining fac-
tor is the prohibitive cost of developing flight worthy
hardware not previously furnished by NASA. A critical
factor to consider is the specific information processing
skills necessary to the success of the mission. The final
issue that is the most relevant to this experiment, is the
information provided by a specific test should aid in
identifying the cognitive processes or information pro-
cessing stages affected by microgravity. These four
factors were taken into account in selecting the six tests
included in the performance assessment battery.

Many different cognitive skills are critical to the success-
ful completion of tasks on board the shuttie. Upon exa-
mination of past Mission Specialist's tasks and insight
gained at a recent NASA workshop held at JSC on
Human Factors requirements, and from conferences
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such as this one; a list of functional task areas were
identified to be potentially affected by microgravity. Of
these functions, spatial information processing, tracking,
and time-sharing play a disproportionately important role
in the success of a variety of Spacelab and Spacestation
tasks. For this reason, a tracking test, a spatial informa-
tion-processing test, a time-sharing test, and a directed
attention switching test have been included in the batte-
ry. Two other tests, the Sternberg Memory Search test
and the Continuous Memory test, have been included
because each of these examines specific cognitive pro-
cesses and stages of information processing. Thus, the
locus of microgravity effects, if any, on cognitive
functioning can be identified relatively clearly. A
description and rationale for each test is given below.
Detailed descriptions and procedures may be found in
Perez et al. (1987) for all the tests and combinations
except the Matrix test and the Manikin-Mathematical
Processing combination. Simple and choice reaction
time tasks were not included in the proposed battery
even though they have reliable and short training times
because Ratino et al. (1988) failed to identify any perfor-
mance deterioration during space flight.

NASA PERFORMANCE ASSESSMENT BATTERY (PAB)

After careful review of the statistical properties of each
test and examining theoretical rationale of the UTC-PAB,
the following performance tests were selected for use in
this experiment.

Tracking. One of the primary potential effects of micro-
gravity is a disruption of visual-motor coordination due to
disturbances in the sensory input and motor output
channels. To probe for this effect, a tracking test will be
used. One of the candidate tracking algorithms is the
Crossover Model developed by McRuer and Jex, (1967)
and validated by DOD, NASA, FAA in numerous studies.
It requires the subject to maintain a target in the center
of a horizontal line. A fixed difficuity (lambda level) is
used to displace the target, and the subject must mani-
pulate a control device to null this input disturbance.
Even though, it has limitations on its approach (frequen-
cy domain), two characteristics recommend it for inclu-
sion in the proposed battery. First, performance reaches
differential stability in 150 brief trials (Damos, et al.,
1984). Second, it is known to be affected by a variety of
exotic environments, including alcohol (Klein & Jex,
1975; Dott & McKelvy, 1977), hypoxia (Nesthus, Schiflett,
Bomar & Holden, 1988), fatigue (Gevins, Cutilio, Fowler-
White, llles, & Bressier 1988).

However, in the present experiment, several tracking
algorithms must be evaluated prior to specifying the
tracking test's final configuration. Some of these issues
related to pilot workload and dynamics have been
addressed in a conference sponsored by the Air Force
(Frazier & Crombie, 1982). Alternate models will be
considered such as the Optimal Control Model (Levison,
Barron, & Kleinman, 1969) that is a time-domain



approach to establishing operator describing functions.
Alternate tracking algorithms will be evaluated prior to
the ground-based support experiments described in a
later section of this paper. However, the tracking task
will be presented at a difficulty level empirically derived
for each Mission Specialist slightly below the maximum
resource capacity, i.e. subcritical mode, if the Unstable
Tracking task is used. A compensatory tracking task
may be more diagnostic to subtle changes in psycho-
motor processing (Wickens, 1986).

Matrix Rotation Task. The functional de-afferentation of
the otolith organs that occurs in space, along with asso-
ciated effects on the visual and cerebellar systems, raise
serious questions about the individual's spatial pro-
cesses. Thus, it is desirable to probe for subtle effects
on the person’s ability to perceive, remember, and pro-
cess spatial information. The Matrix Rotation task deve-
loped by Phillips, (1974) and Damos & Lyall, (1984) will
be used to evaluate the effects of microgravity on spatial
processing. The Matrix Rotation Task should not be
confused with the task implemented by Thorne, et al.
1985 or the commonly used Match-to-Sample task
reported by Thomas & Schrot, (1988) at the Naval
Aviation Medical Institute. This test uses 100 basic
patterns. Each pattern is a 5 by 5 matrix with five
iluminated cells that have been selected at random. At
the beginning of the trial, the subject sees a pattern.
After the subject studies the pattern, he presses a res-
ponse key. The pattern is immediately erased and a
new one presented. The subject must decide as quickly
as possible if the new pattern is identical to the pre-
ceding pattern. The subject then presses one key for
"same" or another key for "different.” As soon as the
response is made, a third pattern appears. The subject
must now compare the new pattern to the immediately
preceding pattern, etc. For "same" responses, the two
patterns are never presented in exactly the same orien-
tation; the second pattern is always rotated either 90
degrees to the left or 90 degrees to the right relative to
the preceding pattern. Both correct reaction time and
percentage correct are used as dependent measures.

Although no data were located in the open literature
which examined the effects of exotic environments on
this test, it does have two advantages. First, perfor-
mance on this test reaches differential stability in appro-
ximately 15 minutes. Thus, little practice is required.
Second, concurrent verbal suppression tasks have been
shown not to affect performance on the Matrix task,
indicating that this task indeed measures some aspect
of spatial information processing. Studies examining the
effect of fatigue and changes in the sleep rest cycle
using this task are under development by the military.

Sternberg Memory Search. The general Sternberg para-
digm requires subjects to respond as rapidly and accu-
rately as possible to visually presented letters. At the
beginning of the test a set of letters drawn randomly
from the alphabet are presented to the subject for

memorization. The set of letters (positive set) stay on
the screen for 10 seconds, then the screen is cleared
and a series of single test letters are presented. If the
presented letter matches one of the letters in the pre-
viously memorized positive set, the subject responds
"same" (key press). If a different letter appears {negative
set), then the subject responds "different” (key press)
indicating a non-matching letter was presented.

Some questions have been raised about the reliability of
the intercept and slope scores derived from the mean
reaction time of multiple size memory sets (Carter,
Krause, & Harbeson, 1986). Reliability is a concern if
the fixed set procedure for presenting the stimuli is used
for a large number of trials (Wickens, Vidulich, Sandry,
& Schiflett 1981). In this procedure, an item that has
been designated as a target in one trial can never be
used as a distractor (non-target) in subsequent trials.
Thus every time a target stimulus is presented, the
subject should respond. This presentation procedure
results in a gradually decreasing slope that, with a high
number of trials and sufficient practice, will be statistically
indistinguishable from zero. The Sternberg task included
in this version of the UTC-PAB uses a set size of four
letters that are changed after each block of trials. Thus,
a letter can be a target in one session and a distractor
on another. Carter, et al. (1986) found that a variable
four letter memory set represents the more cognitive
aspects of information processing, is both reliable and
stable, and is highly correlated with the other letter set
sizes (1,2, or 3). This will be particularly helpful in
evaluating the microgravity effects on the cognitive
comparative processing stage. Using a single set size
of four letters will save time and provide data on the
locus of subtle deleterious effects of the microgravity
environment on performance.

Continuous Recognition. One critical aspect of higher
cognitive function is the ability to maintain attention and

to carry out repetitive cognitive processes over some
period of time. In many ways, such activities encom-
pass those which were traditionally referred to as
"vigitlance." However, they add the dimension of active
processing of information, rather that simple monitoring.
One task that appears to capture the performance ele-
ments above is the Continuous Recognition Test
(Hunter, 1975; Shingledecker, 1984). In this the subject
sees two numbers, one above the other. The task is to
remember the bottom number. When the next two num-
bers appear, the task is to determine if the new top
number is the same as the previous bottom number.
However, before responding, one must note the new
bottom number because as soon as a response is
made, the numbers are replaced by a new pair. Thus,
the subject must not only exercise very short-term
memory, but more importantly, must inhibit the response
until the new bottom number is committed to memory.
The appropriate strategy is to develop a set pattern of
observing, memorizing, observing, comparing, and res-
ponding. This sequence is different enough from that
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required by most routine tasks that it requires constant
attention allocation. Even brief lapses result in errors.
The task can be made even more difficult by requiring
the subject to remember and respond to numbers fur-
ther removed from the immediately preceding one (e.g.,
two- or even three-back), thus imposing a much higher
load on immediate memory.

This task has not been used as often as others in the
UTC-PAB battery. However, it has a respectable data
base indicating that it is a sensitive test of both short-
term memory and attention allocation (Perez et al.,
1987). It provides a large number of data points in a
short period of time, and has good test-retest reliability.

Prior to the inflight experiment, it will be necessary to
develop additional data on the parameters that will opti-
mize the value of the data collected in space. This will
be done in the context of the preliminary studies
described in other sections of this paper. We wil
determine, for instance, the optimum amount of practice
required for stability, as well as the value of using the
one-, two-, or three-back condition. The continuous
recognition test is known to be sensitive to g-stress
(Ross & Chambers, 1967) and to alcohol (Carpenter &
Ross, 1965).

Dual Tasking--Tracking and Sternberg Memory Search.
One of the most critical and potentially sensitive higher
cognitive functions that might be affected by microgravity
is the ability of the subject to allocate attentional
resources among several tasks. To investigate this, the
present study will use the time-sharing paradigm that
has been well studied in cognitive psychology {Damos
& Wickens, 1980; O'Donnell & Eggemeier, 1986; Damos,
(1991). The specific form of this paradigm will be the
dual task included in the UTC-PAB. This consists of the
Sternberg task and the Tracking task being presented
simultaneously. In this implementation of the Dual Task,
the tracking task is presented in the middle of the screen
and the letters of the Sternberg task appear in a fixed
location directly above the center null point. The target
of the compensatory tracking task moves laterally. One
memory set will be used, consisting of 4 letters. Due to
the nature of the dual task, the “fixed set* procedure
must be used, in which the same memory set letters are
presented with several probe letters for each daily
session. For a recent study discussing the implemen-
tation of the dual task when investigating the effects of
antihistamines on military weapon system controllers see
Nesthus, et al. 1991).

Performance Switching Task--Manikin and Mathematical
Processing. Time-sharing, as explained above in the
Dual task, is different from another required attentional
process that could be affected by microgravity. Astro-
nauts must make rapid shifts in the attentional focus, as
well as in the skills required to respond to a change in
task demands. This externally-directed behavior defies
automaticity in any true sense, since it must be flexible
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enough to respond to unusual demands. Thus, a test is
needed to probe the subject’s ability to shift attention
and resource allocation in response to rapidly changing
and unpredictable external demands. Such a procedure
has been created that uses two tasks currently in the
UTC-PAB.

In this procedure, the subject has two distinct and dis-
crete tasks to perform. One is a spatially-based task,
and the other is a mathematically-based task. Each of
these appear, trial by trial, simultaneously on the screen.
However, an arrow appears at the same time directing
the subject which task is “active" (i.e., must be
responded to). The subject must make an exclusive
response to the active task, where reaction time and
percent-correct data are obtained only for that task. The
switching from task to task for each trial is random
(within constraints).  Therefore, the subject must
remember to watch the arrow on each trial, aliocate the
appropriate resources to respond to that trial, and then
make the appropriate response. This paradigm provides
a test of the attention switching skills described above.

The two tests selected to exercise this paradigm are the
Manikin test and the Mathematical Processing test. The
Manikin test has a long history of use (Benson & Gedye,
1963; Reader, Benel, & Rahe, 1981;) and is presented in
a wide variety of formats by military psychologists (Miller,
Takamoto, Bartel, & Brown, 1985). As implemented in
this microgravity experiment, a manikin *stick figure” is
presented facing either forward or backward. In addi-
tion, the figure can be either upright or upside-down.
The figure is also standing on a box and inside the box
is either a rectangle or a circle. In the figure’s two hands
are a rectangle and a circle. The subject’s task is to
note which symbol is inside the box, and then to deter-
mine which of the manikin’s hands is holding the desig-
nated symbol. The subject then presses the left or right
of two keys corresponding to the manikin's left or right
hand.

Exposing the Mission Specialists to a series of manikins
presented in a variety of orientations in microgravity
where the astronaut has the freedom to position his own
body during work and sleep in non-traditional gravity
orientations; will be one of the more theoretical
interesting tests of spatial processing using a human
form. The effects of microgravity on whole body orien-
tation will give insight into whether this test is a
perceptual measure of spatial transformation of mental
images or involves pure spatial abilities requiring
readaptation (Carter & Wolstad, 1985).

The Mathematical Processing test is based on similar
tasks described by Perez et al. (1987). It presents two
single-digit numbers that must be added or subtracted.
It the answer is greater than 5, one response is given.
If the answer is less than 5, another response is
required. This task has been reported by Shingledecker



(1984) to be a relatively pure index of mathematical
functioning.

METHODS/TECHNIQUES

The software for the NASA Performance Assessment
Battery (PAB) is being programmed and delivered under
the oversight of Dr Samuel Moise, NTI, Inc. in
collaboration with Ms Kathryn Winter, Naval Aerospace
Medical Research Laboratory. The software team is
following a software verification plan that has been
mutually agreed upon by NASA and the Air Force. The
software will be in executable form, on 3.5" floppy disk,
compatible with the GRID 1530 microcomputer and the
attached controller devices; joystick or trackball. The
programs will reside on the hard disk prior to flight and
be backed-up with system disks and individual data
storage disks for rapid loading during flight, if required.
Provision for entering the final values on the tracking
task for each astronaut will be made available if late
access (Launch -3 days) is granted.

All system integrity checks and the initial transfer of the
programs to the GRID hard disk are automatically per-
formed by software provided by the Air Force. Start-up
of the test system requires only a single command typed
by the Mission Specialist at the GRID’s keyboard. The
six performance tests, a subjective fatigue scale, and a
mood questionnaire will be sequenced by a control pro-
gram that will automatically present all tests once
started.

Data from all tests will be stored on disk in a format
compatible with the UTC-PAB normative data base. Itis
estimated that the data will occupy approximately 35K of
disk space per Mission Specialist per day. For the entire
13 day mission, this would be a total of 1.61 megabytes
for all the raw data to be collected by these tests. This
is well within the storage capacity of the on-board com-
puter system. As a back-up, the data will also be stored
in summary statistical format on each individual 3.5 inch
data disk. The data files will be formatted using the
UTC-PAB and NATO standards for data processing by
commonly used statistical software packages.

RESEARCH PLAN

Phase | Ground-Based Scientific Support Studies

The primary purpose of the first series of ground-based
scientific support studies is to obtain three types of data
related to reliability, training, and normative database.
The first type provides basic information about the trial-
to-trial reliability of the tests and the amount of practice
necessary to reach differential stability. The second type
will provide data on the most efficient training scheme.
These data are necessary 1o ensure that all Mission
Specialists are completely trained before launch. The
third type will provide a normative data base on all of the
tests. This data base will be collected on approximately

501

100 subjects with the appropriate range of age and
male/female representation. This first series of studies
will only be conducted after the test battery has been
tested on the final NASA Grid computer configuration.
Dr Diane Damos, Co-investigator, University of California
will be responsible for all aspects of the study while
using the coordinated technical expertise of the USAF
Sustained Operations Branch staff and contractors from
NTI, Inc. These data will supplement the large existing
UTC-PAB data base that exists for most of these tests.

A control study, sponsored by the Air Force, will be con-
ducted in the sustained operations laboratory to demon-
strate the sensitivity of the tests to fatigue. The
performance battery will be identical to the one used in
the test reliability and stability study. Approximately eight
to twelve subjects will be selected as closely as possible
from the same general population as the mission specia-
lists. Each subject will be tested under both rested and
fatigued conditions separated by at least one week.
Order of testing will be counterbalanced. Several physio-
logical and biochemical covariate measures will be taken
(Brainard, Hannon, French, & Storm 1990; Brainard,
Rollag, Hannon, French, & Storm 1990).

Fatigue has been manipulated in several ways within the
sustained operations laboratory (French, Hannon, &
Brainard, 1989; Morris, 1984). To demonstrate the
sensitivity of the proposed battery to fatigue, sleep
deprivation will be manipulated. The SAM Fatigue scale,
the Sleep Quality Inventory, and the Mood Scale which
have demonstrated sensitivity to fatigue in a wide variety
of research and long-term field studies will be used to
supplement the performance test results (Storm, Dowd,
& Boll, 1990).

Phase |l Flight Experiment

The Phase I flight experiment will test several hypo-
theses relating to the interactive effects of microgravity,
work/rest shifts, and resulting fatigue on cogpnitive
performance. All the hypotheses will be tested against
the null hypothesis that there is no difference among the
groups, nor across days. Each test- and scale-depen-
dent measure will be evaluated separately.

The IML-2 fiight will consist of two work/rest cycles
shifted by 12 hours. A typical shift schedule is shown in
Figure 1. It is expected that two of the Mission Special-
ists assigned to Shift A will gradually be time adjusted
forward 12 hours prior to flight over a period of several
days. This Shifted Group will go to sleep after a few
hours in orbit when the Non-Shifted Group (two other
Mission Specialists) assigned to Shift B will complete
their duty day.



H |2:15 hr: 8 hrs 1:30 hrs
gShlftA ﬁ pre- sleep post-
: d | sleep sleep
> 0
' shinp | 12 hrs >
! H - duty
15
min
H 12 hrs 5
a :
shita |2 | auty —
d
0
v :
Shift 8 f 2:15 hr 8 hrs 1:30 hrs:
s | Pre sleep post- !
mn sleep sleep

Figure I. Typical Two-Shift On-Orbit
Work/Rest Cycle
The two major independent group variables include
microgravity and the effects of ground phase shifting.
The groups will be as follows:

GROUP  PRE-BASELINE FLIGHT POST-BASELINE
-Lig to -L3 MD1to MD13  +R1to +R16

Non-phase *0800-2000 0800-2000 0800-2000

shifted

Phase partial 2000-0800 0800-2000

shifted

*assume 0800 Launch L=Pre-Launch MD=Mission R=Recovery

Day

TABLE 1 - PERIODS OF DATA ACQUISITION FOR EACH GROUP
General Hypotheses

1. Performance will deteriorate across days as the
result of time in microgravity relative to the
preflight baseiine for both groups. Cumulative
fatigue will increase concurrently.

Performance will deteriorate more across the first
3-5 days for the phase shifted groups relative to
the non shifted groups. Fatigue will increase,
then decrease in a similar manner.

Specific cognitive skills affected by microgravity will be
indicated by the specific tests effected. For example,
longer reaction times to the four item Sternberg Memory
Search Test would indicate effects on central memory
scanning processes.

The scores on tests and subjective scales during the
preflight testing will provide a baseline for each subject.
Difference scores for each subject will be derived by
subtracting pre-flight baseline scores from flight scores.
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Any residual effects of in orbit space flight will be
evaluated using post-flight scores obtained in the reco-
very phase of the experiment. All hypotheses will be
tested on the portional baseline difference scores using
an analysis of variance statistical mode!. The 13 days of
the infiight test will be a within group independent
variable.

Phase Il Post Flight - Mission Simulation Control Study.

Although the research team members believe that sub-
stantial insight into understanding the effects of
microgravity and fatigue on performance can be gained
using the proposed flight paradigm, serious considera-
tion should be given to sponsoring a Phase il, Mission
Simulation Control Study. This proposed study which is
presently not funded by the Life Sciences Division of
NASA is still at the planning stages. The data from a
group of ground-based subjects performing tasks as
similar as possible to those in space in the same
sequence would provide the best comparison group for
isolating the effects of microgravity from those of fatigue
and circadian rhythms on performance. The drastic im-
pact on performance data and fatigue ratings of a shuttle
emergency or other unanticipated event can not be
duplicated without such a post flight mission simulation
control group. Mission related interruptions during sleep
could be sufficient to cause Mission Specialists to expe-
rience fatigue that couid deteriorate performance on a
long mission such as IML-2,

It funded, the Mission Simulation Control Study would
manipulate all the variables of the proposed flight study,
except microgravity; including work/rest cycle shifts and
simulated daily routine tasks involving exercise and
housekeeping chores, e.g. meal preparation. The pur-
pose of this study will be to demonstrate the sensitivity
of the measures under conditions similar to the Phase Ii
fight test. These data would serve as a comparison
data set for the Phase |l flight. The location of this study
has not been determined but preliminary arrangements
for mutual scientific exchange visits with Dr. Alex Gundel
from DLR/DARA, Cologne, Germany has begun. Dr.
Gundel has been identified by NASA as a participant to
acquire data from the a IML-2 Life Sciences Experiment
conducted by Dr. Timothy Monk, University of Pittsburgh
entitled "Human Sleep, Circadian Rhythms, and Perfor-
mance in Space". Dr. Gundel will use the sleep and
circadian rhythm data from IML-2 to reconstruct, through
computer simulation, a model of the IML-2 flight sieep
cycles. If this proposed Mission Control Simulation
Study is funded it will enhance the predictability of Dr.
Gundel's computer simulation model by adding an
extensive cognitive performance data set.

SUMMARY

The USAF Armstrong Laboratory, Crew Technology Divi-
sion and the NASA Life Sciences Project Division have



combined their resources to assess the effects of
microgravity on Mission Specialists. A subset of
performance tests were selected from the Unified Tri-
service Cognitive Performance Battery to be imple-
mented on the International Microgravity Laboratory
onboard the Space Shuttle. The flight experiment and
supporting ground-based studies to determine the
reliability and stability of the performance measures were
explained. The paper concluded with a suggested
control study necessary to differentiate the effects of
faﬁgue and changing work/rest shift cycles from
microgravity.
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ABSTRACT

TAE Plus was built at NASA's Goddard Space Flight Center to
support the building of graphical user interfaces (GUIs) for highly
interactive applications, such as realtime processing systems and
scientific analysis systems. It is a general purpose portable tool that
includes a What You See Is What You Get (WYSIWYG) WorkBench
which allows user interface designers to layout and manipulate
windows and interaction objects. The WorkBench includes both
user entry objects (e.g., radio buttons, menus) and data-driven
objects (e.g.,dials, gauges, stripcharts), which dynamically change
based on values of realtime data. This paper discusses what TAE
Plus provides, how the implementation has utilized state-of-the-an
technologies within graphic workstations, and how it has been used
both within and outside NASA.

BACKGROUND
Emergence of graphical user interfaces

With the recent emergence of sophisticated graphic workstations
and the subsequent demands for highly interactive systems,
designing and developing good user interfaces has become more
complex and difficult. Prior to the graphic workstations, the applica-
tion developer was primarily concerned with developing user inter-
faces for a single monochrome 80x24 alphanumeric character
screen with keyboard user entry. With high resolution bit-mapped
workstations, the user interface designer has 1o be cognizant of
multiple window displays, the use of color, graphical objects and
icons, and various user selection techniques (e.g., mouse, trackball,
tablets).

High resolution graphic workstations also provide system devel-
opers with the opportunity to rethink and redesign the user inter-
faces (UI) of their next generation applications. For instance, in a
command and control environment, many processes run simultane-
ously to monitor a particular operation. With modern graphic work-
stations, time critical information concerning muttiple events can be
displayed concurrently on the same screen, organized into different
windows in a variety of graphical and textual presentations. As
today's workstations inspire more elaborate user interfaces, the
applications which utilize their graphics capabilities increase in
complexity. Thus, an interactive tool that simplies the process of
building user interfaces becomes an important productivity element
within an application development environment.

Requirements for a prototype-to-operational development
environment

In building a user interface development too!, we wanted 1o estab-
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lish an integrated environment that allows easy prototyping of an
application user interfaces, and also, provides for a smooth transi-
tion from the prototyped system into the base operational applica-
tion. This environment would satisfy the following objectives:

*  separate the user interface from the application,

. provide tools 1o allow interactive desigrvchange/save of user
interface elements,

+  take advantage of the latest hardware technology,

. support rapid prototyping,

* manage the user interface,

+  develop tools for increasing application development produc-
tivity,

*  provide the application with high level runtime services, and

+  allow portability to different computing environments.

WHAT DOES TAE PLUS PROVIDE?

To meet the defined goals, services and tools were developed for
creating and managing window-oriented user interfaces. It became
apparent, due 1o the flexibility and complexity of graphical user inter-
faces, that the design of the user interface should be considered a
separate activity from the application program design. The interface
designer can then incorporate human factors and graphic art tech-
niques into the user interface design. The application programmer
needs only 1o be concemed about what results are returned by the
user interaction and not the look of the user interface.

In support of the user intertace designer, an interactive WorkBench
application was implemented for manipulating interaction objects
ranging from simple buttons 1o complex multi-object panels. As

Devsiopment Environment
Pavelopers | TAEPULS
=t lInterface Designer

¥ . WorkBench

Workstati
Resource
code generation File
Operators Application /
[ WPTs v
Workstation \ OSF/Mott
X Window

Run Time Environment

Figure 1. TAE Structure



illustrated in Figure 1, after designing the screen display, the Work-
Bench saves the specification of the user interface in resource files,
which can then be accessed by application programmers through a
set of runtime services, Window Programming Tools (WPTs).
Guided by the information in the resource files, the routines handle
all user interactions. The WPTSs utilize standard underlying software
(e.9., MIT X Window System™, Open Software Foundation's
Motif™ ) to communicate with the graphic workstations. [Ref. 2,3]
As a further aid 1o the Ul developer, the WorkBench provides an
option to generate the source code which will display and manage
the designed user interface. This gives the programmer a working
template into which application-specific code can be added.

INTERACTION OBJECTS AS BUILDING BLOCKS

The basic building blocks for developing an application’s graphical
user interface are a set of interaction objects. All visually distinct
elements of a display that are created and managed using TAE Plus
are considered 1o be interaction objects and they fall into three cate-
gories: user-entry objects, information objects, and data-driven
objects. User-entry objects are mechanisms by which an applica-
tion can acquire information and directives from the end user. They
include radio buttons, check boxes, text entry fields, sliding scaler,
scrolling text lists, pulldown menus and push buttons. Information
objects are used by an application to instruct or notity the user,
such as contextual on-line help information displayed in a scrollable
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Figure 2. TAE Plus User Interface Interaction Objects

static text object or brief status error messages displayed in a
bother box. Data-driven objects are vector-drawn graphic objects
which are linked 1o an application data variable; elements of their
view change as the data values change. Examples are dials, ther-
mometers, and strip charts. When creating user dialogues, these
objects are grouped and arranged within panels {i.e., windows) in
the WorkBench.

The use of interaction objects offers the application designer/
programmer a number of benefits with the expected payoff of an
increase in programmer productivity. The interaction objects provide
a consistent look and feel for the application's user interface, which
translates into reduced end-user training time, more attractive
screens, and an application which is easier to use. Another key
benefit is that since the interaction objects have been thoroughly
tested and debugged, the programmer is able to spend more time
testing the application and less time verifying that the user intertace
behaves correctly. This is particularly important considering the
complexity of some of the objects, and the programming effort it
would take to code them from scratch. Refer to Figure 2 for a
sample of the TAE Plus interaction objects.

TAE PLUS WORKBENCH

The WorkBench provides an intuitive environment for defining,
testing, and communicating the look and fee! of an application
system. Functionally, the WorkBench allows an application
designer to dynamically lay out an application screen, defining its
static and dynamic areas. The tool provides the designer with a
choice of pre-designed interaction objects and allows for tailoring,
combining and rearranging of the objects. To begin the session, the
designer needs to create the base panel (i.e., window) into which
interaction objects will be specitied. The designer specifies presen-
tation information, such as the title, font, color, and optiona! on-line
help for the panel being created. The designer defines both the
presentation information and the context information of ali interac-
tion items to reside in the panel by using the item specification
window (refer to Figure 3). As the Ul designer moves, resizes, and
alters any of the item's attributes, the changes are dynamically
reflected on the display screen.

The designer also has the option of retrieving palettes of previously
created items. The ability to reuse interaction objects saves
programming time, facilitates experimenting with difterent combina-
tions of items in the prototyping process, and contributes to stan-
dardization of the application’s look and feel. it an application
system manager wanted to ensure consistency and uniformity
across an entire application's Ul, all developers could be instructed
to use only items from the application’s palette of common items.

When creating a data-driven object, the designer goes through a
similar process by setting the associated attributes (e.g., color
thresholds, maximum, minimum, update delta) in the specification
panels. To create the associated graphics drawing, the WorkBench
provides a drawing tool within which the static background and
dynamic foreground of a data-driven object can be drawn, edited,
and saved. Figure 4 shows the drawing toot being used to create a
stretcher data-driven object.

Most often an application's Ul will be made up of a number of
related panels, sequenced in a meaningfu! fashion. Through the
WorkBench, the designer defines the interface connections. These
links determine what happens when the user selects a button or a
menu entry. The designer attaches events to interaction items and
thereby designates what panel appears and/or what program
execules when an event is triggered. Events are triggered by user-
controlied I/0 peripherals (e.g., point and click devices or keyboard
input).
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TAE Plus also offers an optional help feature which provides a

consistent mechanism for supplying application-specific

information

about a panel and any interaction items within the panel. ina
typical session, the designer elects to edit a help file after all the
panel items have been designed. Clicking on the edit help option in
the Panel Specitication Panel brings up a text editor window in
which the appropriate information can be entered. The designer
can then define any button item or icon item to be the help item for
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the panel. During the application operation, when the end-user
clicks on the defined help item, the cursor changes to a question
mark symbol (?). The end-user then clicks on the panel itself or any

item in the panel o bring up a help panel containing the associated
help text.

Having designed the layout of panels and their attendant items and
having threaded the panel and items according to their interaction



scenario, the designer is able to preview (i.e., rehearse) the inter-
tace's operation from the WorkBench. With this potential to test
drive an interface, to make changes, and to test again, iterative
design becomes part of the prototyping process. With the rehearsal
feature, the designer can evaluate and refine both the functionality
and the aesthetics of a proposed interface. After the rehearsal,
control is returned to wherever the designer left off in the Work-
Bench and the designer can either continue with the design process
or save the defined Ul in a resource file.

Developing software with sophisticated user interfaces is a complex
process, mandating the support of varied talents, including human
tactors experts and application program specialists. Once the Ul
designer (who may have limited experience with actual code devel-
opment) has finished the UL, he/she can turn the saved Ul resource
file over to an experienced programmer. As a further aid to the
application programmer, the WorkBench has a “generate” feature,
which produces a fully annotated and operational body of code
which will display and manage the entire WorkBench-designed Ul.
Currently, source code generation of C, Ada, and TCL are
supported, with bindings for C++ expecled in a future release of
TAE Plus. The programmer can now add additional code 10 this
template and make a fully functional application. Providing these
code stubs helps in establishing uniform programming method and
style across large applications or within a family of interrelated soft-
ware applications.

WINDOW PROGRAMMING TOOLS (WPTs)

The Window Programming Tools (WPTs) are a package of applica-
tion program callable subroutines used to control an application’'s
user interface. Using these routines, applications can define,
display, receive information from, update and/or delete TAE Pius
panels and interaction objects. WPTs support a modeless user
interface, meaning a user can interact with one ot a number of inter-
action objects within any one of a number of displayed panels. In
contrast to sequential mode-oriented programming, modeless
programming accepts, at any instance, a number of user inputs, or
events. Because these multiple events must be handled by the
application program, event-driven programming can be more
complex than traditional programming. The WorkBench's auto-
generation of the WPT event loop reduces the risk of programmer
error within the Ul portion of an application’s implementation.

As mentioned earlier, the WPT package utilizes the MIT X Window
System as its base windowing system. One of the strengths of Xis
the concept of providing a low-level abstraction of windowing

support (Xliby, which becomes the base standard, and a high-level
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Figure 5. The Window Programming Tools (WPTs)
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abstraction (X toolkits), which has a set of interaction objects (called
"widgets” in the X world) that define elements of a Ul's look and feel.
The current version of TAE Plus (V5.1) operates with the X11 R4
and uses the OSF/Motif toolkit, widgets and window manager.

The WPTs also provide a butier between the application program
and the X Window System services. For inslance, to display a
WorkBench-designed panel, an application makes a singte call to
Wpt_NewPanel (using the panel name specified in the WorkBench).
This single call translates into a function that can make as many as
50 calls 1o X Window System routines. For the majority of applica-
tions, the WPT services and objects supported by the WorkBench
provide the necessary user interface tools and save the
programmer from having to learn the complexities of programming
directly with X. This can be a significant advantage, especially
when considering the learning curve differential between 26 WPT
routines versus over 400 X Toolkit intrinsics and over 200 Xlib
services. Refer to Figure 5 for a sample list of the WPTs.

IMPLEMENTATION

The TAE Plus architecture is based on a separation of the user
interaction management from the application-specific software. The
current implementation is a resuft o having gone through several
prototyped and beta versions of a WorkBench and user interface
support services during the 1986-89 period, as well as building on
several data structures from an eartier alphanumeric-oriented Ul
management system, TAE Classic.

The "Classic” portion of the TAE Plus code (= 60,000 LOC) is imple-
mented in the C programming language. In selecting a language for
the WorkBench and the WPT runtime services, we felt a "true”
object-oriented language would provide us with the optimum
environment for implementing the TAE Plus graphical user interface
capabilities. (See Chapter 9 of Cox [Ref. 4] for a discussion on the
suitability of object-oriented languages for graphical user inter-
faces.) We selected C++ [Ref. 5] as our implementation language
for several reasons [Ref. 6]. Forone, C++ is becoming increasingly
popular within the object-oriented programming community.

Another strong argument for using C++ was the availability of
existing, pubtic domain, X-based object class libraries. Utitizing an
existing object library is not only a cost saver, but also serves as a
learning tool, both for object-oriented programming and for C++.
Delivered with the X Window System is the InterViews C++ class
library and a drawing utility, idraw, both of which were developed at
Stanford University. [Ref. 7] The idraw utility is a sophisticated direct
manipulation C++ application, which we integrated into the Work-
Bench to support creating, editing and saving the graphical data-
driven interaction objects.

AVAILABILITY AND USER SUPPORT

After two years of prototyping and developing beta versions of the
TAE Plus, an industrial strength version of TAE Plus (Version 4.1)
was released in February 1990. A year later, in April 1991, the latest
version, TAE Plus V5.1, was released. It is available for public
distribution, at a minimal license fee, from the Center of Software
Management and Information Center (COSMIC), a NASA distribu-
tion center. While TAE Plus base development and testing is done
on a Sun workstation under UNIX within the R&D laboratory at
GSFC, TAE Plus is also ported onto a varieity of UNIX workstations
(e.g., Apolio, Vaxstation Il , Decstation 3100, HP3000, and Macin-
tosh Il with A/UX.) TAE Plus is also available and validated on the
Vaxstation Il under VMS and DECWindows. Other user sites have
successiully installed TAE Plus onto the Masscomp, Silicon
Graphics Iris and other Unix-based graphic workstations. During
the summer of 1991, as Motif 1.1 becomes available on different
platforms, TAE Plus will be ported to a variety of other machines.



Since the first release of TAE Classic in 1981, we have provided
user support through a fully staffed TAE Support Office (TSO). This
service has been one of the primary reasons for the success of
TAE. Through the TSO, users receive answers to technical ques-
tions, report problems, and make suggestions for improvements. In
turn, the TSO keeps users up-to-date on new releases, publishes a
newsletter, and sponsors user workshops and conferences. This
exchange of information enables the Project Office to keep the TAE
software and documentation up-to-date and, perhaps most impor-
tantly, take advantage of user feedback to help direct future devel-
opment.

APPLICATIONS USING TAE PLUS

Since 1982 over 800 sites have installed TAE Classic and/or TAE
Plus. The applications built or being built with TAE perform a
variety of ditferent functions. TAE Classic usage was primarily used
for building and managing large scientific data analysis and data
base systems (e.g., NASA's Land Analysis System (LAS), Atmos-
pheric and Oceanographic Information Processing System (AOIPS),
and JPL's Muttimission Image Processing Laboratory (MIPL)
system.) Within the NASA community, TAE Plus is also used for
scientific analysis applications, but the heaviest concentration of
user applications has shifted to support of realtime control and
processing applications. This includes supporting satellite data
capture and processing, monitor and contro! of spacecraft and
science instruments, prototyping user interface of the Space Station
Freedom crew workstations and supporting diagnostic display
windows for realtime conrol systems in ground operations. For
these types of applications, TAE Plus is principally used to design
and manage the user interface, which is made up of a combination
of user entry and data-driven interaction objects. TAE Plus
becomes a part of the development life cycie as projects use TAE
Plus to prototype the initial user interface design and have this
designed user interface evolve into the operational Ul.

Outside the NASA community, TAE Plus is being used by an assort-
ment of other government agencies (22%), universities (15%), and
private industries (35%). Within the government sector, users range
from the National Center for Atmospheric Research, National
Oceanographic and Atmospheric Adminstration, U.S. Geological
and EROS Data Center, who are developing scientific analysis,
image mapping and data distribution systems, to numerous Depan-
ment of Defense laboratories, who are building command-and-
control-related systems. Universities represented among the TAE
community include CalTech, Cornell, Georgia Tech, MIT, Stanford,
University of Maryland and University of Colorado. Applications
being developed by University of Colorado include the Operations
and Science Instrument Support System (OASIS), which monitors
and controls spacecraft and science instruments and a robotics
testbed for research into the problems of construction and assembly
in space. [Ref. 8) Private industry has been a large consumer of
the TAE technology and a sample of the companies that have
received TAE Plus include Apple Computer Inc., Ford Aerospace,
Martin Marietta, Computer Sciences Corp., TRW, Lockheed, IBM,
Northern Telecom, Mitre Corp., General Dynamics and GTE
Government Systems. These companies are using TAE Plus for an
assortment of applications, ranging from a front-end for a corporate
database to advanced network contro! center. Northern Telecom,
Inc. used TAE Plus to develop a technical assistance service appli-
cation which enables users to easily access a variety of applications
residing on a network of heterogeneous host computers. {Ref. 9]
Because of the high cost associated with programming and soft-
ware-development, more and more software development groups
are looking for easy-to-use productivity tools, and TAE Plus is
becoming recognized as a viable tool for developing an application's
user interface.

NEXT STEPS

The current TAE Plus provides a useful tool within the user interface
development environment -- from the initial design phases of a
highly interactive prototype to the fully operational application
package. However, there are many enhancements and new capa-
bilities that will be added to TAE Plus in future releases.

In the near term, the emphasis will be on enhancement features and
upgrades, such as adding the full set of Motif objects and C++ code
generation. All the requested enhancements are user-driven, based
on actual experience using TAE Plus, or requirement-driven based
on an application’s design. For example, on the enhancements list
are extensions 1o the connections mechanism, support for imponting
foreign graphics, and automating the creation and integration of new
interaction objects into the WorkBench.

Future advancements include expanding the scope of the Trans-
portable Applications Environment (TAE) to include new tools or
technologies. For instance, the introduction of hypermedia tech-
nology, 3-D support and the integration of expert system technology
to aid in making user interface design decisions are targeted for
investigation and prototyping.

CONCLUSION

With the emergence of sophisticated graphic workstations and the
subsequent demands for highly interactive systems, the user inter-
face becomes more complex and includes multiple window displays,
the use of color, graphical objects and icons, and various selection
techniques. Prototyping of different user interface designs, thus,
becomes an increasingly important method for stabilizing concepts
and requirements for an application. At GSFC, the TAE Plus devel-
opment team had the requirement to provide a tool for prototyping a
visual representation of a user interface, as well as 1o establish an
integrated development environment that allows prototyped user
interfaces to evolve into operational applications. TAE Plus is
fulfilling this role by providing a usable, generatized, portable and
maintainable package of development tools.

TAE Plus is an evoiving system, and its development will continue
1o be guided by user-defined requirements. To date, each phase of
TAE Plus's evolution has taken into account advances in virtual
operating systems, human factors research, command language
design, standardization effons and software portability. With TAE
Plus’s flexibility and functionality, it can contribute both more
advances and more standardization in user interface development
system technology.
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ABSTRACT

The Computer Aided Systems Human
Engineering (CASHE) system, Version 1.0, is a
multi-media ergonomics database on CD-ROM for
the Apple Macintosh II computer, being developed
for use by human-system designers, educators and
researchers. Co-developed by agencies of the US

Government and industry® it will initially be
available on CD-ROM and will allow users to access
ergonomics data and models stored electronically as
text, graphics, and audio. The CASHE CD-ROM,
Version 1.0 will contain the Boff & Lincoln (1988)
Engineering Data Compendium, MIL-STD-1472D
and a unique, interactive simulation capability: the
Perception & Performance Prototyper. Its features
also include a specialized data retrieval, scaling,
and analysis capability and the state-of-the-art in
information retrieval, browsing, and navigation.

INTRODUCTION
Background

The design of effective human system interfaces
requires consideration of the variables influencing
the operator's ability to acquire and process task-
critical information. The basic research literature
contains a large body of relevant data regarding
human perceptual and performance capabilities and
limitations. Too frequently, however, designs have
failed to capitalize on the skills of the operator or have
made unreasonable demands on the user. The
causes are twofold: first, the sheer volume of existing
data makes it hard for designers to review or keep
abreast of all the relevant literature; and, second, the
form in which these data appear makes it difficult for
designers to access and interpret them (Boff, 1990).

* Armstrong Laboratory (Wright-Patterson AFB, OH), US
Federal Aviation Administration (Washington, DC), US Army
Human Engineering Laboratory (Aberdeen Proving Grounds,
MD), Naval Ocean Systems Center (San Diego, CA), the Air
Force Office of Scientific Research (Bolling AFB, DC), and
Search Technology, Inc. (Atlanta, GA).

Over the past decade, a multi-agency US
Government supported effort, the Integrated
Perceptual Information for Designers (IPID) Project
has been underway to aid the accessibility and use of
ergonomics data in system design (Boff, 1987a,b,c;
Rouse & Boff, 1987; Rouse, Cody, & Boff, 1990). It is
formulated around information management
objectives geared toward: (1) Identifying, collecting
and consolidating human performance data of
potential value to human-system design; (2) "Human
engineering” the representation and presentation of
these data to enable their effective use by system
designers (Lincoln & Boff, 1988); (3) Sponsoring of
training opportunities to sensitize system designers
to the value and application of ergonomics data in the
design of human-systems; and (4) Defining and
evaluating of integrated media options for aiding
system designers in the access, interpretation and
application of ergonomics data. Taken together, these
efforts at understanding and remediating problems
in the transition of ergonomic research to
applications have coalesced into a new model --
CASHE -- for the communication of scientific
information to practitioners, educators, and
researchers.

CASHE System Concept

The long-range goal of Computer Aided Systems
Human Engineering (CASHE) is to integrate
ergonomics into human-system design decision
making. Achieving this objective will require
innovative methods and media for enhancing the
accession, assimilation, and application of
ergonomics that is consistent with accepted system
design practice. Over the next five years, CASHE will
focus on conducting exploratory R&D to provide a
technology basis and to lower technology risks that
we anticipate in the full-scale development of a
CASHE environment. During this R&D phase, the
project is documenting and disseminating its
research efforts while producing, in parallel, an
evolving series of commercial quality software
products delivered on CD-ROM and other advanced
media.
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CASHE Version 1.0 for the Apple Macintosh
computer is the first of these products and is
described in detail in this paper. In the development
of this product, we have explored a range of issues
concerned with:

- Conversion of text to hypertext,

- Alternative representations of complex
graphics, tables, and illustrations in small
desktop displays;

- Information transformation, analysis, and
correlation techniques;

- Aids to help users ask "correct” questions
of the system;

- Strategies for multi-document portrayal
and integration;

- Incorporation of pedagogical aids for
system users,;

- Navigation in large-scale hypermedia.

Subsequent versions of the CASHE system will
migrate to CAD/CAE work station platforms and
incorporate advanced capabilities allowing human-
system designers in the future to match equipment
and workplace characteristics to human behavioral
and anthropometric capabilities and limitations.

CASHE VERSION 1.0 SYSTEM DESCRIPTION

Configuration

CASHE, version 1.0, is under development,
scheduled for a late 1992 delivery. The target
computer platform is the Macintosh II family of
computers equipped with, at least, a 13” monochrome
monitor and a CD-ROM drive. A hard disk is
recommended for storage of user-defined files.
Memory requirements have not yet been determined,
although it is expected that at least 2 Mb of RAM will
be required, 1 Mb for the application program and 1
Mb for the system and finder. The display interface is
being developed to accommodate screen sizes of 13”
diagonal and larger. Users will be able to manipulate
and move windows on the desktop as in other
Macintosh applications. This system (a Mac II with
2 Mb memory, 13” monochrome monitor, and CD-
ROM disk drive) will run a minimal CASHE Version
1.0. However, at least two other peripherals will be
needed for complete CASHE Version 1.0 operation. A
color monitor will be required to view color
demonstrations. Some auditory phenomena (e.g.,
stereo effects) will require use of dual speakers and
headphones. Users lacking these optional
peripherals will be able to access the entries about
color or auditory processes, but will not be able to
hear/see the associated phenomena in full detail.

Concept of Operations

Similar to other current Macintosh software, we
have adopted a metaphor that our primary users
should find familiar and which, therefore, will
promote learning and ease-of-use. CASHE Version
1.0 is oriented around a desktop metaphor of the
system designer’s workplace comprised of four

major elements: 1) Bookshelf comprised of the Boff &
Lincoln, (1988) Engineering Data Compendium,
MIL-STD-1472D, the Perception & Performance
Prototyper (P3) and user Project Files, 2)file
management system, 3) file viewer interface, and 4)
visualization tools.

At the most basic level, product functions will be
integrated through the use of the desktop. Users will
access system functions and information through
windows, several of which will be specialized to file
type (e.g., data viewing and manipulation, outline
viewing, entry viewing, interaction with simulations,
etc.). Windows can be opened, sized, and positioned
on the desktop to permit easy comparison and data
transfer among windows. Users will be able to
control the number, size, location, and spatial
relations (e.g., tiled vs. overlapped) among as many
windows as memory limitations will permit, through
a window management system similar to other
Macintosh applications.

To take advantage of users’ knowledge of and
operations with the hardcopy media on which the
present product is based, we have adopted a book
metaphor for the information sources showcased in
CASHE Version 1.0. Hence, the Compendium,

MIL-STD-1472D, P3 and user Project Files each
emulate books on a shelf. The first three volumes
may be opened and closed, leafed through, annotated,
tagged with bookmarks, and include a facility for
comparing “pages,” etc. The fourth volume may only
be opened, closed, and leafed through. The many
operations that one normally performs with books are
retained or augmented, as feasible.

The file management system will be consistent
with that used for all Macintosh applications
(documents stored within named folders, and folders
embedded within folders). In addition, the product
supports many functions that are unique to electronic
documents including rapid information retrieval
through query and search, linking, merging with
other documents and software, etc.

The file viewers are the primary user interface
to view, interact, manipulate, and analyze the
information contained in the document entries. Each
viewer provides specific functionality aimed at
providing the user easy access to information in a
logical and coherent framework. Control of the
interface abides by Macintosh guidelines to the extent
possible and desirable for our users’ needs (Apple
Computer, 1987).

Visualization tools are provided to aid the user’s
understanding and application of the information
available within the reference sources on the
Bookshelf. First, users are able to manipulate and
transform quantitative and graphical relationships
contained in the information base or brought in from
external sources through a DataViewer interface.
Secondly, we have provided the user with a test bench
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simulator that we refer to as the "Perception and
Performance Prototyper” (P3). With the aid of a test

bench metaphor, P3allows the user to manipulate
and interactively test experimental variables
discussed in references on the Bookshelf. In addition

to direct accessibility of P3 from the desktop, the P3
test benches will also be available as a browsable
reference on the Bookshelf. Finally, we have
augmented many existing illustrations, data
functions and tables found in the Compendium and
MIL-STD-1472D. Our objective here was to aid the
user to understand the illustration or data while
keeping faithful to the intent of the original
documents. Hence, all original figures and tables
are fully available to the user and are augmented by
animations and alternative representations that can
be "activated” at the user's option. For example,
audio illustrations are provided of aural phenomena
that exist only as text descriptions in the original
sources.

1. Bookshelf
The Bookshelf in Version 1.0 (See Figure 1), is
comprised of four volumes:

A. The Engineering Data Compendium (Boff
and Lincoln, 1988) was developed through the joint
efforts of multiple agencies within the Department of
Defense, NASA and NATO AGARD as a
standardized ergonomics data resource for system
designers. In particular, systematic attention was
given during the development of the Compendium to:
(1) defining approaches to communicate human
factors data to designers -- that is, to determine
appropriate level of technical content and
presentation format, style, and terminology; and (2)
enhancing the accessibility of specific technical
information relevant to design problems -- that is,
providing the user with a reliable and simple means
for obtaining the specific data needed. It provides
reliable information gleaned from over 70 research
areas dealing with performance capabilities and
limitations of the human operator. Supplemented by
over 2,000 figures, tables and illustrations, 1136
individual entries treat parametric data, models,
principles, and quantitative and non-quantitative
laws.

B. MIL-STD-1472D (Department of Defense,
1989) is a military standard for human engineering

design criteria for systems, equipment, and facilities.

This standard is a legal reference of human
engineering design criteria, principles, and
practices. The information contained in this
standard is typically referenced by government
specifications to ensure human-system integration
and enhanced system efficiency, reliability, safety,
trainability and maintainability in acquired systems.
The standard includes over 80 figures and tables.

C. The Perception & Performance Prototyper

(P3) is an interactive simulator that enables users to
experience and explore behavioral phenomena
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Figure 1. The CASHE Bookshelf

contained in the Compendium and MIL-STD-1472D.
By means of a “test bench” metaphor, users can
tailor a simulation to match the conditions of a
specific application and immediately experience its
effects on their own performance. Collectively, these
simulations may be accessed as an independent
volume on the Bookshelf through which users may
browse or search.

D. The Project File is the collection of
information which the user may add to customize the
system, store files and annotations created during a
session, and otherwise augment the information
from the other three volumes. Project files may be
created, saved, and retrieved in much the same way
as documents in word processing applications or
data files in database applications. Upon initiating
the program, the user will have the option to open a
new project file or select from a list of existing project
files created in prior interactions.

2. File Management System

The file management system allows the user to
access and navigate the CASHE information base
found in the four Bookshelf volumes. Access into the
information base is accomplished via browsing and
search/query results. Users can browse the table of
contents, index, design checklists, author references,
glossaries, and general access taxonomies. In
addition, Boolean logic applied to full text search
commands can be used to locate text anywhere in the
selected document or documents.

Users may annotate the information base to
enhance its personal meaning and value.
Annotations will include attaching notes to
information objects (notes may contain text and
graphics), linking together objects that the user
associates, marking objects for subsequent recall,
and developing personal indices of terms and then
linking these terms to objects in the information base.
These annotations are contained in the fourth volume
on the Bookshelf, Project File.
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In addition to accessing, navigating, and
annotating the information, users may also access
objects (other applications, system services,
Macintosh desk accessories, etc.) external to our
product. Files from other applications that can be
recognized by our software may be imported. Files
that are produced in the course of using the product
may be saved and/or exported. Users will be able to
copy most read-only files (not programs) that reside
on the compact disk. They will also be able to perform
a full range of editing functions on their own files
generated within the application.

3. File Viewer Interface

Our interest in providing users with a uniform
interface to the reference sources on the Bookshelf
eventually raised serious pragmatic and
philosophical questions regarding the extent to which
we should port documents intact into the
hypermedium versus augmenting their presentation
to take full advantage of the hypermedium. Re-
authoring documents is a costly and highly
uncertain process. On the other hand, as
ergonomists, we could see the potential lost
opportunities of not capitalizing on the advantages of
hypermedia.

Given the R&D basis of this project, we decided to
experiment with augmentation of ill-structured
documents. The granular level at which reference
sources on the CASHE Version 1.0 Bookshelf are
accessible to the user is the “entry.” It is a self-
contained unit of information that is addressable by
key terms and cross-referencing. Since the
Compendium was originally designed as a computer-
accessible document, it is already parsed into
consistent entry units with a highly uniform
substructure (See Table 1) that is amenable to
conversion to hypertext. MIL-STD-1472D is a
hierarchically-structured document without a
consistent entry level substructure. With the aid of
subject matter experts, we augmented the existing
document with an entry-like structure that we believe
is naturally implied by its content.

To help the user locate and interpret pertinent
information, a standardized presentation format was
developed for entries in the Compendium which is
tailored to the needs of the design engineer. This
format, has evolved over several years through an
iterative process of review and discussion with the
user community, sponsors, and consultants. In hard
copy form, it represents our best attempt at "human
factoring" the presentation of relevant perceptual and
performance data. All of the data contained in the
hardcopy edition are included in the electronic
version. Although the physical layout differs from
the hardcopy editien, a format was developed to
optimize the information requirements of designers
within the limited physical screen size. This
electronic entry allows us to make use of advanced
techniques for data retrieval, browsing, navigation,
and display.
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Table 1. Modular substructure of an entry from the
Engineering Data Compendium

Title - The title provides a concise description of the entry
content.

Key Terms - This section lists terms that relate to the topic
discussed in the entry. Along with key words in the entry title,
these key terms can be used to verify entry content and serve as
access terms in an index search for related information.

General Description - In entries presenting basic data, this
section summarizes the general findings, conclusions, and
trends in the data. For entries presenting

perceptual / performance models, laws, or principles, it
provides a precise description or definition and indicates the
general purpose for which the model, law, or principle was

developed.

Applications - This section describes general areas of
application for the information in the entry; specific types of
displays, control systems, task environments, etc., for which the
information might be useful; and, where pertinent, gcneral
procedures for application.

Methods - Entrics presenting basic data contain a Methods
section that describes how the data were coliected.

Experimental Results - When an entry reports findings ofa
research study, it contains an Experimental Results section that
provides a more detailed discussion of the data than the
General Description. The Experimental Results includes
graphics or tabular presentation of the data, an enumeration of
the major findings and trends in the data, and an indication of
their meaning or significance.

Empirical Validation - This section is found in entrics that treat
a model, law, or principle. Itincludes a description of the
methods used in empirical tests of the model, law, or principles
and reports the results and scope of the validation studies.

Constraints - This section describes features or limitations of the
information in the entry that may affect its application; stimulus
or subject characteristics, environmental conditions, etc., that
may influence the results or effect reported; criteria that must be
met for proper application; and limits on the class of response,
stimulus, task environment, ctc., to which the information can
be applied.

Key References - This section provides full bibliographical data
for several reference sources that contain more detailed
information on the entry topic. The original source of the data,
madel, etc., presented in the entry is marked with an asterisk.
References are listed alphabetically and numbered
consecutively.

Cross References - This section cites Compendium cntries that
treat related topics or provide pertinent background
information useful in understanding or interpreting the
information in the entry.




Each electronic entry is
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with hierarchical maps (not shown),
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entry.
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annotation in the form of bookmarks,
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When a signal tone is presented simultaneously with broadband noise,
the threshold for detecting the signal rises (signal deteciability
decreases) in proportion to the tevel of the noise (Fig. 1). For signals of
frequencies >400 Hz, the threshold in noise increases very slowly as
frequency increases.

It has been shown that, when a tons is masked by broadband noise,
only a narrow portion of noise centered around the signal frequency
actually is effective in masking a given signal (Ref. 2). This narrow band
of noise frequencies that is responsible for the masking is termed the
cntical band. increasing the noise bandwidth beyond the critical band
does not increase the amount of masking. The size of the critical band
varies with center frequency, but tor frequencies >1000 Hz, the critical
band is genevally aqual to about 15-20% of the center frequency. (For a

links, and notes.

* “Brass Plate”. The brass plate

Qe Back Links Nelon

Bookmarks

more detailed discussion of aritical bands and methods afdetermining
their size, see Ref. 6, Sect. 3.2.)

allows access to the four primary
elements of an entry: (1) Figures, (2)
Text, (3) Tables, and (4) Prototypers.
Each of these four elements has an
independent “viewer” associated with
it. Designers tend to be data rather than text oriented.
Hence, the brass plate icons for figures, text, tables,
and prototypers are prominently placed in the
EntryViewer to draw user attention. By clicking on
these icons, the user can quickly jump to the
appropriate graphic or table.

* Element viewer. This viewer displays the
selected figure, text, or table in a large window
covering about 60% of the screen.

* Options panel. For each element viewer, there
is an options panel, customized for each document.
Here the user can select the various options
associated with each viewer and with that document.
Each of these viewers and associated option’s panel
are described in detail below.

A. TextViewer: TextViewer (Figure 2) displays
the text portions of an entry. A large text window is
available for displaying substructural components of
any of the reference sources on our Bookshelf.

Figure 4 exemplifies TextViewer for the
substructural components of a typical Compendium
entry. Users can select among the nine components
shown by clicking the desired radio button.
Subsequent navigation is accomplished by either
reselecting a radio button or by clicking on one of the
two arrows below the text window to move to the
previous or next component. This data entry format
is designed to facilitate quick and efficient viewing of
the data entries and navigation to other pertinent
entries. From the displayed Cross References
component, the user may go to any of the given cross
references by simply double clicking on the reference.

Figure 2. Electronic representation of an entry from the
Engineering Data Compendium showing TextViewer,

B. FigureViewer: FigureViewer (Figure 3)
displays both data graphs and illustrations. Its
associated options panel allows the user to select
figure panels, control the display of overlays, zoom
the figure scaling in or out, and turns the figure
caption on or off. If demonstrations are available for
the figure, then the user can select the demo button
for either an animation or interactive demonstration
which further illustrates the entry. If the figure is a
data graph, then by pressing the data analysis
button, the user can access DataViewer to further
explore analytic relationships.

C. TableViewer: TableViewer (Figure 4)
displays entry tables. The first row and column of a
table contain the row/column titles. If the user
scrolls horizontally through the table, then the first
column remains fixed with the remaining columns
“sliding under” the column titles. Likewise, if the
table is scrolled vertically, then the top row of titles
remains fixed. The table options panel allows the
user to select multiple table panels and turn the table
caption on or off.

4. Visualization Tools
Two specialized human perception and

performance visualization tools (DataViewer and P3)
exist to further aid the user’s understanding of the
data.

A. DataViewer: DataViewer provides the user
with the capability to view, manipulate, and display
data. Multiple DataViewer windows may be opened
(with only one active), and multiple DataViewer
windows may be associated with a single entry.
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Figure 5 portrays the selection of an
existing XY graph, definition of its
axes, digitization and storage of the
resulting XY values in a table, and
transformation of those data values
into a new function, Z. Figure 6
illustrates this concept of data
transformation available to the users
of “DataViewer.”

Four primary functions are
available in DataViewer: 1) Data
Definition, 2) Data Acquisition, 3)
Data Transformation, and 4) Data
Presentation. The data
transformation function will support
the user in exploring a
phenomenon's mathematical
relationships. Three classes of
transformation will be supported: 1)
monadic, single variable, operations,
2) dyadic, two variable, operations,
and 3) analyses including descriptive
statistics and linear/nonlinear
polynomial curve fitting.

The data presentation function
will support the user in exploring a
phenomenon's graphical modes.
Five display formats will be offered:
1) histograms, 2) scatterplots, 3) line
graphs, 4) pie charts, and (5) tabular.
For each of these formats, the user
will be able to directly manipulate the
graphs to perform such functions as
rescale axes, crop or refocus the area
of interest, and select/code a point or
group of points.

B. Perception & Performance
Prototyper ®P3): The P3is a unique
feature of Version 1.0 which allows
the user to manipulate and
experience alternative
representations of the technical data
found in the reference sources on the
Bookshelf. Figure 7 shows an
example of how a user may use the
Perception and Performance
Prototyper:

After consulting data in the
Compendium concerned with how
noise level may affect audio
sensitivity, the user may have
residual uncertainty regarding the
relevance of the data to specific
conditions. Using the P3, users will
actually be able to access a test bench
and custom control panel that will
support test and experimentation
with the combinations of variables
with which they are more directly
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concerned. In the instance
illustrated in Figure 7, the user can
dial up relevant signal-to-noise
conditions and can then experience
the resulting aural phenomenon,
first-hand. Minor variations in the
phenomenon can be explored by
selecting different noise levels or

signal types.

If conditional variables can be
veridically portrayed, then users will
be able to directly experience
resultant phenomena. If, on the
other hand, conditional variables
cannot be faithfully represented, as a
result of software or hardware

limitations, P3 will simulate cause
and effect relationships with strict
adherence to the published data.

This approach is employed in CASHE
Version 1.0 wherever its availability
can be justified by pedagogical
criteria. In all instances, users will
be able to easily link from and to

relevant supporting data found in
references on the Bookshelf, In
addition to direct accessibility of P3
from the desktop, the P3 test benches
will also be available as a browsable
reference on the Bookshelf,

CONCLUSIONS

In sum, CASHE Version 1.0
offers human-system designers,
researchers and educators an
unprecedented and unique capability.
CASHE supports:

- Rapid and effective access to

ergonomics data and models

- Interpretation and application

of this information by providing
the ability to manipulate and
experience alternative
representations of these data.

In the future, we will continue to
develop CASHE capabilities and
implement these through interim
commercial products including
special purpose software, CD-ROM
hypermedia databases, and
publications in the open literature
which document our ongoing R&D
efforts.



ACKNOWLEDGMENTS

The success of a project as complex as CASHE is
by necessity dependent on the specialized skills and
expertise of many individual contributors. In
particular, this work has been critically dependent on
the efforts of Dr. Janet Lincoln (Hudson Research
Associates), Dr. Sarah Swierenga, Glenn Johnson,
Becky Donovan, and Keith Adams (Logicon Technical
Services, Inc.), Mark Weaver, Daryl Savell, Joseph
Coberly, Tom Coonan, Dr. Philip Duncan and Dr.
Dan Sewell (Search Technology, Inc.), Ed Matheson,
Dr. Edward Martin (ASD/EN), Tanya Ellifritt
(AL/CFHD), and Dr. Clifford Brown (Wittenberg
University). The authors are grateful for the
sponsorship and support provided by the Armstrong
Laboratory (Wright-Patterson AFB, OH), US Federal
Aviation Administration (Washington, DC), US
Army Human Engineering Laboratory (Aberdeen
Proving Grounds, MD), Naval Ocean Systems Center
(San Diego, CA) and the Air Force Office of Scientific
Research (Bolling AFB, DC).

REFERENCES

Apple Computer, Inc. (1987). Human interface
guidelines: The Apple desktop interface. Menlo
Park, CA: Addison-Wesley Publishing Company,
Inc.

Boff, K. R. (1987a). Matching crew system
specifications to human performance capabilities.
Proceedings of the 45th NATO AGARD Guidance
and Control Panel Symposium. Stuttgart,
Germany: NATO Advisory Group for Aerospace
Research and Development.

Boff, K. R. (1987b). Designing for design effectiveness
of complex avionics systems. In The design,
development and testing of complex avionics
systems. Las Vegas, NV: NATO Advisory Group
for Aerospace Research and Development. NATO
AGARD CP-417.

Boff, K. R. (1987c). The tower of babel revisited:
Cross-disciplinary chokepoints in system design.
In Rouse and Boff (Eds.), System design:
Behavioral perspectives on designers, tools and
organizations (pp. 83-96). New York: North-
Holland.

Boff, K. R. (1990). Meeting the challenge: Factors in
the design and acquisition of human engineered
systems. In H. Booher (Ed.), People, machines
and organizations: A MANPRINT approach to
systems integration. New York: VanNostrand
Reinhold.

Boff, K. R. and Lincoln, J. (Eds.) (1988).
Engineering data compendium: Human
perception and performance. (4 Volumes).
Wright-Patterson AFB, OH: Armstrong
Aerospace Medical Research Laboratory,
AAMRL/NATO.

Department of Defense. (1989,14 Mar). Human
engineering design criteria for military systems,
equipment and facilities (MIL-STD-1472D).
Washington, DC.

Lincoln, J. E. and Boff, K. R. (1988). Making
behavioral data useful for system design
applications: Development of the Engineering
Data Compendium. Proceedings of the Human
Factors Society 32nd Annual Meeting, 1021-1025.

Rouse, W. and Boff, K. R. (Eds.) (1987). System
design: Behavioral perspectives on designers,
tools and organizations. New York: North-
Holland.

Rouse, W. B, Cody, W. J., and Boff, K. R. (1991). The
human factors of system design: Understanding
and enhancing the role of human factors
engineering. International Journal of Human

Factors in Manufacturing, 1(1), 87-104.

521



NO2-22338

THE APPLICATION OF INTEGRATED KNOWLEDGE-BASED SYSTEMS
FOR THE BIOMEDICAL RISK ASSESSMENT INTELLIGENT NETWORK
(BRAIN)

Karin C. Loftin (KRUG Life Sciences, Inc.), Bebe Ly (NASA, JSC), Laurie Webster (NASA-
JSC), James Verlander (KRUG Life Sciences, Inc.), Gerald R. Taylor (NASA-JSC), Gary
Riley (NASA-JSC), and Chris Culbert (NASA-JSC)

ABSTRACT

One of NASA's goals for long duration space flight is
to maintain acceptable levels of crew health, safety
and performance. One way of meeting this goal is
through BRAIN, an integrated network of both human
and computer elements. BRAIN will function as an
advisor to mission managers by assessing the risk of
inflight biomedical problems and recommending
appropriate countermeasures. This paper describes
the joint effort among various NASA elements to
develop BRAIN and the Infectious Disease Risk
Assessment (IDRA) prototype. The implementation of
this effort addresses the technological aspects of: (1)
knowledge acquisition, (2) integration of IDRA
components, (3) use of expert systems to automate
the biomedical prediction process, (4) development of
a user friendly interface, and (5) integration of the
IDRA and ExerClSys systems. Because C Language,
CLIPS, (the C Language Integrated Production
System), and the X-Window System are portable and
easily integrated, they have been chosen as the tools
for the initial IDRA prototype.

INTRODUCTION

One of NASA'S goals for long duration space flight is
to maintain acceptable levels of crew health, safety
and performance. To do this, NASA will monitor crew
physiological, psychological and task performance. It
also must administer appropriate countermeasures
(17,29,37). ltis our philosophy that determining the
risk of inflight performance problems is the first step of
preventing them.

Biomedical risk assessment estimates the probability

of a specified human response to a challenge (10,19).

The probability estimate is based on epidemiological
studies of populations at risk after exposure to
extreme conditions. And, certain physiological,
psychological and environmental indicators change
the estimation of risks for the individual. The
specificity of the indicator to predict a human
response is the limiting factor in the risk assessment.
The acceptable limits of risk have to be understood to
manage them.
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As the duration of space flight lengthens, the risk and
number of biomedical problems will increase. Itis
crucial to make an assessment and initiate
countermeasures. It also is important to predict the
impact of the selected countermeasures on crew
health, safety and performance. if more than one

change in crew status is observed, it is critical to
evaluate each countermeasure relative to the others.

A partial solution to the decision-making process
required for long duration flights is the application of
automated technology. It reduces the volume of data,
facilitates data interpretation and resolves
incompatible data. For example, expert or
knowledge-based systems can automate the
diagnostic process that relies on large quantities of
related physiological or anatomical data (20,25,40).
EEach7)speciﬁc discipline has its specific expert system
5,6,7).

Expert systems are commonly rule-based production
systems (13). The Software Technology Branch at
NASA/JSC has developed a rule-based production
system called CLIPS, the C Language Integrated
Production Systems (9,12,35). CLIPS and its
functions serve as an example of the principles and
programming of expert systems (13). CLIPS is being
used to automate the prediction process of the
Infectious Disease Risk Assessment (IDRA) prototype
(see below) and BRAIN (Biomedical Risk Assessment
Intefligent Network).

NASA is presently supporting the development of
three life sciences expert systems for use on long
duration space flight:

1. The IDRA prototype, which assesses the risk of
infectious diseases and recommends
countermeasures to reduce the risks. The
implementation approach and the results of this
development are presented in this paper.

2. The Exercise Countermeasures Intelligent System
(ExerCISys), which prescribes an exercise protocol to
maintain muscle strength and cardiovascular aerobic
capacity inflight.



3. The Performance Prediction Model (PPM), which
assesses and predicts the level of work performance
of astronauts. PPM assesses the cognitive sensory
motor performance of the individual as it relates to the

individual job tasks, or the individual's job as a whole.

These expert systems are independent from each
other. They are designed for a single user and the
data are not automatically shared. The greatest
concern to us is the length of time required for a
mission manager to resolve recommendations from
these systems and then make real-time decisions.

A solution to this concern is the (BRAIN). The
application of knowledge-based systems or artificial
intelligence is a vital component of BRAIN. BRAIN is
an integrated network for biomedical risk assessment
and management. It provides the consensus of
multiple experts. We hypothesize that BRAIN will
reduce the time required for one to arrive at real-time
decisions about biomedical risk analysis and
management.

Others outside NASA will benefit from the
development of BRAIN. institutions such as hospitals,
medical clinics, boarding schools, military services,
and nursing homes for the mentally and physically
handicapped are potential users.

IMPLEMENTATION APPROACH
1. Documentation Of Requirements

The preliminary software requirements of BRAIN will
be documented according to the IEEE Standards
Board and the American National Standards Institute
(20).

The BRAIN concept is illustrated as a triangle (Figure
1) with users on the left side of the triangle and expert
systems on the right side. The network still permits
each user and system to work independently and
interact independently with the mission manager.
Through BRAIN, each system may access pertinent
data from other systems. BRAIN cooperates with the
independent expert systems by use ot a knowledge
base that relates all of them.

CHeCS
ECF

ExerCISys

Cooperation

USER ] IDRA

el

SOHPOSITE

MISSION
MANAGER

BRI

Figure 1. The BRAIN Concept
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The functions of BRAIN are to:

. access IDRA, ExerCISys, PPM and other undefined
systems for pertinent information.

. assess the biomedical risks and recommend
countermeasures.

« function as a clearing house of information to be
shared between systems.

« resolve incompatible information given by other
expert systems and derive a consensus for a mission
manager.

2. System Design
Knowledge Definition

A major activity of this project is to deveiop the
knowledge-based system design. This includes the
identification of data sources, knowledge definition,
knowledge design and the architecture of the
hardware/software environment for BRAIN. The
knowledge definition task defines the knowledge
requirements of the network and identifies and selects
the knowledge sources. The knowledge is acquired,
analyzed and extracted. The knowledge design
comprises the knowledge representation, i.e., rules,
internal fact structure, detailed control structure and
preliminary user interface (13).

BRAIN receives input from PPM, IDRA, and
ExerCISys, or the user, as illustrated in Figure 1.
Other data that BRAIN requires are derived from
textbooks, journal articles and reports. Inaccessible
data may be simulated as necessary during initial
development. The data are stored in a local or
working database.

The data structure and network configuration of
BRAIN must be compatible with IDRA, ExerCiSys and
PPM. These expert systems share related data
through BRAIN by accessing the working database.
We will test the feasibility of IDRA, ExerCISys and
PPM to regularly post data that are required by other
systems. A standard protocol will be established for
each system to access BRAIN and vice versa.

The knowledge base for BRAIN utilizes and interprets
the data, predicts the risk of biomedical problems and
recommends the appropriate countermeasures. ltis
retrieved from the sources listed below.

Spaceflight Historical Information

Expert Medical and Science Personnel

- Texts, Journal Article and Reviews

Epidemiological Studies of Normal Populations



The resources available in the medical sciences
arena and NASA life sciences groups are explored
for the knowledge definition of BRAIN. The
relationships among IDRA, ExerCISys and PPM are
defined by means of workshops, personal
consultation and collaboration of existing study
results. Expenrts will be identified so we can model
their expertise and to evaluate the demonstration of
BRAIN during the developmental stages.

Knowledge Acquisition

Once the knowledge base has been defined for
BRAIN, methods will be developed to acquire the
specific knowledge. Since a great deal of knowledge
has to be acquired for BRAIN, an automated method
may be required for that purpose. That method must
be consistent and reproducible while extracting
information from human experts and written sources.

Knowledge Design

A conceptual design of BRAIN is illustrated in Figure
2. Further definition of the knowledge representation
and design is delayed until the Knowledge
Acquisition is completed. At that time, more will be
known about the structure of the knowledge and how
it can best be represented.

It is anticipated that the knowledge may be subjected

to a software tool called RuleMaster that uses the ID3
algorithm. The ID3 algorithm analyses empirical data

and derives rules for the knowledge base of BRAIN.
Advanced techniques, e.g., CLIPS, will be tested to
automate the biomedical prediction process. Other
existing and newly developed tools will be evaluated
for their best knowledge representation and design
capability.

BRAIN will be designed with a learning capability. It
will incorporate, by a feed-back mechanism, the
experience of an expert . The decisions and
interpretations of data obtained from actual test cases
are acquired automatically in the knowledge base
and new rules are induced. This function is entirely
under the control of the appropriate user. But once
initiated, it is automatically included in the knowledge
base. Tools such as the Automated Reasoning Tool
(ART) and the Automated Structured Rule Acquisition
(ASTRA) are being used to capture the expertise of
exercise physiologists for ExerCISys. ART and
ASTRA are being evaluated for application to BRAIN.

Knowledge Verification/Validation

Verification and validation of BRAIN is a vital step
throughout the life cycle of its development (9,18).
Verification of BRAIN determines that the software is
developed according to specifications. Validation
determines that BRAIN performs the functions as
specified by the requirements and is usable for field
testing (11).
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Figure 2. Conceptual Design Of Brain
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During the knowledge design, verification determines
that the design adheres to the requirements. The
knowledge base is verified by checking specific
details to the level of each rule.

Validation of BRAIN encompasses aspects of:
- determining the validation criteria. (25)
+ specifying the sets of input data.

- developing a library of test cases and detailed
space flight scenarios.

- validating BRAIN by an independent panel of
expers.

« using BRAIN in parallel with the independent
operation of PPM, IDRA and ExerCISys and then
comparing the results. (11)

Atter the Preliminary Design Review of the project, the
detailed design description will be documented. It will
specify the logic and content of the knowledge base,
the implementation of the system, hardware
requirements, the detailed user interface and the
detailed demonstration plan.

The hardware/software environment of BRAIN will be
compatible with PPM, IDRA, ExerCISys and Space
Station Freedom standards. The development
environment that is used to create the software may
not run on the identical platform as the demonstration
version.

3. User Interface

It is essential for the flight components of BRAIN to
have user friendly interfaces. Ease of use is important
to whether or not a system is fully utilized. The X-
Window System will be used to develop the
preliminary user interface. The user interfaces to
BRAIN will be designed in accordance with human
factors principles and the Space Station Volume of
the Man Systems Integration Standards (NASA Std
3000) document. Some of the factors that will be
addressed are controls, visual displays and auditory
demonstration displays (41). Prior to completion of
the final BRAIN design, all interfaces will be
empirically evaluated using subjects similar to the
typical user. Based upon findings of this study, the
design of the interfaces will be refined.

After BRAIN is developed, it will be field-tested during
future space flights, bed rest studies, military activities
and Antarctic expeditions. New versions of BRAIN
will be developed (based on field-test results) to
accommodate each test environment. The scientific
potential for advancing telescience communications
between BRAIN and remote study locations also
exists and will be explored. Advanced computer
technology promises to assist humans in the 21st
century to better cope with the uncentainties of health,
safety and performance at home and in the work

place.
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Table |. Expected results. At the end of the project
period the products will function as indicated.

PRODUCTS FUNCTION

Automates the biomedical
risk assessment and
prediction process by
appropriately executing
the rules

BRAIN SOFTWARE
(Interference Machine)

Accesses IDRA,
ExerClSys, and PPM

Contains the facts
required for rules

WORKING DATABASE

BRAIN KNOWLEDGE
BASE

Evaluates and interprets
the related outputs of
IDRA, ExerCiSys, and
PPMin a set of rules.

BRAIN QUTPUT Generates a composite
risk analysis and
recommendations to
assist the user in making

real-time decisions

STANDARDIZED
PROTOCOL FOR
INTEGRATION

A standard procedure to
integrate expen systems
in BRAIN

COMPUTER HARDWARE
CONNECTIONS

Communicate with IDRA,
ExerClISys, and PPM

USER-FRIENDLY
COMPUTER
HARDWARE/SOFTWARE

Increase efficiency,
productivity, and quality
of the BRAIN output

4. The IDRA Prototype

Because the prevention of infections in space is
important, an IDRA prototype was developed
(3,28,33). The goal of the functional IDRA prototype is
to test the feasibility of using knowledge-based
systems for infectious disease risk assessment.

The IDRA prototype focused on respiratory infections,
especially influenza. The epidemiology and
procedures for preventing, diagnosing and treating
influenza are well defined (1,4,38).

Epidemiological studies have evaluated the risk
factors and their predictive value for influenza in the
general population (8,24,35) and the efficacy of
chemotherapeutic prophylaxis (14). Earlier studies
investigated the outbreak of influenza in isolated
populations, e.g., on aircraft (27), ships at sea (32)
and college campuses (23,34). From these sources,
we concluded that sufficient information was available
to construct a knowledge base about influenza.



Studies show that exercise has a profound effect on
the immune system (22,30,31) and sometimes
induces changes similar to those arising from the
stress of space flight (16). The exercise regimen and
related physiological data are factors that must be
taken into consideration for the risk assessment of
infectious diseases and for prescribing an exercise
program. This was exemplified on the MIR when
Cosmonaut Gennady Strekalov caught a cold
following exercise (reported by the Associated Press,
October 18, 1990). The IDRA prototype will be
compatible with the ExerCISys prototype. We will
integrate IDRA with the ExerCISys as a model for
BRAIN.

IDRA Results

The knowledge for the IDRA knowledge base was
extracted and analyzed from textbooks and journal
articles. We identified the critical indicators that
predict the probability of respiratory infections. These
indicators were best understood for influenza.

The risk of influenza for an individual is described by
general population statistics. It is dependent on an
individual's location, age group and level of immunity.
This information is encoded in a set of 23 rules using
CLIPS. The integrated knowledge-base of IDRA and
ExerCISys will contain information about the
relationship between exercise, the immune system
and infections.

Figure 3 illustrates the major components of the IDRA
prototype. A C-based data management tool interacts
with all the components of the system. It processes
information from the database and from the user
interface. The expert system using CLIPS assesses
the probability of influenza. It retrieves the information
from the data management tool and outputs it to the
user interface. A screen displays the probability of
infection and illness in the form of a text and a graph.

For the preliminary user interface, we used the X-
Window System. All of the tools are portable and
compatible with Space Station Freedom
requirements.

CONCLUSIONS

+ BRAIN can help solve the problems of assessing
biomedical risks and performance decrements of
humans working in microgravity.

+ BRAIN can provide a consensus to the mission
manager by surveying independent expert systems.

« The functional IDRA prototype demonstrates that
risk analysis for influenza can be automated using C
Language, CLIPS, and the X-Window System. The
IDRA prototype will be integrated with ExerCISys and
used to develop BRAIN.
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Figure 3. The Major Components Of The IDRA Prototype
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ABSTRACT

Initial results are reported from interdisciplinary
projects to provide guidance and assistance for
designers of intelligent systems and their human
interfaces. The objective is to achieve more
effective human-computer interaction (HCI) for
real-time fault management support systems.
Studies of the development of intelligent fault
management systems within NASA have resulted
in a new perspective of the user. If the user is
viewed as one of the subsystems in a
heterogeneous, distributed system, system design
becomes the design of a flexible architecture for
accomplishing system tasks with both human and
computer agents. HCI requirements and design
should be distinguished from user interface
(displays and controls) requirements and design.
Effective HCI design for multi-agent systems
requires explicit identification of activities and
information that support coordination and
communication between agents, We characterize
the effects of HCI design on overall system design
and identify approaches to addressing HCI
requirements in system design. Our results
include definition of (1) guidance based on
information-level requirements analysis of HCI,
(2) high-level requirements for a design
methodology that integrates the HCI perspective
into system design, and (3) requirements for
embedding HCI design tools into intelligent
system development environments.

INTRODUCTION

Two multi-year, interdisciplinary projects are
currently in progress to develop technology that
helps developers of intelligent systems with real-
time fault management capabilities achieve more
effective human-computer interaction (HCI)
design. The objective of the work is to specify
requirements for methods and tools and to
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provide design guidance to assist developers in
making intelligent systems better team players.
Intelligent systems can be viewed as computer
agents that share the task of process monitoring
and control with human agents. An important
part of designing the intelligent system is to
specify how these human and computer agents
will interact and what information they will
exchange to be an effective fault management
team.

Mitchell (1987) has observed that functional
requirements for complex systems rarely specify
information needed to support tasks of human
controllers or operators. Yet, real-time
interactive process control software usually
requires that the needed information be easily
accessible and discernible. This is especially true
when this software includes intelligent systems to
provide advanced support for human operators.
Intelligent systems can provide additional
information at a higher level of abstraction (e.g.,
reasoning about faults in addition to fault
signatures in numeric data), but can also increase
the need to coordinate and to monitor the
software. Lack of integration of HCI information
requirements into the functional requirements
specification is an important problem in the
design of real-time interactive process control
software. It is even more critical when such
software includes an intelligent system
componert,

However, user interface (UI) and HCT analysis
and design has traditionally been viewed as
relevant not to the functional requirements, but
rather to the non-functional constraints (Roman,
1985), which are often applied later in software
development. As Marshall (1991) phrases it,
there is a common perception that human factors
specialists "should be brought in to sprinkle magic
dust on the interface or workstation once it is



largely developed.” But deferring analysis of all
types of HCI needs until late in system
development contributes to lack of system support
for the operator tasks. HCI considerations,
however, can affect what the intelligent system
does (i.e., its functionality) as well as constrain
how the intelligent system is implemented.

The problem is due partly to a confusion between
HCI requirements analysis and UI design.
Human-computer interaction requirements refer
to the information exchange between the user and
the computer when performing the task which the
software system is intended to support. The user
interface design, on the other hand, concerns the
display and control software and hardware that
are the media for information presentation and
dialog with the user. One of the dangers of
confusing HCI and Ul is the tendency to overlook
task-level information needs (e.g., information
needed to make a good decision), while focusing
on physical interface characteristics (e.g., icon
shapes and colors) and low-level interface
functions (e.g., radio buttons and pull-down
menus). This danger is described in detail by
Woods and Eastman (1989) while introducing
their "levels” of display design approach.

Specification of HCI requirements is critical in
design of real-time, interactive intelligent systems.
Focusing on screen display and low-level
interaction sequences can lead to ignoring the
more global issues of whether the right
information is flowing between the software
system and the user at the right time. Therefore,
it is important to clarify the UI/HCI distinction
and tackle the problem of including consideration
of HCI information exchange requirements in
development methods and tools.

METHODS

In one of the two projects, intelligent fault
management systems within NASA have been
evaluated for insight into the design of systems
with complex HCI (Malin et al., 1991). Fifteen
intelligent systems were selected from a variety of
aerospace programs, including Space Shuttle,
Space Station, unmanned spacecraft, and military
and advanced aircraft. Information was collected
by interviewing intelligent system developers and
users, observing intelligent system
demonstrations, and referencing available
documentation about applications. In one case,
participation in the design of the Space Shuttle
Payload Deployment and Retrieval System
(PDRS) Decision Support System (DESSY)
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project permitted first-hand observation of the
design process and provided an opportunity to test
design recommendations and develop examples of
design guidance.

The other project has focused on conceptual
design and prototyping of methods and tools for
development of intelligent systems and their user
interfaces. A prototype software toolkit, User-
Intelligent System Interface Toolkit (UISIT), has
been developed to support a methodology for
developing conceptual designs for interactive
intelligent systems and their user interfaces. An
evaluation of UISIT prototype tools and methods
is now being conducted in an application case.
UISIT-based methods and tools are being used to
support the PDRS DESSY project, to develop a
prototype intelligent fault management support
system. The purpose of this effort is to evaluate
the underlying HCI development methodology and
its support by the tools.

RESULTS

Preliminary results of this work indicate that the
concept of information requirements is the
productive focus for identifying needed
modifications and additions to traditional
methods, guidelines and tools. Information
requirements identify the information which must
be exchanged between the user and the intelligent
system in order to support user tasks. Specifically
addressing information exchange requirements
helps the designer to elaborate what capabilities
the intelligent system and the UI will need to have
before determining exactly how to implement
these capabilities. As such, these are an important
subset of the external interface requirements
specification. Information requirements also help
to coordinate the design of the user interface and
the application software.

Our solutions to the problems outlined above can
be partitioned into the following areas, which
outline what it will take elevate HCI requirements
to the level of functional requirements: 1) HCI
Design Guidance for Information Requirements,
2) Development Methodology for Information
Reguirements, 3) User Interface Tools and
Methods for Information Requirements.

1. HCI Design Guidance for Information
Requirements

Current forms of guidance should be extended to
support the development of information exchange
requirements.



Traditional guidance focuses primarily on visual
appearance and style, offering little assistance in
designing an intelligent system and its user
interface which provides the right information to
support user task performance. The example in
Figures 1 and 2 illustrates this new guidance and
its emphasis on information exchanged between
the human and the computer. This guidance
assists designers in determining the information
which is required from the intelligent system for
the display. It is relevant to decisions made early
in the development process that constrain the
information available for display. Unlike
decisions about how to display information, they
can not be deferred until later in the development
process. This design guidance can help the HCI
designer be more effective in identifying
requirements for both the intelligent system and
the user interface. Early involvement of the HCI
designer in intelligent system development helps
to integrate the efforts of the HCI designer and
the intelligent system designer.

2. Development Methodology for
Information Requirements

Another approach to elevating the consideration
of HCI information exchange requirements is to
provide an intelligent system development
methodology that incorporates HCI considerations
as an integral part of design. Such a methodology
features the explicit specification of information
requirements, including application of the new
guidance identified above.

Initial research efforts (Johns, 1990; Malin et al.,
1991) have resulted in a new perspective of the
user -- the user as another type of agent in a
heterogeneous, cooperating, distributed system.
Systemn design then becomes the design of an
architecture for accomplishing domain tasks with
the available human (i.e., users) and computer
(i.e., applications) agents. HCI considerations are
an important part of such system design, even
before user interface design is addressed. We
have defined the following stages in developing
such a system (illustrated in Figure 3):

. Description of domain tasks. Monitoring
and fault management tasks, whether performed
by humans or software, are described in terms of
goals and the actions required to achieve these
goals. These goals and actions need not yet be
assigned to specific types of agents.

532

. Identification of resources provided to
perform tasks and the constraints that affect task
performance. Resources include the capabilities
of the operational environment and of the agents,
and the availability of information. Constraints
result from complexity, dynamics, and
deficiencies in these resources.

. Specification of agent activities and valid
agent behaviors in an architecture for multi-
tasking and dynamic task allocation. Actions
defined in the task description are assigned as
specific agent activities consistent with the
available resources and the inherent constraints of
the fault management team and the operational
environment. The task description is not
complete until it includes activities supporting
both domain task performance and coordination
between agents of the fault management team.
Note the implications for modification of task
analysis and task description techniques to capture
human-computer coordination activities.

. Evaluation of the activity specification
using expected operational scenarios. The
specification of agent activities is evaluated using
complex, realistic activity sequences and modes of
agent interaction to derive the information and
functionality requirements. These scenarios
should include tasks shared by multiple agents
supporting both agent coordination and control of
the monitored process, they should include both
nominal and anomalous activity sequences, and
they should highlight information used and
exchanged to support each task.

. Analysis of information exchange
requirements. Requirements for information are
explicitly identified for both the intelligent system
and the user interface, based on results of the
evaluation using operational scenarios.

3. User Interface Tools and Methods for
Information Requirements

A third way to promote the consideration of HCI
information exchange requirements involves user
interface tools and methods. User interface tools
should support:

. Information requirements development
. Design team communication
. Run-time software module communication

User interface tools should support information
requirements development and use as well as user
interface design and management. Designing the
HCI so that the end user always has the right



EXAMPLE OF HCI DESIGN GUIDANCE

Topic: Intervention Into Intelligent System Reasoning Process

Problem:
An intelligent system can become“disarientad” and require the oparator to redirect It onlo & more productive
path of invesligation (e.g., the system i igating an unproductl ypothesis or falling to i ig a likaly hypothesis)

Recommendation:
Operator intervention into the reasoning process of the inlaliigani system can be used to manage errors in the intelligent sysiem
Methods of intervention include modification of the reasoning process of selection of an altemate reasoning mechanism
Supporting Information:
tntervantion inlo inlelligent sys®em processing is one approach for redirecting a“disoriented” Inlalligent system onto a mora productive
path of investigation. The intetigent system musi be designed, however, to permit such interventlon. Yo effectively inlervene in
processing. the operator must firsl have a good understanding of the reesoning strategy used by the intelligent system
Example lllustrating Problem:
See the loliowing page lor an example that illustrates the problem.

Example lllustrating Recommendation:

Sea tha lollowing pagse for an ple that il} the r dation.

Techniques:
Mathods of intervening in the mathad of processing information inciude modification of the reasoning process or selection of an altarnate
reasoning mechanism. Examples of modification of the reasoning process are {1) setting processing pronties (e.g., wha! hypathasis
10 invastigate first), (2) aliaration of hyp and (3) sp 1 of alternate solutlons.

Cross References:
The user Interface used lo intervens should reinforce the aperator's understanding of the reasoning process 1o assist in identifying
appropriate action. Sea saction 4.1.2 for a discussion of presenting information about intelligent system reasoning. Sea tha discussion
of risk in inlervening in the intelligent system later in this section.

Research Issues:
Making inlalligant systems easlly intarruplable and redirectable, daveloping vocabularias for communicating advice about controt
dacisions which reduce ihe amount of knowledge required by human team members about inlslligent system intarnals

Figure 1. Example of HCI Design Guidance, Page 1.

EXAMPLE OF HCI GUIDANCE

Topic: Intervention Into Intelligent System Reasoning

AGENT INTERACTION ILLUSTRATING PROBLEM

In this case. the operator 15 unable to communicate
information about a likely faull and its correction
procedure to the intelligent system. Unaware of this
information, the inteliigent system would continue to
pursue fault isolation on an incomect set of suspected
faults. even when the actual fault was corrected. The
operator would have to 0o a restart to reset the knowledge
base and ™ix" the intelligent system  Figure illustrates
the agent interaction INustration: Operator Restarting Intelligent System

AGENT INTERACTION IHUSTRATING RECOMMENDATION

In this case, the ability to atfect reasoning by altering
hypotheses used by the inleligent system has been provided
to the operator. The operator "informs”™ the intelligent
system about the fault, performs a corrective procedure,
and normal processing to continues.  Figure illustrates the
agent interaction

Cho o EON eporm o o Mo

Chuet et vima a0 AT SPEC 84
¥ Dostoy, fuen Muasvwten $umse Ll

Roborte B Matrcten P ocndises

IHlustration: Operator informing Intefligent System of a Fault

Figure 2. Example of HCI Design Guidance, Page 2.
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Figure 3. Recommended Requirements Development Methodology.

information at the right time during task
performance is difficult, and it requires different
tools from those which support user interface
design. Tools should support the represzntation
of information exchange items and the
interrelationships among these items.

User interface tools should also use information
exchange requirements for coordination and
communication among design team members.
This allows early and continued consideration of
the information exchanged between the user
interface and the applications components.

The preliminary design methodology developed in
conjunction with the UISIT prototype toolkit is
illustrated in Figure 4. It defines information
requirements early in the system design process
and supports coordination among design team
members. Analysis and preliminary design occur
first to derive high-level descriptions of
intelligent system functions, tasks, architecture,
and HCI. From these descriptions, requirements
are derived for the major software component
functions and for HCI information exchange.
Using information requirements, the design team
can be partitioned into smaller groups, with each
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group performing a separate but coordinated and
concurrent design of a software component. As it
is discovered that requirements must change to
match constraints, the information requirements
can serve as a point of coordination among the
design team members. For instance, if the
intelligent system designer discovers that
additional information from the user is required
to complete an activity, the information exchange
specification serves as a single point of
coordination with the user interface designer.
The intelligent system designer and user interface
designer can prototype their software modules
separately while using the information exchange
specification to coordinate with one another.

User interface tools and methods should support
user interface prototyping. An especially
effective form of prototyping support is to
represent information requirements in the same
module which supports run-time information
exchange. This allows the separate prototyping of
the user interface and the applications modules. It
also requires the information exchange
specification to be stated unambiguously.
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Figure 4. Recommended UISIT Methodology.

Finally, it presents a design team member with
an external cue to coordinate changes with the
remainder of the design team.

Figure § illustrates how a software system built
with the aid of UISIT segregates the information
exchange specification from the specification of
the intelligent system and the data acquisition
software. This segregation allows each specialist
to apply unique expertise to a single software
component, while providing a means for
coordinating design team efforts through the
information specification module. When it is
discovered that a change needs to be made to the
information specification module, it is clear to all
involved that the change needs to be coordinated
with the other members of the development team.
In this way, the information specification module
serves as an abstraction of what each module
designer needs to know about the design of the
other modules.

Figure 6 shows an object hierarchy comprising
the information specification component of a
sample system built for UISIT evaluation.

The contents of the object hierarchy represent the
information requirements and their relationships
for PDRS DESSY. The object layer was
constructed within the UISIT framework, in
accordance to the suggested UISIT hierarchy.
Because it is encoded as an object layer,
supporting run-time communications between the
user interface software and the applications
software, the information specification module is
unlikely to be misinterpreted by members of the
development team

RELATED WORK

In 1983, Norman outlined four strategies for
improving to human-computer interaction design.
Our recommendations for enhancing these
strategies are summarized below:

. Help the designer to maintain an awareness
of the user’s needs. Rather than simply trying "to
impress upon the designer the seriousness of the
matter,” we propose that it would be more
effective to assist in identifying user needs by
elevating analysis of information exchange
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Figure 5. UISIT-Supported Architecture.

between the software and the user to a functional
requirements level.

. Provide the designer with methods and
guidelines. Most assistance has concentrated on
support for evaluation of user interface designs.
We shift the focus to support for analysis of
information needed to support user tasks.

. Provide software tools for interface design.
As Norman suggests, this is a natural follow-on to
providing methods and guidelines. The software
tools can provide guidance in two ways: (1)
explicitly in the form of on-line guidelines,
templates, and examples; and (2) implicitly by the
design of the toolkit, which requires specific
architectural components and a specific sequence
of developmental steps. In either case, such tools
make it easier for the designer to follow the
prescribed methods and guidelines.

. Separate the interface design from other
programming tasks. While Norman's original
suggestion was based on such principles as
software reusability and interface modifiability,

we have found that this practice can also support
design team communication.

While we have been emphasizing HCI
development in our own work, we do not intend
to imply that user interface issues are
unimportant. We emphasize HCI development
because it is too often neglected. Both HCI and
UI challenges are important, and both are
necessary for effective system design. Without
effective HCI design, the UI designer may not
have a clear idea of the information exchange
goals he is trying to optimize, and the resulting
software may not support the user's task
performance. Without effective UI design, the
user interface may not convey the information
effectively, thereby detracting from the support
of the user's task performance. Since both types
of issues are necessary for effective design and
since HCI issues are often overlooked, we have
concentrated our work on HCI issues. There are
significant UI design challenges in monitor and
control of complex processes, due to the large
quantities of real-time information, accompanied
by deficiencies of the quality and availability of
this information.
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Because the conclusions of this report are based
on the study of intelligent systems for real-time
fault management, the reader may be concerned
about how well they generalize to other types of
software systems, especially in view of Leveson's
(1990) warning that applying common data
processing approaches to process control systems
can lead to disaster. We believe that our results
for HCI design guidance are applicable to
complex software systems. Complex software
systems are characterized by (1) large amounts of
information from multiple sources, (2)
sophisticated software capability, often with
multiple tasks performed concurrently or jointly
by human and computer, (3) time-constrained
processing with deficiencies in information
quality and availability, and (4) active information
exchange between human and computer. Our
results on development methodology and tools
appear to be generalizable to a broader set of
systems, in particular systems where information
exchange between human and computer represents
a significant aspect of using the software.

—
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‘L’ Inhg ritwmre  NVERARINE Vat IFT

Object Hierarchy and Sample Definition for UISIT Communication Layer.

SUMMARY

This paper has introduced an on-going research
project to improve human-computer interaction
for fault management intelligent systems. This
issue is being investigated by means of a case
study, by participation in intelligent system
design, and by prototyping methods and tools.
Preliminary results indicate that elevating HCI
information exchange requirements to the level of
software functional requirements is critical to
designing software which supports user task
performance. The following is a summary of the
findings from this research effort:

1. HCI Design Guidance for Information
Requirements
. User interface design guidance, which

focuses on visual appearance and style of
information presentation, should be extended HCI,
to also assist designers in developing information
requirements.

. HCI design guidance should be integrated
within a development methodology that supports
use of these guidelines.



2. Development Methodology for Information
Requirements

. Task analysis and task description
techniques should be modified to identify human-
intelligent system coordination activities and to
support identification of information
requirements.

. Developers should adopt a methodology
that makes guidance easier to use and integral to
the development process from the early stages of
analysis and design.

. Mechanisms for communication of
information requirements and coordination of
design activities among members of the
development team should be provided with the
methodology.

3. User Interface Tools and Methods for
Information Requirements

. User interface tools should support
information requirements development and should
include explicit representation of information
items and the interrelationships among them.

. User interface tools should provide
information requirements as a point of
coordination and communication among members
of development team.

. User interface tools should represent
information requirements in the same module that
supports run-time information exchange.
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ABSTRACT

An orbital replaceable unit (ORU) is often de-
fined as any orbital unit aboard Space Station
with a wearout life of less than 30 years. The
capability of successful changeout of these units
by remote manipulation is critical to the ORU
to telerobot interface design. A human factors
evaluation of the selected interface showed
certain inadequacies of the alignment target
concept that was part of the interface package.
Alternative target concepts which addressed
these inadequacies were developed and are pre-
sented in this paper. Recommendations from
this work will be incorporated into NASA re-
quirements documents which ORU suppliers
and manufactures must then build to.

ACRONYM LIST

IDR Interface Design Review

JSC Johnson Space Center

ORU Orbital Replaceable Unit

ROIL Remote Operator Interaction
Laboratory

RSIS Robotic Systems Integration
Standards

SSF Space Station Freedom

INTRODUCTION

The changeout of orbital replaceable units
(ORU) will be a vital day to day activity for the
crew aboard Space Station Freedom (SSF).
Performing the changeout of these units by

both the extravehicular astronaut as welil by the
various robotic devices aboard SSF will be
critical to the success of Freedom’s operation.
Therefore it is critical that the interface to
these ORUs assure successful manipulation. In
response to this, an Interface Design Review
(IDR) process has been formed in order to as-
sess SSF robotic interfaces and to establish ap-
propriate interface design standards which will
be published in the Robotic Systems Integration
Standards (RSIS). These will become the stan-
dards which ORU suppliers and manufacturers
must build to.

As a result of the IDR process, the robot to
ORU interface package selected for ORUs of
1200 pounds or less was the Spar Aerospace
Limited design. Once the selection was made, a
design validation process began with the intent
of evaluating the suitability of the selected in-
terface design. This entailed making recom-
mendations intended to refine and improve the
Spar package. Several NASA as well as private
laboratories were chosen to participate in the
design validation process, among them the
Remote Operator Interaction Laboratory
(ROIL) at NASA’s Johnson Space Center (JSC)
in Houston. The ROIL was chosen specifically
for its expertise in dealing with human factors
issues relevant to the interface design.

In evaluating the Spar package, personnel at the
ROIL determined that the Spar ORU alignment
target had the greatest impact from a human
factors perspective. Consequently, it was this
part of the interface which ROIL personnel
chose to focus on in an attempt to refine it.
This paper discusses the approach taken by the
ROIL during its evaluation and refinement of
the Spar alignment target.
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THE SPAR ALIGNMENT TARGET

Shown graphically in Figure 1, the Spar align-
ment target was 2 inches by 2 inches square.
The front and base plates of the target were
separated by a depth of .5 inch. This .5 inch
separation between the .25 inch diameter white
circle on the face plate and the .284 inch dia-
meter black circle on the base plate provided
the cues necessary to align the pitch and yaw
rotational axes. This was done by making sure
a black ring from the base circle was always
visible around the white circle on the face
plate. An overlay displayed on the end effector
camera view, when aligned properly with the
target, provided the cues necessary to adjust the
additional rotational roll axis as well as the
translational X, Y, and Z axes. Once aligned
properly, the target—mounted 2.5 inches above
the center of the grapple fixture on the ORU—
was designed to assure that the misalignment
tolerances of the grapple fixture were met
before a grapple attempt was made.

First among these limitations was a matter of
geometry. According to the operational sce-
nario provided by Spar, at grapple the camera
to target distance was defined to be 4 inches.
Figure 2 shows that according to the dimen-
sions specified by Spar, the minimum distance
at which the black circle on the base plate
would be visible around the white circle on the
face plate was 3.67 inches. As a result, at the 4
inch grapple distance, the cues provided by the
base circle were so slight that final alignment
corrections were often difficult to determine.

Face Plate Base Plate

Figure 1. Face plate and base plate con-
cepts incorporated into the original Spar
target.

Certain aspects of the Spar alignment target
design were very well conceived. The com-
pactness of the target allowed for it to be
mounted appropriately near each grapple point.
Further, because it was an enclosed unit, it
would pose little to no risk of snagging an ex-
travehicular astronaut. The simplicity of the
target was also a good feature. Corrective
alignments were thus logical and easy to inter-
pret. Initial evaluations by the ROIL, however,
pointed out several shortcomings inherent to
the target’s design.
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Formula 1

R1 R2

D T D+05"

Spar Dimensions

R1=0.125"
R2=0.142"

D =3.67"

Figure 2. The relevant target and cam-
era dimensions (not to scale) are repre-
sented in Formula 1. Given the specified
Spar dimensions, the minimum distance
necessary to view the base circle around
the face plate circle was 3.67 inches.

Accuracy evaluations were performed by
mounting the target to a rotating base 4 inches
in front of and centered with the camera. An
operator would then call out when they felt that
a zero degree rotational alignment (i.e. perfect
alignment) had been achieved. Due to the ge-
ometry of the Spar target’s relevant features,




accuracy was typically within 2° to 3° to either
side of zero degree rotational alignment.

When examined under controlled lighting
conditions, certain other drawbacks to the Spar
alignment target design became apparent.
When a collimated light source—in this case a
solar simulator—was directed at the target
from an angle displaced 15° to 25° from the
camera centerline, certain angular displace-
ments of the target caused the face plate to ob-
scure the black base plate circle by shadows
from either the outside frame of the face plate
or by the white circle on the face plate. The
corrective action needed in these cases would
not be clear and could result in the issuance of
an incorrect command.

Similarly, at certain incident angles, light
would reflect off the highly specular paint
specified by Spar to the point that features of
the target were completely washed out due to
the blooming effect that would appear on the
video monitor. If the iris on the camera’s lens
were closed to the point that the blooming ef-
fect was relieved, the contrast would be so
slight that the target’s features were still indis-
tinguishable on the monitor view.

PROPOSED TARGET MODIFICATIONS

It was clear that the desirable features of the
Spar target concept needed to be preserved in
any new concept to be proposed. Just as clear,
however, was the need to address the limita-
tions of the original Spar target’s design. With
this in mind, ROIL personnel began an iterative
process intended to devise target concepts
which preserved the desirable features of the
Spar design, but which also improved upon its
limitations. It should be noted that none of
these proposed target modifications addressed
the reflectivity of the paint due to the long
turnaround time in having a target concept
painted to specification. Paint reflectivity will
be addressed as an issue separate from features
of the target design.

Rather than address each limitation of the Spar
design separately, alternative designs were de-
veloped in order to address the various issues
as a system rather than as independent prob-
lems. This way, solutions which addressed one
potential flaw in the Spar target design would
be less likely to complicate another. This was
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done specifically with respect to the shadow
and geometric problems encountered in the
Spar design.

Figure 3 depicts an alternative target design,
designated concept A, which both reduced the
likelihood of any potential confusion caused by
shadows as well as assuring that all alignment
cues are clearly discernable at any camera to
target distance. The opening in the face plate
was widened to both allow more light into the
target as well as reduce the likelihood of a
shadow from the edge of the face plate obscur-
ing the center of the base plate. Likewise, the
width of the crosshairs were reduced from the
original Spar dimension of .12 inch to .02 inch.
The narrower crosshair created much less of a
shadow on the target base, eliminating the pos-
sibility of obscuring relevant features on the
base plate. Further, the alternating black and
white colors on the crosshairs, in combination
with the features of the base plate, made them
always distinguishable from the background.
This made corrective movements easier to de-
termine. Consequently, the same accuracy
evaluations as performed with the original Spar
target resulted in accuracy typically within .33
to either side of zero degree rotational align-
ment with no apparent shadowing problems.

Base Plate

Face Plate ~

Figure 3. Face plate and base plate de-
pictions proposed in alternative target
concept A.

Certain concerns were raised regarding target
concept A, however. Chief among them was a
lack of robustness with respect to the
crosshairs. Any contact with the crosshairs by
a robotic end effector or by an extravehicular
astronaut could potentially bend or even break
them. Therefore, further designs were devel-




oped with the intent of addressing that concern
in particular.

It was felt that the same level of accuracy could
be maintained if the crosshairs were widened.
Preserving many of the features of target con-
cept A with widened crosshairs could result in
a more robust target that was easy to interpret
and which could provide the cues necessary to
achieve the accuracy of the first alternative de-
sign. At the same time, it was felt that addi-
tional cues could be built into the target which
would provide cues redundant to the primary
alignment cue, in this case the center of the
crosshair,

Figure 4 depicts target concept B. The
crosshairs have been widened to .063 inch,
making them very robust. At the same time,
the level of accuracy exhibited by concept A
was preserved in this concept. Once again, ac-
curacy evaluations resulted in alignment typi-
cally within .33° to either side of zero degree
rotational alignment and again, no apparent
shadowing problems appeared. The new fea-
ture incorporated into this target was a redun-
dancy of the alignment cues used prior to
grapple. To achieve proper alignment of the
end effector at the 4 inch camera to target dis-
tance, the center cross on the face plate
crosshairs had to be centered within the white
circle on the base plate. The redundant cues
were provided by the black hashmarks further
out on the crosshairs. When proper alignment
was achieved at the 4 inch distance, the inside
edge of the black hashmarks appeared to touch
the outside edge of the base plate black circle.
Pitch and yaw cues which the target must pro-
vide are then also offered by these redundant
cues as well.

The redundant cues offered by this concept do
two things. First, they provide an extra
measure of certainty that proper alignment has
been achieved prior to attempting grapple. If
both sets of alignment cues tell the operator
that the end effector is positioned properly, the
operator will be that much more sure at the
time of grapple. The second, and perhaps
more important feature offered by the redun-
dant cues is that they can used as primary
alignment cues in the event that the original
cues, i.e. the center of the target, cannot be
used for alignment. This scenario could occur
if certain harsh shadows extended over the tar

Face Plate Base Plate

Figure 4. Face plate and base plate de-
pictions proposed in alternative target
concept B.

get, or if the target were partially damaged in
some way. The redundant cues might allow a
successful grapple to be made which might oth-
erwise not be attempted due to the extraneous
circumstances.

FUTURE WORK

The alternative designs presented here are only
two of several iterations on the target concept
conceived by ROIL personnel. While these
represent the most promising of the iterations
attempted so far, other concepts may offer even
greater promise. Consequently, work on im-
proving the design has not terminated and fur-
ther iterations on the concept will proceed.

It is important to note that a clear line of com-
munication has already been established be-
tween ROIL and Spar personnel. Thus, this
work is becoming a collaborative effort
consisting of feedback offered by the ROIL
being strongly considered by personnel at Spar.

Further work is being planned by the ROIL to
address the issues raised in this paper.
Alternative paints will be evaluated at the ROIL
with the intent of determining which have
acceptably low reflectivity characteristics. The
primary effort to be taken on by the ROIL,
however, will be to perform an operational
evaluation of these and other target concepts.
Test subjects will consist of personnel at JSC
with experience in operations, including the
crew. Data will be gathered with respect to ac-
curacy achieved during each alignment run as
well as subjective data regarding how well each
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subject felt they could interpret the targets
evaluated. Results of these evaluations will be
incorporated into the RSIS documents.

CONCLUSION

It seems clear that these proposed modifications
are improvements upon the original Spar de-
sign. The line of communication opened be-
tween ROIL and Spar personnel as well as the
incorporation of this work into RSIS documen-
tation means that this work will have clear

implications to future space hardware design.
The end product of this work will hopefully
result in an alignment target that is very easily
interpretable and which will work under a wide
variety of situations.
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ABSTRACT

Many important military and civilian operational settings can be
described as command and control (C2) environments characterized by
high information load, extensive team coordination, and communica-
tion demands. To address these problems, designers have turned to
the application of automation and decision aids. Currently, there
are few techniques for assessing the performance of C2 operators
with which to guide applications. A need exists for constructs on
which to evaluate C2 systems. One possible concept for addressing
these issues is that of Situation Awareness (SA).

The SA concept and methodologies have developed largely around the
cockpit environment. SA describes how a pilot perceives and
comprehends the environment including aircraft states and aircraft
position. SA, then, may be used as a basis for gathering data to
evaluate operator and system performance.

This paper will discuss the extension of the SA concept to a team
context related to C2 environments. The paper will then discuss
the implications of such an approach for developing a methodology
to empirically measure team SA in a C2 environment which should
allow for the assessment of SA of both individual operators and
overall SA of operational teams. The discussion will also focus on
how a knowledge of SA may impact the design and development of
systems which optimize rather than maximize information access and
processing and, subsequently, improve C2 decision making.
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ABSTRACT

The Air Force Human Resources Laboratory is currently involved in
the development and evaluation of computational human performance
models. This development work is intended to develop models which
can be used to interact with system prototypes and simulations to
perform system assessment. Currently LR is working on a set of
models emulating cognitive, psychomotor, auditory, and visual
activity for multiple operator positions of a C2 simulation system.
These models, developed in conjunction with BBN Systems and
Technologies, function within the simulation environment and allow
for both unmanned system assessment and manned (human-in-loop)
assessment of system interface and team interactions. These are
relatively generic models with built-in flexibility which allows
modification of some model parameters.

These models have great potential for improving the efficiency and
effectiveness of system design, test, and evaluation. However, the
extent of the practical utility of these models is unclear.

Initial verification efforts comparing model performance within the
simulation to actual human operators on a similar, independent
simulation have been performed and current efforts are directed at
comparing human and model performance within the same simulation
environment. The focus of this presentation will be on the
on-going validation process through which the models will be tested
and enhanced. Topics covered will include LR's approach; problems
with model assessment both conceptual and methodological; and
implications for this type of modeling approach.
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Time #anagement Displays for Shuttle Countdown

The Intelilgent Launch Decision Support System project at Kennedy Space Center
{8 developing a Time Management System (TMS) for the NASA Test Director (NTD)
to use for time management during Shuttle terminal countdown., THS {s being
devetloped in three phases: an {nformation phase, a %00l phase, and an advisor
phase. The Information phase s an integrated display (TMID) of firing room
clocks, of graphic timeltnes with Ground Launch Sequencer events, and of
constraints. The tool phase 1s a what-1Ff spreadsheet (TMWI) for devising
plans for resuming from unplanned hold situations., [t Is tied to (nformation
in TMID, propagates constraints forward and backward to complete unspec!fied
values, and checks the plan against constraints. The advisor phase is a

sltvatlon agylser (THSAN.whinh eLoprtiye)yesvngrsta, brgkirs.for, Seanpdon From
developed. A concept prototype for TH5A {s under development, The TMID is
currently undergoing field testing. Displays for THID and TMWI witl be
described. Descriptions will include organtzation, raticnale for
organization, Implementation choices and constraints, and use by NTD,
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Abstract

This paper describes the development and impact
of new visually-coupled system (VCS) equipment
designed to support engineering and human factors
research in the military aircraft cockpit environment.
VCS represents an advanced man-machine interface
(MMD). Its potential to improve aircrew situational
awareness secems enormous, but its superiority over
the conventional cockpit MMI has not been established
in a conclusive and rigorous fashion. What has been
missing is a ‘systems’ approach to technology
advancement that is comprehensive enough to
produce conclusive results concerning the operational
viability of the VCS concept and verify any risk factors
that might be involved with its general use in the
cockpit. The advanced VCS configuration described
here, has been ruggedized for use in military aircraft
environments and was dubbed the Virtual Panoramic
Display (VPD). It was designed to answer the VCS
portion of the 'systems” problem, and is implemented
as a modular system whose performance can be
tailored to specific application requirements. The
overall system concept and the design of the two most
important electronic subsystems that support the
helmet-mounted components, a new militarized
version of the magnetic helmet mounted sight and
correspondingly similar hetmet display electronics, are
discussed in detail. Significant emphasis is given to
illustrating how particular design features in the
hardware improve overall system performance and
support research activities.

Introduction

The last six years of advanced military equipment
" development activity, and particularly the last four,
have been marked by a renewed interest in the
application of visually coupled system (VCS)
technology to the military aircraft cockpit. Not since
the early to mid 1970s has the activity level been so
intense for militarized versions of this technology.
Much of the renewed developmental activity has,
rightly, concentrated upon the helmet mounted display
portion of the VCS. This fact is demonstrated by new
helmet mounted displays (H{MDs) from such
manufacturers as Hughes Aircraft, Kaiser Electronics,
GEC, and Honeywell, and from DOD activities like the
Army LH Helicopter Program, the Air Force F-16 Night
Attack Program, and the joint Navy-Air Force INIGHTS
Program. The emphasis on HMD design, particularly its
size and weight, is because they have been a major
performance-limiting factor to the widespread safe use

548

of the technology in ejection seat aircraft. However,
the successful integration of VCS technology into the
cockpit includes the solution to a number of utilization
and performance problems that cross the boundaries
of many technical disciplines (see references
{01,02,07).

It can be argued that, in many instances, a "best’
approach to either investigating or solving VCS
performance and utilization issues, is to have at hand
state-of-the-art (SOA) hardware that has the required
‘programmability” to support engineering and human
factors research and also the ruggedness to be
operated in the final intended environment, in this
case the military aircraft cockpit. Until the advent of
the VPD development program, this type of hardware,
representing SOA, dedicated instrumentation specific
to the VCS technology area, had been missing. This
paper investigates some recent development activities
at the Armstrong Aerospace Medical Research
Laboratory (AAMRL) involving the VCS electronics that
directly support the helmet mounted components. The
discussion covers the rationale surrounding their
primary operational characteristics and their impact
on the current state of VCS technoloagy.

A "Research-Oriented” Visually Coupled System

Figure 1 depicts one variation of a VCS system, the
Virtual Panoramic Display (VPD). This system is
designed primarily to support VCS whose helmet-
mounted displays (HMDs) use miniature cathode-ray-
tube (CRT) image sources. The VPD provides the basic
helmet tracking and display presentation capabilities.
It also supplies the configuration programmability,
interface flexibility, and self-contained data collection
needed to support advanced research activities.

The display subsystem of the VPD, the HMD, may
include either one CRT image source and one or two
optical channels, providing a monocular/biocular
display presentation, or 2 CRTs with dual independent
optical channels making possible a true binocular
presentation. The visual fields may be either fully or
partially overlapped, and may be aligned, using
programmable electronics, permitting, if desired, the
presentation of stereoscopic images. The CRTSs,
employing, in most cases, narrow-band emission
phosphors, may be any of the standard bipotential
electron lens designs commonly available, or be of an
advanced design including additional grid control
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Block Diagram of Generic VCS System Hardware
elements., The CRTs are interfaced to specially- employed as both imbedded and stand-alone

designed analog helmet-mounted display electronics
(AHMDE) which ‘tailor" the displayed information to
the requirements of both the HMD optics and CRT. A
major thrust of current visual display research for the
military cockpit assumes that mission equipment
package (MEP) data and sensor-generated information
must be “fused’, in part visually, in some optimal
manner on the HMD to help improve the pilot's
moment-to-moment situation awareness. Thus, the
VPD AHMDE has been designed to support a range of
anticipated video input combinations for sensor-
generated and computer-generated visual information
that can be displayed simultaneously on the CRT.

Much of the displayed information must be
changed and/or updated, based upon the pilot's
instantaneous line-of-sight (LOS) and helmet position
within the cockpit. To support this function, an AC
magnetic helmet mounted sight (MHMS) is included to
provide both helmet attitude and position vectors. The
newer version of the MHMS used for this VCS
configuration can be programmed to compensate for
certain environmental disturbances to which it is
susceptible.

To promote ease of programming and transition to-
and-from ground-based and airborne research
environments, a combination of Digital Equipment
Corporation Q-Bus and UNIBUS processors and
Motorola 68000 family VME processors have been

processors. To facilitate data transfer beyond the
limitations of the military 1553B data bus, a variety of
high speed interfaces including a multi-port shared
memory (MPSM), which exists in both laboratory and
militarized form, were developed. The MPSM allows up
to ten DEC or VME-based processors to simultaneously
perform parallel read and write operations between
each other. To facilitate non-volatile memory storage,
militarized hard disks are available for the DEC-based
processors and EEPROM for the VME-based processors.
This architecture fosters ease of expansion when
additional processing power is needed, and permits
additional enhancements, such as auditory localization
and physiological test battery monitoring, to be added
to the basic VCS, as needed and available.

The shaded area of Figure 1 represents the core
components of the VCS electronics subsystem for most
near-term VCS configurations. This paper will focus
the remainder of the discussion on just the portion of
the shaded region that includes the AHMDE and
MHMS, emphasizing advancements that facilitate not
only hardware performance, but also improve or
facilitate the VCS interface and research activities.
Some discussion in a similar vein relating to the
helmet mounted display components can be found in
(01,02).
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The Helmet Mounted Display Electronics "The Key
to Miniature CRT Performance’

When the VPD development program was begun
there was no general purpose helmet mounted display
display electronics (HMDE) capable of operating
different types of HMDs with inputs from a variety of
display input sources. The problem was further
exacerbated by the ongoing performance
improvements in miniature CRTs, which at that time,
available off-the-shelf display electronics could not
support. There were also a number of deficiencies
relating to how disparate video images were processed
and combined for display on the HMD. The initial
approach attempted a comprehensive all-digital
update of not only the display electronics functions
but also graphics processing and image processing
functions, that were felt to be necessary to support the
complete visual-interface concept for a large or
medium FOV virtual head-mounted panoramic display.
When this proved too ambitious for available program
resources, development work was refocused to
concentrate upon just the badly needed primary
display electronics improvements. Among the more
important of these were;

1) Allow the display electronics to optimize each
CRT's grid control voltages for best performance, and
store these parameters in local memory for instant
recall if a CRT change had to be made,

2) Permit complete system setup and adjustment,
including HMD alignment pattern deneration, and
allow this to be accomplished from the cockpit
without the need to pull boxes, adjust potentiometers,
etc.,

3) Provide sufficient deflection, video, and high
voltage power to support the latest advancements in
miniature CRT technology,

4) Provide the best possible video and deflection
signal quality because of its more noticeable visual
effect under the magnification of the CRT format by
the HMD optical system,

5) Provide two separate video channels for
binocular HMDs, accepting two raster and one stroke
video input to support all but the most sophisticated
VCS applications,

6) Provide automated system input flexibility to
permit the use of raster image sensors having a wide
range of line rates, and allow the internal raster
generator to be synchronized to external video raster
sources, and

7) Accept the HMS signals directly, to provide the
right combination of raster imagery rotation and
translation for a specific HMD design at the refresh
rate of the HMD electronics.

To appreciate the significance of the new AHMDE
design, one must understand how the above features
and functions contribute to VCS performance. To
accomplish this, the design of the AHMDE display
electronics must be described in the context of the
performance requirements placed upon it by the HMD
optical system and CRT image source.

Serious use of the HMD dictates that it be
considered an application specific animal. Indeed,
many applications of VCS technology have resuilted in
less than desirable outcomes because off-the-shelf
HMD systems were utilized instead of a design
intended specifically for a given application. The most
general example of an HMD application is one
involving a particular aircraft and sensor suite whose
field-of-view and resolution performance are already
defined. Normally, it is desirable to match the FOV of
the HMD to that of the primary sensor, because this
places the least demand on image source
performance, allowing the best contrast, luminance
and resolution conditions to be obtained from the CRT.
It also permits a 1:1 ratio to be set between the display
and see-through image. For a more completion
discussion of these interface issues, see reference
(02). The next step in the integration sequence is to
insure that the display electronics can adequately
tailor the CRT display format characteristics to support
the given application. The AHMDE represents the first
time that a militarized VCS display electronics has
been designed from -scratch” to provide the type of
system integration tailoring that is required.

The AHMDE: "Designing and Building a Better
Display Electronics Mousetrap"

Figure 2 depicts the basic VPD AHMDE
components. The heart of the system is the system
electronics unit (SEU). This box contains all of the
power supplies and computerized parameter control
and signal processing circuitry necessary to support a
wide range of separate signal inputs from stroke and
raster video signal source inputs for two miniature
CRTs and tailor these signals for proper output to most
types of miniature CRTs now available or being
developed.

The display head electronics (DHEs) contain the
final video and deflection amplification circuitry,
miniature militarized high-voltage power supplies, and
a microprocessor to set voltage levels, gain, offset, etc.
for each particular CRT's optimum performance
characteristics. The deflection amplifier employs high-
performance power FETs in a Class-A amplifier
arrangement to maximize linearity and repeatability of
pixel placement on the CRT. The video amplifier
employs a low noise, low output impedance design to
maintain signal bandwidth while driving a 6 to 8 foot
helmet cable that may exhibit considerable distributed
capacitance. There are two separate DHEs to permit
more flexibility in the use of each video channel. Such
a configuration allows either one binocular HMD or two
separate biocular or monocular HMDs to be operated
with one AHMDE SEU. To maximize power dissipation
for even the most demanding experimental operating
conditions and minimize DHE size, liquid cooling of
the DHEs (distilled water or an appropriately
conditioned liquid, if freezing temperatures are
expected) is employed.

The requirement for liquid cooling necessitated the
addition of a cooling unit (CU) box that incorporates a
militarized pump, heat exchanger, and the regulated
voltages for the high voltage power supplies located in
the DHEs.
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VPD AHMDE System Concept

A simple control panel (CP) that incorporates night-
vision-goggle-compatible electroluminescent lighting
allows adjustment of either CRT's stroke and raster
video luminance and contrast. The CP also supplies
the system interface for a unique setup control panel
using a menu driven software interface that allows the
experimenter or technician to adjust all critical system
parameters, including HMD-CRT electronic alignment
and CRT replacement, without removing the
equipment from the simulator or flight test aircraft.

The AHMDE SEU

Figure 3 depicts a simplified block diagram of
AHMDE SEU functions. The AHMDE SEU contains the
bulk of the electronic signal processing circuitry to
permit the AHMDE's raw signal processing
performance and programmable features to be
tailored for maximum benefit. The AHMDE SEU
contains three primary signal processing groupings
organized as digital and analog subsystems.

Digital Subsystem

The digital subsystem is comprised of the
embedded VME processor and associated digital cards
that implement data processing and transfer between
external and internal destinations. Acting as the focal
point for the AHMDE's extensive HMD video processing
functions is a militarized 68020 VME CPU and
processor board set. These boards store and execute
the runtime code from a mixture of EPROM, EEPROM,
and SRAM memory.
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In order to support large, multiprocessor
applications, an associated shared memory board
provides parallel address and data transfers for VME
and Digital Equipment Q22 or Unibus based
computers. A 1553B serial interface for
communication through the standard military aircraft
digital bus and several RS-422 serial digital links are
also provided. However, the proper use of all these
external communication options requires the
development of special software for application-
dependent I/O drive routines to pass application-
specific parameters from the aircraft or simulator bus
to the AHMDE.

The AHMDE's internal memory also permits storing
setup parameters for a number of HMDs and more
than 100 different miniature CRTs. This allows the
system to be adjusted for a variety of test
configurations within a minimal time period. The
AHMDE SEU, upon receiving the appropriate
commands from either the cockpit or setup CP, selects
the correct HMD alignment patterns from memory and
moves the pattern data to the internal left and right bit-
plane boards. These alignment patterns are normally
configured for a specific HMD, and must be
preprogrammed into the AHMDE's PROM memory. The
bit-plane memory can also be used for the dynamic
portrayal of simple space-stabilized head-up display
(HUD) formats, if a particular VCS application does not
have graphics processor electronics available. Again,
as for the communication interfaces, the proper
application-dependent software routines must be
present to correlate the dynamics of such data with a
particular symbol or alphanumeric character.
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Simplified Diagram Of Major AHMDE SEU Functions

Analog Subsystem: Video Processing

The AHMDE's analog video processing section
implements a number of important functions for the
HMD visual environment. The normal gain and level
controls have been expanded to separately
accommodate two external raster sources, raster video
from the internal bit plane image generator, and one
stroke video source.

Raster | (see Figure 3) is designated the master
raster and the internal bit plane video is synchronized
to it, allowing it to be viewed separately, windowed,
split-screened, or added into the raster 1 image.
Although originally intended as a VPD HMDE function,
the AHMDE does not digitally sample incoming video
and perform scan conversions. Therefore, video on the
raster 2 input must be in frame synchronization (FS)
with raster 1. If only FS, but not line synchronization
(LS), is present for raster 1 and 2, then they may be
displayed in a vertical split-screen presentation. If both
raster 1 and 2 inputs have the same FS and LS, a
portion of raster 2 may be inset (windowed) into a user
programmable portion of raster 1.

The AHMDE video processor also supports a
number of more subtle requirements associated with
VCS HMD applications. Each AHMDE video channel is
designed to provide geometric shading and circular
blanking (as received from the deflection processing
subsystem). These functions compensate for video and
optical effects associated with binocular HMDs
(particularly those that are partially overlapped). They
also support the often-present need to overscan the
CRT raster in the horizontal direction to provide the
largest CRT raster format possible for a given size CRT,
operated at a specific aspect ratio (see reference (02)).

Many of today's high resolution, high luminance
miniature CRTs often exhibit distinct nonlinearities in
the luminance gray shade profiles. This condition is
usually most noticeable with the brightest gray shades.

To allow the CRT luminance function to be corrected
to a more linear and desirable luminance function,
programmable gamma correction has been included.

Analog System: Deflection Processing

The special requirements of the VCS video
environment have as much impact on the video
deflection system, perhaps more so, as they do for the
video signal functions. To support the video input
options, each deflection channel incorporates two
separate multi-rate raster generators. These permit
switching between raster sources having different
rates. When changing between rates, the AHMDE's
sweep generators eliminate size adjustments with
automatic size control.

VCS applications often require that the imagery
displayed on the HMD be stabilized with respect to a
coordinate frame other than the head as the head is
moving about the cockpit or crew station. Depending
upon the HMD configuration (see reference [02)),
proper stabilization requires either a pure rotation or a
combination of a rotation and translation of the display
imagery as the head/helmet moves. The head tracking
signals needed to perform the calculations for the
imagery stabilization are obtained through a high
speed serial bus connected between the AHMDE and a
helmet orientation and position tracking system such
as the VPD MHMS (as shown in Figure 1). The AHMDE
supports this requirement only for raster based
imagery. Stroke imagery must be rotated and
translated at its source.

As explained in detail in reference (02), the CRT is
a Tangent (theta) mapped system, while most HMDs
obtain maximum optical performance and minimum
weight using F(theta) mapped optical designs. Specific
optical designs, whether they are monocular or
binocular, may have other types of distortion that must
be compensated for by nonlinear mapping of the CRT
image. Finally, the CRT, itself, may have internal
distortion requiring correction due to the interaction of
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the deflection yoke, electron gun and e-beam. Given
thre magnitude and types of distortion associated with
HMDs, even-order compensation, up to fourth order
terms, would be desirable. However, signal-to-noise
considerations in the AHMDE electronics effectively
limit the geometric correction to third order terms.
Thus approximations must sometimes be made for a
given optical system, but the correction obtained is
usually sufficient in subjective terms relating to viewer
comfort, if not in terms of absolute measurements.

A larger CRT image requires less magnification by
the optics. Since the exit pupil diameter for the HMD is
the relay lens (more properly, objective lens) effective
aperture divided by magnification, the relay lens can
have a smaller diameter, i.e., a higher f-number. This
makes it smaller, lighter, less expensive, and,
possibly, of higher optical quality. To reduce the
required optics magnification, and therefore working
f-number of the HMD optics, the image is usually
overscanned in the horizontal direction to enlarge the
vertical height of the display format for a given aspect
ratio. If this requirement and any rotations or
translations force the scanned area to move off the
phosphor quality area of the CRT, the AHMDE
deflection circuitry incorporates circular blanking to
extinguish the beam as it moves off the predetermined
limits of the phosphor.

Taken together, the AHMDE's “designed in’
functions allow it to drive almost any type of HMD now
available or planned, using inputs from most standard
video or stroke sources. Its programmability allows
ease of use and repeatability of operating conditions
for both the engineer and researcher. An itemized list
of basic AHMDE performance is summarized in Table
1. A more complete description of the AHMDE's
physical and electronic characteristics can be found in
reference (06).

The Helmet Mounted Sight "Providing a More
Complete System Concept”

Despite employing AC MHMS technology that has
been available in some form for 20 years, the VPD
MHMS really represents a more notable advancement
in VCS technology than does the AHMDE. Many critical
pilot activities involve, to some degree, the rapid
acquisition of information, the accurate and fast
positioning of display symbology depicting system
state, and, after suitable cognition time on the pilot's
part, the execution of one or more aircraft system state
changes. If the man-machine interface (MMI) through
which this interaction is being effected is a VCS, then
the spatial relationships and positional accuracies of
information portrayed on the HMD, as determined by
the HMS position and orientation (P&O) tracking data,
are extremely important. Not only must the quality of
HMS attitude and position information meet some
known and repeatable baseline level of accuracy, but
it is also desirable to enhance the VCS's immunity to
environmental disturbances to which the HMS or
human operator are susceptible (at least in a "signal-to-
noise-sense’ to a threshold near or slightly beyond the
limits of system-aided human perception). The
magnetic helmet mounted sight (MHMS), despite the
complexities of correcting for electromagnetic
scattering, is still regarded as the HMS system of
choice because of its rugged small transducers,
immunity to other types of environmental problems
associated with military vehicles, and the speed and
accuracy of the six-degree-of-freedom (6DOF)
orientation and position data that the MHMS can
provide.

When the VFD development program was begun,
there were still a number of significant deficiencies
that had been noted concerning the operational
characteristics of the AC MHMS. Among the more
important of these were;

TABLE 1
Summary of Basic AHMDE Performance

Item Parameter Performance Item Parameter Performance
1 Video line rates Any line rate to 65 kHz 5 Z-axis bandwidth 60 MHz (-3dB)
scan rate [62 MHz (-3dB)]
2 On-axis linearity At least 0.25% 6 CRT grid voitage stability
X - - Anode
3 Spot motion and jitter <0.0005 Ripple Better than 0.05%
Regulation Better than 0.2%
4 Stg?nrae”sz?gnns; Other control voltages
(10% display width) <800 nsec to 0.1% of (G2, etc)
final position Ripple Better than 0.05%
[Rise time = 816 nsec, Regulation Better than 0.1%
Fall time = 970 nsec to
) 0.1%] 7 Distortion compensation To 3rd order with
Large signal cross-product terms
(100% display width <25 psec to 0.1% of
final position Delay lines 10-630 nsec @ 10

{Rise time = 2.3 usec,
Fall time = 2.39 usec
to 0.1% at 4.6 amps
peak-to-peak]

nsec steps

[ ] Indicates actual measured system performance
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1) Its susceptibility to radiated electromagnetic
interference from the head-mounted miniature CRT
magnetic deflection yoke(s),

2) Limitations in the motion box of the helmet
sensor,

3) Line-of-sight (LOS) accuracies that were not
compatible with the HUD accuracies,

4) Update rates that were marginal for some
applications, and could not usually be "synced’ to a
master system clock, and

5) Its inability to support research into biodynamic
interference suppression.

Figure 4 depicts the system concept, organization, and
primary system elements of the new VPD MHMS,

The key to improving the performance of the
advanced VPD MHMS system is its new position and
orientation (P&Q) algorithms developed by Green
Mountain Radio Research Company (GMRR) under

processor architecture developed by the Kaiser
Electronics subsidiary, Polhemus, Inc (Pl}. The new
algorithms improve system tracking accuracy and
permit the effect of many environmental disturbances
to be substantially reduced. The primary P&O tracking
algorithm is a minimum variance linear estimator
(MVLE). The MVLE makes direct use of the magnetic-
field characteristics, and satisfies three objectives: (1)
obtaining a least-squares best fit to the measured
magnetic fields, (2) providing minimum expected
mean-square error in P&O, and (3) providing
maximum-likelihood P&Q estimates. Under conditions
of very rapid and continuous head movements, the
MVLE algorithm cannot provide convergence to an
accurate P&O solution. As shown in Figure 4,
‘supervisory’ software checks for such conditions,
and, when detected, switches the P&O solution
process to a nonlinear estimator (NLE) algorithm. The
NLE makes direct, noniterative estimates of P&O, and,
while its accuracy is not as great as the MVLE, its
stability is absolute. Thus the MVLE and NLE are
complementary. Under normal operating conditions,
the MVLE provides the most accurate P&O estimates,
while the NLE ensures correct initialization and
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and power disruptions. Signal oversampling and a
‘matched filter' are used on the front end to obtain the
needed signal-to-noise ratio (SNR) and to minimize
head-mounted CRT interference. The hardware
provides the necessary computational power and
system upgrade flexibility, including optional
accelerometer inputs. This flexibility permits adding
tracking filter implementations to the MHMS outputs,
whose programmed characteristics allow selective
modification of its outputs, based upon environmental
disturbances and the operator's tracking inputs. The
primary purpose of the filtering is to improve operator
LOS placement accuracy and to improve information
extraction from the HMD.

The primary update rate for P&O tracking of a
single helmet is an impressive 240 updates per
second (UPS). Figure 5 indicates that as many as 2
observer heads and 4 hands can be independently
tracked using separate P&O sensors. However, this
maximum configuration reduces the update rate to 60
and 30 UPS for the heads and hands, respectively.
Separate update cycles are needed to first sample and
filter the raw field data, and then determine true P&O
estimates. This reduces the data throughput rate to at
least half of the maximum update rate. As shown in
Figure 5, the MHMS can be "synched’ to an external
source or clock. This feature can be important for
applications involving computer-generated imagery
where obtaining equal update rates of head P&O is

desirable for the display of moving objects on the
HMD. A set-up control panel (SCP) can also be
interfaced directly to the cockpit side of the cockpit
control pane! (CCP). The SCP allows built-in test
functions to be accessed and system parameters
modified without removing the system from the
aircraft.

The MHMS system is complemented by a
programmable, semi-automated mapping fixture
which, during the cockpit mapping and compensation
process, is connected to the actual MHMS system that
will be installed in the cockpit. The mappers
computer shares data with the MHMS processor
hardware. Using a predetermined system error budget,
the mapper system gathers preliminary raw magnetic
field data based upon a completely quantitative
process for allocation of the field mapping data points.
Thus, the density of the sampled cockpit field data is
controlled by solutions derived directly from
computations involving the actual MHMS hardware and
MVLE/NLE algorithms. A similar approach is used for
mapping the magnetic field conditions induced by
helmet-mounted scatterers, with respect to their fixed
relationship to the helmet-mounted sensor, and, then,
computing the needed field compensation
coefficients. Taken together, this new ’systems’
approach to the MHMS provides superior tracking
accuracy and complements the overall qualily of the
vCS MMI.
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MHMS Performance:
Based Requirements”

"Technology and Research-

At the beginning of the VPD MIMS program, a sct
of performance goals was formulated based upon a
programmatic requirement to demonstrate useful
technology advancement and, also, the need to
support research in operational aircraft environments.
The most important of these were:

1. Enlarge sensor motion box to provide reliable
coverage of head and hand position and orientation
throughout the cockpit volume,

2. Improve static accuracy to levels approaching that
of the HUD (1 to 3 milliradians) to support most
weapon system interface functions,

3. Improve update rate and throughput rate to support
auditory localization, as well as visual subsystem data
requirements,

4. Provide a system capable of investigating
techniques and equipment that enhances system and
human operator immunity to external disturbances,
thus, allowing the improvement or modification of
VCS signal processing functions, and

5. Implement a system supporting research oriented
activities that could be used in both ground-based and
airborne environments.

System Concept Basis: "Establishing System Error
Criteria”

Once system requirements were set down, it
quickly became apparent that a new approach to the
MHMS software and hardware was required. For the
hardware, it was necessary to develop an affordable
militarized architecture that was flexible and offered
high computational rates. For the algorithms, whose
characteristics would largely determine overall
performance, a joint program with GMRR was initiated
to identify how the data in the MHMS fields could be
used to compute P&O with minimum error, and
identify factors that limited the computational process
(see references (04,05)). For the MHMS system,
allocation of a total system error budget was made
early, and a concerted effort was made to meet it,
particularly because of the parallel development
process used in the program.

The system error budget and design equations are
based upon two basic concepts: (1) expected mean-
square measurement error (EMSME) is convertible into
an expected mean-square estimation error (EMSEE)
through a scale factor and (2) EMSME is expressible as
the root mean square (RMS) of the various error
sources. Reference (03] contains a more complete
development as to how this error performance was
determined.

Improving MHMS System Accuracy: “Static’ and
"Dynamic”

The desired error performance is demanding and
exceeds the performance of the standard 12-bit MHMS
systems now available. The key factors helping the
new system to meet this ambitious goal are:

1. Improved MHMS algorithms that embody associated
analysis explicitly defining and characterizing system
error sources,

2. An integrated and automated mapping fixture, and

3. MHMS hardware that includes special front-end
digital signal processing hardware, improved update
rate and resolution, and a slightly larger source
(radiatlor or transmitter) size.

An adequate system solution has required a more
‘technically-complete’ approach to the MHMS
development. As a result of the early and in-depth
application of applied mathematics, the minimum
variance linear eslimator (MVLE) algorithm was
evolved and has become a key element for improved
MHMS performance. The MVLE has two especially
desirable propertics when used with a magnetic P&0O
tracking system (04): (1) it provides the most accurate
estimates from noisy measurements and (2) rather
than assume a free space condition (hat must be
corrected, as other MHMS algorithms have done, it
makes direct use of the magnetic-ficld characteristics
at the sensor. It is the second property of producing a
correct estimate directly from the magnetic-field
conditions that 