INTRODUCTION

Optical absorption techniques have been used to obtain quantitative flow field and species data in a variety of combustion environments. Hanson and his co-workers (1) have developed an ultraviolet rapid (KHz) scanning method employing the second harmonic from a modified commercial ring dye laser which has been used to measure hydroxyl radical (OH) and nitric oxide (NO) concentrations, as well as static temperature, density, and flow velocity. Recently, Cavolowsky, et al., (3) have applied this approach to the NASA-Ames 16-inch hypersonic shock tunnel, obtaining hydroxyl number density and static temperature. Frequency Modulation (FM) techniques have also been demonstrated for water vapor (4) and oxygen (5).

In this paper, we report results of hydroxyl radical and static temperature measurements performed in the General Applied Science Laboratories-NASA HYPULSE expansion tube facility using the microwave resonance lamp absorption technique (6,7,8). Data were obtained as part of a series of hydrogen/air and hydrogen/oxygen combustion tests at stagnation enthalpies corresponding to Mach 17 flight speeds. Data from a representative injector configuration is compared to a full Navier-Stokes CFD solution.

TEST FACILITY

Testing for this study was conducted in the GASL/NASA HYPULSE facility, isometrically portrayed in Fig. 1. HYPULSE, a 6-inch diameter, 115-ft long expansion tube, was built by NASA-Langley Research Center in the late 1960's, and decommissioned in 1983. In October 1987, the facility was transferred to GASL, and by May 1989, the full NASA operating capability was recovered. The operation of the expansion tube is similar to that of two shock tubes in series.

* Work done on contract at General Applied Sciences Laboratories, NAS1-18450.
The driver section initiates the test flow in the first (intermediate) tube, which in turn starts the flow in the second (acceleration) tube, accelerating the flow to velocities necessary for hypersonic flight simulation by means of an unsteady expansion. These two sections are separated by a thin mylar diaphragm. The distance-time \((x,t)\) diagram of Fig. 2 illustrates ideal expansion tube flow, where the shaded region represents the test gas. A complete description of the operation of the expansion tube is given in References 9-11. The critical feature of this facility is the ability to generate high enthalpy flow without stagnation. This results in low levels of dissociated nonequilibrium species, and, therefore, more closely resembles real free stream flight conditions. The tradeoff for this benefit is the brevity of the test time, nominally 250 to 400 microseconds.

The facility test conditions, derived from a combination of measured in-stream pitot and static pressures, wall static pressure and shock arrival speed, are shown in Table I. From these measurements, the quantities of Table II are calculated applying the numerical procedures described in Reference 12. A full description of the experimental efforts to calibrate the HYPULSE facility is detailed in Reference 13.

**COMBUSTOR MODEL**

Figure 3 shows a schematic of the combustor model utilized for the test series, configured with a 15° flush wall fuel injector. The constant area model is 2" x 1" in cross section, 28" long and located so that its inlet is 1" from the exit of the acceleration tube. The leading edges are sharp wedges with a nominal tip bluntness of 0.020" diameter. Flow visualization of the near-field fuel injection region is afforded by 12" side windows (either BK-7 or fused silica glass). One-inch diameter UV windows, located at 17" and 26" from the inlet provide line-of-sight visibility for the OH absorption measurements. Access for planar laser fluorescence imaging, described in a separate paper (14), was achieved through a 6.25" x 1.125" fused silica window on the upper wall. The assembled model is shown in Fig. 4.

Interchangeable fuel injection manifold plates, located on the upper and lower walls at 6" from the inlet, are fed by the injector plenum. The injectors used during these tests were: a 15° flush wall injector, a single-hole 10° dual-swept ramp injector, and a 10° single unswept ramp injector. Hydrogen fuel was supplied to the unswept plenum by a Ludwig tube mechanism opened to synchronize with the test flow by fast acting valves as described in Reference 15.

The model was fitted with an array of piezoelectric pressure transducers and specially designed thin-film heat flux gauges, located throughout the upper and lower walls.

**OH RESONANCE ABSORPTION METHOD**

The resonance lamp absorption technique, illustrated schematically in Fig. 5, is described in detail in References 6-8 and will only be summarized here. A low pressure water vapor microwave discharge provides a source of narrow bandwidth, ultraviolet emission lines from the hydroxyl radical X-A band near 309 nm. In the current experiments, the lamp output was amplitude modulated at 23 KHz using a 150 sector chopper wheel and coupled into UV transmitting optical fiber which "pipes" the light to the expansion tube. A lens is used to collimate the light through the combustor in an approximately 1/2" diameter beam. A second lens couples the partially transmitted beam into a receiving fiber to a custom polychromator. The polychromator consists of a fiber optic bundle placed in the exit plane of a 0.25 m spectrometer which disperses the OH A-X emission into eight spectral channels of approximately 1.50 nm width.
Individual phototubes are used to obtain the absorption in each spectral channel as a function of time. The analogue bandwidth was adjusted to approximately 100 KHz with a 5 Kohm parallel load resistor. Each channel was digitized with a LeCroy model 6810 A/D converter. The experimental absorption in each channel was averaged over the approximately 200 microsecond steady-state run time, yielding a single set of temporally and spatially averaged absorption values which is inverted to yield OH number density and static temperature.

As described in References 6-8, the lamp emission consists of approximately 100 discrete rotational transitions from both the (0,0) and (1,1) vibrational bands, resulting in a hybrid rotational/vibrational temperature determination.

**FACILITY INTERFACE**

Figure 6 shows the resonance lamp absorption apparatus, as assembled for the HYPULSE combustion tests. The lamp, chopper wheel, polychrometer, and associated power supplies and gauges were mounted on a 2' x 4' optical breadboard, located in a room adjacent to the expansion tube. The lamp output was transmitted to the facility with a 5 meter length of 1100 micron core silica fiber. The feed-thru to the test chamber was accomplished with a 1.5" length of 0.3125" OD x 0.047" ID tubing in the following manner: First the protective jacket was spliced and removed over half the length of the fiber. The bare core and cladding were then slid through the 0.047" ID tube, and sealed on both ends with silicon adhesive. This resulted in a leak proof feed-thru, without requiring a break in the fiber. The protective jacket was then replaced. The portion of the fiber inside the test chamber was threaded through rubber hoses to the collimating lens assembly to provide additional protection from post-test stresses. Threaded tubing, secured to the model side wall, fixed the optics and provided a pressure seal. The windows were 1" diameter with an additional 0.25" lip for flush mounting with the model inside surface. Despite these precautions, facility stresses did cause occasional damage to the windows, requiring replacement. Post-flow contamination from the secondary mylar diaphragm attenuated the transmission by approximately 30%, necessitating periodic cleaning. Figure 7 shows a schematic of the optical fiber/model interface, and Fig. 8 shows the assembly inside the test section.

**ONE-DIMENSIONAL ABSORPTION MODELING**

The inversion of the experimental data is performed by means of a discrete least-squares fit to a surface of transmission values generated using a standard spectral model which is described in detail in Reference 8. The surface consists of 8 transmission values for each point in a 49 x 31 grid of OH number density-path length product, NI, and static temperature. The NI grid runs from 1.0 x 10^{15} cm^{-2} to 1.0 x 10^{18} cm^{-2} in factors of 10^{0.625} = (1.15), and the temperature grid runs from 1000 to 4000 K in 100 K increments. The result of the inversion procedure is a one-dimensional value of OH number density and static temperature, averaged spatially over the beam path and beam dimensions.

**RESULTS**

The application of the technique to the HYPULSE expansion tube presented a significant challenge due to the severe environment and short (<300 microsecond) run times. Despite the fact that the measurements were performed 26" downstream from the model leading edge, where,
presumably, combustion was no longer occurring, the signal due to spontaneous combustor luminosity was as large, or larger, than that from the lamp itself. This, coupled with the high analogue bandwidth required to perform the measurement, resulted in lower signal-to-noise than obtained in previous experiments (7,8). In addition, for some tests the OH number density and static temperature were sufficiently high to cause virtually complete absorption, resulting in data which could not be inverted. Nonetheless, useful data was obtained for a \( \phi = 1 \) (based on air), 15° flush wall injector \( \text{H}_2/\text{O}_2 \) test, and a \( \phi = 3 \), 10° dual-swept ramp injector \( \text{H}_2/\text{air} \) test. Figure 9 shows the experimental time trace from spectral channels 2 and 7 for a 15° flush wall injector \( \phi = 1--\text{H}_2/\text{O}_2 \) combustion run. The run starts at approximately 5.18 msec. The stable run time, for which the data was averaged, is from 5.40 to 5.55 msec. The experimental transmission values are 0.16 ± 0.02, and 0.68 ± 0.05 for channels 2 and 7, respectively.

Table III shows the experimental transmission values for the two tests described below. Also shown is the corresponding one-dimensional values for OH number density and static temperature, and an estimate of their uncertainty. (Due to limitations on the available number of facility A/D channels, spectral channels which had the lowest signal-to-noise ratio were not recorded.) The mean values and uncertainty estimates are obtained by performing the data inversion for all 729 \((3^6)\) possible combinations of measured transmission values ± the uncertainty in the measured transmission. The results represent the mean and RMS deviation from the procedure. (It should be stressed that these are statistical uncertainties based upon the observed signal-to-noise ratio in the experimental data.) While it is difficult to compare these two tests due to differences in injectors, equivalence ratio, and mixture, it is not unrealistic to conclude that the \( \text{H}_2/\text{O}_2 \) test would be expected to result in higher OH number density than the \( \text{H}_2/\text{air} \) test.

**COMPARISON TO CFD**

A full Navier-Stokes CFD solution was performed for the 15 degree flush wall injection, \( \phi = 1.0 \) test described above. Figures 10 and 11 show contour plots of average OH number density and static temperatures as a function of height above the bottom wall (Z-axis), integrated in the lateral dimension (Y-axis). Also shown is the lamp output beam dimension and position. The variation with respect to the flow direction (X-axis) is considerably less. While there is no direct way to compare the experimental ID absorption data with the CFD prediction, an analysis was performed as follows: First, a computer code was written to simulate the experimental absorption expected from a flow described by the CFD grid. This required spatial integration of the absorption in both the Z and Y dimensions. This integration was performed differently in the two dimensions. In Z (vertical), the CFD values for both OH number density and temperature were averaged over the beam height. This average was weighted to reflect the circular cross section of the beam, assuming negligible X (flow axis) dependence over the diameter of the beam \((1/2")\). This weighted averaging resulted in a single value of OH and T for each Y grid point. The absorption coefficients, \( K_y(N) \), for each of the N spectral channels were then calculated using these OH and T values for each of the Y grid points. The simulated transmission in each channel is given by:

\[
\tau_N = \sum \exp \left[ -K_y(N) l_y \right]
\]

where \( l_y \) is the length in the y direction of the "yth" grid element. (Note that the CFD grid is not equally spaced.) The final result of this procedure is a set of eight transmission values which are listed in Table IV. Comparison of Tables III and IV shows that the results of this
simulation predict transmission values which are on the order of 30 to 40% lower than the experimental data.

In order to attempt a more tangible assessment of the comparison between the CFD prediction and the experimental data, a sensitivity analysis was performed. This was done by repeating the above simulation procedure for all 9 combinations of CFD grid values ±40% for OH and ±10% for temperature. Table V shows the resulting 9 sets of simulated transmission values. Comparison of Tables III and V indicates that modification of the CFD predictions for OH by ±40% and T by ±10% result in a range of transmission values which bracket the experimental data to within the estimated statistical uncertainty.

As a final comparison, the simulated transmission values from the CFD grid were "inverted" with the 1D software to obtain 1D equivalent OH density and temperature. The resulting OH number density is 4.27 x 10^{16} cm^{-3} and resulting static temperature is 2606 K. Comparison with the data of Table III indicates a discrepancy of approximately 40% in OH number density, and 10% in static temperature. There are several possible sources of error. First, a detailed measurement of the size of the beam as a function of lateral position (Y) was not performed. In general, the collimation of the 1100 micron core fiber is far from perfect, resulting in a beam size which varies with position. Second, the beam is assumed to have a uniformly intense circular cross section, which is clearly not the case. Finally, it is difficult to accurately predict the free stream inlet conditions produced by the expansion tubes. Calibrations performed just prior to the test sequence resulted in a measured static pressure and temperature of 14,478 Pa and 2237 K, respectively. The nominal values assumed for the CFD calculation were 16,478 Pa and 2089 K, respectively.

In attempting to assess the significance of the resonance absorption results with respect to CFD validation, it is useful to compare the above 1D equivalent results for OH and T with spatial averages of the CFD grid itself. A simple linear averaging of the contours of Figs. 10 and 11 over the beam profile results in \( OH_{ave} = 4.26 \times 10^{16} \, \text{cm}^{-3} \) and \( T_{ave} = 3037 \, \text{K} \). The level of agreement between average OH and equivalent 1D OH is actually surprising considering the highly two-dimensional character of the flow field and the nonlinear nature of the absorption process. The discrepancy in temperature is most likely due to the inverse correlation of OH density and static temperature. From Figs. 10 and 11 it can be seen that the CFD predicts relatively low temperatures in regions of relatively high OH. Since the integral transmission is weighted by the regions of high OH Density, the result is a low value for 1D equivalent temperature.

From the above it is fair to conclude that, for this case, the experimental resonance absorption OH concentration and static temperature are expected to agree within the order of 10% with the spatially averaged results of the CFD calculation, in the absence of any additional systematic error. Additional sets of data and calculations will be required in order to determine the generality of this statement for three-dimensional reacting flow fields.

CONCLUSIONS

The resonance lamp absorption method has been used to obtain temporally averaged line-of-sight static temperature and OH concentrations in the HYPULSE hypersonic expansion tube facility. A comparison of the experimental data with a full CFD solution has been performed for a 15° flush wall injector, \( \text{H}_2/\text{O}_2 \) combustion configuration. The experimentally determined OH number density was approximately 40% below the simulated prediction using the CFD grid, while experimental static temperature was approximately 10% low. It is likely that some of this discrepancy is due to the nominal combustor inlet density used for the CFD, which was
approximately 20% higher than that actually produced by the facility. Comparison of simulated temperature and OH number density, with simple spatial averaging of the CFD grid, resulted in agreement to within approximately 10%.
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### TABLE I. HYPULSE Calibration Data--Measured Quantities

<table>
<thead>
<tr>
<th>Nominal Conditions</th>
<th>M13.5 LP</th>
<th>M13.5 HP</th>
<th>M15</th>
<th>M17</th>
<th>M17 with Diffuser Air</th>
<th>M17 with Diffuser Oxygen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driver Pressure (MPa)</td>
<td>37.9</td>
<td>51.7</td>
<td>37.9</td>
<td>37.9</td>
<td>37.9</td>
<td>37.9</td>
</tr>
<tr>
<td>Static Pressure (KPa)</td>
<td>18.0 ± 0.3</td>
<td>23 ± 1</td>
<td>1.52 ± 0.07</td>
<td>2.00 ± 0.07</td>
<td>16 ± 2</td>
<td>14.5 ± 2</td>
</tr>
<tr>
<td>Core Pitot Pressure (KPa)</td>
<td>386 ± 32</td>
<td>510 ± 47</td>
<td>105 ± 6</td>
<td>156 ± 9</td>
<td>663 ± 90</td>
<td>602 ± 85</td>
</tr>
<tr>
<td>Secondary Shock Speed (M/S)</td>
<td>4169 ± 24</td>
<td>4176 ± 30</td>
<td>4707 ± 19</td>
<td>5176 ± 42</td>
<td>5244 ± 42</td>
<td>5189 ± 40</td>
</tr>
<tr>
<td>Useful Test Time (Microseconds)</td>
<td>450</td>
<td>450</td>
<td>400</td>
<td>350</td>
<td>350</td>
<td>350</td>
</tr>
</tbody>
</table>

### TABLE II. HYPULSE Calibration Data--Calculated Quantities

<table>
<thead>
<tr>
<th>Nominal Conditions</th>
<th>M13.5 LP</th>
<th>M13.5 HP</th>
<th>M15</th>
<th>M17</th>
<th>M17 with Diffuser Air</th>
<th>M17 with Diffuser Oxygen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Enthalpy (MJoule/kg)</td>
<td>9.89</td>
<td>9.84</td>
<td>11.14</td>
<td>14.05</td>
<td>15.07</td>
<td>16.16</td>
</tr>
<tr>
<td>Total Pressure (MPa)</td>
<td>10.3</td>
<td>14.7</td>
<td>59.8</td>
<td>153.1</td>
<td>138.0</td>
<td>258.0</td>
</tr>
<tr>
<td>Total Temperature (°K)</td>
<td>5780</td>
<td>5830</td>
<td>6870</td>
<td>8070</td>
<td>8370</td>
<td>6980</td>
</tr>
<tr>
<td>Static Temperature (°K)</td>
<td>2350</td>
<td>2280</td>
<td>1050</td>
<td>1140</td>
<td>2100</td>
<td>2240</td>
</tr>
<tr>
<td>Velocity (M/S)</td>
<td>3840</td>
<td>3840</td>
<td>4630</td>
<td>5120</td>
<td>5090</td>
<td>4960</td>
</tr>
<tr>
<td>Mach Number</td>
<td>4.10</td>
<td>4.19</td>
<td>7.31</td>
<td>7.77</td>
<td>5.75</td>
<td>5.75</td>
</tr>
</tbody>
</table>
TABLE III. Experimental Results from OH Resonance Absorption Measurements in HYPULSE Combustion Experiments

15 Degree Flush Wall Injector -- $\phi = 1.0$, H$_2$/O$_2$

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tau</td>
<td>0.18</td>
<td>0.16</td>
<td>0.16</td>
<td>0.26</td>
<td>--</td>
<td>0.59</td>
<td>0.68</td>
<td>--</td>
</tr>
<tr>
<td>Sig Tau</td>
<td>0.03</td>
<td>0.02</td>
<td>0.03</td>
<td>0.05</td>
<td>--</td>
<td>0.08</td>
<td>0.05</td>
<td>--</td>
</tr>
</tbody>
</table>

Mean OH Number Density: $2.7 \times 10^{16}$ cm$^{-3}$
Statistical Uncertainty: $2.7 \times 10^{15}$ cm$^{-3}$
Mean Static Temperature: 2320 K
Statistical Uncertainty: 204 K

10 Degree Dual-Swept Ramp Injector -- $\phi = 3.0$, H$_2$/air

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tau</td>
<td>0.39</td>
<td>0.27</td>
<td>0.36</td>
<td>0.52</td>
<td>--</td>
<td>--</td>
<td>0.7</td>
<td>--</td>
</tr>
<tr>
<td>Sig Tau</td>
<td>0.05</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
<td>--</td>
<td>--</td>
<td>0.04</td>
<td>--</td>
</tr>
</tbody>
</table>

Mean OH Number Density: $1.2 \times 10^{16}$ cm$^{-3}$
Statistical Uncertainty: $9.9 \times 10^{14}$ cm$^{-3}$
Mean Static Temperature: 2320 K
Statistical Uncertainty: 322 K
TABLE IV. Simulation of ID OH Transmission from CFD Grid

15 Degree Flush Wall Injection -- $\phi = 1.0$

$\text{H}_2/\text{O}_2$

26" Downstream from Leading Edge

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taup</td>
<td>0.146</td>
<td>0.094</td>
<td>0.096</td>
<td>0.143</td>
<td>0.323</td>
<td>0.439</td>
<td>0.535</td>
<td>0.618</td>
</tr>
</tbody>
</table>

TABLE V. Sensitivity Analysis Results from CFD Solution

TAU VALUES

<table>
<thead>
<tr>
<th>OH/&lt;OH&gt;</th>
<th>T/&lt;T&gt;</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.60</td>
<td>0.90</td>
<td>.25</td>
<td>.13</td>
<td>.15</td>
<td>.22</td>
<td>.46</td>
<td>.60</td>
<td>.70</td>
<td>.77</td>
</tr>
<tr>
<td>0.60</td>
<td>1.00</td>
<td>.27</td>
<td>.15</td>
<td>.17</td>
<td>.23</td>
<td>.44</td>
<td>.57</td>
<td>.66</td>
<td>.74</td>
</tr>
<tr>
<td>0.60</td>
<td>1.10</td>
<td>.29</td>
<td>.16</td>
<td>.19</td>
<td>.23</td>
<td>.43</td>
<td>.56</td>
<td>.65</td>
<td>.72</td>
</tr>
<tr>
<td>1.00</td>
<td>0.90</td>
<td>.13</td>
<td>.08</td>
<td>.08</td>
<td>.14</td>
<td>.35</td>
<td>.48</td>
<td>.58</td>
<td>.66</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>.15</td>
<td>.09</td>
<td>.10</td>
<td>.14</td>
<td>.32</td>
<td>.44</td>
<td>.53</td>
<td>.62</td>
</tr>
<tr>
<td>1.00</td>
<td>1.10</td>
<td>.16</td>
<td>.10</td>
<td>.11</td>
<td>.14</td>
<td>.31</td>
<td>.42</td>
<td>.51</td>
<td>.59</td>
</tr>
<tr>
<td>1.4</td>
<td>0.90</td>
<td>.08</td>
<td>.06</td>
<td>.06</td>
<td>.11</td>
<td>.28</td>
<td>.39</td>
<td>.49</td>
<td>.58</td>
</tr>
<tr>
<td>1.4</td>
<td>1.00</td>
<td>.09</td>
<td>.07</td>
<td>.07</td>
<td>.11</td>
<td>.26</td>
<td>.35</td>
<td>.44</td>
<td>.53</td>
</tr>
<tr>
<td>1.4</td>
<td>1.10</td>
<td>.10</td>
<td>.07</td>
<td>.07</td>
<td>.11</td>
<td>.25</td>
<td>.33</td>
<td>.42</td>
<td>.50</td>
</tr>
</tbody>
</table>
Figure 1. Isometric view of HYPULSE expansion tube.
Figure 2. Time-distance for ideal expansion tube. Shaded region represents test gas.
Figure 3. Schematic of combustor model.

Figure 4. Assembled combustor model.
Figure 5. Schematic of resonance lamp absorption apparatus.
Figure 6. Assembled resonance lamp absorption apparatus.

Figure 7. Schematic of optical fiber/model interface.
Figure 8. Optical fiber/model assembled inside facility test chamber.
Figure 9. Experimental time traces for OH spectral Channels 2 and 7. $\phi = \frac{H_2}{O_2}$ 15° flush wall injector test.
Figure 10. Laterally (Y) averaged contours of OH number density from CFD prediction.

Figure 11. Laterally (Y) averaged contours of static temperature from CFD prediction.