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SUMMARY

Goals and Objectives

The long range goal of this program has been to develop an improved understanding of phenomena of importance to directional solidification, in order to enable explanation and prediction of differences in behavior between solidification on Earth and in space. Current emphasis is on determining the influence of perturbations on directional solidification.

Progress

Mr. Zhou completed his M.S. thesis on "Accelerated Crucible Rotation Technique and Current Interface Demarcation during Directional Solidification of Te-doped InSb." Mr. Zhou and Mr. Yuan passed their Ph.D. qualifying examinations.

Professor Liya Regel joined the project as co-investigator. Formerly she was director of the Soviet Academy of Science program on materials processing in space.

The following papers resulted from this project:
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The following papers were presented at meetings and conferences:


During this reporting period Current Interface Demarcation was used during directional solidification of InSb with Accelerated Crucible Rotation and with vibration. With ACRT, the freezing rate decreased when the ampoule rotation was turned on, and increased when the ampoule rotation was turned off. The total number of striations during each spin-up and spin-down period was one or two less than the number of the current pulses, suggesting that backmelting occurred during ACRT. ACRT had a negligible effect on the interface shape.

The number of grain boundaries in directionally solidified InSb was decreased by the application of vibration and the number of twins was increased, especially at the first-to-freeze part of the ingots.
The quenched interface demarcation technique was used to reveal the interface shape and growth rate during directional solidification of InSb-GaSb alloys. Axial vibration of the ampoule did not seem to affect the average growth rate, but did increase the interface depth during the last-to-freeze parts of the ingots. Vibration appeared to decrease the number of curved boundaries, and to increase the number of straight boundaries.

**Future Work**

Future work will be the following:

1. More solidification of InSb with both ACRT and CID. One inch diameter ingots will be used in order for the ACRT to generate larger effects.

2. Solidification of doped CdTe with ACRT. Hopefully, we can demarcate the interface.

3. Determine the change of interface shape and position caused by applying vibration during solidification of InSb.

4. Measure the temperature change near the interface caused by vibration.

5. Use a transparent liquid to reveal the flow pattern induced by vibration in a vertical Bridgman configuration.
Directional Solidification with ACRT

Jian Zhou

Summary

The objective of this project is to understand the effect of Accelerated Crucible Rotation Technique (ACRT) on directional solidification of semiconductor alloys. Particularly, we want to determine the variation of freezing rate and solid-melt interface shape caused by use of ACRT during directional solidification. Ingots of Te-doped InSb were solidified with and without ACRT using the vertical Bridgman-Stockbarger technique. Spin-up from rest and spin-down to rest of the growth ampoule was used for ACRT, with a rotation rate of 80 rpm. The rotation on-time ranged from 10 to 40 seconds while the rotation off-time ranged from 10 to 180 seconds. On-time and off-time were sometimes the same and sometimes different. Current Interface Demarcation (CID) was used during solidification. The DC current density was 15.7 amp/cm² with a duration of 0.1s and a frequency of 2 hz.

Current and ACRT-induced striations showed that the freezing rate varied during ACRT. The freezing rate decreased when the ampoule rotation was turned on, and increased when the ampoule rotation was turned off. The total number of striations during each spin-up and spin-down period was one or two less than the number of the current pulses, suggesting that backmelting occurred during ACRT.

ACRT had a negligible effect on the interface shape.
Introduction

The major problems in alloy crystal growth are compositional inhomogeneity and polycrystallinity. Two of the reasons for these problems include compositional segregation and time-dependent free convection during solidification. Compositional segregation causes compositional variations in grown crystals. Segregation can also cause constitutional supercooling, which leads to interface breakdown and polycrystallinity. Free convection changes the thermal and compositional field in the melt and may cause fluctuations in the growth rate and compositional inhomogeneities. Striations may develop in the crystals.

The Accelerated Crucible Rotation Technique (ACRT), also known as spin-up and spin-down of the growth ampoule, has been used to overwhelm free convection during crystal growth. Periodic acceleration and deceleration of the crucible rotation leads to effective stirring of the melt, improving compositional homogeneity of crystals [1-4]. Forced convection, the Ekman flow induced by ACRT, changes the heat transfer to the interface from the melt. The consequent change of the temperature field changes the interface shape and may also result in backmelting and regrowth during directional solidification. In these ways it is thought that ACRT may influence the grain size of the resulting ingots.

Current Interface Demarcation (CID) is performed by passing pulses of electric current through the solid-liquid interface during crystal growth [5, 6]. The Peltier effect at the solid-liquid interface changes the interface velocity, thereby creating compositional striations. These striations may be used to indicate the interface position and shape during crystal growth. They also can be used to measure the average growth rate over a short time period.

In this project, we are trying to determine the influence of ACRT on crystal growth of Te-doped InSb by applying CID. Previously we reported that we had finished several runs with CID alone and with ACRT alone, but none with CID and ACRT together. A chemical etching method had been determined to reveal striations. We found that the freezing rate was generally larger than the ampoule translation rate. Turning on and off the ampoule rotation resulted in two compositional striations. The lengths of the material grown during spin-up and during spin-down were different, indicating that the average growth rates during spin-up and spin-down were different. During the period of the present report, we performed several experiments with ACRT alone and found that the average growth rate during spin-up was lower than spin-down by 25 to 50%. We also performed several runs with both ACRT and CID. The growth rate was significantly reduced by turning on the ampoule rotation. The growth rate increased when the ampoule rotation was turned off.
Experimental Methods

Table 1 is a list of the experimental conditions. A detailed description of experimental procedures is given in reference [7]. Two sets of solidification experiments were completed in this period. One set ACRT alone was used, and the other used both ACRT and CID. In the runs with ACRT alone, rotation of the ampoule was applied according to the program shown in Figure 1. The rotation rate was impulsively changed from 0 rpm to 80 rpm and held there for a time. The rotation was then stopped and held at 0 rpm for the same time. After every 10 ACRT cycles, the ampoule rotation was stopped for 3 minutes. The time t was 10 seconds for experiment R3 and was 20 seconds for experiments R8 and R9.

In the runs with both ACRT and CID, high frequency current pulses were applied during the spin-up and spin-down of the ampoule to create several CID striations within each ACRT cycle. Rotation of the ampoule and the current pulses were applied according to the program shown in Figure 2.

After solidification, the ingots were sliced longitudinally along the center. One-half of each ingot was then cut into 25 mm long sections. To reveal the microstructure and striations, the samples were chemically etched in HNO$_3$-HF-CH$_3$COOH-Br$_2$ (100:75:60:2 in volume) for 6 seconds and then in 0.05 M KMnO$_4$-HF-CH$_3$COOH (1:1:1 in volume) for 6 seconds. After etching, the ingot was viewed using polarized light with a 1/4-wave plate in a Nikon Optiphot-2 microscope.

Results

As mentioned above, we learned that the average growth rates were different during spin-up and spin-down. In order to ascertain whether spin-up caused a larger or smaller freezing rate than spin-down, a computer controlled ACRT program was used. The program used 20 seconds for the regular spin-up and spin-down times. During every 10th ACRT cycle, a longer period (3 minutes) was used for spin-down. By using this program, many sets of striations were obtained. Each set consisted of ten striations for spin-up and nine striations for spin-down, starting with spin-up striations. One set of these striations is shown in Figure 3.

Since we knew the time at which each striation was produced, the average growth rate during each spin-up and spin-down cycle could be measured. The result is shown in Figure 4. For a rotation rate of 80 rpm with 20-second spin-up and 20-second spin-down, the
average growth rate during spin-down was about 25% higher than during spin-up. For the same rotation rate with 10-second spin-up and 10-second spin down, the average growth rate during spin-down was about 50% higher than during spin-up, as shown in Figure 5. The lower average growth rate during spin-up suggests that heat transfer from the melt to the interface was enhanced by spin-up.

Figure 4 and Figure 5 show that the average growth rate during 10 second spin-down was almost the same as that during 20 second spin-down. However, the average growth rate during 10 second spin-up was much lower than that during 20 second spin-up. The average growth rate during 10 second spin-up was reduced to the same value as the ampoule translation rate. The more significant reduction of the growth rate during 10 second spin-up suggests that heat transfer was enhanced more during the earlier part of spin-up. Notice that the growth conditions were identical in these two experiments, except for the different ACRT cycle time. In addition, the growth rate data were taken at the middle portion of both ingots, where the ampoule end effect was relatively small and the overall growth rate was relatively constant.

The striations induced by ACRT showed that the solid-melt interface was concave. The interface depth (center-to-edge variation in height) was about the same with or without ACRT. Gray [8] found a similar result during InGaSb solidification with ACRT. He found that ACRT reduced the interface depth to about 0.3 mm from 0.6 mm without ACRT. On the other hand, the improvement of the interface shape reported by Capper et al. [3] was remarkable during their VBS solidification of CdHgTe with ACRT. The interface depth was reduced from ~4 mm without ACRT to 1 mm with ACRT. Gray [8] explained that during growth of CdHgTe, heavier HgTe is rejected from the interface and forms a mercury-enriched pool, further increasing the concavity of the interface. ACRT mixes the melt, thereby reducing its concavity even more than the change in heat transfer alone would.

Variation of the freezing rate during ACRT caused compositional striations in the crystals, even without CID. Passage of DC current pulses superimposed current-induced striations on the ACRT-induced striations. Figure 6 shows the surface of a Te-doped InSb ingot solidified with both ACRT and CID. One can see three different types of striations, indicated by A, B, and C. The fine striations labeled A were generated by current pulses. The striations labeled B were caused by starting the ampoule rotation. The striations labeled C were caused by stopping the ampoule rotation. The B striations were wide and had clear edges. The C striations were visible due to the drastic spacing increase of the A striations when ampoule rotation was turned off.

The number of striations in each ACRT cycle was 64-65; one or two striations were missing comparing to the 66 current pulses applied. There are two mechanisms that could account for the missing
striations. The first is that a number of striations could have been removed by backmelting. The second is that during a "no-growth" period, current pulses did not generate any striations. (A "no-growth" period is defined as a time during which the interface velocity is so low that separate striations either cannot form or cannot be revealed by our etching technique.)

In order to determine the variation in freezing rate during each ACRT cycle, the distance between each pair of striations was measured. The growth rate versus time during several ACRT cycles is plotted in Figure 7. The scatter in the data mainly came from errors in the measurement of the distance between striations. The measurement was done at a magnification of 7700x, under which the edges of the striations became curved, resulting in an error of about 15%. The plots show that the growth rate varied almost sinusoidally during ACRT, except at the initial stage of spin-up and spin-down. When the ampoule rotation was turned on, the growth rate decreased rapidly to reach a minimum. When the ampoule rotation was turned off, the growth rate increased rapidly to reach a maximum.

The variation of the growth rate can be understood with knowledge of the interfacial heat transfer during ACRT [9, 10]. First consider the case where heat transfer throughout the system remains constant. The interface position relative to the furnace remains fixed and the freezing rate equals the ampoule translation rate.

When ampoule rotation is turned on, the heat flux from the melt to the interface increases due to enhanced convection. The increased heat flux alters the temperature distribution and forces the interface to move down. While the interface is moving downward, the freezing rate is lower than the ampoule translation rate. If the heat transfer enhancement is large enough, downward movement of the interface overcomes the ampoule translation rate and backmelting occurs.

As ampoule rotation is continued, the downward movement of the interface gradually declines, and the freezing rate approaches the ampoule translation rate. If the ampoule rotation is continued for a sufficiently long time that all of the melt is rotating, heat transfer falls, the interface moves back up, and the freezing rate is below the ampoule translation rate.

If the ampoule rotation is not continued for a sufficiently long time to spin up the entire melt, then stopping the ampoule rotation can also cause the heat transfer to the melt to fall due to formation of a stagnation vortex. This heat flux reduction forces the interface to move upward, resulting in an increase of growth rate above the ampoule translation rate.
Future Work

Future work will be focused on the following two sets of experiments:

1. More solidification of InSb with both ACRT and CID. One inch diameter ingots will be used in order for the ACRT to generate larger effects.

2. Solidification of doped CdTe with ACRT. Hopefully, we can demarcate the interface.

References


Table 1. Experimental Conditions

<table>
<thead>
<tr>
<th></th>
<th>R3</th>
<th>R8</th>
<th>R9</th>
<th>RP2</th>
<th>RP3</th>
<th>RP6</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACRT on-time</td>
<td>10 seconds</td>
<td>20 seconds</td>
<td>20 seconds</td>
<td>180 seconds</td>
<td>10 seconds</td>
<td>20 seconds</td>
</tr>
<tr>
<td>ACRT off-time</td>
<td>10 seconds</td>
<td>20 seconds</td>
<td>20 seconds</td>
<td>180 seconds</td>
<td>10 seconds</td>
<td>20 seconds</td>
</tr>
<tr>
<td>Current Duration</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>0.05 second</td>
<td>0.05 second</td>
<td>0.1 second</td>
</tr>
<tr>
<td>Current Frequency</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>0.0167 hz</td>
<td>0.0167 hz</td>
<td>1.67 hz</td>
</tr>
<tr>
<td>Pull Rate</td>
<td>9.8 mm/hr</td>
<td>10.2 mm/hr</td>
<td>9.7 mm/hr</td>
<td>9.7 mm/hr</td>
<td>10.9 mm/hr</td>
<td>11.5 mm/hr</td>
</tr>
</tbody>
</table>
Figure 1. A rotation program used for ACRT.

Ω
80 rpm

Time (s)
Figure 2. A program for current pulses and ampoule rotation.
Figure 3. Photograph of one set of ACRT striations in ingot R8. The first striation was generated by spin-up, the second one by spin-down, etc. The widths of the spin-up striations are smaller than those of the spin-down striations. The growth direction was upward.
Figure 4. Average growth rate versus fraction solidified during solidification R8. The ampoule rotation rate was 80 rpm. Each point represents the average growth rate over 20 seconds of spin-up or 20 seconds of spin-down. The average growth rate during spin-up was about 25% lower than during spin-down.
Figure 5. Average growth rate versus fraction solidified during solidification R3. The ampoule rotation rate was 80 rpm. Each point represents the average growth rate during 10 seconds of spin-up or 10 seconds of spin-down. The average growth rate during spin-up was about 50% lower than during spin-down.
Figure 6. Photograph of ingot RP6 showing CID and ACRT striations. The fine striations labeled A were generated by current pulses. The striations labeled B were caused by the start of ampoule rotation, and the striations labeled C were caused by stopping ampoule rotation. The growth direction was upward.
Figure 7. Growth rate over several ACRT cycles. The horizontal dashed line represents the ampoule translation rate of 3.19 μm/s.
Solidification of InSb-GaSb alloy and InSb with Vibration

Weijun Yuan

The objective of this project is to determine the influence of vibration on the composition homogeneity and microstructure of alloy semiconductors solidified with the Vertical Bridgman-Stockbarger (VBS) technique. InSb-GaSb and InSb were directionally solidified in a VBS apparatus with axial vibration of the ampoule.

In$_x$Ga$_{1-x}$Sb with $x = 0.2$ ingots were solidified. Energy Dispersive X-ray Spectroscopy (EDS) measurements of the In concentration showed that there were no significant radial composition variations in the ingots grown both with and without vibration. The axial composition profiles corresponded to complete mixing of the melt. The quenched interface demarcation technique was used to reveal the interface shape and to measure the variation in growth rate down the ingots. Axial vibration of the ampoule did not seem to affect the average growth rate, but did increase the interface depth during the last-to-freeze parts of the ingots. Vibration appeared to decrease the number of curved boundaries, and to increase the number of straight boundaries.

InSb also was solidified in a VBS furnace with vibration. Again the number of grain boundaries was decreased by the application of vibration and the number of twins was increased, especially at the first-to-freeze part of the ingots. The Current Induced Demarcation (CID) technique was used to reveal the interface during the solidification of InSb. Because of the increased number of twins in the resulting ingots, striations caused by CID were hard to see. The details of the microstructure of InSb ingots is under investigation.
Introduction

Since GaSb and InSb are totally miscible in both liquid and solid phases, the physical properties of InSb-GaSb alloys vary continuously with composition. The InSb-GaSb system is a convenient model for all semiconductor alloy systems because of its low melting temperature and low volatility.

Due to the compositional inhomogeneity and polycrystallinity associated with bulk alloy growth, directionally solidified In$_x$Ga$_{1-x}$Sb generally has not been suitable for device fabrication. Many efforts have been made to understand and improve the microstructure and composition uniformity resulting from bulk crystal growth by using various techniques and growth conditions [1-5]. Because of the unavoidable thermal and composition gradients, buoyancy-induced convection is always present in the melt during solidification on Earth. It is believed that buoyancy-induced convection can result in the formation of defects in crystal grown from the melt. Therefore, there is interest in growing crystal in space and in using forced convection to eliminate the effects of free convection.

The application of forced convection to the growth of InSb-GaSb reduced the number of twins and increased its grain size [4-6]. A magnetic field was applied to the melt growth of InSb-GaSb by Sen [4]. (A magnetic field reduces natural convection and thereby may eliminate temperature fluctuations in the melt.) Use of a transverse magnetic field decreased the number of grain boundaries [4]. ACRT was used to solidify InSb-GaSb alloy in the thermally stable VBS configuration by Gray [5]. His axial composition profiles correspond to complete mixing and there were no radial composition variations with or without ACRT. The number of grain boundaries and twins in the In$_{0.2}$Ga$_{0.8}$Sb ingots decreased when ACRT was applied during growth.

Application of vibration to crystal growth is another approach to enhance convection in the melt during directional solidification. Vibration has been used in melt crystal growth by many researchers [3,6-9] with a wide range of frequencies and amplitudes. For example, ultrasonic vibration at 10 KHz and vibration at the low frequency of 60 Hz and amplitudes up to 1.5 mm were used in the Czochralski growth of Te-doped InSb [6,7]. Vibration at 10-100 Hz and 0.05-1.5 mm increased the grain size and the number of twins in CdTe grown by VBS [3] and In$_x$Ga$_{1-x}$Sb grown by zone melting [8]. The temperature field in the melt was also affected by the application of ultrasonic vibration during the growth of In$_x$Ga$_{1-x}$Sb [10]. However, the mechanism by which vibration affects crystal growth from the melt is unclear.
Experiment and results

Figure 1 shows the experimental setup. The growth furnace consists of a 30 cm long hot zone and a 15 cm long cold zone separated by a 6 cm long insulated zone. A Bruel Kjaer vibrator, connected to a power amplifier and a HP function generator, allowed the ampoule to be vibrated axially at a frequency of 1 to 100 Hz at an amplitude up to 1.5 mm.

The growth material was prepared by weighing the proper amount of 6N purity of In, Ga and Sb to give the exact starting composition of $\text{In}_x\text{Ga}_{1-x}\text{Sb}$ with $x=0.2$ or In and Sb for InSb. Materials were prealloyed before solidified. Table 1 shown the conditions for the growth experiments. The temperature profile of the furnace was measured using a K-type thermalcouple in an empty ampoule. Figure 2 shows the temperature profile used for $\text{In}_x\text{Ga}_{1-x}\text{Sb}$. The grown ingots were 5 to 8 cm long and 0.9 cm in diameter. After finishing a run, the temperature in the furnace was lowered to that of the cold zone, then lowered to room temperature at 20°C/hr. Table 2 lists the $\text{In}_{0.2}\text{Ga}_{0.8}\text{Sb}$ ingots grown with vibration.

The quenched interface demarcation technique was used to reveal the interface shape in directional solidification of InSb-GaSb. Figure 3 shown the schedule for demarcation. First, the heater temperature was lowered quickly from 800°C to 750°C and maintained at 750°C for 5 minutes. Then the ampoule was rapidly moved down 1 mm in the furnace, followed by raising the heater temperature to 800°C. The combination of temperature lowering and the rapid movement of the ampoule resulted in fast freezing and hence caused a compositional striation in the resulting ingot.

After removing it from the growth ampoule, a grown ingot was sectioned longitudinally and cut into 2 or 3 pieces. The samples were mounted in a resin mold and mechanically polished with 320 and 600 mesh SiC disk paper and then with 5, 0.3 and 0.05 µm alumina polishing powder, respectively. The average growth rate was calculated from the distance between striations. The interface depth was measured as defined by Figure 4.

EDS was used to measure the composition of the polished samples. The electron beam voltage was 15 KeV. The spectra data were collected for 60 seconds over an area of about 2 µm² using a Tracor Northern Model TN-2000 attached to an ISI scanning electron microscope. The energy range was from 0 to 10 KeV with an internal potential of 10 eV. A least-squares analysis was used to get the concentration of InSb from the spectra of pure InSb, pure GaSb and InSb-GaSb samples. Both axial and radial composition profile were measured.
In order to reveal the microstructure, the mechanically polished samples were chemically etched. For InSb-GaSb samples, a solution of HNO₃+HF+H₂O (1:1:1) was used for 10 seconds at room temperature. For InSb, the sample was first etched in NH₃/HF/CH₂Br₂ (100:75:60:2) for 10 seconds, then HNO₃/0.5M KMnO₄/CH₂ (1:1:1) for 6 to 10 minutes. The microstructure of the samples was examined by optical microscopy.

Vibration of the ampoule did not noticeably affect the composition profile in the resulting ingots for the growth of In₀.₃Ga₀.₇Sb. Figure 5 and Figure 6 shown axial and radial composition profiles for some In₀.₃Ga₀.₇Sb ingots. The axial compositional profiles all corresponded to complete mixing of the melt. No composition variation in the radial direction was observed for ingots grown with vibration or not. For the solidification of InSb-GaSb alloys, in order to overcome the constitutional supercooling, a high temperature gradient and a low growth rate had to be used. However, it has been shown that a high temperature gradient for the solidification of InSb-GaSb could produce a fine grain structure in the resulting ingots [2]. In our experiments, a low growth rate was used. Because of the very low freezing rate, the buildup of solute ahead of the solid/melt interface might have been avoided by diffusion alone.

With the application of axial vibration of the ampoule in the VBS growth of InₓGa₁₋ₓSb, the number of twins was increased and the number of grain boundaries was decreased, especially in the first half of the ingot. Figure 7 shown the microstructure of In₀.₃Ga₀.₇Sb ingots grown with and without vibration.

Figure 8 shows the variation in growth rate for In₀.₃Ga₀.₇Sb ingots grown with and without vibration. In the first half of the ingots, the freezing rate was greater than the ampoule lowering rate. As the growth proceeded, the freezing rate decreased and was lower than the ampoule lowering rate. Near the ends of the ingots, the growth rate increased a little for ingots grown both with and without vibration. The growth rate for InₓGa₁₋ₓSb seems not to be affected by axial vibration of the ampoule. Figure 9 shows the interface shape for InSb-GaSb ingots grown with vibration. Figure 10 shows how the interface changes with the fraction solidified. In the first half of an ingot, the interface seems not to have been affected by the vibration, but in the second half, vibration increased the depth of the interface. When the frequency was increased and the amplitude was decreased, the interface depth of ingots grown with vibration became close to those grown without vibration.

In order to understand the effect of vibration on solidification using VBS techniques, some InSb ingots were solidified in a VBS furnace with vibration and CID or with periodically stopping the vibration. Figure 11 is the ampoule used for this experiment. With vibration, the number of grain boundaries decreased, but the
number of twins increased. Because many twins existed in the resulting ingots, the striations caused by turning on or off the vibration or the passage of a current pulse were difficult to see. The microstructure for these InSb ingots is under examination.

**Plans**

1. Directionally solidify InSb with vibration to determine the details of the effect of vibration on the microstructure and interface.
2. Measure the temperature change near the interface caused by vibration.
3. Use a transparent liquid to reveal the flow pattern induced by vibration in a vertical Bridgman configuration.

**References**
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Table 1 Experimental conditions for the growth of $\text{In}_2\text{Ga}_{1-x}\text{Sb}$ and $\text{InSb}$

<table>
<thead>
<tr>
<th></th>
<th>$\text{In}<em>2\text{Ga}</em>{1-x}\text{Sb}$</th>
<th>$\text{InSb}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hot zone temperature °C</td>
<td>800</td>
<td>600</td>
</tr>
<tr>
<td>Cold zone temperature °C</td>
<td>480</td>
<td>450</td>
</tr>
<tr>
<td>Initial $\text{InSb}$ molar fraction</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Ampoule lowering rate mm/hr.</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 $\text{In}_{0.2}\text{Ga}_{0.8}\text{Sb}$ ingots grown with vibration

<table>
<thead>
<tr>
<th>Ingot No.</th>
<th>Frequency (Hz)</th>
<th>Amplitude (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA1</td>
<td>no vibration</td>
<td></td>
</tr>
<tr>
<td>GV1</td>
<td>20</td>
<td>0.5</td>
</tr>
<tr>
<td>GV4</td>
<td>20</td>
<td>0.1</td>
</tr>
<tr>
<td>GV5</td>
<td>40</td>
<td>0.1</td>
</tr>
<tr>
<td>GV6</td>
<td>60</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Note: Ampoule lowering rate: 8 mm/day
Figure 1. Experiment Setup.
Temperature set points:
Hot zone: 800°C
Cold zone: 480°C
Temperature measured in empty ampoule

Figure 2. Temperature profile for growth of InSb–GaSb.
Figure 3. Quenched interface demarcation schedule.
Figure 4. Interface depth definition.

\[ h = \frac{h_1 + h_2}{2} \]
Figure 5. Radial composition profile for In$_{0.2}$Ga$_{0.8}$Sb.
Figure 6. Axial composition profile for $\text{In}_{0.2}\text{Ga}_{0.8}\text{Sb}$. 

- Computed from complete mixing melt model
- ***** no vibration
- OOOOO 20 Hz/0.5 mm
Figure 7. Microstructure for In$_{0.2}$Ga$_{0.8}$Sb.
Figure 8. Freezing rate for In$_{0.2}$Ga$_{0.8}$Sb.
Figure 9. Interface shape for In$_{0.2}$Ga$_{0.8}$Sb.
Figure 10. Interface depth variation for In$_{0.2}$Ga$_{0.8}$Sb.
Directional solidification of Pb–Sn eutectic with vibration

Rubens Caram 1, Mohsen Banan 2 and William R. Wilcox
Center for Crystal Growth in Space, Clarkson University, Potsdam, New York 13699-5700, USA

Received 28 February 1991; manuscript received in final form 15 July 1991

Pb–Sn eutectic alloy was directionally solidified at 1.4 to 3.2 cm/h with forced convection induced by axial vibration of the growth ampoule with a frequency of 10 to 40 Hz and an amplitude of 0.5 to 1.0 mm. To determine the exact growth rate, an interface demarcation technique was applied. The lamellar spacing was increased 10% to 40% in ingots solidified with vibration compared to those solidified without vibration. The number of grain boundaries was increased by vibration. The average intensity of convection in the melt under axial vibration of the ampoule was estimated by comparing the experimental results with a theoretical model.

1. Introduction

In recent years, many theoretical and experimental investigations have been performed on the effect of convection on eutectic microstructure. The main motivation for these investigations was that directional solidification of eutectic alloys can produce high quality composites with interesting anisotropic properties.

A theory for diffusion-controlled eutectic growth was presented by Jackson and Hunt [1]. Assuming a linear velocity gradient in the flow of melt across the interface, Quenisset and Naslain [2], followed later by Baskaran and Wilcox [3] and Chandrasekhar et al. [4] calculated numerically the interfacial composition during lamellar growth. The variation of composition at the solid/liquid interface was converted to changes of the undercooling at the interface. Using the extremum criterion, a relationship was derived between lamellar spacing and convection. Employing the same strategy with two different directions of flow relative to microstructure, Caram et al. [5] determined the influence of convection on rod growth. These theoretical investigations led to the conclusion that convection increases the lamellar and rod spacing during eutectic solidification.

Eisa and Wilcox [6] and Chandrasekhar [7] experimentally studied solidification of the MnBi–Bi eutectic with the accelerated crucible rotation technique (ACRT). The MnBi rod spacing was increased by using ACRT.

Popov and Wilcox [8] directionally solidified the Pb–Sn eutectic at 1.0 and 4.6 cm/h with ACRT using a vertical Bridgman–Stockbarger technique. Application of ACRT did not change the lamellar spacing, although this did influence the rate of rotation of the spiral structures observed by Mourer and Verhoeven [9].

Another approach to enhance convection in the melt during directional solidification is application of vibration. Vibrational mixing has been utilized in melt growth by many researchers [10–19], with a wide range of amplitudes and frequencies of vibration. For example, ultrasonic vibration at 10 kHz with micron range amplitudes was used in the Czochralski growth of Te-doped InSb [10–12] and InGa1-xSb [13]. The grain size of the Bi3Te3–Bi2Se3 eutectic system was reduced by ultrasonic agitation of the melt during direc-
tional solidification [14]. Vibration at frequencies of 10–100 Hz and an amplitude of 0.05 to 5 cm resulted in better grain selection in GaAs [15], CdTe [16–18], and In$_{0.2}$Ga$_{0.8}$Sb [19] crystals directionally solidified by zone melting and Bridgman techniques. Even though the vibration enhanced grain selection, the number of twin boundaries in CdTe [16–18] and In$_{0.2}$Ga$_{0.8}$Sb [19] increased. The mechanism for modification of microstructure is not yet known.

The main objective of this work was to investigate the influence of axial vibration of the growth ampoule on the lamellar growth of Pb–Sn eutectic using a vertical Bridgman–Stockbarger technique.

2. Experimental methods

The experimental set-up consisted of a vertical Bridgman–Stockbarger crystal growth apparatus with provision for axial vibration of the growth ampoule, as shown in fig. 1. The hot and cold zones were made of Kanthal heating elements embedded in Fibrothal insulation, separated by 5 cm of zirconia insulation as an adiabatic zone. The ampoule was translated from the hot zone to the cold zone to promote solidification.

The vibration unit consisted of a Bruel & Kjaer vibrator connected to a power amplifier and HP function generator. With this arrangement the ampoule could be oscillated in the axial direction, parallel to gravity, at a frequency of 0.1 to 100 Hz and an amplitude up to 1.5 mm. The acceleration due to vibration was measured using an accelerometer connected to a power amplifier and data acquisition system. Fig. 2 shows a dynamic acceleration measurement during axial vibration of the ampoule at a frequency of 20 Hz and 0.5 mm amplitude. An acceleration of ±0.1 g to ±0.15 g (g = 9.81 m/s$^2$) was measured for the range of frequencies and amplitudes utilized for our experiments.

The growth material was prepared by weighing a proper amount of 99.9999% purity Pb and Sn shots, corresponding to 61.1 wt% Pb and 38.9
wt% Sn. Quartz ampoules containing these shots were purged with argon and sealed under a vacuum of $10^{-6}$ Torr. The materials were alloyed in a rocking furnace at 500°C for 6 h. Then the ampoule was transferred to the vertical Bridgman–Stockbarger furnace for directional solidification experiments. Ingots 7 to 12 cm long and 0.6 cm in diameter were directionally solidified at an ampoule lowering rate of 1.0 cm/h rate and an axial temperature gradient 40°C/cm (measured using a K-type thermocouple in an empty ampoule). The heater and cooler settings were 300 and 25°C, respectively.

Cross-sectional samples were taken from several locations along the ingot. The samples were cast in a resin mold and mechanically polished. The samples were electrochemically polished in a solution of 800 ml of absolute ethanol, 140 ml of distilled water and 60 ml of perchloric acid for 60 s at room temperature. In order to reveal the microstructure, the samples were chemically etched in a solution of 1 part of glycerol, 1 part of acetic acid and 4 parts of nitric acid for 30 s at room temperature. Using such a procedure, the grain boundaries and the lamellar structure were revealed. The lamellar structure of cross-sectional and longitudinal samples was examined using optical add scanning electron microscopy.

3. Results and discussion

To measure the lamellar spacing, cross-sectional samples were utilized. Since the eutectic growth develops with several grains at different orientations, the use of longitudinal samples would lead to a mismeasurement of the smaller spacing. Fig. 3 presents a longitudinal slice. The lamellar spacing appears to be different in each grain because of the different orientations relative to the surface. The location of a change in the direction of lamella was taken as a grain boundary.

An intriguing result was obtained from the preliminary experiments performed without axial vibration. In these experiments, the solidification was carried out by moving the ampoule at a constant rate of 1.0 cm/h. The lamellar spacing, $\lambda$, was different from values obtained by others at the same velocity [20–23]. It was suspected that the difference between the values of lamellar spacing was due to a deviation of the growth rate from the ampoule lowering rate. Sukanek [24] showed that the freezing rate may deviate significantly from the lowering rate for directional solidification in a Bridgman–Stockbarger furnace, especially near the ends and with a large insulation zone (as used here). In our experiments, the sample was not very long (ampoule length/ampoule diameter = 12 to 15) and the insulation thickness was high (insulation zone/ampoule diameter = 8). Therefore, we concluded that the deviation of the freezing rate from the translation rate might have been considerable.

To assess the deviation of the growth rate from the ampoule lowering rate, a technique was used to demarcate the liquid/solid interface periodically during the growth period. The growth ampoule was abruptly lowered 0.15 cm every one hour. This rapid movement disrupted the structure and enabled the interface shape and position to be seen in longitudinal slices. The average macroscopic freezing rate was determined by measuring the distance between these interface demarcations and knowing the frequency of suddenly lowering the ampoule. Fig. 4 shows the growth rate versus length fraction solidified in ingots 7.0 to 10 cm long. The freezing rate was
higher at the first to freeze section of the ingots, decreased halfway through the growth, and increased at the end of solidification. These results are in qualitative agreement with Sukanek's prediction [24].

Since the growth velocity varied, the lamellar spacing should have also varied along the ingots. Fig. 5 shows the variation of the lamellar spacing versus the fraction solidified. For all vibration conditions, the lamellar spacing was smaller near the ends and increased in the center of the ingot, as shown in Fig. 5. For the growth with vibration, the lamellar spacing was larger than without vibration.

Depending on the intensity of vibration, the use of axial vibration during directional solidification...
tion is anticipated to enhance convection in the melt. The increased convection would be expected to cause a change in the lamellar spacing. The analysis of solidified samples in this work combined with the lamellar spacing obtained by solidification without any forced convection was in perfect agreement with the experiments conducted by Davies [20], Mollard and Flemings [21] and Chadwick [23], as well as with the equation suggested by Hunt and Chilton [22]. Fig. 6 shows a comparison of our results with and without vibration applied during solidification. The freezing rate is the actual growth rate obtained from the interface demarcation technique. This figure shows that the lamellar spacing was increased 10% to 45% by vibration, as compared to the ingot solidified without vibration, depending on the freezing rate. However, comparison of the ingots solidified under different vibrational conditions (amplitudes up to 1.0 mm and frequency of 10 to 40 Hz) shows 5% changes in the lamellar spacing.

Instability of the solid/liquid interface might be expected due to the oscillatory displacement of interface position according to the frequency and amplitude of vibration [25]. In a eutectic solidification, this might influence interface stability, for example causing a transition from lamellar to rod or even the cessation of regular growth. Also, vibration might cause nucleation at the interface and increase the number of eutectic grains. Such a process could lead to ingot with a more refined microstructure.

In this work, the use of several values of amplitude and frequency did not result in rod eutectic growth or a broken eutectic. In all the cases, the microstructures remained lamellar. No separation of Pb or Sn was observed, as in the ACRT experiments [8]. However, in all the experiments with vibration, independent of its amplitude and frequency, the ingots showed an increase in the eutectic grain boundaries. That is, the average
grain size decreased compared to growth under the same conditions without agitation of the melt. The examination of samples in the center of the ingot showed an increase in the number of grain boundaries. The surface spiral structure observed by Popov and Wilcox [8] and Mourer and Verhoeven [9] was not present in any ingot solidified in this work, either with or without vibration.

The average fluid flow across the solid/liquid interface during the experiments with vibration was estimated by using Chandrasekhar et al.'s theoretical results [4]. They calculated the change in lamellar spacing for eutectic compositions of 10%, 30%, and 50% as a function of convection intensity. Interpolating their results, the change for the eutectic composition of Pb–Sn (38.9 wt%) can be estimated. For an average increase of 10% in the lamellar spacing obtained in this work with application of vibration, the use of Chandrasekhar's results led to an intensity of convection, $F$, close to 20. This value is significantly greater than the flow due to natural convection ($F = 0.0065$).

4. Conclusions

The influence of axial vibration of the ampoule on lamellar growth of Pb–Sn eutectics was investigated. An interface demarcation technique was used to determine the average macroscopic freezing rate along the ingot. Up to 0.15g ($g = 9.81$ m/s²) variation in acceleration was measured during axial vibration of the ampoule. Such gravitational modulations would be expected to change the fluid flow in the melt and at the interface. Axial vibration of the ampoule has increased the lamellar spacing in Pb–Sn eutectics by 10% to 45%, depending on the freezing rate. For different vibrational conditions the lamellar spacing was changed by less than 5%. Under these applied vibrational conditions, the eutectic microstructure did not change from lamellar to rod growth or irregular growth. The microstructure in all the experiments remained regular lamellar. The number of eutectic grains was increased by vibration.
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The heat transfer coefficient between a molten charge and its surroundings in a Bridgman furnace was experimentally determined using in-situ temperature measurement. The ampoule containing an isothermal melt was suddenly moved from a higher temperature zone to a lower temperature zone. The temperature-time history was used in a lumped-capacity cooling model to evaluate the heat transfer coefficient between the charge and the furnace. The experimentally determined heat transfer coefficient was of the same order of magnitude as the theoretical value estimated by standard heat transfer calculations.

1. Introduction

A variety of directional solidification techniques are used for preparation of materials, especially for growth of single crystals. These techniques include the vertical Bridgman–Stockbarger, horizontal Bridgman, zone-melting, and gradient freeze methods. It is time consuming and costly to experimentally determine the optimal thermal conditions of a furnace utilized to grow a specific material. Hence, it is desirable to employ analytical and numerical models to assist in determining the optimal thermal conditions for a specific growth system, e.g. vertical Bridgman–Stockbarger technique [1–6]. Such calculations are handicapped by limited knowledge of the growth environment’s thermal characteristics.

The heat transfer coefficient, defined as the ratio of the heat flux to the temperature difference between the material and the furnace, is an important thermal parameter in a growth system. The heat transfer coefficient manifests itself in the heat transfer models as the Biot number \( hR/k \), where \( h \) is the heat transfer coefficient, \( R \) is the sample radius, and \( k \) is the thermal conductivity of the sample. The Biot number may be regarded as the ratio of the ease of heat exchange with the furnace to heat conduction through the charge.

Chang and Wilcox [1] showed that increasing the Biot number in Bridgman growth affects the position and shape of the isotherms in the furnace. The sensitivity of interface position to the hot and cold zone temperatures is greater for small Biot number.

Fu and Wilcox [2] showed that decreasing the Biot numbers in the hot and cold zones of a vertical Bridgman–Stockbarger system results in isotherms becoming less curved. The planar isotherms lie in the lower portion of the adiabatic zone when the heater’s Biot number is larger than the cooler’s Biot number. Increasing the cooler’s Biot number moved the position of the planar interface toward the upper section of the adiabatic zone.

Although the heat transfer coefficient may be estimated from heat transfer principles [5,7], considerable uncertainties make an experimental value preferred. We report an experimental approach to determine the average heat transfer coefficient between the growth material and the furnace. This is accomplished by in-situ temperature measurement of a transiently cooled object, i.e. melt or solid contained in an ampoule. In this technique, an isothermal charge at temperature \( T_0 \) is suddenly moved to a chamber at temperature \( T_\infty \). The temperature of the charge is measured as a function of
time with a thermocouple. The data obtained are used in a lumped-capacity model to calculate the average heat transfer coefficient between the molten charge and its surroundings. A GaSb charge was used to demonstrate the method. The validity of the lumped-capacity model was examined by use of the one-dimensional transient heat transfer problem between a rod and its surroundings and comparing the results of this analysis with the lumped-capacity solution. The one-dimensional transient problem considers radial temperature gradients in the rod.

2. Lumped-capacity model

The value of the heat transfer coefficient depends on the geometry of the system as well as the physical properties and temperatures of the material and its environment. A simple, but important method, based on a lumped-capacity solution [8] can be used to determine the average heat transfer coefficient between an object and its surroundings from the transient cooling of the object. The analysis assumes that the object is isothermal. This object at temperature \( T_0 \) is introduced suddenly into an environment at temperature \( T_e \). The heat transfer coefficient is calculated from the change in temperature of the object as a function of time. The analytical development of the lumped-capacity model is presented in ch. 4, pp. 101-108, of Ozisik [8]. The temperature-time relationship is given in non-dimensional form as:

\[
\ln \theta = (-2 \text{Bi}) \tau, \tag{1}
\]

where \( \text{Bi} = \frac{hR}{k} \), \( \theta = \frac{\left( T - T_\infty \right)}{\left( T_0 - T_\infty \right)} \), \( \tau = \frac{at}{R^2} \), and \( a \) is the thermal diffusivity of the object. The Biot number is found from the slope of a \( \ln \theta \) versus \( \tau \) plot and the heat transfer coefficient is given by:

\[
\bar{h} = \text{Bi} \frac{k}{R}. \tag{2}
\]

In our experiments, the object consisted of a molten GaSb charge contained in a quartz ampoule (discussed in detail in the experimental section). The environment was a vertical Bridgman–Stockbarger furnace. The ampoule wall added a resistance to the heat transfer between the charge and the furnace. To include the effect of such resistance on the heat transfer coefficient, some modifications of the thermophysical properties in eqs. (1) and (2) were necessary. (A similar approach was undertaken by Naumann [5].) The mass weighted effective thermal conductivity and thermal diffusivity are defined as follows:

\[
k_{\text{eff}} &= \frac{\rho c V_c k_c + \rho_a V_a k_a}{\rho_c V_c + \rho_a V_a}, \tag{3}
\]

\[
\alpha_{\text{eff}} = \frac{k_{\text{eff}}}{\rho_{\text{avg}} \rho V_{\text{avg}}}, \tag{4}
\]

where all parameters are defined in the table of nomenclature. The effective heat transfer coefficient then becomes:

\[
\bar{h}_{\text{eff}} = \frac{\text{Bi}_{\text{eff}} k_{\text{eff}}}{R_a}, \tag{5}
\]

where \( R_a \) is the outer radius of the ampoule and \( \text{Bi}_{\text{eff}} \) is found from the slope of the \( \ln \theta \) versus \( \tau_{\text{eff}} = \frac{\alpha_{\text{eff}} t}{R_a^2} \) plot.

3. Validity of the lumped-capacity model

In order to determine the validity of the lumped-capacity model for different ranges of the Biot number, a similar model was solved which takes radial temperature gradients in the sample into account. This model assumes that the heat flow is axisymmetric, the temperature in the rod is uniform in the axial direction, and the density, specific heat, and thermal conductivity of the rod are independent of temperature. It is valid for all values of the Biot number. The solution to this problem is given in ch. 7, pp. 201–202, of Carslaw and Jaeger [9]. When this solution is simplified to give the dimensionless temperature at the centerline of the rod, the following equation results:

\[
\theta = \frac{T - T_\infty}{T_0 - T_\infty} = 2 \sum_{n=1}^{\infty} \frac{\text{Bi}}{J_0(I_n) (I_n^2 + \text{Bi}^2)} \exp(-I_n^2 r), \tag{6}
\]
where the eigenvalues \( \Gamma_n \) are roots of the equation:

\[
\Gamma_n J_1(\Gamma_n) = \text{Bi} \ J_0(\Gamma_n), \tag{7}
\]

and \( J_0 \) and \( J_1 \) are Bessel functions of order zero and one, respectively. For the range of Biot numbers studied, ten terms of the infinite series were determined to yield an accuracy of more than 5 significant digits in \( \theta \).

When the series in eq. (6) is truncated after the first term, the following equation is obtained:

\[
\ln \theta' = \ln \left( \frac{2 \text{Bi}}{J_0(\Gamma_1)(\Gamma_1^2 + \text{Bi}^2)} \right) - \Gamma_1^2 \tau. \tag{8}
\]

In order to determine when the series could be truncated after the first term, the error in truncation had to be determined as a function of dimensionless time \( \tau \) and Biot number. The relative truncation error was defined to be \((\theta' - \theta)/\theta\), where \( \theta \) is the exact solution which was taken as the value of \( \theta' \) when the series was truncated after ten terms. The dimensionless time \( \tau_{\text{crit}} \) beyond which the truncation error is less than 0.01 is plotted in fig. 1 for values of the Biot number between 0 and 0.9. For values of the Biot number between about 0.05 and 0.9, the critical dimensionless time is given by the 5th order polynomial fit:

\[
\tau_{\text{crit}} = 3.02 \text{Bi}^3 - 8.54 \text{Bi}^4 + 9.32 \text{Bi}^3 - 5.03 \text{Bi}^2 + 1.48 \text{Bi} - 0.0302. \tag{9}
\]

Eq. (8) is accurate to within 1% in dimensionless temperature for dimensionless times greater than \( \tau_{\text{crit}} \). Therefore, a plot of \( \ln \theta \) versus \( \tau \) should be linear after time \( \tau_{\text{crit}} \). If a linear regression analysis is carried out on experimental data at dimensionless times greater than \( \tau_{\text{crit}} \), \( \Gamma_1 \) is given by the square root of the negative of the slope. This experimentally determined value of \( \Gamma_1 \) can then be used in eq. (7) to calculate the Biot number.

Eq. (8) is similar to the lumped-capacity solution, except that the intercept is not zero and the slope is \(-\Gamma_1^2\) as compared to \(-2\text{Bi}\) from the lumped-capacity model. The validity of the lumped-capacity solution can be assessed by calculating the relative error caused by assuming the Biot number equals the negative of the slope of a \( \ln \theta \) versus \( \tau \) plot divided by two. The relative error can be defined as \((\text{Bi} - \Gamma_1^2/2)/\text{Bi}\), where \( \text{Bi} \) is the actual Biot number and \( \Gamma_1 \) is calculated from eq. (7). The relative error is plotted in fig. 2 as a function of Biot number and is given by the 2nd order polynomial fit:

\[
\text{relative error} = -0.0373 \text{Bi}^2 + 0.248 \text{Bi}, \tag{10}
\]
for Biot numbers between 0 and 0.9. The relative error is almost a linear function of Biot number in this region.

This analysis suggests that care must be taken when applying the lumped-capacity model to experimental data. A linear regression analysis should only be done for values of $\tau > \tau_{\text{crit}}$. When the Biot number is large, most of the temperature change could occur before $\tau_{\text{crit}}$ and the error in assuming the slope equals $-2 \text{Bi}$ becomes large. Also, the experimental error in temperature measurement causes large errors in the value of $\ln \theta$ when $T$ approaches $T_\infty$. This is best demonstrated by example. Let us consider the case when $T_0 = 800^\circ \text{C}$, $T_\infty = 700^\circ \text{C}$, and the error in measurement of the object’s temperature is 1°C. If the temperature of the object $T$ is 750°C, the error in the resulting value of $\ln \theta$ is only 3%. However, when the temperature of the object is 701°C, the error is 15%. Another important point when applying the lumped-capacity model is that the straight line should not be forced through the origin. A two-parameter regression analysis should be performed, as suggested by eq. (8).

4. Experimental technique

The lumped-capacity method was demonstrated using an ampoule and thermocouple arrangement containing molten GaSb situated in the heater of a Bridgman–Stockbarger furnace at temperature $T_0$. The ampoule was moved suddenly to a region of different temperature $T_\infty$. The temperature versus time data were collected as the melt equilibrated to the new temperature and the lumped-capacity model was used to determine the heat transfer coefficient between the ampoule and furnace.

The experimental apparatus consisted of a three-zone vertical Bridgman–Stockbarger furnace. The heating zones of the furnace were made of Kanthal heating elements embedded in Fibrothal insulation. The 5 cm long adiabatic zone was fabricated from zirconia insulation. Quartz tubing was used as a liner in the furnace. Two K-type thermocouples, inserted halfway into the heaters between the furnace wall and the liner, were used for control. Both ends of the furnace were plugged to eliminate the chimney effect.

The 0.9 cm inner diameter and 1.1 cm outer diameter quartz growth ampoule, shown in fig. 3, was loaded with a 7 cm long GaSb charge, compounded from six-9s purity Ga and Sb in a rocking furnace for 5 h at 820°C. The temperature in the melt was measured using a 0.041 cm diameter grounded K-type thermocouple with a 310 stainless steel sheath and MgO as insulation (made by General Measurements). The tip of the thermocouple was positioned 3 cm into the ampoule at the center of the charge.

The molten charge was allowed to reach thermal equilibrium with the surroundings prior to each experiment. For experiments 1 and 2, the ampoule was suddenly moved from the lower zone to the upper zone and held firmly. While for experiment 3, the ampoule started in the upper zone and was moved to the lower zone. The thermocouple output was collected versus time using a data acquisition system.

5. Results

5.1. Experimental determination of heat transfer coefficients

Fig. 4 shows the actual thermocouple readings collected from the molten GaSb during experi-
ments 1, 2, and 3 (see also table 1). The logarithm of the dimensionless temperature $\theta$ was plotted versus dimensionless time $\tau_{\text{eff}}$ for each experiment. Linear regression analyses using NCSS Statistical Software were performed to determine the slopes and intercepts of these plots. The plot for experiment 1 is shown in fig. 5.

The linear regression analysis for experiment 1 was performed on the data for $\tau_{\text{eff}}$ between 0.1 and 18. There are two reasons that these limits for $\tau_{\text{eff}}$ were chosen. The value of $\tau_{\text{crit}}$, beyond which the relationship between $\ln \theta$ and $\tau_{\text{eff}}$ is linear, is less than 0.1. Also, the experimental data tend to bend upward beyond $\tau_{\text{eff}} = 18$. The reason for this is the magnification of experimental error at small values of $\theta$. (Both of these explanations are discussed fully in section 3). The resulting linear fit is $\theta = ( -0.142 \pm 0.0006 ) \tau + (0.0697 \pm 0.0059)$. The uncertainty values are 95% confidence limits on the slope and intercept, which can be transformed into 95% confidence limits on the Biot number. The lumped-capacity solution leads to a Biot number of 0.0712 ± 0.0003 determined from the slope. The value of the Biot number determined using the model accounting for radial temperature gradients is 0.0725 ± 0.0003.

The same analysis as above was performed for experiments 2 and 3. The linear regression analysis for experiment 2 was performed on the data for $\tau_{\text{eff}}$ between 0.1 and 20. The linear fit is $\theta = ( -0.138 \pm 0.0004 ) \tau + (0.0407 \pm 0.0042)$. The lumped-capacity solution leads to a Biot number of 0.0689 ± 0.0002. The value of the Biot number determined using the model accounting for radial temperature gradients is 0.0701 ± 0.0002. For experiment 3, the linear regression analysis was performed on the data for $\tau_{\text{eff}}$ between 0.1 and 15. The linear fit is $\theta = ( -0.171 \pm 0.0008 ) \tau + (0.0522 \pm 0.0073)$. The lumped-capacity solution leads to a Biot number of 0.0855 ± 0.0004. The value of the Biot number determined using the model accounting for radial temperature gradients is 0.0873 ± 0.0004.

The heat transfer coefficients obtained for experiments 1, 2, and 3 are presented in table 2. There are two different values for each experiment. One is from the lumped-capacity model and one is from the model which accounts for radial temperature gradients.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Temperature (°C)</th>
<th>$T_u$</th>
<th>$T_l$</th>
<th>$T_0$</th>
<th>$T_{\text{ss}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>800</td>
<td>890</td>
<td>871</td>
<td>792</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>800</td>
<td>890</td>
<td>876</td>
<td>794</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>870</td>
<td>780</td>
<td>855</td>
<td>762</td>
<td></td>
</tr>
</tbody>
</table>
Table 2
Comparison of the experimentally determined and theoretically estimated values of the heat transfer coefficient for experiments 1, 2, and 3

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$h$ (W/cm²-K)</th>
<th>Lumped-capacity model</th>
<th>Radial model</th>
<th>Theoretical estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0189</td>
<td>0.0193</td>
<td>0.0220</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.0183</td>
<td>0.0186</td>
<td>0.0220</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0227</td>
<td>0.0232</td>
<td>0.0189</td>
<td></td>
</tr>
</tbody>
</table>

The values of $h$ calculated for experiments 1, 2, and 3 were 0.0220, 0.0220, and 0.0189 W/cm²·K, respectively. The estimated heat transfer coefficients are compared with the experimentally determined values in Table 2.

5.2. Theoretical estimation of heat transfer coefficients

The heat transfer coefficient between the ampoule wall and the furnace could also be estimated by a simple heat transfer formulation. The heat transfer coefficient is derived by summing the heat transfer by radiation and conduction through the air gap between the ampoule and the furnace wall in a concentric cylindrical system and equating it to the heat flux per unit area $Q$ through the ampoule containing the growth materials:

$$Q = \bar{h}(T_h - T_a) = \alpha F (T_h - T_a) + \frac{k_{air}(T_h - T_a)}{R_a \ln(R/R_a)}.$$  \hspace{1cm} (11)

The contribution of natural convection between the ampoule and the furnace was determined by computing the Grashof number in the air gap between the ampoule and the quartz liner. We estimated the Grashof number for our experiments to be 246 and concluded that the contribution of natural convection to the heat transfer was insignificant [10]. Therefore, the convective heat transfer term was not included in eq. (11).

The view factor $F = 0.9$ was approximated using the view factor for finite-length concentric cylinders (i.e. furnace-ampoule) [8]. The ampoule temperature $T_a$ was assumed to be the same as the temperature of the molten charge, since the ampoule wall was only 0.1 cm thick compared to the 0.45 cm charge radius. The steady-state temperature reading in the charge $T_\infty$ and the temperature of the control thermocouple were used for $T_a$ and $T_h$, respectively. The values of $T_a = 793^\circ$C and $T_h = 800^\circ$C for experiments 1 and 2, and $T_a = 762^\circ$C and $T_h = 780^\circ$C for experiment 3 were used in calculation of the heat transfer coefficients.

Fig. 6 depicts the comparison between the Biot numbers calculated from the lumped-capacity model ($Bi = -m/2$) and from the model including radial temperature gradients ($F_1 = f_1(T_a)/(f_0(T_a))$). The horizontal and vertical lines in the figure represent 95% confidence limits on the values of the Biot number. The three data points would fall along the solid diagonal line if the results from the lumped-capacity model agreed exactly with the theory that considers radial temperature gradients in the charge. The dashed line

6. Discussion

The view factor $F = 0.9$ was approximated using the view factor for finite-length concentric cylinders (i.e. furnace-ampoule) [8]. The ampoule temperature $T_a$ was assumed to be the same as the temperature of the molten charge, since the ampoule wall was only 0.1 cm thick compared to the 0.45 cm charge radius. The steady-state temperature reading in the charge $T_\infty$ and the temperature of the control thermocouple were used for $T_a$ and $T_h$, respectively. The values of $T_a = 793^\circ$C and $T_h = 800^\circ$C for experiments 1 and 2, and $T_a = 762^\circ$C and $T_h = 780^\circ$C for experiment 3 were used in calculation of the heat transfer coefficients.

The values of $\bar{h}$ calculated for experiments 1, 2, and 3 were 0.0220, 0.0220, and 0.0189 W/cm²·K, respectively. The estimated heat transfer coefficients are compared with the experimentally determined values in Table 2.

Fig. 6. Comparison between the Biot numbers calculated from the slope using eq. (1) (lumped-capacity model) and using eq. (7). The horizontal and vertical lines in the figure represent 95% confidence limits on the values of the Biot number. The three data points would fall along the solid diagonal line if the results from the lumped-capacity model agreed exactly with the theory that considers radial temperature gradients in the charge. The dashed line
represents the calculated relative error between the two models and is given by eq. (10).

The Biot numbers calculated from the model accounting for radial temperature gradients were greater than those calculated from the lumped-capacity model. The fact that the three data points fall on the dashed line proves the relationship between the lumped-capacity Biot number and the radial temperature gradient Biot number is satisfied exactly. If the Biot number is determined using the simple lumped-capacity model, the correct Biot number can be calculated by finding the root of the rearranged form of eq. (10):

\[ f(B) = 0.0373 B^3 - 0.248 B^2 + B - B_L = 0, \tag{12} \]

for values of the Biot number between 0 and 0.9, where \( B_L \) is the Biot number calculated using the lumped-capacity model.

Experiments 1 and 2 were almost identical, yet the Biot numbers calculated from each differ by about 4%. This difference could have been caused by a change in the position of the charge within the furnace. The lengths of the heated zones were 15 cm, not overly long compared to the charge length of 7 cm. It is possible that one or both experiments were influenced by the charge being positioned in a region where the temperature changed with height in the furnace. This would cause axial temperature gradients in the melt that would violate the assumptions of the models used. However, the small difference in Biot numbers between experiments 1 and 2 is not significant when considering the fact that heat transfer coefficients depend continuously on position in a crystal growth furnace, and this technique was used to get an overall value for the heat transfer coefficient in a zone.

The Biot number calculated from experiment 3 was about 20% higher than those calculated from experiments 1 and 2. Experiments 1 and 2 measured the heat transfer coefficient in the upper zone, while experiment 3 measured that in the lower zone. The difference in heat transfer characteristics between the upper and lower zones was unexpected. These zones are constructed identically. The temperature drops as the bottom of the lower zone is approached. This temperature gradient caused axial heat transfer which could have increased the heat transfer coefficient.

It is also probable that natural convection was present in the liquid during the experiments. However, the effect of natural convection would not be expected to be large in a low Prandtl number fluid like a semiconductor melt.

The values of the heat transfer coefficient calculated experimentally differ by 15% from simple theoretical estimations. This difference is quite small and could be due to inaccuracies in the values of emissivity and view factor.

7. Conclusions

A practical, experimental approach was developed to determine the average heat transfer coefficient between a charge and directional solidification furnace. It was determined that the lumped-capacity model is accurate in determining the Biot number within a relative error given by eq. (10) for Biot numbers between 0 and 0.9. However, this is only if the linear regression analysis on the \( \ln \theta \) versus \( \tau \) plot is carried out for values of \( \tau > \tau_{\text{crit}} \), where \( \tau_{\text{crit}} \) is given by eq. (9). The straight line fit should not be forced through the origin because the theory that accounts for radial temperature gradients predicts a slope and a non-zero intercept. For values of \( \tau > \tau_{\text{crit}} \), the Biot number can be determined exactly by obtaining \( \tau_{\text{crit}} \) from the slope of a \( \ln \theta \) versus \( \tau \) plot. This value can then be used to calculate the Biot number from eq. (7).

The heat transfer coefficient between the ampoule and the furnace was estimated by a simple formulation accounting for conduction and radiation across the air gap. Remarkably, the results differ by only 15% from the values calculated by the lumped-capacity method.
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Nomenclature

\(A\)  

Surface area of the charge (17.3 cm²)

\(\text{Bi}\)  

Biot number \(hR/k\)

\(\text{Bi}_{\text{eff}}\)  

Effective Biot number between the charge and ampoule and the furnace, \(h_{\text{eff}}R_a/k_{\text{eff}}\)

\(\text{Bi}_{\text{L}}\)  

Biot number calculated by the lumped-capacity method

\(c_a\)  

Specific heat capacity of the ampoule (\(c_a = 1.19 \text{ J/g} \cdot \text{K}\) at 1075 K for fused silica [11])

\(c_c\)  

Specific heat capacity of the molten GaSb charge calculated using thermal conductivity, thermal diffusivity, and density data (for GaSb 0.328 J/g \cdot K)

\(c_{\text{eff}}\)  

Mass weighted average effective specific heat capacity of charge and ampoule combination, \(c_{\text{eff}} = (\rho_aV_c + \rho_oV_a)/V_a\) (0.479 J/g \cdot K for present experiments)

\(F\)  

View factor from furnace wall to the ampoule (0.9 for present configuration)

\(\bar{h}\)  

Average heat transfer coefficient between the growth material and the furnace (W/cm² \cdot K)

\(h_{\text{eff}}\)  

Effective average heat transfer coefficient between the charge and ampoule and the furnace (W/cm² \cdot K)

\(J_n\)  

Bessel function of order \(n\)

\(k\)  

Thermal conductivity (W/cm \cdot K)

\(k_a\)  

Thermal conductivity of ampoule (2.42 \times 10^{-5}T + 4.48 \times 10^{-3} \text{ W/cm} \cdot \text{K} for fused silica [14], \(k_a = 0.0308 \text{ W/cm} \cdot \text{K} \) at \(T = 1075 \text{ K}\))

\(k_c\)  

Thermal conductivity of the charge (0.171 \text{ W/cm} \cdot \text{K} for molten GaSb [12])

\(k_{\text{eff}}\)  

Mass weighted effective thermal conductivity of charge and ampoule (0.146 \text{ W/cm} \cdot \text{K})

\(L\)  

Length of the charge (7 cm)

\(m\)  

Slope of linear equation

\(Q\)  

Heat flux per unit area through ampoule (W/cm²)

\(R\)  

Radius (cm)

\(R_a\)  

Outside radius of ampoule (0.55 cm)

\(R_c\)  

The charge radius (0.45 cm)

\(R_f\)  

Inside radius of furnace (3.81 cm)

\(t\)  

Time (s)

\(T\)  

Temperature at time \(t\) (°C)

\(T_a\)  

Ampoule temperature (°C)

\(T_b\)  

Heater temperature (°C)

\(T_c\)  

Temperature of the lower furnace zone (°C)

\(T_u\)  

Temperature of the upper furnace zone (°C)

\(T_0\)  

Initial temperature of charge (°C)

\(T_{\text{so}}\)  

Steady-state temperature of charge (°C)

\(V_a\)  

Volume of the section of ampoule containing the charge; \(V_a = \pi L(R_c^2 - R_a^2)\) (2.2 cm³)

\(V_c\)  

Volume of the charge (4.46 cm³)

\(\alpha\)  

Thermal diffusivity (cm²/s)

\(\alpha_{\text{c}}\)  

Thermal diffusivity of charge (0.087 cm²/s for molten GaSb [12])

\(\alpha_{\text{eff}}\)  

Effective thermal diffusivity of charge and ampoule (0.0628 cm²/s)

\(\Gamma_n\)  

nth eigenvalue

\(\epsilon\)  

Emissivity of the furnace (for Kanthal \(\epsilon = 0.75\) [15])

\(\theta\)  

Dimensionless temperature \((T - T_{\text{so}})/(T_0 - T_{\text{so}})\)

\(\theta'\)  

Dimensionless temperature calculated from eq. (8)

\(\rho_a\)  

Density of ampoule wall, (2.28 \times 10^{-4}T + 2.273 \text{ g/cm}^3 for fused silica [17], \(\rho_a = 2.586 \text{ g/cm}^3\) at 1075 K)

\(\rho_{\text{avg}}\)  

Average density of charge and ampoule, \(\rho_{\text{avg}} = \frac{\rho_aV_a + \rho_oV_o}{V_a + V_o}\) (4.85 g/cm³)

\(\rho_c\)  

Density of charge (5.98 g/cm³ for molten GaSb at 800 °C [16])

\(\sigma\)  

Stefan–Boltzmann constant (5.67 \times 10^{-12} \text{ W/cm}^2 \cdot \text{K}^4)

\(\tau\)  

Dimensionless time (\(\alpha R^2\))

\(\tau_{\text{crit}}\)  

Dimensionless time beyond which eq. (8) is valid

\(\tau_{\text{eff}}\)  

Effective dimensionless time (\(\alpha_{\text{eff}} R^2\))
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Abstract—Azulene-doped naphthalene was directionally solidified during the vertical Bridgman–Stockbarger technique. Doping homogeneity and convection were determined as a function of the temperature profile in the furnace and the freezing rate. Convection velocities were two orders of magnitude lower when the temperature increased with height. Rarely was the convection pattern axisymmetric, even though the temperature varied less than 0.1 K around the circumference of the growth ampoule. Correspondingly the cross sectional variation in azulene concentration tended to be asymmetric, especially when the temperature increased with height. This cross sectional variation changed dramatically along the ingot, reflecting changes in convection presumably due to the decreasing height of the melt. Although there was large scatter and irreproducibility in the cross sectional variation in doping, this variation tended to be least when the growth rate was low and the convection was vigorous. It is expected that compositional variations would also be small at high growth rates with weak convection and flat interfaces, although this was not investigated in the present experiments. Neither rotation of the ampoule nor deliberate introduction of thermal asymmetries during solidification had a significant influence on cross sectional variations in doping. It is predicted that slow directional solidification under microgravity conditions could produce greater inhomogeneities than on Earth. Combined use of microgravity and magnetic fields would be required to achieve homogeneity when it is necessary to freeze slowly in order to avoid constitutional supercooling.

1. INTRODUCTION

The Bridgman technique is widely used for directional solidification of metals, semiconductors, inorganic salts and organic compounds. In the Bridgman–Stockbarger manifestation, an ampoule containing the material to be solidified is slowly translated from a furnace held at a temperature above the melting point of the material into a chamber held below the melting point. In the gradient freeze mode, the ampoule is fixed in a furnace which has a temperature decreasing continuously from one end to the other. Solidification is caused by slowly lowering the temperature of the entire furnace. In the heat exchange method, coolant is applied to one end of the ampoule. Sometimes at the same time the furnace temperature is slowly decreased.

When Bridgman crystal growth is done with the ampoule held vertically, it is normally desired that the solidification proceed upwards. Thus the temperature at the top of the apparatus is higher than at the bottom of the apparatus. For many years the crystal growth community referred to this arrangement as “thermally stable” and many persons believed buoyancy driven convection was absent. However interest in crystal growth in space led to a closer examination of this assumption. Carlson [1] at Clarkson University and Brown [2] at MIT performed theoretical studies of convection in the Bridgman–Stockbarger technique with a step function change in temperature from the upper chamber to the lower chamber. They found that radial temperature gradients were inevitably present in the melt and could lead to vigorous convection. Initially these results were greeted with skepticism by many in the crystal growth community. Now it is widely accepted that significant convection is always present unless the operation is carried out in space or with a strong magnetic field applied to an electrically conducting melt.

By now many theoretical studies have been performed on buoyancy driven convection in the vertical Bridgman–Stockbarger technique, examining the influence of gravitation level, interface curvature, insulation thickness between the two furnaces, ampoule properties, density variations caused by variations in melt composition, varying temperatures in the heating and cooling chambers, etc. (e.g. [1-7]). Until recently [7] it was assumed that the convection was axisymmetric and steady. With one exception [5], theoretical predictions for convection have not been
compared with experiment because the theoretical work was all done for metals and semiconductors opaque to light. (In Ref. [5], convection was observed in an organic compound. Measured temperatures and interface shapes were used to calculate the convection.)

Potts [8,9] performed experiments on an organic compound (high Prandtl number) heated and cooled by constant temperature baths separated by a diaphragm. The convection in the melt was neither axisymmetric nor steady, although it was very weak. While temperature variations could not be detected in the top heating bath, it was significant that the convection always rose on the side of the ampoule nearest the heater submerged in the circulating bath.

In order to see if either non-uniform heating or misalignment from vertical is necessary to cause the convection to be asymmetric, Neugebauer constructed an apparatus with vertical heating wires embedded in plastic [10,11]. The ampoule was embedded in the same plastic, so that there was no fluid between the heating elements and the ampoule. Convection was measured by taking streak photographs of small sulphur particles suspended in organic melts. Even though no circumferential variation in temperature could be measured, the convection was seldom axisymmetric. Furthermore the vertical temperature profile in the heater exerted a very strong influence on the convection in the melt. If the temperature increased with height, the convection became immeasurably small. If the temperature decreased with height, the convection was very vigorous.

The purpose of the research reported here was to determine the influence of heater temperature profile on impurity segregation and to relate this to the convection in the melt.

2. EXPERIMENTAL METHODS

The experimental methods are described in detail elsewhere [12]. Naphthalene doped with approx. 0.3% azulene was used for the experiments. Azulene has an equilibrium distribution coefficient of about 0.3 in naphthalene [13]. The Schmidt number was estimated to be 420 [12].

The primary heater was constructed by wrapping nichrome wire around a 23 cm long Pyrex tube. An additional glass tube was put inside this tube and another outside it, all fitting together snugly. Below the primary heater was a shorter 6 cm long heater constructed in a similar fashion and with a separate power supply. Below the heaters were a layer of insulation and then a circulating constant temperature bath.

The azulene-doped naphthalene was contained in 15.6 mm i.d. Pyrex ampoules. The ingot resulting from directional solidification was transparent except near the top end. This ingot was removed from the ampoule by heating until it slid out. It was cut into sections with a saw. Samples were taken by scratching local areas with glass capillaries, each removing about 0.1 mg of material. The samples were dissolved into acetone and the amount of naphthalene and azulene determined by gas chromatography using a flame ionization detector.

For visualization of convection, a similar apparatus was built with provision for laser slit illumination, as in Refs [10] and [11]. Convection was revealed by taking time exposure photographs of small sulphur particles suspended in salol (phenyl salicylate).

3. EXPERIMENTAL RESULTS FOR STABILIZING THERMAL CONDITIONS

By adjusting the temperatures of the two heaters a wide variety of temperature profiles were achieved. These can be classified into two categories; those in which the temperature increased with height (stabilizing) and those in which the temperature decreased with height (destabilizing). Figure 1 shows the temperature profile used for all of the solidification experiments performed under stabilizing conditions. This profile was measured with thermocouples cemented to the outer wall of the Pyrex ampoule. The radial variation in melt temperature near the solid–liquid interface was about 0.2 K, which corresponds to a Grashof number of about 10. In flow visualization experiments performed under similar conditions, significant convection was observed only near the top of the ampoule where the temperature decreased with height. In the lower portion of the ampoule the sulphur particles settled slowly, but their paths showed slight deviations from the vertical. From these deviations it was estimated that convective velocities near the solid–liquid interface were of the order of 10 μm/s.

Figure 2 shows the axial azulene concentration profile for a freezing rate of about 3 mm/h (0.8 μm/s),

Fig. 1. Axial temperature profile used for all growth experiments in the thermally stabilized configuration. The top of the melt position is that at the beginning of a growth run; during growth the melt level slowly falls as the ampoule is lowered.
which corresponds to a Pelet number Pe of 3.2 (Pe = RV/D, where R = 7.8 mm and D was estimated to be 2 x 10^{-3} cm/s). This concentration profile is typical of what one would expect to obtain with significant convection in the melt during solidification. Figure 3 shows variations in azulene concentration along a diameter at different positions down the ingot of Fig. 2. (Here g is the mass fraction solidified.) Because the interface was nearly planar, these variations in concentration could only have been caused by convection. Since azulene is rejected by the growing naphthalene, its concentration increases as the melt moves along the freezing interface. Thus we expect that convection of the melt along the freezing interface was in the direction of increasing azulene concentration in the resulting solid. In this way we can conclude from Fig. 3 that the convection was asymmetric during solidification of this material.

We define two parameters to characterize the cross sectional variation in azulene concentration and its asymmetry. The “segregation index” is defined as the absolute value of the maximum deviation in concentration from the mean, divided by the mean. Thus in Fig. 3 for g = 0.7 the segregation index is about 0.45.

Table 1. Results from experiments performed under the thermally stabilizing condition shown in Fig. 1.

<table>
<thead>
<tr>
<th>Pelet No.</th>
<th>Crystal Mass fraction</th>
<th>Segregation</th>
<th>Asymmetry index</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2</td>
<td>30</td>
<td>0.2</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.19</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.45</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.44</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.11</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.68</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>0.31</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.17</td>
<td>0.02</td>
</tr>
<tr>
<td>5.6</td>
<td>35</td>
<td>0.6</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.30</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.49</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>0.64</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.42</td>
<td>0.86</td>
</tr>
<tr>
<td>7.4</td>
<td>50</td>
<td>0.2</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.29</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.57</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.45</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.59</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.59</td>
<td>0.45</td>
</tr>
<tr>
<td>8.6</td>
<td>34</td>
<td>0.4</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.21</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.29</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.28</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.67</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.51</td>
<td>0.13</td>
</tr>
</tbody>
</table>

*Ampoule rotated at 2/3 rpm during solidification.
†Insulation applied to one side of apparatus to yield a temperature difference of 6.4 K across the outside of the ampoule near the solid-liquid interface.
The "asymmetry index" is defined as the maximum ratio of concentration at $+R$ to concentration at $-R$, minus 1. In Fig. 3 the asymmetry index for $g = 0.7$ is about 1.56. The segregation index would be 0 for a constant concentration, while the asymmetry index would be 0 for a completely symmetrical concentration profile.

Table 1 summarizes the results for thermal stabilizing conditions. No trends are obvious above the large scatter in values of segregation and asymmetry indices. This reflects the stochastic nature of the convection pattern produced in each experiment. Note that segregation and asymmetry changed dramatically down each ingot, reflecting the change in convection pattern during solidification.

One would expect that at sufficiently high freezing rates the mass transfer in the melt would become diffusion controlled, causing the segregation and asymmetry indices to decline and approach the values expected for diffusion controlled conditions. Although the data suggest there may be a maximum in segregation index at a Peclet number of about 7, there is too much scatter to be certain.

Thermocouple measurements around the outer wall of the ampoule in these experiments showed no circumferential variation in temperature, within a sensitivity of 0.1 K. It is commonly believed that a constant temperature circumferentially must yield axisymmetric convection and impurity concentration patterns. Therefore an experiment was performed in which the ampoule was rotated at 2/3 rpm, in order to further reduce any circumferential variation in temperature. As shown in Table 1, the segregation and asymmetry indices were unchanged, within experimental scatter (which was large). Similarly, insulating one side of the heater to deliberately produce an asymmetric temperature field did not significantly increase the segregation and asymmetry indices.

Axial concentration profiles also reflect the intensity of convection. Figure 4 shows such profiles for three different freezing rates. The concentration profile at $Pe = 3.2$ is characteristic of convection-controlled mass transfer. As $Pe$ was increased, the azulene concentration in the first 80% of the ingots increased significantly, indicating the decreasing influence of convection.

4. EXPERIMENTAL RESULTS FOR DESTABILIZING THERMAL CONDITIONS

Figure 5 shows a typical destabilizing temperature profile. This profile was measured by a fine thermocouple inserted into the melt. Convection was vigorous throughout the ampoule, and was rarely
axisymmetric. The convection velocities were on the order of 1 mm/s, or about 100 times larger than with a stabilizing profile. The convection increased as the temperature gradient was increased. The temperature gradient was characterized by a Grashof number that used the temperature difference between the temperature in the melt and the temperature at the upper surface of the melt measured when the top of the melt was 10.5 cm above the insulated zone, corresponding to \( g = 0.2 \).

Figures 6 and 7 show typical cross sectional variations in azulene concentration. Visually the diametric concentration profiles often appeared nearly symmetrical, sometimes with a maximum near the center and other times with a minimum. As in the stabilizing configuration, the concentration profiles changed dramatically down each ingot.

As shown in Table 2, the segregation and asymmetry indices again showed a great deal of scatter, but tended to be smaller than with thermally stabilizing conditions. The asymmetry appeared to be smallest when Pe was small and Gr was large (low growth rate with vigorous convection).

5. IMPLICATIONS FOR SOLIDIFICATION IN SPACE

A common justification for use of microgravity in directional solidification is that more uniform doping levels should be obtained. However the present results show that under some conditions inhomogeneities could be greater in space than on Earth. In microgravity, weak buoyancy-generated convection will occur. If this weak convection is combined with low freezing rates, greatly increased inhomogeneities could result. Thus when low freezing rates are necessary in order to avoid constitutional supercooling, it may be necessary to combine microgravity and magnetic fields in order to achieve homogeneous crystals.
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Abstract

The objective of this research was to determine the influence of the accelerated crucible rotation technique (ACRT) on the directional solidification of In$_x$Ga$_{1-x}$Sb alloys. Ingots of In$_x$Ga$_{1-x}$Sb were solidified with application of ACRT using different rotation rates and cycle times and without application of ACRT. The vertical Bridgman-Stockbarger growth technique was used. No significant radial segregation was found in any of the ingots grown with or without application of ACRT. The axial composition profiles of all ingots suggest that the melt was well-mixed during solidification. Application of ACRT using a rotation rate of 80 rpm consistently led to fewer grain and twin boundaries than ingots solidified without application of ACRT. These conditions led to a 19% reduction in the number of twin boundaries and a 32% reduction in the number of grain boundaries.

Introduction

Bulk, single crystals of alloy systems such as In$_x$Ga$_{1-x}$Sb would have many possible applications, such as photodetectors and microwave oscillators [1-3]. Alloy systems offer the advantage of having a composition dependent band structure that allows one to vary the crystal properties to suit different applications. Sizeable single crystals with compositional homogeneity and low defect densities are needed for applications.

Experimenters have tried many different methods of growing bulk crystals of III-V alloys. Almost every attempt has resulted in polycrystalline and/or compositionally inhomogeneous solids that are not suitable for devices. A major cause for the lack of success in growing bulk alloys is the extensive segregation that occurs due to the breadth of the two-phase region on the equilibrium phase diagram. For example, the pseudo-binary phase diagram for the InSb-GaSb system is shown in figure 1 [4]. The rejection of InSb during directional solidification results in its buildup in the melt adjacent to the interface. This can lead to constitutional supercooling [5-9] at high growth rates or at low imposed temperature gradients.

The vertical Bridgman-Stockbarger technique is a method of directional solidification that is both well-studied and popular. It has been used to solidify ingots of many different concentrated alloy systems including In$_x$Ga$_{1-x}$Sb [10], Cd$_x$Hg$_{1-x}$Te [11-20], Cd$_x$Hg$_{1-x}$Se [21], and Zn$_x$Hg$_{1-x}$Te [22]. In the vertical Bridgman-Stockbarger technique, the charge is sealed in a growth ampoule and lowered at a slow rate through a temperature gradient created by a higher temperature furnace on top of a lower temperature furnace. This set-up allows one to control the interface shape, growth rate, and temperature gradient independently. While this arrangement, with the higher temperature on top, is said to be thermally stable, natural convection will always be present on earth due to unavoidable radial temperature gradients and variations in composition. This convection is often time-dependent [23]. The result is variations in temperature and flow velocity near the interface, causing growth rate fluctuations. An inhomogeneous composition profile with striations parallel to the interface can develop.

One possible way to eliminate the problems associated with time-dependent free convection is to suppress the convection. This could be accomplished by applying a magnetic field to the melt (if it is an

---

1Copyright © 1991 American Institute of Aeronautics and Astronautics, Inc. All rights reserved.
electrical conductor) [10] and/or by carrying out the solidification in space [24-28]. Another approach is to introduce regular, forced convection on a scale that overwhelms any natural convective effects. Using forced convection offers the additional advantage of keeping the melt well-mixed, eliminating cross-sectional compositional variations. It is difficult to stir the melt because of the impracticality of placing a mechanical device inside the growth ampoule. A stirrer would be a source of impurities. Also, the material must be totally sealed in an inert atmosphere or vacuum to prevent escape of volatile components and to keep the melt from reacting with air.

Spin-up/spin-down [29,30], often called the accelerated crucible rotation technique (ACRT) when applied to crystal growth [11,15-18,31-37], is a method by which effective mixing can be obtained without making physical contact with the melt. Mixing is accomplished by periodically varying the rotation rate of the ampoule. Capper et al. [11] at Philips in Southampton, England applied ACRT during the vertical Bridgman growth of Cd$_x$Hg$_{1-x}$Te. They got a drastic improvement in compositional homogeneity and crystal grain size over material solidified without ACRT.

Recent research by Larrousse and Wilcox [38,39] at Clarkson University suggests that ACRT leads to large fluctuations in freezing rate and segregation. Meltback of the grown solid might even occur during each spin-up/spin-down cycle. This periodic melting and freezing could have enhanced grain selection and eliminated twins in the solidification of Cd$_x$Hg$_{1-x}$Te at Philips. The benefit of periodic melting and freezing was shown by Jackson and Miller [40] using the organic compound salol. Another possible explanation for the improved crystalline perfection of the ingots grown with ACRT is that ACRT causes the interface to be less concave (more convex) [15]. This would enhance grain selection by causing grains not aligned with the direction of growth to grow out as solidification proceeds.

**Objectives**

The objective of this work was to determine the influence of ACRT on the vertical Bridgman-Stockbarger solidification of In$_x$Ga$_{1-x}$Sb ingots. Both the microstructure of the ingots and their compositional homogeneity were investigated. After determining how ACRT affected the In$_x$Ga$_{1-x}$Sb ingots, this information was used to propose a mechanism by which the marked improvements in grain structure came about.
above. The ampoule was then ready to be placed in the vertical Bridgman-Stockbarger growth apparatus.

**Bridgman-Stockbarger Growth Apparatus**

The directional solidification for the ACRT experiments was carried out in a vertical Bridgman-Stockbarger furnace shown schematically in figure 2. Both the hot and cold zones were Kanthal wound resistance heaters. The 30.5 cm long hot zone and 15.2 cm long cold zone were separated from one another by a 6.4 cm thick adiabatic zone. The adiabatic zone consisted of 23 cm diameter zirconia insulating disks. A 29 mm diameter quartz tube was used as a liner. This ran through the center of the entire apparatus.

An aluminum mounting bracket was attached to the translation mechanism. This bracket held a gearmotor that was used to provide the rotation necessary for ACRT. Ampoule rotation was stopped and started by turning the gearmotor on and off using a laboratory timer.

**Vertical Bridgman-Stockbarger Solidification**

The hot zone temperature was chosen to be 800°C and the cold zone 480°C. To begin each growth experiment, the bottom of the ampoule was placed above the adiabatic zone. The hot zone was heated to 800°C and the cold zone to 480°C. Periodic rotation of the ampoule was then started and continued for 2 to 3 days to mix the material prior to growth. The rotation rate $\Omega$ used was 80 rpm and the cycle time $t_c$ was 26.5 s. The rotation rate program used in all experiments is shown in figure 3. It consisted of spin-up from rest and spin-down to rest. The rotation rate was impulsively changed from 0 rpm to the value of $\Omega$ rpm and held there for the time $t_c$. The rotation rate was then stopped and held at 0 rpm for the time $t_c$. This cycle was continuously repeated.

After solidification the ingots were sliced longitudinally and cut into sections for analysis. They were mounted in epoxy resin and polished to flat surfaces by rough grinding and fine polishing. The final polishing step used a suspension of 0.5 micron alumina particles in distilled water.

**Compositional Analysis**

Energy-dispersive X-ray spectroscopy (EDX) was used to measure the composition of the polished samples. The spectrometer was used with the ISI Scanning Electron Microscope at Clarkson University. The mole fraction of InSb $x_z$ in the unknown sample was determined using a method developed for Cd$_x$Hg$_{1-x}$Te at the NASA Marshall Space Flight Center [41].

To determine the radial segregation in the ingots, data were gathered at 1 mm intervals across the radius of the longitudinal sections. This was done at various axial locations in the ingots. X-ray data were collected at spacings of 1 to 2 mm along the center of the longitudinal sections to find the axial composition profile of the ingots. The data were plotted as the mole fraction of InSb $x_z$ versus the mole fraction of ingot solidified $g$.

The axial position $z$ in the ingots had to be converted to mole fraction solidified $g$. Our ingots were...
not perfectly cylindrical over their entire length and the total molar concentration of the solid changed by almost 17% over the length of the ingot. The relationship between the mole fraction solidified and the axial position in the ingot is:

\[
g = \left( \int_0^z C_z A_c \, dz \right) / \left( \int_0^L C_z A_c \, dz \right),
\]

where \( A_c \) is the cross-sectional area of the ingot at position \( z \), \( C_z \) is the total molar concentration of the solid at position \( z \), and \( L \) is the total length of the solidified ingot. Both the bottoms and tops of the directionally solidified ingots had dome shapes. It was assumed that the bottoms and tops were half-ellipsoids to relate \( A_c \) to \( z \). The variation in total molar concentration of the solid with mole fraction \( \text{InSb} \quad z_s \) in the solid was calculated using the variation of lattice spacing \( a \) with \( z_s \). Woolley and Smith [42] reported this to be:

\[
a = 6.1 \times 10^{-8} + 3.9 \times 10^{-9} z_s \text{ (cm)}. \tag{2}
\]

Knowing the lattice spacing, the total molar concentration can be calculated using the relationship:

\[
\bar{C}_z = 4/(N_A \cdot a^3), \tag{3}
\]

where \( 4 \) is the number of molecules per unit cell and \( N_A \) is Avogadro’s number (number of molecules per mole). The value of \( z_s \) was already known at specific axial locations from the EDX measurements. If a value was needed for \( \bar{C}_z \) at axial locations where the composition \( z_s \) was not measured, the composition at this point was estimated using linear interpolation. The corresponding value of \( \bar{C}_z \) could then be determined from equations (2 and 3).

**Microstructural Analysis**

The numbers of grain boundaries and twin boundaries in the ingots were used to quantify their microstructure. In order to reveal these boundaries, the polished samples were chemically etched. This was done by lowering them for 6-10 seconds into 240 ml of a mixture of 1 HF:1 HNO₃:1 H₂O by volume. The samples were then removed and rinsed immediately in deionized water followed by methanol. This procedure clearly revealed grain and twin boundaries in the ingots. Adjacent grains and twins in the samples were clearly visible with the naked eye under fluorescent lighting. Some grains and twins appeared bright, while others were dark. This depended on the angle of the incident light. Figure 4 shows how a typical sample appeared under fluorescent lighting.

Optical microscopy at a magnification of 200X was used to count the number of grain and twin boundaries in the ingots. At this magnification, all boundaries in the samples could be distinguished individually. The samples were viewed using polarized light with a 1/4-wave plate in a Nikon Optiphot-2 microscope. The 1/4-wave plate caused the samples to appear in color instead of black-and-white. Adjacent grains and twins were different colors. The color of a particular grain or twin changed as the direction of the polarized light was rotated. The color of a grain or twin depended solely on its orientation.

Considerable difficulties were encountered when trying to distinguish grain boundaries from twin boundaries. Twin boundaries have been observed to kink on a microscale to give the appearance of being curved [26]. This prohibits the positive identification of a boundary as a grain boundary just because it appears curved under the optical microscope. In this work, many observations were used to distinguish grain boundaries from twin boundaries. Following is a list of some of the attributes of grain boundaries and twin boundaries in the etched samples:

1. Grain boundaries tended to be much wider and deeper than twin boundaries due to the larger amount of mismatch between adjacent grains. They usually were more irregular.

2. Many twin boundaries were easily recognizable because they had perfectly straight edges and were parallel to one another when in the same grain. Parallel twins in the same grain could also be recognized because of the alternation between the same two colors across the boundaries. This means that the orientation returned to its original value when two twin boundaries were crossed. Alternation between colors could also be used to classify twin boundaries that appeared curved.

3. Some twin boundaries were kinked on a scale
The etching procedure used to reveal the interface at only one location during growth. This technique was not used because of the amount of time necessary to get only one interface position and shape. Instead, a method was developed to reveal the shape of the solid/melt interface at many locations in the ingot. The procedure used to put interface striations in an ingot during solidification was: (1) The temperature of the hot zone was lowered by 50°C. (2) The temperature was kept at this level for 5 minutes. (3) While the temperature was constant, the ampoule was moved down 1 mm into the furnace. (4) The temperature of the hot zone was raised back up to the normal setpoint.

After most of an ingot was solidified, power to both furnace zones was shut off and the remainder of the melt was quenched. The ingot was removed from the furnace. It was sliced, mounted, and polished. The etching procedure used to reveal the interface had long sections that were perfectly straight. These sections might have been connected by sections that appeared curved. In these cases, it was inferred that the curved sections were actually kinked. Therefore, in order to classify a boundary correctly, one had to scan along its entire length.

Using the above guidelines, it is believed that over 90% of the boundaries could be classified accurately.

The numbers of grain and twin boundaries were counted at 2 mm intervals down the length of each ingot. A scan was made across the radius of the ingot at each axial location with the optical microscope. Every boundary that was intersected was counted as either a grain boundary or a twin boundary. The number of boundaries was divided by the length scanned to get a per millimeter value. The mean numbers of boundaries per millimeter in each pair of ingots were compared using a one-sided Student's t-test with paired comparisons [43,44]. Each ingot was compared with every other ingot using this technique. The probability of the number of boundaries per millimeter in one ingot being greater than that in another was determined. Paired comparisons were used because the number of twin or grain boundaries in the ingots depended not only on the method by which the ingots were solidified, but also on the axial location in the ingot. Counts of the boundaries in one ingot were paired with the counts for another ingot at the same value of mole fraction solidified g.

Interface Demarcation

The effect of ACRT on the shape of the solid/melt interface needed to be determined. Quenching the remaining melt by turning off the power to both the hot and cold zones after a portion of the ingot had been solidified gives the shape of the interface at only one location during growth. This technique was not used due to the amount of time necessary to get only one interface position and shape. Instead, a method was developed to reveal the shape of the solid/melt interface at many locations in the ingot. The procedure used to put interface striations in an ingot during solidification was: (1) The temperature of the hot zone was lowered by 50°C. (2) The temperature was kept at this level for 5 minutes. (3) While the temperature was constant, the ampoule was moved down 1 mm into the furnace. (4) The temperature of the hot zone was raised back up to the normal setpoint.

After most of an ingot was solidified, power to both furnace zones was shut off and the remainder of the melt was quenched. The ingot was removed from the furnace. It was sliced, mounted, and polished. The etching procedure used to reveal the interface was not used due to the amount of time necessary to get only one interface position and shape. Instead, a method was developed to reveal the shape of the solid/melt interface at many locations in the ingot. The procedure used to put interface striations in an ingot during solidification was: (1) The temperature of the hot zone was lowered by 50°C. (2) The temperature was kept at this level for 5 minutes. (3) While the temperature was constant, the ampoule was moved down 1 mm into the furnace. (4) The temperature of the hot zone was raised back up to the normal setpoint.

After most of an ingot was solidified, power to both furnace zones was shut off and the remainder of the melt was quenched. The ingot was removed from the furnace. It was sliced, mounted, and polished. The etching procedure used to reveal the interface was not used due to the amount of time necessary to get only one interface position and shape. Instead, a method was developed to reveal the shape of the solid/melt interface at many locations in the ingot. The procedure used to put interface striations in an ingot during solidification was: (1) The temperature of the hot zone was lowered by 50°C. (2) The temperature was kept at this level for 5 minutes. (3) While the temperature was constant, the ampoule was moved down 1 mm into the furnace. (4) The temperature of the hot zone was raised back up to the normal setpoint.

After most of an ingot was solidified, power to both furnace zones was shut off and the remainder of the melt was quenched. The ingot was removed from the furnace. It was sliced, mounted, and polished. The etching procedure used to reveal the interface was not used due to the amount of time necessary to get only one interface position and shape. Instead, a method was developed to reveal the shape of the solid/melt interface at many locations in the ingot. The procedure used to put interface striations in an ingot during solidification was: (1) The temperature of the hot zone was lowered by 50°C. (2) The temperature was kept at this level for 5 minutes. (3) While the temperature was constant, the ampoule was moved down 1 mm into the furnace. (4) The temperature of the hot zone was raised back up to the normal setpoint.

Three ingots were solidified without application of ACRT and six ingots were solidified using a different combination of rotation rates Ω and cycle times tc. The important parameters used in solidifying the nine ingots are shown in table 1.

<table>
<thead>
<tr>
<th>Ingot</th>
<th>Ω (rpm)</th>
<th>tc (s)</th>
<th>Vt (mm/day)</th>
<th>L (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>0.2000</td>
<td>0</td>
<td>8.0</td>
<td>70</td>
</tr>
<tr>
<td>E2</td>
<td>0.2000</td>
<td>10</td>
<td>8.2</td>
<td>76</td>
</tr>
<tr>
<td>E3</td>
<td>0.2000</td>
<td>16</td>
<td>8.1</td>
<td>58</td>
</tr>
<tr>
<td>E4</td>
<td>0.2000</td>
<td>50</td>
<td>8.1</td>
<td>72</td>
</tr>
<tr>
<td>E5</td>
<td>0.2000</td>
<td>0</td>
<td>-</td>
<td>67</td>
</tr>
<tr>
<td>E6</td>
<td>0.2000</td>
<td>80</td>
<td>7.9</td>
<td>62</td>
</tr>
<tr>
<td>E7</td>
<td>0.2000</td>
<td>50</td>
<td>8.3</td>
<td>71</td>
</tr>
<tr>
<td>E8</td>
<td>0.2000</td>
<td>200</td>
<td>8.4</td>
<td>70</td>
</tr>
<tr>
<td>E9</td>
<td>0.2000</td>
<td>0</td>
<td>-</td>
<td>69</td>
</tr>
</tbody>
</table>

Results

Three ingots were solidified without application of ACRT and six ingots were solidified using a different combination of rotation rates Ω and cycle times tc. The important parameters used in solidifying the nine ingots are shown in table 1.

Ingots E2, E3, E5, and E7 each had a region about 5 to 10 mm from the top of the ingot where the diameter of the ingot was less than that of the ampoule. This small section of ingot seemed to have solidified without contact with the ampoule wall. This phenomenon is similar to that seen in InxGa1-xSb ingots solidified in space in Skylab-3 [13,14]. This was described in section 2.5.3. Regel [45] suggested that it only occurs when the variation in gravity level (g-jitter) is low. Perhaps the ingots solidified under earth's gravity pulled away when the hydrostatic pressure in the melt could be overcome by the surface tension of the melt. Any fluctuation in the fluid flow, temperature, or surface composition of the melt could cause the liquid column to collapse and contact the wall at a later time. The strongest example of an ingot having a smaller diameter than the ampoule occurred in ingot E4. A large region about 2 cm from the top of the ingot had a wavy and irregular surface. This ingot appeared to have very little oxide near the top compared to other ingots.

Axial Composition

Energy-dispersive X-ray spectroscopy (EDX) was used to measure the axial composition profiles for

Table 1: Experimental conditions used to solidify ingots E1 to E9. The variable z is the starting mole fraction of InSb, Ω is the ACRT rotation rate, tc is the ACRT cycle time, Vt is the average translation rate, and L is the total length of solidified ingot.
ingots E1 to E6. The results are plotted in figure 5. The solid line in the figure is a theoretical curve that describes the composition profile expected in a solid that is solidified from a melt that is always completely mixed (no composition gradients exist in the melt) with equilibrium at the interface. Since the equilibrium distribution coefficient $k$ changes with composition in the In$_x$Ga$_{1-x}$Sb system, this variation had to be accounted for. The equation describing the composition profile in a solid solidified from a completely mixed melt is:

$$g = 1 - \exp \left( - \int_{x_0}^{x_f} \frac{dx_i}{x_i [1 - k(x_i)]} \right)$$  \hspace{1cm} (4)

where $x_i$ is the mole fraction of InSb in the melt, $x_0$ is the initial mole fraction of InSb in the charge (0.2 here), and $x_f$ is the mole fraction of InSb in the melt when the mole fraction $g$ of the initial charge is solidified. The variation in the equilibrium distribution coefficient $k(x_i) = x_i / x_i$ with liquidus mole fraction $x_i$, where $x_i$ is the mole fraction of InSb in the solid, was determined graphically from the pseudo-binary phase diagram of the InSb-GaSb system (figure 1).

The plot of mole fraction InSb in the solid $x_i$ versus mole fraction solidified $g$ in figure 5 shows that all six ingots had the same axial composition profile. Furthermore, all ingots were solidified from completely mixed melts. The application of ACRT had no effect on the shape of the composition profile. The agreement between the experimentally determined composition and the theoretical curve was extremely good.

**Radial Composition**

Energy-dispersive X-ray spectroscopy (EDX) was used to measure the variation in composition across the radius of ingots E1 to E6. Data were collected at 1 mm intervals across the radius of the ingots at several axial locations. There was no significant radial segregation in the ingots. Figure 6 shows the radial segregation in ingot E4. The radial composition variations in ingot E4 were typical.

**Microstructure**

The grain structure in the first-to-freeze end of each ingot was a result of the random nucleation that occurred there. Many small, randomly oriented grains were in this region. After a distance of about one ampoule diameter (9 mm), a transition to columnar growth was seen. The most favorably oriented grains dominated. Most grains that existed after the first centimeter of growth tended to remain for the entire length of the ingot. This suggests that the interface shape was close to planar. Also, many more twin boundaries existed than grain boundaries in all ingots. The twin boundaries appeared straight over most or all of their length.

Statistical analysis on the number of twin boundaries in ingots E1 to E9 revealed that ingot E7 had the fewest number of twin boundaries. Ingots E2, E4, and E6 also had few twin boundaries compared to the other ingots. Thus, the ingots with the fewest number of twin boundaries were solidified using rotation rates of 50 rpm and 80 rpm. Ingot E1 was the first to be solidified and E9 was the last. Both ingots were solidified without application of ACRT and had the same number of twin boundaries. Ingot E5 was also solidified without ACRT, but had an unusually high number of twin boundaries. The reason for this is unknown. Ingot E8, solidified using a rotation rate of 200 rpm, had a large number of twin boundaries.
Figure 7: The mean number of twin boundaries per millimeter versus the ACRT rotation rate. The error bars represent plus or minus the standard error of the mean. A rotation rate of 0 rpm means that ACRT was not applied.

The results of the statistical analysis on the number of grain boundaries in ingots E1 to E9 showed that ingots E2, E6, and E8 had the fewest number of grain boundaries. Ingots E2 and E6 were solidified using a rotation rate of 80 rpm and had the same number of grain boundaries. Ingot E8 was solidified using a rotation rate of 200 rpm. The number of grain boundaries in ingots E1 and E9 (solidified without ACRT) was the same. Ingot E5 had fewer grain boundaries than either of these ingots, despite being solidified under the same conditions. Ingot E4 had an unusually high number of grain boundaries.

The mean number of twin and grain boundaries were plotted against the ACRT rotation rate in figures 7 and 8. The error bars in these plots represent plus or minus the standard error of the mean. The standard error of the mean is \( \sigma/\sqrt{n} \), where \( \sigma \) is the standard deviation and \( n \) is the number of boundary counts. A rotation rate of 0 rpm means that ACRT was not applied. Figure 7 shows that the fewest number of twin boundaries existed in the ingots solidified at 50 rpm and 80 rpm. If ingot E5 is ignored because of its high number of twin boundaries compared to the other two ingots solidified without ACRT, the average reduction in the number of twins using a rotation rate of 80 rpm was 19%. There was no reduction in the number of twin boundaries when a rotation rate of 16 rpm or 200 rpm was used.

Figure 8 is a plot of the mean number of grain boundaries versus ACRT rotation rate. All three ingots solidified without application of ACRT had approximately the same number of grain boundaries. There was no reduction in the number of grain boundaries when rotation rates of 50 rpm and less were used. The average reduction in the number of grain boundaries using rotation rates of 80 rpm and 200 rpm was 32%.

No significant effect of the ACRT cycle time on the number of boundaries in ingots E1 to E9 could be found. Only ingots solidified using rotation rates of 50 rpm and 80 rpm were solidified with two different cycle times. The results were both conflicting and statistically insignificant.

Interface Demarcation

The results of interface demarcation studies showed that application of ACRT using a rotation rate of 80 rpm and a cycle time of 10 s reduced the interface depth from 0.6 mm to 0.3 mm. The depth was defined as the average location of the interface at the ampoule wall minus the location of the interface at the position of maximum depth.

Discussion

Axial Composition

The axial composition profiles for all ingots agreed with that expected if they had grown from a melt containing no composition gradients. The first conclusion that this leads to is that free convection mixed the melt thoroughly in the ingots grown without application of ACRT. However, diffusion alone can completely mix a melt when the characteristic diffusion length \( L_D = D/V \), where \( D \) is the diffusivity of the solute in the melt and \( V \) is the growth rate) is greater than the total length of the ingot \( L \) [46]. The diffusivity of InSb in molten \( \text{In}_x\text{Ga}_{1-x}\text{Sb} \)
suggest that the interface shape was nearly planar during the growth of all ingots. This was confirmed by the interface demarcation studies. The interfaces were slightly concave, with depths below 1 mm. (The interface depth is the axial location of the interface at the wall of the ampoule minus the axial location of the interface at the center).

It was observed that grains with orientations such that a {111} twin plane was approximately parallel to the growth direction were favored. If grains with these orientations happened to nucleate, they persisted along the entire ingot length. This was also observed in the In$_x$Ga$_{1-x}$Sb ingots grown by the gradient-freeze technique on earth and in space [25]. From observations of twinning in germanium and silicon, Billig [52] also suggested that having a {111} plane parallel to the main temperature gradient (perpendicular to the solid/melt interface) was a preferred condition for growth.

Capper et al. [15] found that application of ACRT with rotation rates of 30 to 60 rpm to the growth of Cd$_x$Hg$_{1-x}$Te ingots resulted in a reduction of the interface depth from 4 mm to below 1 mm. They found that fewer grains existed in ingots grown using ACRT rotation rates that resulted in more planar interfaces. Coates et al. [17] speculated that ACRT caused a reduction in the number of nuclei present in the melt ahead of the interface due to the enhanced heat and mass transfer caused by ACRT. It is more likely that the reduction in the concavity of the interface resulted in fewer grains nucleating at the wall of the ampoule and growing inward.

The results of the interface demarcation studies showed that application of ACRT using a rotation rate of 80 rpm to the solidification of In$_x$Ga$_{1-x}$Sb resulted in a reduction of the interface depth from 0.6 mm to 0.3 mm. If improvement in the grain selection due to a reduction in the concavity of the interface was the mechanism by which the number of grains was reduced in Cd$_x$Hg$_{1-x}$Te, the reduction of the number of grains in In$_x$Ga$_{1-x}$Sb should have been much less. This is because the interface was extremely concave (4 mm deep) in ingots of Cd$_x$Hg$_{1-x}$Te solidified without ACRT [15]. More room for improvement existed. Application of ACRT reduced the interface depth from 4 mm to 1 mm [15]. Since the reduction in the number of grain boundaries in the ingots grown by Capper et al. was not assessed quantitatively, the reduction seen for In$_x$Ga$_{1-x}$Sb cannot be compared directly with the reduction for Cd$_x$Hg$_{1-x}$Te. Also, Capper et al. investigated many more combinations of ACRT conditions to get the maximum improvement in grain structure. Qualitatively, it does seem that the reduction in the number of grains obtained by applying ACRT to the growth of In$_x$Ga$_{1-x}$Sb was not as great as that obtained for Cd$_x$Hg$_{1-x}$Te.

Radial Composition

No significant radial segregation was found in any of the ingots solidified with or without application of ACRT. The fact that ACRT did not create radial segregation is encouraging since Larrousse and Wilcox [38,39] showed that the mass transfer created by ACRT is not uniform radially. The absence of radial segregation without application of ACRT suggests that the interface was nearly planar throughout growth. This was confirmed using interface demarcation.

Microstructure

Grain Boundaries. The fewest number of grain boundaries existed in ingots solidified with application of ACRT using rotation rates of 80 rpm and 200 rpm. These ingots had 32% fewer grain boundaries than ingots grown without application of ACRT. Ingots E1, E5, and E9 were solidified without using ACRT. Ingot E1 was the first ingot solidified and ingot E9 was the last. The difference in the number of grain boundaries in ingots E1 and E9 was found to be statistically insignificant. This suggests that the results are repeatable from ingot to ingot. Ingot E5 had fewer grain boundaries, but figure 8 shows that the difference in the number of grain boundaries between ingots E1, E5, and E9 was small.

Grain boundaries tend to propagate in a direction approximately perpendicular to the solid/melt interface [48]. This means that the interface shape determines the grain selection process. If the interface is convex, grain boundaries will tend to grow into the melt and disappear [49,50]. A concave interface will cause grains to grow in toward the center of the ampoule. Thus, grains that nucleate at the wall of the ampoule grow inward, deteriorating the microstructure of the ingot [51]. When the interface is approximately planar, grains that exist at the beginning of the ingot would tend to remain throughout the entire ingot. Most grains in ingots E1 to E9 tended to remain throughout the entire ingot. This and the lack of radial segregation in ingots E1 to E6 suggest that the interface shape was nearly planar.
Another possible explanation for the reduction in grain boundaries is that periodic meltback of the grown crystal results from ACRT. Larrousse and Wilcox [38,39] showed that strong, periodic fluctuations in mass transfer are caused by ACRT. Periodic fluctuations in heat transfer would also be present. This could lead to periodic meltback and regrowth. Jackson and Miller [40] showed the benefit of periodic melting and regrowth using the organic compound salol. They solidified salol in the hot-stage of a microscope. They observed the solidification behavior when cold blasts of liquid nitrogen were periodically blown onto the sample. The grain structure of the sample solidified with periodic melting and regrowth was improved. It was thought that defects melted back preferentially due to their higher energy.

**Twin Boundaries.** The fewest number of twin boundaries existed in ingots grown using ACRT rotation rates of 50 rpm and 80 rpm, with 80 rpm being the best. Ingots E1, E5, and E9 were solidified without using ACRT. Ingot E1 was the first ingot solidified and ingot E9 was the last. The difference in the number of twin boundaries in ingots E1 and E9 was found to be statistically insignificant. This suggests that the results are repeatable from ingot to ingot. However, ingot E5 had an unusually high number of twin boundaries. No reason for this is known. This ingot was ignored for the purpose of comparing the number of twin boundaries in ingots solidified using ACRT with that in ingots solidified without ACRT. Using an ACRT rotation rate of 80 rpm led to a 19% reduction in the number of twin boundaries.

As discussed in the preceding section on grain boundaries, grains whose orientation aligns a {111} twin plane with the growth direction (perpendicular to the solid/melt interface) seemed to be favored. If a grain with an orientation like this happened to nucleate, it persisted throughout the length of the ingot. Therefore, the shape of the solid/melt interface would control how rapidly these twins would grow out. With a concave interface, the twins would grow toward the center of the ingot and end when they met another grain or twin boundary. The intersection of boundaries can cause more grains and twins to form. The twins would persist for the entire ingot length when the interface was near planar, and they would grow into the wall of the ampoule if the interface was convex. This suggests that the number of twins remaining in the ingot can be changed by changing the interface shape. It was observed in ingots E1 to E9 that grains with twins at large angles to the growth direction never persisted for the entire length of the ingot. The twin boundaries grew out rapidly due to their angle with the wall of the ampoule and surrounding grains. Grains that were oriented such that the twins were parallel with the growth direction persisted and had many twins. This was because every time a new twin nucleated it remained for the entire length of the ingot.

Twin boundaries in ingots of In₆Ga₁₋ₓSb grown by the gradient-freeze technique on earth and in space were found to have kinked or jogged in an attempt to align themselves perpendicular to the solid/melt interface [26]. This agrees with the suggestions that grains whose orientation aligns a twin plane parallel to the growth direction seem to be favored [25,52]. Kinking of twins was seen to a smaller extent in ingots E1 to E9. This means that the interface shape can influence the number of twin boundaries in the same way that it influences the number of grain boundaries.

The conclusion resulting from the preceding two paragraphs is that application of ACRT could have reduced the number of twin boundaries in the same way that it reduced the number of grain boundaries. Application of ACRT caused a reduction in the concavity of the interface. This led to improved grain selection and twin selection. However, the interface shape both with and without application of ACRT was slightly concave. It is not clear whether or not a significant change in grain and twin selection occurred with such a small change in interface shape. The number of twins was dramatically increased in grains with twin planes parallel to the growth direction. Perhaps, whether or not a grain with this orientation nucleated determined the number of twin boundaries in the ingot. Another possibility is that periodic melting and regrowth occurred and reduced the number of twin boundaries as was discussed for grain boundaries.

**Interface Demarcation.** Application of ACRT resulted in a reduction of the interface depth from 0.6 mm to 0.3 mm. (The interface depth is the axial location of the interface at the wall of the ampoule minus the axial location of the interface at the center). When ACRT is applied, strong, periodic mixing occurs above the interface [38,39]. An increase in the level of heat transfer would accompany this. It is possible that the increased heat transfer decreased the radial temperature gradients that existed in the melt next to the interface. This led to a more planar interface.

**Conclusions**

The axial composition profiles for ingots E1 to E9 suggest that these ingots were solidified from a well-mixed melt. This was true regardless of whether ACRT was applied or not. Analysis of the growth conditions suggests that diffusion may have been capable of completely mixing the melt. It is possible that the characteristic diffusion length \( \frac{D}{V} \), where \( D \) is the diffusivity of InSb in the melt and \( V \) is the
solidification rate, was greater than the length of the entire ingot L.

No radial segregation was found in any of the ingots. The most significant conclusion from this is that application of ACRT did not create radial segregation in the ingots.

Application of ACRT using a rotation rate of 80 rpm and a cycle time of 10 s led to a reduction of the interface depth from 0.6 mm to 0.3 mm. (The interface depth is the axial location of the edge of the interface minus the axial location of the center).

Application of ACRT using a rotation rate of 80 rpm led to a consistent reduction in the number of twin boundaries and grain boundaries compared to ingots grown without ACRT. It is possible that the reduction in the number of grain and twin boundaries was due to better grain selection caused by a less concave interface. Even though a direct relationship between the interface shape and the grain structure has been demonstrated for Cd,Hg1-xTe [18] and InxGa1-xSb, no cause-and-effect relationship has been established.
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