
Multi-layered Reasoning by means of Conceptual Fuzzy Sets

Tomohiro Takagi, Atsushi Imura, Hirohide Ushida and Toru Yamaguchi*

/ _,_ "J "=;

Laboratory for International Fuzzy Engineering Research (LIFE)
I

Siber Hegner Building 3FL.,89-I Yamashita-cho, Naka-ku, Yokohama-shi 231 JAFAN [/_., / _"'-

Key Words: context dependency, fuzzy sets theory, fuzzy associative memory, approximate reasoning, neural network,

knowledge representation, inductive learning, concept formation

1. Introduction

Real world consists of a very large number of instances of events and continuous numeric values.

On the other hand, people represent and process their knowledge in terms of abstracted concepts

derived from generalization of these instances and numeric values. Logic based paradigms for

knowledge representation use symbolic processing both for concept representation and inference.

Their underlying assumption is that a concept can be defined precisely. However, as this assumption

hardly holds for natural concepts, it follows that symbolic processing cannot deal with such concepts.

Thus symbolic processing has essential problems from a practical point of view of applications in the

real world. In contrast,fuzzy set theory can viewed as a stronger and more practical notation than

formal, logic based theories because it supports both symbolic processing and numeric processing,

connecting the logic based world and the real world.

For example, in the case of an intelligent control system, control actions are determined not only by

numeric processing but also integrated with the result of intellectual decision making at a more

abstract level based on meaning understanding of numeric data. Using only numeric processing or

describing simple correspondences of instances produces a black box effect and is difficult to

integrate with symbolic, logic based information processing. For this reason, multi-layer structured

frameworks have been proposed, where intellectual information processing based on meaning

understanding and state recognition in upper layer supervises the data processing in lower layer [2]-

[3]. The duality abstract/concrete of the real world is reflected in the intelligent/lack of intelligence

duality at the intellectual level (Increasing Precision with Decreasing Intelligence principle, IPDI, [4] -

[5]) To cope with this duality a knowledge representation paradigm must be able to hierarchically

represent both aspects. Thus we are led to consider multi-layered structures representation.

A concept such as an operator's know-how in the upper abstracted layer is essentially vague.

Moreover, it is difficult to eliminate this vagueness during the generalization process from control

experiences. For this reason, fuzzy set theory can be expected to provide us with a strong notation

for concept representation at different levels of granularity: lower, concrete concepts describe an

upper, vague concept constructing thus a multi-layered structure and a capability connecting

information processing in different layers.of abstraction.

However, simple notion using ordinary fuzzy sets cannot solve all the problems of (concept)

knowledge representation because of the following:
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1.Lackof contextdependency
2. Impossibilityof explicit formulationof aconcept.

Theseproblemsarisebecausethemeaningof aconceptchangesdependingonvarioussituationsand
concreteeventscannotalwaysbegeneralizedinto logical notationexplicitly. For example,a fuzzy
controllerof acaraimstorealizeintelligentcontrolin termsof modelingthedriver'sknow-howsuch
as: "If thedistancebetweencarsis big, thenthechangeof accelerationis big". Nevertheless,since
the conceptssuchas "big" or "small" describingcontrol rules are defined on a numericaxis
absolutelyusinga simpleformulation, thedefinition indicatesonly a simply uniquemeaningof a
concept and cannot cover the variety of meanings(dependingon the size of a car and road
conditions).Thefuzzycontroldoesnotachievetheintellectualinformationprocessingin theupper
levelnortheaimsof intelligentcontrol.

All theseproblems relate to the representationof the meaning of a concept. According to
Wittgenstein[1], themeaningof aconceptis representedby thetotalityof its uses.In thisspiritwe
proposed[2] thenotionof ConceptualFuzzySets:(henceforthreferredto as CFS). In theCFSthe
meaningof aconceptis representedbythedistributionof activationof labelsnamingconcepts.Since
thedistributionchangesdependingon theactivatedlabelsto indicatea situation,CFScanrepresent
contextdependentmeanings.CFSarerealizedusingbidirectionalassociativememoriesimplemented
asneuralnetworks.Sincethepropagationof activationrealizeslogical operationsandinferenceas
well asthe representationof meanings,manyadvantageousfeaturesareobtainedwhich arenot
realizedbylogic basedrepresentationalone.

Further,sincethe distribution of activationdeterminedby thepropagationof activation in CFS
representsthe meaningof aconcept,thepropagationof activationscorrespondsto reasoning.In
particular,a multi-layerstructuredCFSrepresentsthemeaningof aconceptin variousexpressionsin
eachlayer. Therefore, it follows that due to the capability of naturally realizing information
processingin multi-layeredstructures,theCFShavethefollowingfeatures:

1.BecauseCFSsarerealizedandconnectedusingabi-directionalassociativememory,CFScancarry
out information processingboth in the upperlayer and lower layer simultaneouslyexchanging
information. Thustheyprovideuseasilywith aframeworkwheretheprocessingin theupperlayer
supervisestheprocessingin thelowerlayer.
2. SinceCFS arerealizedasa bi-directionalassociativememory,it cancarry out both bottom-up
processingfrom thelower layerto theupperlayer,andtop-downprocessingfrom theupperlayerto
thelower layersimultaneously.

In thispaper,weproposeMulti-layeredReasoningrealizedby usingCFSandwediscusstheabove
two features.In section2, we showthegeneralcharacteristicsof CFS. In section3, wediscussthe
structurewheretheupper layer supervisesthelower layer andwe illustrate it with examples. In
section4, wediscussthecontextdependentprocessingcarriedout by thesimultaneousbottom-up
processingandtop-downprocessing.

2. Conceptual Fuzzy Sets

2.1. Conceptual Fuzzy Sets for Concept Representation

A label of a fuzzy set represents the name of a concept and a fuzzy set represents the meaning of the

concept. Therefore, the shape of a fuzzy set should be determined from the meaning of the label

depending on various situations. According to the theory of meaning representation from use

proposed by Wittgenstein [7], the various meanings of a label (word) may be represented by other
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labels (words) and we can assign grades of activation showing compatibility degrees between
different labels.

The Conceptual Fuzzy Set proposed in [81, achieves this by the distributions of activations. Since the

distribution changes depending on the activated labels which indicate conditions, the activations

resulted through CFS show a context dependent meaning. When more than two labels are activated

CFS is realized by the overlapping propagations of activations. In CFS notations, operations and

their controls are all realized by the distributions of activation and their propagations in associative
memories.

We can say that the distribution determined by the activation of a label agrees with the region of

thought corresponding to the word expressing its meaning. Since situations are also indicated by

activations, the meaning is expressed by overlapping the regions of thought determined by these

activations. Fig 2.1 illustrates the different meanings of the same label, L1, in different situations, S 1
and $2.

,_J_/_ o[ Thought by

n $1

Regior_4of Though! b_ the meaning oiL1 in the SiluatJon $1

Label _ _the meaning ol L1 in the Situation $2

Reg_ )n of Thought by

[_on $2

Fig.2.1 Different meanings in different situations

A CFS is realized as an associative memory, in which a node represents a concept and a link

represents a strength of the relation between two (connected) concepts. Activations of nodes produce

a reverberation and the system energy is stabilized to a local minimum where corresponding concepts

are recollected as a result. The recollections are carried out through a weight matrix encoded from

stimulus-response paired data.

In this paper we use Bidirectional Associative Memories (BAMs) [9] because of the clarity of

constraints for their utilization. At the association in BAMs reverberations are carried out according

to:

Yt = _(M.Xt), Xt+l = (b(MT'yt). (1)

where, Xt=[xl, x2 ..... xm] T Yt=[yl, y2 ..... yn] T are activation vectors on x and y layers at the

reverberation step t, and ¢(') is a sigmoid function of each neuron. BAMs memorize

corresponding pairs of elements at each layer in terms of a synaptic weight matrix, M, to memorize

CFS, and calculated from corresponding input/output pairs of Ai/Bi with coefficient a i:

M = Y.i a iAi'Bi' (2)

Example 2.1. CFS representing a composed concept which has multiple meanings

depending on situations

Let us consider the concept "tall", and its meaning according to whether it is applied to an American

or Japanese person. The meaning of concept "tall" changes in these two situations. The distribution
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of activation of other labels explains the meaning of "tall" depending on these contexts. Fig. 2.2

shows the concept "tall American" which agrees with the meaning of "tall" in case of an American

person. In this figure and throughout the remainder of this paper, "American" and "Japanese" refer

to "American height" and "Japanese height" respectively. The activations of nodes which express

"American" and "tail" make the distribution of activation in the middle layer which consists of
numerical values.

Japanese American

Fig.2.2 CFS representing "tall" American

In contrast, activating only "American", the different distribution from above in middle layer

expresses its general meaning in the numeric support set. The propagated activation of "tall" in

lowest layer indicates the perception of the height of an American, and it means "(an) American is

tail". As we see in this latter example, the meaning of a label in CFS is expressed in multi-layers

simultaneously and it is interpreted by each expression.

2.2. Construction of CFS by Learning

We proposed the method to inductively construct CFS as a representation of concepts using neural

network learning [10]. It means that the construction is carried out in terms of instances.

Inductive Construction of CFS

CFS are constructed inductively using Hebbian learning. CFS is realized using associative

memories in which a link represents a strength of the relation between two concepts. Hebbian

learning modifies the strength mij of links by the product of the activations of two nodes xi and yj

according to:

niij= -mij + xiyj (3)

In this case the correlation matrix is obtained directly from instances such as

"The height of Mark is 175cm. He is tall with a grade 0.8"

"The height of George is 160cm. He is tall with a grade 0.2"

On the other hand CFS are also constructed by the previously proposed algorithm [2] from the fuzzy
set.

"tall" = { 0.2/160cm, 0.8/175cm .... }

generalized from the instances above.

Structural Learning of Concepts

The proposed construction method also covers the structural learning. Since the proposed learning

method makes negative correlation for the pairs of elements which are not relating to the concept in

question, the obtained CFS does not make unnecessary elements activated. For this reason the

proposed method can provide us with a desirable CFS even in support sets which contain verbose
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elements.

Composition of Subdivided Knowledge

A complex CFS is realized by composing several pieces of associative memory structured

individually. Further composition of pieces of knowledge makes the representation of the concept

context dependent. In this procedure the constraints of associative memories are very important.

If C 1, C 2 ..... C n, denote individual CFSs and M 1, M2, ..., M n are their corresponding correlation

matrices then we can combine them to obtain a CFS, C, whose correlation matrix, M, is given by:

M = M1 +... + Mn (4)

The following features of CFS allow for solving the shortcomings of purely symbolic knowledge

representation paradigms:

1. CFS can represent the context dependent meaning of a concept. At the same time being built

through simple combinations it avoids combinatorial explosion.

2. CFS can explicitly represent the concept whose logically explicit representation is impossible.

3. Since CFS can employ a multi-layered distributed structure, many kinds of expressions such as

denotative and connotative can be mixed. Inference is performed by passing through layers and

propagating activations.

4. As indicated in [ 11] propagations of activations realize approximate reasoning. Thus, associative

memories lend CFS's the characteristics of intellectual information processing such as decrease of

fuzziness, bidirectional inference, context dependent reasoning, etc..

3. Fusion of symbolic processing and numerical processing

3.1. Fuzzy Reasoning by means of CFS

As we see above, CFS represent the meaning of a concept in multiple layers. The meaning of the

concept is translated into the expression indicated by the distribution of activation in each layer.

Since the representation of the meaning in the input layer is translated into a representation in the

output layer, the propagation of activation corresponds to reasoning. CFS can realize many kinds of

reasoning which behave consistently with other reasoning methods (slight differences are due to

different notation).

In particular, rule based approximate reasoning is realized as follows. Consider a rule of the form IF

x is A then y is B. A layer consists of nodes representing premises A 1,A2 ..... Am, describing x.

Another layer consists of nodes representing the consequences B1,B2 ..... Bn, describing y. These

layers are connected by a weight matrix M calculated from correspondences of premise Ai and

consequence Bj. If the input is x=x*, the concepts A 1,A2 ..... Am are activated with the activations

being equal to the corresponding membership values of x*. The propagation of activation determined

by the activation of the premise layer produces the distribution of activations in the consequence

layer, that is B1,B2, ..., Bn. As each activation corresponds to the truth value of each concept,

approximate reasoning is realized [ 12].

As CFS behave beyond the limitation of logic based notation, the following reasoning can be realized

using CFS:

1. Propagations which arise from the activation of an abstracted concept show its meaning in the

concrete layer. This corresponds to answering the question asking the meaning of the concept.

2. In contrast, the activation of a lower concept determines the activations of an upper concept and it
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correspondsto recognitionor understanding.

Further,due to its bidirectionalfeatures,thereasoningin CFShasvariouscharacteristicswhich
cannotbeachievedby thelogicbasedparadigm[11].

3.2. Multi-layered Reasoning

Consider a simple example of predicting the currency exchange rate. In the case of a war happening,

we use concrete examples from past experience, such as the Gulf War, to predict a precise value. At

the same time, we refer the macroscopic knowledge such as "dollar rises in case of emergency" and

make rough prediction such that dollar rises up. We can say that the abstracted knowledge described

in the upper layer supervises the generous reasoning path and corrects the result of reasoning in the

lower layer in terms of concrete knowledge such as numeric data and event data.

In general, quantitative processing or neural network deal with numeric data and are not capable of

integrating symbolic semantics. In contrast, symbolic processing suits intellectual information

processing, but does not suit numeric processing. Since both processing methods take completely

different approaches to knowledge processing and knowledge acquisition, the effective integration of

these methods, while desirable, is difficult to achieve in a way of which combines their best features.

A reasoning in a multi-layer structured CFS realizes, to some extent, the integration of these two

paradigms. The upper layer is meant to carry out symbolic processing using abstracted concepts

while the lower layer to process numeric data and instances. If only the reasoning in the lower layer

is used, it gives us precise results, but possibly a wrong reasoning path from macroscopic view

point. On the other hand, the reasoning in upper layer alone cannot provide a precise result.

Bidirectional association connecting two layers enable us to fuse the simultaneous processing in

upper and lower layers to obtain a semantic guide supported by the upper layer and the precise

processing supported by lower layer. The correspondences of concepts in upper layer represent the

abstracted knowledge and the correspondences of examples or numeric data in the lower layer

represent concrete knowledge. Since the concepts in the upper layer are connected with examples in

lower layer, these connections result in the fusion of two differently abstracted layers. In the case

when more than two layers exist various abstracted processes are carried out at the same time.

The reasoning in a multi-layer structured CFS is carded out according to the following procedure:

The activation of the node in premises activates the corresponding several nodes in consequences in

the lower layer. At the same time, the result of the semantic information processing in the upper layer

propagated by the activation of the node in the premises in lower layer affects the consequences in the

lower layer. As a result, the nodes affected by both the direct propagation in the lower layer and the

semantic propagation in the upper layer remains to be activated. Finally, a concrete result is obtained

in the lower layer and abstracted results are obtained in the upper layer simultaneously. We call

Semantic Guide Line the supervision of the processing in lower layer by the intellectual

information processing in upper layer.

Example 3.1. Decision regarding the amount to steering

When driving a car the amount to steering changes depending on situations. In the case that parking

spaces are indicated by a painted line, we usually park the car passing the line. If the spaces are

surrounded by borders or walls (as in a garage), another trajectory is considered (to avoid the

collision with the wall as in Fig.3.1).
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Fig.3.1 Parking Conditions

Consider the case that we decide the amount to steering besides parking space and the direction of the

car is placed at 30 degree with the direction of parking space as indicated in Fig 3.2.

We decide the amount to steering using generous rule such as "steer to fight to make fight turn". The

"right" is a concept generalized from various driving experiences and:

1. This kind of symbolic representation is effective to describe explicit and semantic knowledge.

2. However, its indications are vague and can not determine the amount to steering precisely.

3. Its meaning changes depending on the situations such as the position of a car.

On the other hand, cases such as "when the car makes x degree, we steered y degree" are described

by concrete numeric values and:

1. The concrete experience indicates the precise amount to steering.

2. However, purely quantitative correspondence of conditions and actions does not suit logical

information arising from varieties of conditions.

The CFS fuse both representations consisting of two layers. The lower layer memorizes the

correspondences of the numerically described direction of the car and decided amount of steering.

Since the lower layer consists of superficial numeric correspondences, it does not recognize the

difference between the cases "with wall" and "without wall". In the upper layer, the conditions

described by the symbolic notation such as "direction of the car" correspond to the actions such as

"with wall" or "without wall". The correspondences of symbols are equivalent to the semantic

control rules generalized from experiences. The nodes in the lower layer represent: direction of the

car (left nodes) and decided amount of steering (right nodes). The nodes in the upper layer

represent: the concept associating with the degree of the car such as "about 45 degree" and "about 90

degree (parallel to the front wall), two nodes on the left, and the conditions "wall" and "no wall", the

remaining two nodes on the left. The nodes on the right side of the upper layer represent the resulted

actions such as "Turn left","Go Straight" and "Turn Right". Further, the concepts of the upper layer

are connected to the concrete nodes of the lower layer, thus realizing meaning representation.
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Fig. 3.2 Decision of the amount to steering by two-layered reasoning

Fig.3.2 also shows the conditions and the decided action when the car is placed in 30 degrees with a

parking space having a wall. The condition "30 degrees" results in two kinds of actions depending
on the cases "with wall" and "without wall". Because the lower layer simply memorizes both actions

"15 degree to left" and "45 degree to fight" corresponding to the conditions 30 degrees, the correct

result cannot be recollected by using only the lower layer.

In the upper layer the recognition of a close wall activates "Turn Right" and it produces the activation

of "turn right by 45 degrees" in the lower layer. The results of this multi-layered reasoning are "Turn

fight" in the upper layer and "turn right by 45 degrees" in the lower layer. This process of

determining the actions indicates the successful supervision by the macroscopic views in the upper

layer of the lower layer. Moreover, the results of the reasoning are equivalent to the meaning of

"right" depending on different conditions.

4. Fusion of top-down and bottom-up processing

Usually natural language processing consists of two steps: (1) parsing and (2) semantic analysis. A

lot of meaningless results are obtained by parsing alone. If semantic information could be used

simultaneously in the step of parsing it would lead to a more efficient parsing. In image processing,

recognition is carried out using characteristic values which are already obtained by low image

processing. The fusion of referring a model of an object or the context with the image processing

makes the image recognition more efficient. We can say that people simultaneously realize both

image processing and recognition.

For the reasons indicated above substantial work has been focused on replacing serial processing by

parallel processing [2]. However, this work fails to achieve a real fusion of bottom-up and top-down

processing supported by simultaneous information exchange and parallel processing, as it makes use

of external procedures (such as for deciding the priority of layers or looping algorithms).

CFS can realize the parallel processing to support the fusion of bottom-up and top-down processing

in terms of combining the semantic information processing in upper layer and local processing in

lower layer. For example, in image recognition, the upper layer describes the knowledge on a context
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while the lower layer describes primitive concepts. The concepts in the upper layer are explained by

the primitives in the lower layer. The characteristic values activate the primitives in the lower layer.

This results in the activation of the concept in the upper layer. At that time the context described in the

upper layer depresses the meaningless patterns of distribution of activation and promotes the

meaningful patterns of activations in lower layer. Thus the primitives activated are those affected by

the characteristic values and also satisfying the context. This context sensitive processing

provides us with an accurate result. It uses the context to eliminate vagueness which may come from

noisy and vague data and which could otherwise cause misunderstandings.

Example 4.1. Recognition of "THE CAT"

We recognize the words "THE CAT" in Fig. 4.1. Actually the characters in the middle of THE and

CAT have exactly the same shape, and the shape can be recognized as either A or H. Therefore if the

recognition of the characters is carried out before the recognition of words, it cannot be decided what

the character is: A or H. Our actual response recognizing THE CAT indicates the simultaneous

processing of character recognition and word recognition (contex0. CFS can realize this recognition

supported by the fusion of bottom-up recognition process and top-down context sensitive processing

as in Fig.4.2.

TR E C_./4T

Fig.4.1 THE CAT

A and H

THE

CAT

A and H

THE

CAT

Fig.4.2 The recognition of THE CAT using CFS

The CFS in Fig.4.2 consists of the nodes indicating each character in the lowest layer, alphabets as

results of character recognition in the middle layer, and correct words as a context in the upper layer.

The lower half of CFS indicates how each character looks like and the upper half indicates the

alphabets constructing word. Although the character T, E and C are recognized without vagueness

and are connected to corresponding places in the alphabets in the middle layer, the characters of

interest which have the shape between A and H are connected to both alphabets to indicate the

possibility to be recognized as A or H.

The activation of T, E and the ambiguous character in the lowest layer carry out the recognition. As a

result of the propagation of activations, T, H and E are activated in the middle layer and node "THE"

is activated in upper layer. The simultaneous recognition indicates that the character in the middle of
the word is H and the word is "THE". It should be noticed that context sensitive recognition

supported by the upper layer and bottom-up recognition from the lower layer are processed

simultaneously.
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Example 4.2. Recognition of facial expressions

A facial expression is a vague concept: it is difficult of explicitly describing a facial expression: any

descriptions have vague boundaries. In this example, the recognition of facial expression is

discussed using multi-layered reasoning by means of CFS. The CFS for facial expressions consists

of three layers: the upper layer contains facial expressions, the middle layer contains characteristics of

the components of a face and the lower layer contains attributive characteristic values. The facial

expressions are described in terms of the following characteristics:the condition of both eyes
(UP:upward, HZ:horizontal, DW:downward), and of the mouth (UP, HZ, DW). The above

characteristics are described by the following characteristic values: the angle of the edge of both eyes

(RA, LA) and the angle of mouth (M) in Fig.4.3. Fig 4.4 shows the object face. The recognition of

facial expressions is carded out by activating the node in the lowest layer describing characteristic
values.

=

M

Fig. 4.3 Face characteristic value Fig. 4.4 Object image

We can say that humans recognize objects using generous (global) characteristics instead of detecting

precise numerical characteristic values. Also, the context constructed by several patterns of facial

expressions improves the efficiency and accuracy of recognition. In this section we illustrate the

context sensitive image processing by describing general patterns of facial expressions in the middle

and upper layers. Fig.4.5 shows the constructed CFS to recognize facial expressions. The general

patterns of facial expressions are described by promoting links connecting the characteristics to

represent the facial expressions in the middle layer. These patterns are connected to the node in the

upper layer standing for facial expressions. The patterns in the middle layer are connected by

depressing links. We investigated the recognition using vague characteristic values, which are

described by fuzzy sets, to simulate the recognition process by humans without using accurate

characteristic values. The object face is recognized as "Angry" and the result is in agreement with our

recognition.

Angry Sad

-I0 -8 -6-4 -2 0 2 4 6 8 -10 -8-6 -4-2 0 2 4 6 8 -4 -2 0 2 4 6 8 I0

Angle of Right Eye Angle ot Left Eye Angle of Mouth

Fig. 4.5 Recognition of facial expressions by means of multi-layered reasoning
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In contrast, the recognition using simple logical notation was "Happy" as shown in the following

example: facial expression are determined by:

Angry = (Angle of fight eye is big) and (Angle of left eye is big) and (Angle of mouth is big)

Happy = (Angle of fight eye is small) and (Angle of left eye is small) and (Angle of mouth is small)

Sad.= (Angle of right eye is medium) and (Angle of left eye is medium) and (Angle of mouth is big)

Each truth value is calculated as:

Tv(Angry)=

Tv(Happy)=

Tv(Sad) =

rain(1.00, 1.00, 0.62) = 0.62

rain(0.73, 0.82, 1.00) = 0.73

min(0.92, 0.82, 0.62) ---0.62

Taking the facial expression which has maximum truth value produces the result "Happy".

We also investigated the face recognition of 28 people as shown below and the results show the

advantage of context sensitive recognition using CFS.

CFS: 14.3 % fail

logic based: 21.4 % fail

The results show the advantage of context sensitive recognition which is supported by the fusion of

bottom-up and top-down processing, in particular, when the recognition starts with error containing

vague characteristic values. It also implies the possibility of CFS for image understanding to

eliminate the need for precise image processing

5. Conclusion

Fuzzy set theory can be viewed as a stronger and more practical notation than purely symbolic

information processing paradigms, connecting the logic based world and the real world. The duality

abstract/concrete of the real world is reflected in the intelligent/lack of intelligence duality at the

intellectual level. To cope with this duality a knowledge representation paradigm must be able to

hierarchically represent both aspects.

Previously we proposed Conceptual Fuzzy sets (CFS) based on the meaning representation of a

concept: the meaning of a concept is represented by the distribution of activations of labels naming

concepts. In particular, a multi-layer structured CFS represents the meaning of a concept in various

expressions in each layer.

In this paper, we proposed Multi-layered Reasoning in CFS. Since the prolfagation of activations

corresponds to reasoning, multi-layer structured CFS can realize multi-layered reasoning which has

following features:

1. capable of simultaneous symbolic and quantitative processing (semantic guide line)

2. capable of simultaneous top-down and bottom-up processing (context sensitive processing)

We also showed its effectiveness through illustrative examples.

Acknowledgments

We express our deepest gratitude Dr. Anca Ralescu of LIFE for useful advice. We also would like to
express our grautude to Dr. Hara and Mr. Kobayashi, Science University of Tokyo, for useful advice

105



and providing us with important data.

References

[1] L.A. Zadeh (1965) : Fuzzy sets, Inform. & Control, Vol. 8, pp. 338-353

[2] R.A.Brooks (1986) : A Robust Layered Control System for a Mobile Robot, IEEE Journal of

Robotics and Automation, 2-1

[3] J. Russmussen (1983) : Skills, Rules, and Knowledge: Signals, Signs, and Symbols, and Other

Distinctions in Human Performance Models, IEEE Trans. on System, Man and Cybernetics, SMC-

13-3, pp.257-266

[4] G.N. Saridis (1983) : Intelligent Robotic Control, IEEE Trans. on Automatic Control, AC-28-5,

pp.547-557

[5] T. Sawaragi, T. Norita, T. Takagi (1991) : Fuzzy Theory, Journal of the Robotics Society of

Japan, Vol.9 No.2, pp.238-255 (in Japanese)

[6] T. Sawaragi, S. Iwai and O.Katai (1990) : Self-Organization of Conceptual Generalities and

Pattern-Directed Learning, Automatica, 26-6, pp. 1009-1023

[7] Wittgenstein (1953) : Philosophical Investigations, Basil Blackwell, Oxford

[8] T. Takagi, T. Yamaguchi and M. Sugeno (1991) : Conceptual Fuzzy Sets, International Fuzzy

Engineering Symposium'91, PART II, pp. 261-272

[9] B.Kosko (1987) : Adaptive Bidirectional Associative Memories, Applied Optics, Vol.26, No 23,

pp. 4947-4960

[113]'1". Takagi, A. Imura, H. Ushida and T. Yamaguchi (1992) : Inductive learning of Conceptual

Fuzzy Sets, 2nd International Conference on Fuzzy Logic and Neural Networks IIZUKA'92 (to

appear)

[11]S. Yamamoto, T. Yamaguchi, T. Takagi (1992) :Fuzzy Associative Inference System and its

Features, IEEE International Conference on System Engineering (to appear)

[12]T. Yamaguchi, M. Tanabe, K. Kuriyama and T. Mira (1991): Fuzzy Adaptive Control with An

Associative Memory System, IEE CONTROL91 No.332, Vol.2, pp.944-947.

[ 13]Kobayashi and Hara (1991) : The Recognition of Basic Facial Expressions by Neural Network,

International Joint conference on Neural Network, pp 460-466

106


