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EXECUTIVE SUMMARY

The University of Colorado's Laboratory for Atmosphere and Space Physics in Boulder, Colorado was the site of the second workshop of the Applied Information Systems Research Program (AISRP). The workshop was sponsored by the Information Systems Branch of NASA's Office of Space Science and Applications (OSSA). The purpose of this year's workshop was to evaluate progress and discern topics for new AISRP research to address OSSA science division needs. To this end, AISRP investigators presented their progress to date and future direction. OSSA Information Systems Management Board science division members or their representatives participated in a panel discussion of the scientific needs and problem areas in the process of doing their discipline's science.

The Earth and space science participants were able to see where the current research can be applied in their disciplines and computer science participants could see potential areas for future application of computer and information systems research. The Earth and Space Science research proposals for the High Performance Computing and Communications (HPCC) program were under evaluation. Therefore, this effort was not discussed at the AISRP Workshop. OSSA's other high priority area in computer science is scientific visualization, with the entire second day of the workshop devoted to it.

Many of the AISRP investigations are intended for multidisciplinary application to the Earth and space sciences. Therefore, the presentations were organized into sessions according to computer science disciplines. Joe Bredekamp of NASA/OSSA, and the program's sponsor, opened the workshop with an overall context for the program. Dave Thompson of the Ames Research Center chaired the Tuesday morning session on artificial intelligence and related areas of expert systems and neural networks. Randal Davis, of the University of Colorado and our host, chaired the Tuesday afternoon session devoted to data related research, including data compression, data archiving, data access, and data analysis. The entire day on Wednesday was devoted to the scientific visualization session chaired by Mike Botts of the University of Alabama in Huntsville. Glenn Mucklow, OSSA's Program Manager for Information Systems Research and Technology for Joe Bredekamp, chaired the workshop and Thursday's session addressing programmatic issues. Thursday included the science discipline panel and a panel on closer collaboration and cooperation between the Office of Aeronautics and Space Technology (OAST) and OSSA research and development activities with application in the Earth and space sciences. The closing discussions included plans for new research announcements in FY 1993 from the AISRP and the Center of Excellence in Space Data and Information Sciences.
The workshop addressed issues raised at last year's workshop in technology transfer across disciplines and to the broader scientific community. Action was taken to establish a software support laboratory at the University of Colorado under the direction of Randal Davis. This group will provide a minimalist capability for testbeds and demonstrations, software tool distribution, capturing user experience, and the development of data test suites. In addition, progress in other areas identified at the last meeting were covered. The progress reported in the area of data formats resulted in a splinter group discussion as did the areas of data compression and future plans for the Internet. Agreements on collaboration were made between Dr. Hansen and Dr. Jacobson, and Dr. Emery and Dr. Kinter. OAST agreed to provide some funding for AI investigators to work with the OSSA PI's.

Glenn H. Mucklow
Program Manager
Information Systems Research & Technology
An Interactive Environment for the Analysis of Large Earth Observation and Model Data Sets

Principal Investigator: Assistant Professor Kenneth P. Bowman
University of Illinois

Co-Investigators: Professor John E. Walsh
University of Illinois
Professor Robert B. Wilhelmson
University of Illinois

Summary:

We propose to develop an interactive environment for the analysis of large Earth science observation and model data sets. We will use a standard scientific data storage format and a large capacity (>20 GB) optical disk system for data management; develop libraries for coordinate transformation and regridding of data sets; modify the NCSA X Image and X DataSlice software for typical Earth observation data sets by including map transformations and missing data handling; develop analysis tools for common mathematical and statistical operations; integrate the components described above into a system for the analysis and comparison of observations and model results; and distribute software and documentation to the scientific community.
Interactive Interface for National Center for Atmospheric Research (NCAR) Graphics

Principal Investigator: Dr. William Buzbee
National Center for Atmospheric Research

Co-Investigators: Robert L. Lackman
National Center for Atmospheric Research

Summary:

NCAR Graphics is a FORTRAN 77 library of over 30 high-level graphics modules which are heavily used by science and engineering researchers at over 1500 sites world-wide including many universities and government agencies. These Earth science oriented modules now have a FORTRAN callable subroutine interface which excludes their use by non-programming researchers. This proposal outlines the development of a fully interactive "point and click" menu-based interface using the prevailing toolkit standard for the X-Window System. Options for direct output to the display window and/or output to a Computer Graphics Metafile (CGM) will be provided. X, PEX, and PHIGS will be implemented as the underlying windowing and graphics standards. Associated meteorological and geometric data sets would exploit the network extended NASA Common Data Format, netCDF.
Development of a Tool-Set for Simultaneous, Multi-Site Observations of Astronomical Objects

Principal Investigator: Dr. Supriya Chakrabarti
University of California

Co-Investigators: Dr. J. Garrett Jernigan
University of California, Berkeley
Dr. Herman L. Marshall
University of California, Berkeley

Summary:

A network of ground and space based telescopes can provide continuous observation of astronomical objects. In a "Target of Opportunity" scenario triggered by the system, any telescope on the network may request supporting observations. We propose to develop a set of data collection and display tools to support these observations. We plan to demonstrate the usefulness of this toolset for simultaneous multi-site observations of astronomical targets. Possible candidates for the proposed demonstration include the Extreme Ultraviolet Explorer, International Ultraviolet Explorer, ALEXIS, and sounding rocket experiments. Ground based observations operated by the University of California, Berkeley; the Jet Propulsion Laboratory; and Fairborn Observatory, Mesa, Arizona will be used to demonstrate the proposed concept. Although the demonstration will involve astronomical investigations, these tools will be applicable to a large number of scientific disciplines. The software tools and systems developed as a result of our work will be made available to the scientific community.
Multivariate Statistical Analysis Software Technologies for Astrophysical Research Involving Large Data Bases

Principal Investigator: Professor Stanislav Djorgovski
California Institute of Technology

Summary:

The existing and forthcoming data bases from NASA missions contain an abundance of information whose complexity cannot be efficiently tapped with simple statistical techniques. Powerful multivariate statistical methods already exist which can be used to harness much of the richness of these data. Automatic classification techniques have been developed to solve the problem of identifying known types of objects in multiparameter data sets, in addition to leading to the discovery of new physical phenomena and classes of objects. We propose an exploratory study and integration of promising techniques in the development of a general and modular classification/analysis system for very large data bases, which would enhance and optimize data management and the use of human research resources.
A Land-Surface Testbed for EOSDIS

Principal Investigator: Dr. William Emery
University of Colorado

Co-Investigators: Dr. Jeff Dozier
University of California, Santa Barbara

Paul Rotar
National Center for Atmospheric Research

Summary:

We propose to develop an on-line data distribution and interactive display system for the collection, archival, distribution and analysis of operational weather satellite data for applications in land surface studies. A 1,000 km2 scene of the western U.S. (centered on the Colorado Rockies) will be extracted from Advanced Very High Resolution Radiometer (AVHRR) imagery collected from morning and afternoon passes of the NOAA polar-orbiters at the direct readout stations operated by CU/CCAR. All five channels of these AVHRR data will be navigated and map registered at CU/CCAR and then be transferred to NCAR for storage in an on-line data system. Software will also be available at NCAR to process and navigate the raw AVHRR data as needed. A display workstation software, based on a Macintosh II computer, will be developed that will display and further process the AVHRR data for studies of vegetation monitoring and snowpack assessment. Various options of presently used techniques for both vegetation and snowpack monitoring will be implemented in the workstation software to provide the individual investigator with the freedom to interact with the satellite image data. The display software will be freely distributed online to interested investigators and the AVHRR data will be made available on-line to anyone interested. In addition, potential users will be sought out and connected to the on-line data archive. This experiment with an active on-line archive and interactive analysis systems will provide experience with a small scale EOSDIS.
Multivariate Statistical Analysis Software Technologies for Astrophysical Research Involving Large Data Bases

Principal Investigator: Professor Stanislav Djorgovski
California Institute of Technology

---BIBLIOGRAPHY---

Papers based in part on the work performed under the contract NAS5-31348 so far:

1. Applications of the Multivariate Statistical Analysis Package:


2. Development of the Automatic Classification and Sky Survey Analysis Tools:


Additional papers are now in preparation.
Geographic Information System for Fusion and Analysis of High-Resolution Remote Sensing and Ground Truth Data

Principal Investigator: Anthony Freeman
Jet Propulsion Laboratory

Co-Investigators:
Jo Bea Way
Jet Propulsion Laboratory
Pascale Du Bois
Jet Propulsion Laboratory
Franz Leberl
VEXCEL Corporation

Summary:

We seek to combine high-resolution remotely sensed data with models and ground truth measurements, in the context of a Geographical Information System, integrated with specialized image processing software. We will use this integrated system to analyze the data from two Case Studies, one at a boreal forest site, the other a tropical forest site. We will assess the information content of the different components of the data, determine the optimum data combinations to study biogeophysical changes in the forest, assess the best way to visualize the results, and validate the models for the forest response to different radar wavelengths/polarizations.

During the 1990's, unprecedented amounts of high-resolution images from space of the Earth's surface will become available to the applications scientist from the LANDSAT/TM series, European and Japanese ERS-1 satellites, RADARSAT and SIR-C missions. When the Earth Observation Systems (EOS) program is operational, the amount of data available for a particular site can only increase. The interdisciplinary scientist, seeking to use data from various sensors to study his site of interest, may be faced with massive difficulties in manipulating such large data sets, assessing their information content, determining the optimum combinations of data to study a particular parameter, visualizing his results and validating his model of the surface. The techniques to deal with these problems are also needed to support the analysis of data from NASA's current program of Multi-sensor Airborne Campaigns, which will also generate large volumes of data.

In the Case Studies outlined in this proposal, we will have somewhat unique data sets. For the Bonanza Creek Experimental Forest (Case I) calibrated DC-8 SAR data and extensive ground truth measurement are already at our disposal. The data set shows documented evidence to temporal change. The Belize Forest
Experiment (Case II) will produce calibrated DC-8 SAR and AVIRIS data, together with extensive measurements on the tropical rain forest itself. The extreme range of these sites, one an Arctic forest, the other a tropical rain forest, has been deliberately chosen to find common problems which can lead to generalized observations and unique problems with data which raise issues for the EOS System.
Construction of an Advanced Software Tool for Planetary Atmospheric Modeling

Principal Investigator: Dr. Peter Friedland
Ames Research Center

Co-Investigators:
Dr. Richard M. Keller
Ames Research Center

Dr. Christopher P. McKay
Ames Research Center

Michael H. Sims
Ames Research Center

Dr. David E. Thompson
Ames Research Center

Summary:

Scientific model-building can be a time intensive and painstaking process, often involving the development of large complex computer programs. Despite the effort involved, scientific models cannot be distributed easily and shared with other scientists. In general, implemented scientific models are complicated, idiosyncratic, and difficult for anyone but the original scientist/programmer to understand. We propose to construct a scientific modeling software tool that serves as an aid to the scientist in developing, using and sharing models. The proposed tool will include an interactive intelligent graphical interface and a high-level domain-specific modeling language. As a testbed for this research, we propose to develop a software prototype in the domain of planetary atmospheric modeling.
Construction of an Advanced Software Tool for Planetary Atmospheric Modeling

Principal Investigator: Dr. Peter Friedland
Ames Research Center

Co-Investigators: Dr. Richard M. Keller
Ames Research Center

Dr. Christopher P. McKay
Ames Research Center

Michael H. Sims
Ames Research Center

Dr. David E. Thompson
Ames Research Center

---BIBLIOGRAPHY---


System of Experts for Intelligent Data Management (SEIDAM)

Principal Investigator: Dr. David G. Goodenough
Canada Centre for Remote Sensing (CCRS)

Co-Investigators:
Joji Iisaka
Canada Centre for Remote Sensing
Ko Fung
University of Ottawa

Summary:
It is proposed to conduct research and development on a system of expert systems for intelligent data management (SEIDAM). CCRS has much expertise in developing systems for integrating geographic information with space and aircraft remote sensing data and in managing large archives of remotely sensed data. SEIDAM will be composed of expert systems grouped in three levels. At the lowest level, the expert systems will manage and integrate data from diverse sources, taking account of symbolic representation differences and varying accuracies. Existing software can be controlled by these expert systems, without rewriting existing software into an Artificial Intelligence (AI) language. At the second level, SEIDAM will take the interpreted data (symbolic and numerical) and combine these with data models. At the top level, SEIDAM will respond to user goals for predictive outcomes given existing data. The SEIDAM Project will address the research areas of expert systems, data management, storage and retrieval, and user access and interfaces.
Knowledge-based Assistance for Science Visualization and Analysis Using Large Distributed Databases

Principal Investigator: Thomas H. Handley, Jr.
Jet Propulsion Laboratory

Co-Investigators: Dr. Allan S. Jacobson
Jet Propulsion Laboratory
Dr. Richard J. Doyle
Jet Propulsion Laboratory
Dr. Donald J. Collins
Jet Propulsion Laboratory

Summary:
Within this decade, the growth in complexity of exploratory data analysis and the sheer volume of space data require new and innovative approaches to support science investigators in achieving their research objectives. To date, there have been numerous efforts addressing the individual issues involved in inter-disciplinary, multi-instrument investigations. However, while successful in small scale, these efforts have not proven to be open and scaleable.

This proposal addresses four areas of significant need: scientific visualization and analysis; science data management; interactions in a distributed, heterogeneous environment; and knowledge-based assistance for these functions. The fundamental innovation embedded within this proposal is the integration of three automation technologies, namely, knowledge-based expert systems, science visualization and science data management. This integration is based on the concept called the DataHub. With the DataHub concept, NASA will be able to apply a more complete solution to all nodes of a distributed system. Both computation nodes and interactive nodes will be able to effectively and efficiently use the data services (access, retrieval, update, etc.) with a distributed, interdisciplinary information system in a uniform and standard way. This will allow the science investigators to concentrate on their scientific endeavors, rather than to involve themselves in the intricate technical details of the systems and tools required to accomplish their work. Thus, science investigators need not be programmers. The emphasis will be on the definition and prototyping of system elements with sufficient detail to enable data analysis and interpretation leading to publishable scientific results. In addition, the proposed work includes all the required end-to-end components and interfaces to demonstrate the completed concept.
Experimenter's Laboratory for Visualized Interactive Science

Principal Investigator: Elaine R. Hansen
University of Colorado at Boulder

Co-Investigators: Marjorie K. Klemp
University of Colorado at Boulder
Sally W. Lasater
University of Colorado at Boulder
Marti R. Szczur
Goddard Space Flight Center
Joseph B. Klemp
National Center for Atmospheric Research

Summary:

The science activities of the 1990's will require the analysis of complex phenomena and large diverse sets of data. In order to meet these needs, we must take advantage of advanced user interaction techniques: modern user interface tools; visualization capabilities; affordable, high performance graphics workstations; and interoperable data standards and translator. To meet these needs, we propose to adopt and upgrade several existing tools and systems to create an experimenter's laboratory for visualized interactive science. Intuitive human-computer interaction techniques have already been developed and demonstrated at the University of Colorado. A Transportable Applications Executive (TAE+), developed at GSFC, is a powerful user interface tool for general purpose applications. A 3D visualization package developed by NCAR provides both color-shaded surface displays and volumetric rendering in either index or true color. The Network Common Data Form (NetCDF) data access library developed by Unidata supports creation, access and sharing of scientific data in a form that is self-describing and network transparent. The combination and enhancement of these packages constitutes a powerful experimenter's laboratory capable of meeting key science needs of the 1990's. This proposal encompasses the work required to build and demonstrate this capability.
Topography from Shading and Stereo

Principal Investigator:  Professor Berthold P. Horn
Massachusetts Institute of Technology

Co-Investigators:  Michael Caplinger
Arizona State University

Summary:

Methods exploiting photometric information in images that have been developed in machine vision can be applied to planetary imagery. Present techniques, however, focus on one visual cue, such as shading or binocular stereo, and produce results that are either not very accurate in an absolute sense or provide information only at few points on the surface. We plan to integrate shape from shading, binocular stereo and photometric stereo to yield a robust system for recovering detailed surface shape and surface reflectance information. Such a system will be useful in producing quantitative information from the vast volume of imagery being received, as well as in helping visualize the underlying surface. The work will be carried out on a popular computing platform so that it will be easily accessible to other workers.
A Distributed System for Visualizing and Analyzing Multivariate and Multidisciplinary Data

Principal Investigator: Dr. Allan S. Jacobson
Jet Propulsion Laboratory

Co-Investigators: Dr. Mark Allen
Dr. Michael Bailey
Dr. Ronald Blom
Leo Blume
Dr. Lee Elson
[all from Jet Propulsion Laboratory]

Summary:

The Linked Windows Interactive Data System (LinkWinds) is being developed with NASA support. The objective of this proposal is to adapt and apply that system in a complex network environment containing elements to be found by scientists working multidisciplinary teams on very large scale and distributed data sets. The proposed three year program will develop specific visualization and analysis tools, to be exercised locally and remotely in the LinkWinds environment, to demonstrate visual data analysis, interdisciplinary data analysis and cooperative and interactive televisualization and analysis of data by geographically separated science teams. These demonstrations will involve at least two science disciplines with the aim of producing publishable results.
The Grid Analysis and Display System (GRADS):
A Practical Tool for Earth Science Visualization

Principal Investigator: Dr. James L. Kinter, III
University of Maryland

Summary:

We propose to develop and enhance a workstation based grid analysis and display software system for Earth science dataset browsing, sampling and manipulation. The system will be coupled to a supercomputer in a distributed computing environment for near real-time interaction between scientists and computational results.
Planetary Data Analysis and Display System: A Version of PC-McIDAS

Principal Investigator: Dr. Sanjay S. Limaye
University of Wisconsin-Madison

Co-Investigators:
L. A. Sromovsky
University of Wisconsin-Madison

R. S. Saunders
Jet Propulsion Laboratory

Michael Martin
Jet Propulsion Laboratory

Summary:

We propose to develop a system for access and analysis of planetary data from past and future space missions based on an existing system, the PC-McIDAS workstation. This system is now in use in the atmospheric science community for access to meteorological satellite and conventional weather data. The proposed system would be usable by not only planetary atmospheric researchers but also by the planetary geologic community. By providing the critical tools of an efficient system architecture, newer applications and customized user interfaces can be added by the end user within such a system.
Multi-Layer Holographic Bifurcative Neural Network
System for Real-Time Adaptive EOS Data Analysis

Principal Investigator: Dr. Hua-Kuang Liu
Jet Propulsion Laboratory

Co-Investigators: Professor K. Huang
University of Southern California

J. Diep
Jet Propulsion Laboratory

Summary:

Optical data processing techniques have the inherent advantage of high data throughput, low weight and low power requirements. These features are particularly desirable for onboard spacecraft in-situ real-time data analysis and data compression applications. The proposed multi-layer optical holographic neural net pattern recognition technique will utilize the nonlinear photorefractive devices for real-time adaptive learning to classify input data content and recognize unexpected features. Information can be stored either in analog or digital form in a nonlinear photorefractive device. The recording can be accomplished in time scales ranging from milliseconds to microseconds. When a system consisting of these devices is organized in a multi-layer structure, a feedforward neural net with bifurcating data classification capability is formed. The interdisciplinary research will involve the collaboration with top digital computer architecture experts at the University of Southern California.
Development of an Expert Data Reduction Assistant

Principal Investigator: Dr. Glenn E. Miller
Space Telescope Science Institute

Co-Investigators:
Dr. Mark D. Johnston
Space Telescope Science Institute
Dr. Robert J. Hanisch
Space Telescope Science Institute

Summary:

We propose the development of an expert system tool for the management and reduction of complex data sets. The proposed work is an extension of a successful prototype system for the calibration of CCD images developed by Dr. Johnston in 1987. (ref.: Proceedings of the Goddard Conference on Space Applications of Artificial Intelligence)

The reduction of complex multi-parameter data sets presents severe challenges to a scientist. Not only must a particular data analysis system be mastered, (e.g. IRAF/SDAS/MIDAS), large amounts of data can require many days of tedious work and supervision by the scientist for even the most straightforward reductions. The proposed Expert Data Reduction Assistant will help the scientist overcome these obstacles by developing a reduction plan based on the data at hand and producing a script for the reduction of the data in a target common language.

---BIBLIOGRAPHY---
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This last reference is an invited talk.
Multi-Layer Holographic Bifurcative Neural Network System for Real-Time Adaptive EOS Data Analysis

Principal Investigator: Dr. Hua-Kuang Liu
Jet Propulsion Laboratory

---BIBLIOGRAPHY---
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VIEWCACHE: An Incremental Pointer-based Access Method for Autonomous Interoperable Databases

Principal Investigator: Associate Professor N. Roussopoulos
University of Maryland

Co-Investigators: Dr. Timos Sellis
University of Maryland

Summary:

One of biggest problems facing NASA today is to provide scientists efficient access to a large number of distributed databases. Our pointer-based incremental database access method, VIEWCACHE, provides such an interface for accessing distributed datasets and directories. VIEWCACHE allows database browsing and search performing inter-database cross-referencing with no actual data movement between database sites. This organization and processing is especially suitable for managing Astrophysics databases which are physically distributed all over the world. Once the search is complete, the set of collected pointers pointing to the desired data are cached. VIEWCACHE includes spatial access methods for accessing image datasets, which provide much easier query formulation by referring directly to the image and very efficient search for objects contained within a two-dimensional window. We will develop and optimize a VIEWCACHE External Gateway Access to database management systems to facilitate distributed database search.
Advanced Data Visualization and Sensor Fusion:
Conversion of Techniques from Medical Imaging to Earth Science

Principal Investigator:  Dr Richard C. Savage
Hughes Aircraft Company

Co-Investigators:  
Dr. Chin-Tu Chen  
University of Chicago

Dr. Charles Pelizzari  
University of Chicago

Dr. Veerabhadran Ramanathan  
University of Chicago

Summary:
Hughes Aircraft Company and the University of Chicago propose to transfer existing medical imaging registration algorithms to the area of multi-sensor data fusion. The University of Chicago's algorithms have been successfully demonstrated to provide pixel by pixel comparison capability for medical sensors with different characteristics. The research will attempt to fuse GOES, AVHRR, and SSM/I sensor data which will benefit a wide range of researchers.

The algorithms will utilize data visualization and algorithm development tools created by Hughes in its EOSDIS prototyping. This will maximize the work on the fusion algorithms since support software (e.g. input/output routines) will already exist. The research will produce a portable software library with documentation for use by other researchers.
High Performance Compression of Science Data

Principal Investigator: Dr. James A. Storer
Brandeis University

Co-Investigators: Dr. Martin Cohn
Brandeis University

Summary:

In the future, NASA expects to gather over a tera-byte per day of data requiring space for levels of archival storage. Data compression will be a key component in systems that store this data (e.g., optical disk and tape) as well as in communications systems (both between space and Earth and between scientific locations on Earth). We propose to develop algorithms that can be a basis for software and hardware systems that compress a wide variety of scientific data with different criteria for fidelity/bandwidth tradeoffs. The algorithmic approaches we consider are specially targeted for parallel computation where data rates of over 1 billion bits per second are achievable with current technology.
SAVS: A Space Analysis and Visualization System

Principal Investigator: Dr. Edward P. Szuszczewicz
Science Applications International Corporation

Co-Investigators: Dr. Alan Mankofsky
Science Applications International Corporation

Dr. Charles C. Goodrich
University of Maryland

Summary:

We propose to develop, test, demonstrate, and deliver to NASA a powerful and versatile data acquisition, manipulation, analysis and visualization system which will enhance scientific capabilities in the display and interpretation of diverse and distributed data within an integrated user-friendly environment. Our approach exploits existing technologies and combines three major elements into an easy-to-use interactive package: 1) innovative visualization software, 2) advanced database techniques, and 3) a rich set of mathematical and image processing tools. Visualization capabilities will include one-, two-, and three-dimensional displays, along with animation, compression, warping and slicing functions. Analysis tools will include generic mathematical and statistical techniques along with the ability to use large scale models for interactive interpretation of large volume data sets. Our system will be implemented on Sun and DEC UNIX workstations and on the Stardent Graphics Supercomputer. Our final deliverable will include complete documentation and a NASA/NSF-CDAW/SUNDIAL campaign demonstration.
A Spatial Analysis and Modeling System (SAMS) for Environment Management

Principal Investigator: Charles H. Vermillion
Goddard Space Flight Center

Co-Investigators:
Fran Stetina
Goddard Space Flight Center

Dr. John Hill
Louisiana State University

Dr. Paul Chan
Science Systems and Applications, Inc.

Robert Jaske
Federal Emergency Management Agency

Gilbert Rochon
Dillard University

Summary:

This is a proposal to develop a uniform global environmental data gathering and distribution system to support the calibration and validation of remotely sensed data. SAMS is based on an enhanced version of FEMA's Integrated Emergency Management Information Systems and the Department of Defense's Air Land Battlefield Environment Software Systems. This system consists of state-of-the-art graphics and visualization techniques, simulation models, database management and expert systems for conducting environmental and disaster preparedness studies. This software package will be integrated into various Landsat and UNEP-GRID stations which are planned to become direct readout stations during the EOS timeframe. This system would be implemented as a pilot program to support the Tropical Rainfall Measuring Mission (TRMM). This will be a joint NASA-FEMA-University-Industry project.
A Distributed Analysis and Visualization System for Model and Observational Data

Principal Investigator: Professor Robert Wilhelmson
University of Illinois

Co-Investigators: Dr. Steven Koch
Goddard Space Flight Center

Summary:

The objective of this proposal is to develop an integrated and distributed analysis and display software system which can be applied to all areas of the Earth System Science to study numerical model and earth observational data from storm to global scale. This system will be designed to be easy to use, portable, flexible and easily extensible and to adhere to current and emerging standards whenever possible. It will provide an environment for visualization of the massive amounts of data generated from satellites and other observational field measurements and from model simulations during or after their execution. Two- and three-dimensional animation will also be provided. This system will be based on a widely used software package from NASA called GEMPAK and prototype software for three-dimensional interactive displays built at NCSA. The underlying foundation of the system will be a set of software libraries which can be distributed across a UNIX based supercomputer and workstations.
Mr. Glenn Mucklow and Mr. Joseph Bredekamp from the Information Systems Branch of OSSA welcomed the meeting participants to the second AISRP Workshop. Mr. Mucklow introduced the Workshop host, Dr. Randal Davis from the Laboratory for Atmospheric and Space Physics (LASP), and representatives from OAST, CESDIS, and the Ames Research Center (ARC). Mr. Mucklow briefly reviewed the agenda and noted the schedule for the workstation demonstrations during breaks and lunch. The Workshop Agenda and Demonstration Schedule are included in this Report in Appendices A and C.

ARTIFICIAL INTELLIGENCE/EXPERT SYSTEMS/NEURAL NETWORKS SESSION

The Chairman of first session, Dr. David Thompson from ARC, introduced the presentations on Artificial Intelligence, Expert Systems, and Neural Networks.

Multivariate Statistical Analysis Software Technologies for Astrophysical Research Involving Large Data Bases
Dr. S. G. Djorgovski
California Institute of Technology

The Principal Investigator (PI), Dr. Djorgovski, and his collaborators are conducting a dual effort under the AISRP. They are developing a simple, efficient, user-friendly, interactive package called STATPROG for multivariate statistical analysis of relatively small data sets. They are also developing a large, complex system called FRITZ to help process and analyze large amounts of data (about 3 Terabytes) from the Digitized Second Palomar Sky Survey (POSS-2).

Dr. Djorgovski described the approach taken for STATPROG and its current status. About fifteen stand-alone programs exist and work, and several more are under development or testing. The package has been exported to two external sites for independent testing. Several papers based on the use of the package have been published or are in press. The remaining tasks are mostly documentation in nature. The intent is to deposit the entire package plus the documentation in an anonymous file transfer protocol (ftp) account for pickup by any interested parties.

The FRITZ system is being developed in collaboration with the Jet Propulsion Laboratory (JPL) Artificial Intelligence (AI) group. It now runs on a Sparcstation II under the Sun Unix Operating System, but may be ported to a faster machine shortly. The system will detect objects, measure their properties, classify them, and catalog them. It will use the external charged coupled device
Workstation demonstrations provided an opportunity for interaction between workshop attendees and tool developers.

Discussion on key topics and issues continued on Wednesday evening at the NCAR reception.

Panelists from the science disciplines discussed science needs and issues with workshop attendees and computer scientists.
Assistant could perform. The project was started over a year ago, but most of the work has been done over the past eight months. Removal of cosmic rays from CCD data is a prime challenge, and is the current focus of the Expert Assistant. The initial system has been developed and is being critiqued by the lead users. Based upon their input, the system will be revised and retested with new groups of users. Distribution is planned for the first quarter of FY 1994. There were some questions and discussion regarding implementation of this tool.

SIGMA: Scientists' Intelligent Graphical Modeling Assistant
Dr. Richard Keller
Ames Research Center

This research project is co-funded by OSSA and OAST. Model-building is essential for scientific advancement, yet it is time-consuming and error-prone. The goal of this project is to build a specialized software tool to assist in scientific model-building. The tool has been developed, but has not yet been deployed to support scientists in the Cassini and EOS missions.

The two models being worked with are TGM and Forest-BGC. Dr. Keller discussed why these models were selected, and how the SIGMA approach differs from the typical manual approach to model-building. The three basic differences are that the knowledge base is made available to the system, the scientist conducts an interactive process at the terminal, and the result is an executable computation plan. As an example, Dr. Keller used the Titan atmospheric modeling from the Voyager Flyby. SIGMA developed a model for computing these elements. Details on this process are contained in the presentation charts in Appendix E.

In FY 1993, the project plans to finish the Titan temperature determination, implement the Forest-BGC modeling scenario, build a graphical equation-entering facility, and deliver the first prototype to science users for testing and evaluation.

In discussions, Dr. Keller noted some limits of this tool (the environment doesn't handle partial differential equations). In response to questions, Dr. Keller described the applicability of the tool, the testing by users, and the possibility of trying the tool on other models.
(CCD) imaging for calibration of both the photometry and object classification. Long term plans include the exploration and development of astrophysical research involving very large databases and the use of rapidly developing expert systems. In response to a question, Dr. Djorgovski indicated that there are plans to reanalyze previous sky surveys using these tools.

Multi-Layer Holographic Bifurcative Neural Network for Real-Time Adaptive EOS Data Analysis
Dr. Hua-Kuang Liu
Jet Propulsion Laboratory

Dr. Liu discussed the recent major technical achievements in this investigative area, as well as new technology innovations and publications over the past year or so. His presentation consisted of a theoretical discussion of the basic model and the principle of bifurcation, and the actual results of the experiment. Details of the theoretical discussions and the experiment set-up and results are contained in Appendix E.

This research group has introduced a new class of optical pattern recognition technique which utilizes the bifurcating diffraction phenomenon in non-linear gain saturation memory media. Future research for the bifurcating optical pattern recognizer (BIOPAR) includes the improvement of the quality and resolution of the bifurcating signals and the application of the BIOPAR for Earth Observing System (EOS) data classification problems.

Development of an Expert Data Reduction Assistant
Dr. Glenn Miller
Space Telescope Science Institute

In this project, the investigative team focused on the data reduction problem, rather than on data analysis or visualization. Dr. Miller described several different types of data reduction and analysis systems and their advantages and disadvantages. The Expert Assistant is an alternative approach which builds on the foundation of these systems and mitigates some of their disadvantages, particularly problems associated with data management and the iterative nature of the work. The goal was to develop a system which will act much as a graduate student: follow instructions on how to do data reduction; check for processing and data quality problems; work longer hours; and have flexibility for modification for new cases.

Dr. Miller discussed the salient feature of the Expert Assistant and how best to involve the scientific community. Their project picked a group of "lead users" who had a real need that the Expert
Dr. David Thompson
Ames Research Center

Dr. Thompson (standing in for Dr. Friedland of ARC) gave an overview of the current OAST AI Program. This is a $13M per year program involving seven NASA centers. Earth and space science domains are a major focus of the program at ARC and JPL. The OAST AI Program includes the following projects: Intelligent Scientific Laboratory Instruments; Bayesian Data Analysis--AutoClass; PI-in-a-Box; Multi-Agent Planning for Heterogeneous Registration; Reactive Planning, Scheduling, and Control; Spacecraft Health Automated Reasoning Prototype; and Scientific Analysis Assistant. Dr. Thompson briefly described each of these projects and the current status (See Appendix E for presentation details). All of these projects are intimately tied with users from the very beginning.

DATA COMPRESSION/ARCHIVING/ACCESS/ANALYSIS SESSION

Dr. Randal Davis chaired the session on data compression, archiving, access, and analysis.

Parallel Algorithms for Data Compression
Dr. James A. Storer
Brandeis University

Dr. Storer gave a brief overview of applications of data compression and distinguished between lossless data (decompressed data is identical to the original) and lossy data (decompressed data may be an approximation of the original). He discussed systolic algorithms for lossless compression, lossless compression hardware, image compression visualization tools and experiments, image compression hardware, video displacement estimation, and real-time video compression hardware. However, most of the presentation focussed on vector quantization for image compression and on-line adaptive vector quantization. Dr. Storer showed slides of examples of compression on a medical image at 5:1, a NASA image at 10:1, and a visual portrait at 10:1. The compression did a surprisingly poor job on subtle shading on the visual portrait, and demonstrated the problem with visual quality on this type of image. Details of his presentation are included in Appendix E.

A splinter group chaired by Dr. Storer was set up to further discuss the issues of data compression.
Performance and Scalability of Client-Server Database Architectures
Dr. Alex Delis
University of Maryland

Dr. Delis discussed ADMS, an enhanced client-server database architecture with incremental gateways to heterogeneous relational database management systems (DBMSs). Today's needs are: inter-database querying, downloading and downsizing, inter-database dependency tracking and change propagation; version and change control; interoperability of heterogeneous relational DBMSs, and multi-site transaction management. There are several technology trends that will affect the development of DBMSs, and a major question is how to take advantage of these technology developments to create DBMSs that offer fast response time and high throughput.

Dr. Delis described the main features of the ADMS system and how it meets the user needs. The prototype platform for ADMS is Unix on Suns, DecStations, and Vaxes, with gateways for Oracle, Sybase, and Ingres. The ADMS enhanced client-server provides distribution of both processing and data, site autonomy (except for updates), and minimal net traffic and overhead. Future work on the ADMS architecture will include: gateway query optimization; pipeline algorithms for interdatabase queries; adaptive update propagation strategies; multi-site transaction management and recovery in autonomous databases; an experiment with increment updates of mirrored databases; and applicability of the same techniques in a multi-processor environment with or without shared memory.

A Land-Surface Testbed for the EOS Data Information System (EOSDIS)
Dr. William Emery
Colorado Center for Astrodynamics Research

The goal of this Testbed was to develop on-line AVHRR data distribution including collection archiving and software, emulate some EOSDIS functionality, and prepare snowpack and VI composite images. This is now called the "EOSDIS Testbed" system.

Dr. Emery described the system--how it is accessed, its current features, and plans for the future. The software is available for distribution for Unix and MacIntosh, and PC display software has recently been added. The user base has expanded dramatically. There are about 734 users, and the user base is growing at an average of about four per day. The majority of users are U.S. educational institutions, but there is also a considerable government component. Dr. Emery showed a full resolution data example of what they started with. The image coverage was expanded, which created a lot of network overhead. The Navorder system was created for the users. The usage statistics indicated that users began using the browse feature in a manner that eliminated some of the need for data orders.
The project and users would like to see this system continue until Version 0 of EOSDIS can take over.

**Geographic Information System (GIS) for Fusion and Analysis of High-Resolution Remote Sensing and Ground Truth Data**

Dr. A. Freeman  
Jet Propulsion Laboratory

Three overflights of the Flevoland calibration/agricultural site were made by the JPL AIRSAR, and the modified VICAR/IBIS GIS was used to analyze the data. VICAR (Video Image Compression and Retrieval) is a set of programs and procedures designed to facilitate the acquisition, processing, and handling of digital image data. VICAR/IBIS is a VICAR-based GIS which requires that all image data be co-registered to a georeference image. The modified VICAR/IBIS GIS is an extension which replaces the "tabular" file format with an "info" file format. The objectives of the modified VICAR/IBIS GIS are: to handle data in many different formats and from many different sources; link all data together through a georeference image; and track data in time, covert pixel values to "actual" values, plot graphs, generate training vectors for classification algorithms, and compare actual and measured parameters.

Dr. Freeman described the implementation and results of the system (details are included in the presentation material in Appendix D). A working GIS/Image Processing System has now been integrated. GIS has been exercised using multi-temporal data from the boreal forest test site and an agricultural site. The rain forest site has been classified using radar data alone. The University of California, Santa Barbara (UCSB) continuous and discrete canopy models have been integrated, and a sensitivity analysis of the models has been conducted. A software tool, "Light-table," has been installed for interacting with very large images. A model has been developed which estimates scattering mechanisms from radar data, and MACsigma0 software has been developed for release to AIRSAR data users. Future activities include entry of ground truth data and correlation with image data; complete integration of the UCSB model with GIS; analysis of boreal forest data; development of a new technique for feature selection/classification, registration of varying terrain height data, and development of a rain forest site vegetation cover map.
Envision: An Analysis and Display System for Large Geophysical Data Sets
Dr. Kenneth Bowman
Texas A&M University

Envision consists of a metadata browser, a data management system, a set of links to feed data to existing visualization tools, and a set of custom designed visualization, analysis, and data manipulation tools. Envision requires regular nD grid type data which must be stored in net common data format (CDF) files. The grids may contain missing data or undefined regions.

Dr. Bowman described the Envision system layout. The project has been concentrating on data files, user interface, and building up the Envision data manager. Envision is used as a metadata browser of netCDF files and as a metadata editor. The user interface and data manager allow changes and edits of metadata. The data manager also manages relationships between files and provides transparent access as a single entity to a dataset consisting of multiple files. Currently, most of the data management features are working, and user interface is being connected. In late 1992, the project expects release of a system with Envision data management facility, Envision interface, and customized connections to NCSA XImage, NCSA Collage, and some NCAR Graphics utilities.

The following presentation on the Spatial Analysis and Modeling System (SAMS) was added to the agenda. This system is a practical application of information systems research.

A Global Satellite Data Acquisition and Analysis System to Support Hydrological Modeling and Regional Climatic Change Impact Studies
Dr. Fran Stetina
NASA/Goddard Space Flight Center

Dr. Stetina's presentation gave an overview of the SAMS for environmental management. Most of the work to date has been in disaster management and planning. Dr. Stetina described the SAMS system and its design: source of data, integration of data, production of products, and distribution of products to users. The entire system is contained in one computer or group of computers networked together. Currently, it is in use in a number of countries, and a demonstration product is being used by the Corps of Engineers using satellite data, along with rain gage data on ground radar, to create more accurate rainfall maps.

Key features of this system are: the use of expert systems to interpret satellite data; a classification model; and an archive manager which allows the model to go in and find the data it needs to run the model. The system is completely automated from receipt of data to generation of models.
Trends in Data Formats for the Space and Earth Sciences
Dr. Randal Davis
Laboratory for Atmospheric and Space Physics

Dr. Davis discussed the changes in archiving, distribution, and use of scientific data which result in increased need for better data formats. In the 1980's, NASA tried to move in this direction with pilot systems such as the Pilot Climate Data System (PCDS), the Pilot Land Data System (PLDS), the Pilot Ocean Data System (PODS), and the Pilot Planetary Data System (PPDS); and operational systems such as the Astrophysics Data System (ADS), the NASA Climate Data System (NCDS), the NASA Ocean Data System (NODS), and the Planetary Data System (PDS). The 1990's will bring the consolidation of NASA's Earth-oriented discipline data systems (NCDS, NODS, and PLDS) into the EOSDIS.

In June of this year, NASA held an invitational workshop to begin to determine if modern data formats will meet the needs of the future. A number of different formats were discussed at this workshop, and it was concluded that good data formats are available for space and Earth science applications, but the relationship between special scientific data formats and data formats from general computing has to be examined further. As a result, developers of CDF, netCDF, and hierarchical data format (HDF) are examining the possibility of developing a common interface to data in their formats. Dr. Davis indicated that the next workshop will be sometime in the Fall.

There was some discussion among the AISRP workshop attendees on the formats and differences within the community, and how users interact with this issue. A splinter group session was set-up to further discuss this topic and develop some recommendations.

Wednesday, August 12

SCIENTIFIC VISUALIZATION SESSION

Dr. Mike Botts chaired the session on scientific visualization. Most of the presentations in this session were accompanied by visual demonstrations via computer projection screen.
The Grid Analysis and Display System (GrADS)

Dr. James L. Kinter
Center for Ocean-Land-Atmosphere (COLA) Interactions
University of Maryland

Dr. Kinter provided background information on the COLA group at the University of Maryland, and the types of research in which they are currently engaged. Based upon a survey of users conducted by Dr. Mike Botts, a number of complaints about existing scientific visualization tools were summarized. Most users are not interested in the software tools currently available for these reasons, which were the same problems identified by the COLA group. As a result, the COLA group decided to develop GrADS. They have tried to tightly integrate the following: access of the data; manipulation of the data interactively; and display of the data to the scientist in a way that is familiar. Other goals of this system were interactivity, ease of use, and the capability to generate a hardcopy output.

Dr. Kinter described how GrADS was designed to meet these goals, how it addressed the disadvantages noted in the survey, and the hardware requirements for the system. An on-line demonstration was conducted, and an example of hardcopy output was shown. This system has been introduced to a group of users, and considerable feedback has been received which will enable future improvements.

National Center for Atmospheric Research (NCAR) Interactive Status

Dr. Bob Lackman
NCAR

Dr. Lackman discussed the collaborations with other groups since last year's workshop. They are using GrADS at NCAR, and with NCAR graphics, are concentrating on supporting the community NCAR graphics package with documentation and user support. The first NCAR graphics user conference, June 17-19, included hands-on training using workstations as well as presentations, demonstrations, and panel discussions. Dr. Lackman provided an overview of conference topics, and made hardcopies of the presentations available to workshop attendees.

The NCAR interactive community goals are: to guarantee long-term support via cost recovery; provide university and non-profit researchers low cost visualization; and advance and support the scientific infrastructure through common software. NCAR graphics builds on existing libraries, is a single package for distribution, and is portable across systems. The package is set up to have three levels of interface: programmatic; command line; and visual point and click. Dr. Lackman described what NCAR interactive will look like. Currently, they have a functional requirements document, have completed preliminary design, and have a prototype
A Distributed System for the Visualization and Analysis of Observed and Modeled Meteorological Data
Dr. Steven Koch
Goddard Space Flight Center

The goal of this project, a joint effort of GSFC and the National Center for Supercomputing Applications (NCSA) was to create a tool for handling the large amounts of data generated by satellites, observational field programs, and model simulations; and to extend existing 2D mapping capabilities with new analysis functions and modern techniques of 3D visualization, user interaction, and animation. Dr. Koch discussed the project approach and its results. The system, called GEMVIS, maximizes the use of existing software; uses commercially available visualization and application builder tools; provides visualization and analysis capabilities in the areas of 3D volumes of data, evolution of data over time, and distributed processing; and provides a highly interactive environment on a single display.

Dr. Koch and Dr. John Hagedorn conducted a demonstration of the GEMVIS using the Explorer map module and functions, deriving vorticity display. The demo included other orientations and 3D renderings, as well as animations of wind vectors. They discussed the accomplishments at GSFC and NCSA, as well as problems encountered and the gains and losses of 2D GEMPAK. Near term future work includes minor user interface improvements and fixes, preliminary annotation, image loop animation, and user documentation. They will release the software for use in the Severe Storms Branch of GSFC in October 1992. Long term future work includes a database for metadata, user interface enhancements, additional visualization techniques, and additional animation.

There were questions and discussions related to the timing of distribution of modules and portability to systems other than SGI. Currently, they are now distributing it on Sun and Cray, and are looking at a six month window for distribution on HP and DEC. The problems with proprietary systems was noted and discussed.

Planetary Data Analysis and Display System: A Version of PC-McIDAS
Dr. Sanjay S. Limaye
University of Wisconsin-Madison

McIDAS is an evolutionary hardware/software system for Earth Atmospheric data in use since the mid-1970's. The planetary
version is aimed for analysis of primarily imaging data from space missions such as Voyager, Pioneer Venus, Magellan, Hubble, Mars Observer, and Cassini. McIDAS-X is a version for Unix workstations (RISC-6000, SGI, Sun) with X-Windows. Planetary PC-McIDAS implementation was begun under McIDAS-X. Dr. Limaye described the current status of system level development, new software applications, the data descriptor block, multiband data display and processing, and multispectral analysis. Dr. Limaye discussed and demonstrated how the optical navigation technique was used to successfully remove an error in roll angle to correct Voyager Neptune images.

Experimenter's Laboratory for Visualized Interactive Science
Dr. Elaine Hansen
Colorado Space Grant Consortium

This project was a group effort among the Colorado Space Grant Consortium, LASP, NCAR, GSFC, and UCSB. Dr. Hansen presented an overview of the program and its interactions with the user community. The program goals are to provide a capability that helps visualize data to better understand the large, complex, diverse, and multi-dimensional data sets; support science research within and across NASA science disciplines; to provide a laboratory that can be easily used and tailored; to provide tools at an affordable price; and to capitalize on existing systems techniques, technologies, and tools.

Dr. Hansen introduced Dr. Margi Klemp, who discussed the usability analysis and software design. Usability challenges include: the integration of visualization, data processing, exploratory analysis, and communication needs into a single application; a user interface which will hide the complexities of the hardware and software required to enable these functions; the flexibility to make changes dynamically in the applications and to add user specific functionality; input of diverse data formats; annotation; and direct manipulation interfaces for interaction with data. Dr. Klemp reviewed the project accomplishments and status to date. Future work includes completion of the Alpha version by the end of the year, the continuation of user testing, the integration of the spreadsheet engine, the development of direct manipulation user interface, new graphics capabilities, enhancement of TAE+, hooks for calling external functions, development of a direct manipulation annotation editor, color hard copy interface, and the creation of an interface to GL for hardware rendering.

Dr. Bill Boyd showed a slide demonstration of the PolyPaint functionality, which renders datasets as 3D surfaces. This system provides the capability to look at several features at once, and can facilitate meteorological research. The project is trying to
get these tools into scientists' hands to enable them to incorporate this into the research cycle.

SAVS: A Space Data Analysis and Visualization System
Dr. E. Szuszczewicz
Laboratory for Atmospheric and Space Science
Science Applications International Corporation

SAVS is a combined effort among SAIC, Advanced Visual Systems (AVS), and the University of Maryland. The focus of this system is on the multi-disciplinary databases designed to understand the cause-effect relationships in the solar-terrestrial system and their extrapolations to other planetary bodies. The major components of the system are: innovative visualization software (AVS); advanced database techniques; a set of mathematical, analytical, and image processing tools; and a strongly developed sense of scientific requirements.

Dr. Szuszczewicz discussed the needs of the practicing scientist and how the SAYS attempts to meet those needs. The visualization system is wrapped around AVS, which provides a variety of tools for rendering volume data. However, AVS is just one component in the overall system. The SAYS design goals focus on ease and functionality. Dr. Szuszczewicz discussed the interactive functionality of the SAYS system and demonstrated this capability on-line. During this first year of funding, the AVS has been ported to lower-end platforms, and an extensible user-friendly architecture and data and model interface modules have been developed. Basic mathematical and statistical functions have been implemented, and the development of hooks for an interactive interpreter has been started. The system has been tested on the Combined Radiation Release Experiment Satellite (CRRES) and International Sun Earth Explorer (ISEE) orbits and local data bases, and plans have been initiated for remote data access capabilities. In response to a question from the audience regarding documentation, Dr. Szuszczewicz indicated that there will be a year-end report as well as NASA press releases and science applications reports. There was some discussion relative to strategies in working with vendors to accommodate proprietary system issues. Mr. Bredekamp noted that one of the goals of the program is to engage the vendor community and work licensing agreements for the benefit of science users. Some of the program participants are currently working with vendors on this issue.

17
Dr. Bill Hibbard
University of Wisconsin-Madison

Dr. Hibbard discussed VIS-5D and VIS-AD. VIS-5D (VISualization of 5-Dimensional data sets) is used to visualize large output data sets from numerical weather models. This tool is about four years old, and is currently used by scientists at the University of Wisconsin (UW), NASA/MSFC, NASA/GSFC, and other sites. It runs on SGI, IBM RISC, and Stardent, and is available as freeware by anonymous ftp. VIS-AD (VISualization for Algorithm Development) is a visual laboratory for experimenting with algorithms for extracting useful information from remote sensing data. It puts visualization where people work on developing algorithms for automatic processing.

Dr. Hibbard discussed how the user can utilize VIS-AD in a highly interactive environment. He showed how VIS-AD is used in construction of algorithm. As part of his presentation, he gave a demonstration of VIS-5D and its interactive capabilities. VIS-AD can also be viewed as a McIDAS macro language where the user can invent data structures as needed, display any data object easily, and invent display frames of reference. VIS-AD can access McIDAS data structures. Dr. Hibbard noted that anyone who is interested in using this tool can contact him for instructions on how to obtain it.

LinkWinds: The Linked Windows Interactive Data System
Dr. Allan S. Jacobson
Jet Propulsion Laboratory

The objectives of this project were to: develop a software environment to support the rapid prototyping and execution of data analysis/visualization applications; provide a suite of tools to interactively visualize, explore, and analyze large multivariate and multidisciplinary data sets; develop a user interface which allows maximum data and tools accessibility with a minimum of training; and provide system design and tools to make the environment accessible to application development by users. Dr. Jacobson described the system and how it is implemented, emphasizing that the scientists drive the development of the system.

LinkWinds has standardized on HDT, but other data formats are accessible via interaction with DataHub. A user has to edit only three files to use the database. Dr. Jacobson conducted a demonstration of LinkWinds from ozone and water vapor data from the Microwave Limb Sounder daily files. Currently, LinkWinds has only been distributed to a few locations outside of JPL. More sophisticated tools are needed and are planned. Future plans are
to port LinkWinds to other Unix platforms, expand the standard input data formats via interaction with DataHub, and develop applications for visual data selection and subsetting. They also plan to implement an applications generator to support user applications development, and affect a wider distribution of LinkWinds.

**DataHub: Knowledge-Based Science Data Management**

Dr. Tom Handley  
Jet Propulsion Laboratory

Dr. Handley discussed the key data base issues which had been identified by Dr. Jeff Dozier of the EOS Program. Scientists want to query and analyze a variety of different types of data. Analysts and modelers need access to stored satellite data, derived products, and model output on numerous and large objects, with data distribution among nine archive centers. Researchers want to render data on local workstations to conduct their research. There are a number of challenges to meeting all of these needs. DataHub is a value-added, knowledge-based server between the data suppliers and the data consumers. It meets the need to address the barriers associated with distributed, autonomous, heterogeneous systems.

Dr. Handley described the relationship between DataHub and LinkWinds, and discussed the functional architecture, the data model, the software architecture and implementation, and the user created datasets. To date, the project has defined a general framework for science data management, identified a critical subset of data operations for the science data visualization applications, and developed an initial prototype (DataHub 0.3) with common user interaction, data format conversions, user inventory management, a DataHub/LinkWinds interface, and underlying object-oriented structure and methods. After Dr. Handley discussed current status and future plans, there were some questions regarding how this could be used in the EOS system, and some interest was expressed in bringing this before the EOS advisory committee.

**Visualization Discussion**

Dr. Michael Botts  
University of Alabama in Huntsville

Dr. Botts has been on a special assignment to NASA Headquarters as a result of Congressional attention regarding visualization on the EOS mission. He made his final report, "The State of Scientific Visualization with Regard to the NASA EOS Mission to Planet Earth," available to the meeting participants, and presented its findings as well as some options for meeting the visualization requirements of the EOS mission.
A survey of Earth scientists was conducted relative to problems with current visualization tools. The applications of visualization are: scientific investigation; data validation; model and algorithm development and validation; data browse; information transfer; and mission operations. The primary use for visualization is for scientific investigation. Dr. Boots discussed the variety of reasons why scientists are not using the capabilities that are available to them today. Most of the visualization bottleneck is related to lack of adequate software which allows the scientist to take advantage of hardware power and to interactively visualize and analyze the data. It is questionable whether Commercial-Off-The-Shelf (COTS) software will be adequate for meeting all the needs of EOS. Dr. Botts discussed the advantages and disadvantages of COTS, public domain, and in-house development software.

With regard to visualization, the development environment within OSSA can be characterized as fragmented, and lacking adequate organization and funding structures as well as adequate mechanisms for technology transfer both within OSSA and between OSSA and OAST. Dr. Botts identified several general areas presently needing additional consideration and concentration. His report concluded that visualization is vital for meeting the scientific objectives of the EOS mission, and the applications software for putting visualization techniques and capabilities into the hands of the scientist are at present inadequate. Although there is increasing probability that COTS software can serve as a core for meeting many visualization needs, there will still be a need for in-house development efforts focussed on extending or modifying these tools to meet application-specific requirements.

Dr. Botts presented some ideas on what could be done to increase the effective use of visualization and analysis tools. Items discussed were: the possibility of a visualization/analysis working group; assistance centers, located at one or more Distributed Active Archive Centers (DAACs); use of pathfinders; vendor programs to improve the success of COTS; improvements to the licensing/procurement process; and improvements to publishing and remote interaction.

In the discussion period, it was noted that all of the comments are valid for other disciplines as well as the Earth science and applications field. Inasmuch as there is natural resistance to doing the "learning" required to utilize some of these tools, it would be worthwhile to have support for the learning cycle. An infrastructure like this workshop could facilitate discussions on how to solve problems. There was some discussion on the "assistance centers," which were generally seen as a good idea if they could be staffed with diverse expertise. It was felt that collocating an assistance center with a DAAC would be essential to making it work. One of the challenges will be forging a strong link between the Information System Branch program and the EOS.
program. Other aspects discussed by the workshop participants were: the "right way" to do software support; commercialization, the technology transfer issue and incentives to creative development; the problem of getting scientists to use the tools; mechanism for getting support for multi-discipline, non-project specific aspects of the program.

One of the suggestions made for getting tools out to the various communities was for the participants in this group to go to other external well-established society meetings, such as the American Geophysical Union (AGU) and give presentations and demonstrations. Publication in professional journals was another suggestion. Another possibility that was discussed was a NASA Research Announcement (NRA) for investigators to propose applications for existing tools. These would provide some "seed" money to try out the tools within the scientific community. This type of mechanism is already a part of the EOS program. Another idea was for a "consumer's guide" on current tools, directed to the scientist.

Thursday, August 13, 1992

Before beginning the morning session, the Chairman Mr. Mucklow announced adjustments to the agenda for the day.

PROGRAMMATIC ISSUES AND ANSWERS SESSION

Information Systems Research and Technology Reports
Mr. Glenn Mucklow
NASA Headquarters, OSSA

The objectives of this program are to apply advanced information systems technology to improve support to OSSA science programs, and enable continual evolution of OSSA data systems environment and supporting infrastructure. The elements of this program include the Investigator Working Groups (IWG), applied research, technology development, and systems evolution. Mr. Mucklow discussed the approach for each of these elements. The technology transfer element is the key to the program. It includes testbeds, software support, strategic users, commercial aspects, and COSMIC, and seeks to bridge the gap between research and technology development and mission operations and post-mission science research.
Electronic Mail and News Groups
Mr. Randy Barth
Goddard Space Flight Center

Mr. Barth provided an overview of the NASA POBox and how to use it. The NASA POBox simplifies mail exchange among AISRP researchers on various systems (the Internet, NSI-DECnet, RSCS Networks, X.25 Networks/Nodes, and LAN & PCs connected to these systems). Currently, there are three AISRP group distribution lists: aisrp-members, for all members; aispr-pi for all PIs; and aisrp-general, for general discussions. The NASA Science Internet (NSI) Help Desk can answer questions on the use of the NASA POBox.

There are several mechanisms for electronic discussion groups: discussion groups via a central bulletin board; discussion groups via USENet NEWS, and discussion groups via Electronic Mail. Mr. Barth discussed the advantages and disadvantages of each of these mechanisms.

NASA Science Internet Developments
Dr. Christine Falsetti
Ames Research Center

Internet, the largest Federal network, is a collection of various networks. The NSI was established to provide communications to NASA's OSSA. It provides computer networking services, management and operations support, and technical assistance to authorized users throughout NASA centers and research institutions worldwide. NSI's goal is to provide a high-speed communications network that connects all space scientists, providing ready access to data and information stored anywhere in the world.

Dr. Falsetti described the current telecommunications infrastructure and some of the evolving network-based applications. The plan for evolution is to use the networks in place and use advance technologies to go from 45 mbps to 2488 mbps. The National Research and Education Network (managed out of OAST) is leading this activity. NASA and the Department of Energy (DOE) have collaborated in a procurement to obtain advanced technology, which will enable universities to have better access to the service. In response to questions regarding connections to service, Dr. Falsetti advised participants to contact their regional service and find out what their plans are to connect to the network. NSI will serve as the backbone to EOSDIS.

There was some discussion regarding the funding of regionals, and the prospective commercialization of these services, and how university users would be affected. Dr. Falsetti indicated that there are potential problems in this area, and this issue is
currently in heavy debate. Further discussion on this subject was deferred to a later group discussion.

**CESDIS: Center of Excellence in Space Data and Information Sciences**

**Dr. Ray Miller**

NASA/GSFC

The CESDIS mission is to bring together computer scientists from university, industrial, and government laboratories to: conduct computer science research having application to Earth and space science; focus attention on accessing, processing, and analyzing data from space observing system; and collaborate with NASA space and Earth scientists. CESDIS is managed by the Universities Space Research Association (USRA). Dr. Miller described the CESDIS organization, activities and tasks, and the research currently being conducted by the CESDIS staff.

The Stanford University project has been developing software to automate the analysis of global auroral images obtained from Dynamics Explorer (DE)-1 and Viking satellites. The Duke University project is involved with parallel compression of space and Earth data. The AISRP Projects are being reported upon at this Workshop. Dr. Miller described other additional research tasks, as well as consultants and fellowships that are being funded through CESDIS. CESDIS has also conducted annual workshops on various data and information systems topics. CESDIS provides support to peer reviews for NRA's, organizes the "Advances in Computational Sciences Seminar Series," and provides support to the Minority University Space Interdisciplinary Network project. Future CESDIS direction include more coordination of AISRP projects, assistance with Earth and space science HPCC projects, and the building of ties with EOSDIS.

**SCIENCE DISCIPLINE DISCUSSIONS**

Dr. Amy Walton chaired the session on the science discipline discussions. Panel members were: Dr. Tom Ayres, Astrophysics; Dr. Mike Botts, Earth Science; Dr. Jim Willett, Space Physics; Dr. Robert Jackson, Life Sciences; and Dr. Steven Lee, Solar System Exploration. Each panel member made brief opening remarks prior to the general discussions.

**Astrophysics**

**Dr. Tom Ayres**

Astrophysics has an unusual type of data set—the images are relatively sparse and easily compressed. Except for solar physics,
the data sets are not large. However, there are many different platforms and missions, and many different interfaces into the data set as well as a ground-based connection. In terms of bottlenecks, one of the major concerns is that NASA is not providing enough funds to procure new workstations, which are needed for more disk space and faster CPU. One of the most valuable tools is a screen editor, and the next most valuable is a flexible software environment. To implement research, scientists in this discipline need transparent access to existing and new data sets, access to archival data, and easily modifiable software. In parallel, they need access to expertise and specific software (or software modules). The researchers do not need a proliferation of sophisticated visualization systems, but tools that can be easily modified to attack specific problems.

In the panel discussion, Dr. Ayres emphasized that the need for interdisciplinary science sharing has increased, and the PDS has had an influence on astrophysics. In astrophysics, the primary science problem is not enough telescopes in orbit. The problems some disciplines are encountering with large data sets has not been an issue for astrophysics.

Earth Science
Dr. Mike Botts

The major issues within Earth science involve large data sets, and lots of data, and interuse of multiple data sets from multiple disciplines. In large data sets, the issues are: keeping interactivity in visualization (adaptive sampling could help); automatic feature recognition and tracking; and data compression (lossy vs. lossless - how much is acceptable). With the restructuring on EOS, there is less capability to do on-board processing. In the interuse of data sets from multiple disciplines, there are navigation, gridding, and projection issues. Dr. Botts recommended leaving gridding and navigation till as late as possible, but tools will be needed to do this. The advantages and disadvantages of adaptive sampling were also discussed.

The general discussion centered around data formats. A suggestion was made to have a limited library of formats for choice by users, and visualization tools would be responsive to this limited library of formats. It was noted that equal emphasis is needed on the analysis process, and one approach is to get scientists involved very early in the process. Dr. Mucklow indicated that there is a mechanism for doing this.
Space Physics
Dr. Jim Willett

Dr. Willett indicated that this workshop had been very useful and helpful, particularly the opportunities to talk with other participants and share ideas. He noted that the tools produced by the scientist with the help of computer scientists are the ones that are most successful and are actually being used in research. It would be useful for someone to put together a "consumer report" document to categorize all of the tools/systems, describe salient features, and show how they fit together. The workshop participants need such a document to go into their discipline communities and talk about what's available.

With regard to the earlier discussion on the problem of getting tools into the community, Dr. Willett noted that in space physics, the younger investigators used and recognized the value of new tools, particularly visualization tools. Some of the tools demonstrated at this workshop might be very useful in displaying magnetospheric modeling. One possible approach might be to initiate a joint-funded activity (space physics and information systems) to pursue implementation of these tools, which could also help with technology transfer. A suggestion was made to consider having a technology transfer supplement to the education outreach grants.

In response to a question, Dr. Willett stated that the National Space Science Data Center (NSSDC) is a critical element in the space physics and other discipline data systems. It would be a node on the space physics data system, and provide a master catalog and a deep archiving capability. There was some discussion of the current OSSA data policy, and the evolution to this policy by all space science disciplines. Currently, space physics is the discipline most firmly entrenched in the old system (data proprietary to the PI for a period of time). It was noted that there is current disarray on how this issue is handled in OSSA.

Life Sciences
Dr. Robert Jackson

Dr. Jackson described the Life Sciences program for Space Station Freedom, and two basic research scenarios--automatic operation and crew assisted operation. The automatic operation mode provides routine operation of major facility equipment to support biospecimen growth and development. The bottlenecks in this mode are primarily limited downlink bandwidth, downlink interruptions, and no on-board communications outage recorder. Researchers need tailored bandwidth reduction techniques and efficient on-board data processors and storage. The crew operated mode provides for crew to set up runs, manipulate specimens, collect data, collect and
analyze samples, and maintain equipment. The bottlenecks in this mode include crew time and skill maintenance, limited uplink and downlink bandwidths and interruptions, late delivery of data and samples, and long storage time of samples. Research is needed to enable effective conduct of advanced experiments to accommodate limited uplink and downlink, minimize the demand for power and volume, and maintain and improve crew skills.

In response to a question about metadata, Dr. Jackson that it has been inadequate, and life sciences is just starting to begin an archive. They will need help with this development, and the implementation to bring it on-line. Recoverable archive remains one of the major problems. Tools are needed to store more information up-front. The PI-in-a-box concept was discussed as a potentially useful tool for life sciences.

**Solar System Exploration**
Dr. Steven Lee

Dr. Lee provided a brief background of the PDS and its structure. JPL provides the management and top-level catalog. Colorado is in the Atmospheres Node. Each discipline node divides up among specialty nodes. Problem areas in archiving planetary data from active missions are: the obligation of flight projects to archive data; preservation of mission funds for data archiving; availability of project personnel for archiving tasks; definition of interfaces between projects and PDS; large lead times needed to influence archiving plans; selection of storage technology; massive data volumes; and the proprietary period and scheduling of data transfer. PDS is actively working all of these areas.

The data formats issue came up again during discussion of the PDS. Dr. Davis added that the working group has come to the conclusion that formats should not be prescribed; a more workable approach is to described a standard set of data objects, and encourage users to accept those standards. It was noted that the tools demonstrated at the workshop have applicability to the planetary research discipline. Another issue discussed was how to get rid of old data where the cost of maintaining the data for exceeds its usefulness. Space physics is currently looking into this problem.

**TECHNOLOGY TRANSFER DISCUSSION**

Dr. Tom Handley and Dr. Larry Preheim led the group discussion on technology transfer.

For the purposes of this workshop discussion, technology transfer was defined as the transfer of organized knowledge to a project or
program for the eventual purpose of producing new or improved products, processes, or services. The transfer can occur through consulting, documentation, training, demonstration, or collaborative technical work. Too often research and development has been content to "throw its product over the wall and hope someone will catch it." Technology issues are viewed differently by advanced development groups and implementation/production groups. Dr. Handley discussed some of the barriers to technology transfer. The user community lacks a process to identify common requirements, and a lacks a vehicle to exert leverage on NASA to implement common designs. The resources invested in existing system and applications, as well as the attitude and culture of the work force, make it difficult to evolve to new technologies. In addition, there are inadequate incentives to foster the insertion of new technology into new missions, and there is a fear of not being able to meet mission objectives (performance and budget) using "newer" technology. Overall, there is no documented coherent NASA vision for broad-based technology integration or a technology transfer process.

It was noted that OSSA and OAST have been trying to work out a process to address some of these barriers and develop a coherent NASA vision. One example of good collaborative effort is HPCC; the key was participation and drive from the onset of the project. Dissemination of information alone does not produce results. Technology transfer occurs within the context of one-on-one relationships of technologists and organizations. The programmatic challenge is to establish these relationships. JPL is putting together a process for technology transfer at that institution. It includes a technology transfer readiness review of on-going and new programs. However, the dominant project individuals need to be advocates of technology transfer and keep the user community involved in the process. A flow diagram of the process is included in the presentation package in Appendix D. The advantages of collocation were discussed, and it was generally agreed that directly collaboration, particularly at the beginning of the process, is optimum. An intermediate "technology transfer" group can be used to sustain the activity once it is well started.

Another issues that was discussed at some length was how to support the transfer once it is successful. Support can be time consuming and expensive, and things that need a lot of "handholding" tend to stay in research labs for this reason. Dr. Handley noted that there are several types of transfer: a single, stand-alone tool for a group of users; a tool which is an integral part of a larger system (e.g. shuttle scheduling) to other users; and technology which has only "potential" users.

How to move commercial products into the NASA community was another popular topic, and the participants discussed the issues with licensing. Dr. Botts indicated that he has been working on this
issue, and invited interested parties to get in touch with him to
discuss it further.

Dr. Preheim presented a view of an "optimal solution:" establish
three demonstration sites, GSFC, JPL, and LASP, where prospective
users/interested parties could visit, view the tools, and have
expertise there to walk them through the products. However, there
would need to be coordinated testing for maturity and useability of
the technology. One center (JPL) would be the focal point to
address commercialization issues. This idea was discussed among
workshop participants, who saw value in this type of approach.
However, it was noted that users would need to know the
availability of products at the center, and a "consumer's guide"
was again suggested as a way to fulfill this need.

Mr. Mucklow indicated that by this time next year, the AISRP
investigators will need to identify how they will do technology
transfer. A suggestion was made to have an archive site (e.g.,
LASP) for the software that was described and/or demonstrated at
this workshop. In response to a suggestion regarding
demonstrations in a special session at AGU, Mr. Mucklow asked that
anyone interested in doing this, please contact him and it would be
pursued.

COLLABORATION AND COMMUNICATION DISCUSSIONS

Mr. Mucklow, Dr. Willett, Dr. Gordon Johnston, and Dr. Peter
Friedland led the group discussions on collaboration and
communications.

Dr. Johnston, the thrust manager for science in OAST, explained how
OAST has been restructured from discipline-oriented management to
the focused thrust structure consisting of science, exploration,
and operations. Dr. Peter Friedland from ARC talked about the OAST
culture, which is significantly different from OSSA--it is one of
research of technology to facilitate NASA missions. In OAST it is
unusual to have large scale peer reviews--proposals are often
unsolicited, and are funded through the field centers. The AI
program was advocated and approved as a mission-oriented thrust.
The goal in the OAST program is to do a great deal of technology
transfer at all levels, and the program office supports
collaborative efforts with OSSA--in advocating, funding, and
working. With respect to the issue of technology transfer on
flight project, Dr. Friedland acknowledged that technology transfer
is more difficult. However, technology transfer is easier to
accomplish when connected with an experiment instead of part of the
flight transportation system (e.g. the shuttle). A good example of
this was the PI-in-a-Box.
The group discussed the possibility of more joint NRA's. There was general consensus that this approach would be very attractive to the scientific community. OSSA hopes to increase the CESDIS activity to provide a mechanism for OAST and space scientists to work together. In response to a comment regarding funding for support to space science, Dr. Willett noted that the issue of science support funding has come up repeatedly in OSSA and in the Space Physics Division, but most of the activity in the office is toward getting new projects to fly. Mission operations and data analysis (MO&DA) funding is dependent on flight missions. The office would like to get some sort of statement regarding the right balance among funding to the science community, funding to hardware, and funding to extend missions. Funding was clearly recognized as a key issue, but it was also recognized as something that, to a large extent, is beyond NASA's control, and is driven by national priorities. What the community can do is work through the established advisory committees and have enough small scale missions to provide some support for R&D. The National Academy of Sciences (NAS) and the National Research Council (NRC) are the recognized advocates for science, and the community needs to exert influence through this structure.

Dr. Willett noted that a mechanism for technology transfer of visualization tools could be an NRA type of activity where funding is provided to selected groups to try out the tools and bring in the technology. OAST is trying to reduce the cost of mission operations, which could make some more funding available for science analysis.

OPPORTUNITIES FOR FUTURE AISRP RESEARCH DISCUSSION

Mr. Mucklow led the wrap-up discussion for the workshop. He noted that HPCC is currently under evaluation, and four to five major awards will result. This will generate some massively parallel processing testbeds. In addition, OAST is sponsoring an HPCC CESDIS announcement. OSSA has funding in FY 1994 to fund additional AISRP grants, and will have an announcement coming out in 1993. As a result of these workshop discussion and lessons learned, the program office will try to have more focussed topics of research. OAST could help provide an opportunity for some of the creative proposals that fall outside the scope of the next announcement.

Some key discussion areas identified during the workshop were issues associated with data compression and analysis, data formats, and technology transfer.

Dr. Davis, Dr. Storer, and Dr. Falsetti summarized their splinter group findings on data formats, data compression, and networking.
REPORT OF SPLINTER SESSION ON DATA FORMATS
Dr. Randal Davis

No one data format can do it all, even within a single discipline. Factors to consider in selecting data formats are: usability, performance, ease/difficulty of change, completeness of metadata, and support for data compression. Software must be provided for every data format. At a minimum, it must display any header or label information, create a programming language data structure, and put the data into a "plain" file. A "consumer reports" kind of analysis is needed to evaluate and compare formats. Data formats should be "bottom-up" development. Some concern was raised about "top down" data formats standards efforts, such as the SFDU concept.

Specific needs differ according to the type of data being handled: archive data, active data, quick look/browse data, and operational data. Archive data needs lots of metadata, minimal system dependencies, and lossless compression. Metadata for active data is dictated by need and system dependencies may be acceptable. Quick look/browse may not need much metadata, and system dependencies and lossy compression may be acceptable. Operational messages require minimal metadata and are heavily encoded.

REPORT OF SPLINTER SESSION ON DATA COMPRESSION
Dr. James Storer

NASA needs for data compression are: archiving of data; transmitting data more quickly between NASA centers and research institutions; data distribution on CD-ROM, etc.; fast data browsing. It is clear that with over a tera-byte of data per day to be archived in the future, fast ways to "finger through" the data are critical.

The tradeoff between storing less data or having more data with less fidelity for specific key NASA applications needs to be studied. Better measures of distortion must be developed that can evaluate compression algorithms for specific applications and which allow the user to quantitatively specify a tradeoff between compression and fidelity. Note that such measures are also critical for compression algorithms to adaptively "learn" about the data. Continued research is needed on general purpose adaptive techniques that work well for the wide variety of NASA data and have an easily "adjustable" compression-fidelity tradeoff. Fast algorithms (and hardware) for real-time data compression are needed so that compression and decompression can be "invisible" to the user. Integration of data compression software and hardware into current and proposed NASA archives and distribution systems needs to be studied. Better communication between Earth scientists and computer scientists is needed so that compression systems that are
a good "match" to the applications can be developed, and so that Earth scientists are comfortable using these systems.

Gathering data and transmitting data from remote sensors is an important issue for NASA, and one for which compression can play an important role by effectively increasing the bandwidth of communication channels. However, due to the many highly technical issues involved, it is reasonable to view it as a separate problem from the compression of data that has already been obtained.

One action that was suggested by the participants was to identify some data sets on which to do a data compression exercise. This could be worked on at the Data Compression Workshop in the spring. Mr. Mucklow took the action to follow up on this.

REPORT OF SPLINTER SESSION ON NETWORKING
Dr. Christine Falsetti

Issues identified and discussed were:

- Evolving NSFNET infrastructure and support for NASA PIT's at NSFNET regional institutions. What is the impact on NASA PI's? What responsibility will NASA take to support NASA PI's? What are our plans for support? How does NSI track NASA PI's?

- WAN-LAN roles and responsibilities and interface issues at sites. As WAN upgrades to high performance network delivery, what are the implications at the science site? Communities must be alerted that they should be working with LAN providers to ensure that they will be able to take advantage of the high-performance network when deployed.

- Request for more information about NSI at SWG's, particularly EOSDIS Data Panel meetings.

- How to better listen to the science community. Perhaps volunteers for involvement in restructured scientist input (SSC) activities?

A final action on the workshop participants in general was to pass along any items of group interest via electronic mail; if paper, pass along to Mr. Mucklow for distribution.
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APPENDIX C:
Demonstrations
## DEMONSTRATION SCHEDULE

### August 11, 1992

<table>
<thead>
<tr>
<th>Time</th>
<th>Demonstration</th>
<th>Organizer(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:00</td>
<td>Astrophysics demo</td>
<td>Alice Bertini, U of Colorado</td>
</tr>
<tr>
<td></td>
<td>DECstation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Polypaint: Experimenter's Lab for Visualized Interactive Science</td>
<td>Bill Boyd, NCAR</td>
</tr>
<tr>
<td></td>
<td>SGI Indigo</td>
<td>Allison Kipple, U of Colorado</td>
</tr>
<tr>
<td></td>
<td>Distributed Analysis and Visualization Systems for Model and Observational Data</td>
<td>Steve Koch, GSFC</td>
</tr>
<tr>
<td></td>
<td>SGI Crimson</td>
<td>John Hagedorn, GSFC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Matt Arrott, NCSA</td>
</tr>
<tr>
<td>12:00</td>
<td>Tool for Planetary Atmospheric Modeling</td>
<td>Rich Keller, Ames Research</td>
</tr>
<tr>
<td></td>
<td>SPARCstaton</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GRADS Grid Analysis and Display System</td>
<td>Brian Doty, U of Maryland</td>
</tr>
<tr>
<td></td>
<td>DECstation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VIS5D and VISAD</td>
<td>William Hibbard, U of Wisconsin</td>
</tr>
<tr>
<td></td>
<td>SGI Crimson</td>
<td></td>
</tr>
<tr>
<td>3:00</td>
<td>SAVS: Space Analysis and Visualization System</td>
<td>Alan Mankofsky, SAIC</td>
</tr>
<tr>
<td></td>
<td>DECstation</td>
<td>Charles Goodrich, U of Maryland</td>
</tr>
<tr>
<td></td>
<td>IBM RS 6000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Land-Surface Testbed for EOSDIS</td>
<td>Tim Kelly, U of Colorado</td>
</tr>
<tr>
<td></td>
<td>DECstation</td>
<td></td>
</tr>
<tr>
<td>5:00</td>
<td>Interactive Environment for Analysis of Large Earth Observation and Model Data Sets</td>
<td>Keith Searight, U of Illinois</td>
</tr>
<tr>
<td></td>
<td>IBM RS-6000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Linkwinds: Distributed System</td>
<td>Alan Jacobson, JPL</td>
</tr>
<tr>
<td></td>
<td>for Visualizing and Analyzing Multivariate and Multidisciplinary Data</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SGI Crimson</td>
<td></td>
</tr>
</tbody>
</table>
August 12, 1992

10:00  GRADS: Grid Analysis and Display System
       DECstation

       Distributed Analysis and Visualization Systems for Model and Observational Data
       SGI Crimson

       Astrophysics demo
       DECstation

       DataHub: Knowledge-based Assistance for Science Visualization and Analysis
       SGI Indigo

       SAVS: Space Analysis and Visualization System
       DECstation

       Polypaint: Experimenter’s Lab for Visualized Interactive Science
       SGI Indigo

       Land-Surface Testbed for EOSDIS
       DECstation

       Linkwinds: Distributed System for Visualizing and Analyzing Multivariate and Multidisciplinary Data
       SGI Indigo

       VIS5D and VISAD
       SGI Crimson

       Interactive Environment for Analysis of Large Earth Observation and Model Data Sets
       IBM RS-6000

       Tool for Planetary Atmospheric Modeling
       SPARCstation

August 13, 1992

10:00  Astrophysics demo
       Alice Bertini, U of Colorado
DECstation

Tool for Planetary Atmospheric Modeling Rich Keller, Ames Research
SPARCstation

Interactive Environment for Keith Searight, U of Illinois
Analysis of Large Earth Observation and Model Data Sets IBM RS-6000

Polypaint: Experimenter’s Lab Bill Boyd, NCAR
for Visualized Interactive Allison Kipple, U of Colorado
Science SGI Indigo

VIS5D and VISAD William Hibbard, U of Wisconsin
SGI Crimson

12:00

GRADS Grid Analysis and Brian Doty, U of Maryland
Display System DECstation

Linkwinds: Distributed System Alan Jacobson, JPL
for Visualizing and Analyzing Multivariate and Multidisciplinary Data SGI Indigo

Land-Surface Testbed for EOSDIS Tim Kelly, U of Colorado DECstation

3:00

SAVS: Space Analysis and Alan Mankofsky, SAIC
Visualization System Charles Goodrich, U of Maryland
DECstation IBM RS 6000

DataHub: Knowledge-based Thomas Handley, JPL
Assistance for Science Visualization and Analysis SGI Indigo

Distributed Analysis and Steve Koch, GSFC
Visualization Systems for John Hagedorn, GSFC
Model and Observational Data Matt Arrott, NCSA
SGI Crimson
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The following material was presented or distributed at the meeting. Full size reproductions of this material are available from Mr. Glenn H. Mucklow, Code SMI, National Aeronautics and Space Administration, Washington, DC 20546.
MULTIVARIATE STATISTICAL ANALYSIS  
SOFTWARE TECHNOLOGIES FOR  
ASTROPHYSICAL RESEARCH  
INVOLVING LARGE DATA BASES

Dr. S. G. Djorgovski  
California Institute of Technology

August 11, 1992

STATPROG Summary:

The goal:
Provide a simple, user-friendly, package for multivariate statistical analysis of astrophysical data sets (typically 1000 data vectors and less than 100 dimensions/parameters).

The approach:
A set of programs written in Fortran 77, now running under the UNIX OS, to be passed to non-experts, operating on ASCII data files and a single format, one or more per data vector, one column for each parameter. Flexible value for both input and output data, region-class column headings, arbitrary number of leading header records.

We are as much of the existing software as possible, e.g., matrices described in a monograph, Multivariate Data Analysis by Martyn G. E. Haslett, 1972. Chinese package includes published algorithms for least squares fitting, etc. Some local algorithm development, top-level coding, tests and comparisons.

Status:
Some 15 standalone programs exist and work and several more are under development or testing. About 1000 lines of code have been produced. Most programs have a common feel, but are not perfectly uniform. Subroutine libraries exist with many useful subroutines as these.

The package has been expanded to too external sites for independent testing by our friends and colleagues.

... STATPROG Summary ...

Initial tests and scientific applications:

This stuff works, and it produces good science! Several papers based on the use of the package have been published or are in press in major journals, plus a few in various conference proceedings or abstracts. We are very pleased with it. These "tests by fire" helped us clean a few bugs out and smooth some interfaces; a few known bugs remain and are being pursued.

The remaining tasks:

Mostly documentation, better and more extensive code comments, a users' manual and a cookbook, possibly a paper in a technical journal (PASP or Computers in Physics).

We intend to deposit the whole package in a repository for public use by interested parties, so whatever modifications are completed appropriate by our sponsors.
An example of how one may use the STATISTIX package:

1. **Prepare the data file**

2. **Run ENSTATIS to generate the matrix of correlation coefficients.** Compare them to find possible interesting correlations, correlations.

3. **Run PCA on different subsets of the input variables.** Decide on the dimensionality of the problem. Generate and inspect the regression vector diagrams to find possible interesting patterns or vector combinations.

4. **Run BIVARIANCE and TRIVARIANCE to find the optimal bivariate and trivariate combinations of input variables.**

5. **Run ENSTATIS to combine the variables into the optimal** vector, per results from BIVARIANCE or TRIVARIANCE.

6. **Run ENSTATIS and/or ENSTATIST to compute the ellipses and the intercepts for the optimal correlations. Plot and inspect the residuals, etc.**

7. **Alternatively, run SEARCHFIT instead; compare different least-squares fitting methods.**

8. **Inspect for subsets of data as necessary, explore the selection effects, etc.**

9. **Draw up the scientific conclusions, write a paper, and publish!**

---

**Globular Cluster Mass Function Slopes**

**Regression Correlations**

**Globular Cluster Mass Function Slopes**

**Bivariate Correlations**

---

**An example of a sequential application of STATISTIX**
FRITZ Summary:

The immediate goal:

Develop an AI-based software system to process and analyze the digitized scans of the Second Palomar Sky Survey (POSS II) plates.

The survey will consist of about 2,000 photographic plates, each covering one square degree of the sky. Each plate will have a field of view of 5 arc minutes by 5 arc minutes, with 2.1 arc minutes per plate, and about 300,000 stars on average.

The resulting catalog will contain over 10 million stars, and over 200 million stars, as well as over 0.4 million nebulae.

The approach:

We are constructing a complex system to collaborate with the JPL AI group. It will involve a Quasar II cluster from the NASA RESESS, but only be used for a faster nucleus search. The system will identify objects, measure their properties, label them as stars, planets, galaxies, etc., and catalog them. It will also use the external CCD imaging for calibration of both the photometric and object classification.

Plate scans are processed and calibrated individually, using a large database (AUTOPLATE) and the resulting object catalogs added to the master object catalog. The entire production line is a system we call SKICAT.

Experiments are conducted on the object classification algorithms. Neural Nets, Decision Trees (TREE), both supervised and unsupervised classifiers in the near future, also AUTOCLASS and others.

FRITZ Status:

Most of the basic SKICAT system structure exists. We have a single plate processing script AUTOPLATE) working, which remains to be funded in the plate and CCD factor combining software. There is a modified version of the FCOS package for object detection and parameter measurements, and the SKD data base for catalog manipulation and analysis.

PLATEs are processed in subsets (directories), which overlap both for the sake of efficiency and to deal with the spatial variations in the sky background. The result is a database containing over 100 million objects. We also have an automatic PSF generation module working, which automatically performs the initial object classification and builds the stellar catalog. The resulting PSF is then used for a first pass through the entire catalog of all detected objects.

We have conducted some experiments with different classifiers. Neural Nets and Decision Trees, with a variety of automatic parameterization methods and decision trees (CS, CHAM), we are left with the former because of the high dimensionalities of the classes. Each scheme has its own advantages and disadvantages. For PSF, we use PSF (PSF) at 20 and 1.5 for B < 21. This is a full magnitude deeper than the best works to date, and will enable us to have stellar photometry at least twice as large or the brightest previous efforts.

SKICAT Architecture:

Telescope photo plate

Segment image

FOCAS image processing

Attribute Measurement

Unclassified sky objects

Classifier

Astronomer

Astromoer classified objects

Astromoer Learning Algorithm

Training Data

Sky Objects Catalog

Learning Algorithm

Astromoer

Astromoer classified objects

Astromoer Learning Algorithm

Training Data
The 18 basic attributes measured in step 4 are:
- J/H/K magnitudes
- J/H/K aperture
- J-passing/correlation
- J-passing/luminosity
- J-passing/size
- J-passing/shape
- J-passing/momentum (B)
- J-passing/centroid
- J-passing/contour
- J-passing/ellipticity
- J-passing/orientation
- J-passing/semi-major axis
- J-passing/semi-minor axis
- J-passing/apparent

Once all attributes, including the resolution attributes, for each object are measured, step 8 involves performing the final classification for the purposes of the catalog. We are currently considering classifying objects into four major categories: star (S), star with halo (A), galaxy (G), and artifact (A). We may later refine the classification into more classes, however, classification into one of the four classes represents our initial goal.
Classification of faint objects

Why is the accurate object classification important?

An example of a scientific challenge:

We expect that the surface of the Earth contains about 500 planets with $a > 1$. The problem is, how do we recognize them among the 300 million background stars?

Methods for selecting candidates for further study by measuring the number and character of candidate objects down to about 1000. However, all methods are only 20% successful. For example, the Cambridge (MID) group suggests that most planets will be on low-density galaxies.

Then, a better statistical approach would make a search for high-mass-gas-dark matter effective.

Verification Method

The image processing steps that a digitized plate goes through are:
1. Select a frame from the digitized plate.
2. Detection: detect contiguous pixels in the image that are to be grouped as one object (standard image processing).
3. Perform more accurate local sky determination for each detected object.
4. Evaluate parameters for each object independently; we initially measured 18 base-level attributes.
5. Split objects that are "blended" together and re-evaluate attributes.
6. AUTOPSF: select a subset of the objects in the frame and designate them as being "true" stars, form PSF template.
7. Measure resolution scale and resolution fraction attributes for each object. These are obtained by fitting the object to the templates of true-things stars formed in step 6.
8. Classify objects in image.

Architecture of RULER system.
### Table 1

<table>
<thead>
<tr>
<th>Learning Algorithm</th>
<th>Avg</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
<th>Avg</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree (C4.5)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 1 hidden layer)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 2 hidden layers)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 3 hidden layers)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 4 hidden layers)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 5 hidden layers)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
</tbody>
</table>

Where:
- 0-6 - Unknown object occluded by sun
- 6-0 - Sun occluded by other
- 0-0 - Sun not occluded by other

### Table 2

<table>
<thead>
<tr>
<th>Learning Algorithm</th>
<th>Avg</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
<th>Avg</th>
<th>Std</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree (C4.5)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 1 hidden layer)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 2 hidden layers)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 3 hidden layers)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 4 hidden layers)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
<tr>
<td>Neural Network (ANN 5 hidden layers)</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
<td>0.26%</td>
<td>0.13%</td>
<td>0.13%</td>
<td>0.30%</td>
</tr>
</tbody>
</table>

Where:
- 0-6 - Unknown object occluded by sun
- 6-0 - Sun occluded by other
- 0-0 - Sun not occluded by other

### FRITZ: Next Steps

- Storing and retrieving of different scene images and other metadata in a more efficient manner.
- Further experiments with different neural networks, neural network object parameters, and other network parameters to optimize their performance.
- Experiments with optimized parameters (e.g., by adjusting object parameters for different network parameters).

- In terms of the storage technology, improve the storage of objects and their parameters on the basis of expert systems (such as STAIRS) suggestions.
- Scientific analysis of the resulting scene catalog, including the analysis of existing tools (such as STAIRS), cataloging, and management (such as with a CAF).
- For further applications across CAF systems, Earth viewing, and other network-related systems.

### Long-Term Plans

The long-term goal is to explore and develop methods of autonomic systems involving very large data bases and to open up the use of the rapidly developing expert systems and related applications in autonomous networks. We are pursuing a new generation of autonomous systems that will be able to cope with complex, more powerful, autonomous systems over a wide range of applications. While we are dealing here with a particular problem of image analysis, the experience gained in this project should be of a more general use.

In summary, we continue to pursue the concept of an autonomous system and to explore various methods for exploiting it. This is a new, novel concept that is being pursued in a number of different areas. The success of the implementation will depend on the development of efficient algorithms and methods for handling data in real-time. The success of the implementation will depend on the development of efficient algorithms and methods for handling data in real-time.
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A bifurcating optical pattern recognizer (BIOPAR)

* Physics
  a nonlinear gain saturation memory medium
  scattered coherent light waves
  microscopic holographic gratings
  neuromorphic

* Training
  Input image intensity greater than a threshold
  Generation of microscopic waves by scattering of the input
  wave from the doped impurities in the medium
  Holographic interference patterns formed as refractive index
  gratings due to migration and trapping of the photon-induced
  electrons
  Microscopic synaptic interconnections
After training is completed, any new input applied to the medium can be detected at the output in two distinctly different directions which are dependent on the content of the input.

If the new input is completely different from the memorized input, the new input wave will follow its original path affected only by the refraction of the crystal.

If the new input is the same as the memorized input, it will be diffracted to a new direction. The intensity and quality of the diffracted image signifies the similarity between the new and the memorized input.

A neuromorphic model of the BIGPAR with experimental demonstration using a barium titanate crystal are presented.

II. THEORETICAL DISCUSSION

The commonality between the neural net computation and the nonlinear optical media wave interaction is that they both are governed by dispersive nonlinear wave equations.

In terms of bio-physics, the membrane potential of each neuron is a nonlinear time-delayed function of the summation of synaptic weighted inputs from all connected cells. Similarly, based on the wave interaction principle in photorefractive crystals, the field at any lattice site in a nonlinear optical medium can be written as a function of the delayed fields at neighboring sites.

* Assumptions

Existence of an excitability threshold expressed in terms of energy or potential

Input energy to a neuron below the threshold, neuron state stable and quiescent

Threshold exceeded, critical modes in the form of standing or travelling waves bifurcate (Hopf bifurcation)
2.1 Basic Model

* The neural network with nearest neighbor local interconnections is analogous to coupled waves in a narrow spectrum about a center frequency \( \omega_c \) in a nonlinear optical medium with gain, saturation, and memory.

* When the input intensity is higher than a threshold \( \mu_c \), bifurcating waves are generated.

* These waves oscillate at a fast carrier frequency \( \omega_c \) and are modulated by a slowly varying envelope \( v(r,t_i) \), a function of space coordinates \( r \) and a suitably defined slow time variable \( t_i \).

One solution of the wave function

\[
\Psi(r,t,t_i) = \psi(r,t_i) \exp(i \omega_c t) + \psi^*(r,t_i) \exp(-i \omega_c t),
\]

\( \ast \ast \ast \), complex conjugate.

By expanding \( \mu \) in a small neighborhood of \( \mu_c \) and add a memory nonlinearity to the system and letting \( v(r,t_i) = v \)

\[
je^{i \omega t} \frac{\delta k^i}{\delta v}(\delta v/\delta t_i) = \psi' v + [k^i(\mu, j\omega) + D - h |v|^2] v,
\]

where \( k^i = k^i(\mu, j\omega) \), and the cubic term \( -h |v|^2 v \) with \( h \) as a constant is the lowest-order nonlinear term. Solutions of Eq. (2) yield properties of wave functions.

Assume \( k^i \) varies linearly versus \( |v|^2 \) and

\[
dk^i/\delta t_i = c |v|^2 - b D,
\]

where \( b \) and \( c \) are constants, \( D \) is delayed nonlinear memory.

The delayed nonlinear memory \( D \) is produced by the change in membrane and synaptic conductance properties with continued excitation. In the Hopf expansion, \( c' \) is a parameter derived from the small amplitude solutions.

\[
D = c \exp(-b t_i) \int_0^\infty \exp(bt') |v(t')|^2 dt',
\]

with the upper limit of the integration set at \( t_i \).

An initial condition \( v(r,0) \) corresponds to the sensory input of a real image at \( t=0 \) to a nonlinear FRC.
2.2 Principle of Bifurcation

A perturbation expansion of small amplitude solutions centered in a small neighborhood of $\mu_n$ with a series of functions $v_1, v_2, \ldots$ and $v$, etc.

\begin{equation}
 v = \epsilon v_1 + \epsilon^2 v_2 + \epsilon^3 v_3 + \ldots
\end{equation}

(5)

Using the first order term, a general solution as summation of waves of amplitude $A_j$ and phase $\phi_j$, with $j = 1 \ldots$ to $N$:

\begin{equation}
 v_j(r, t_j) = \sum A_j(t_j) \phi_j(r),
\end{equation}

(6)

where $\phi_j(r) = \exp(jk_j \cdot r)$.

Modulation depth may be approximately written as

\begin{equation}
 k_{m} = C A_j A^*.
\end{equation}

(9)

Matrix element in Hebb's outer-product learning!

Explicitly, this "neural synaptic" matrix may be expressed by

\begin{equation}
 (k) = C v_j v_j^*.
\end{equation}

(10)

The superscript "*" represents transpose operation and $c$ and $C$ are constants.

(a) Training via the Presentation of 2-D Patterns

Input image $I_j(r)$ initialized modal superposition

\begin{equation}
 v_j(0) = \sum A_j(0) \phi_j
\end{equation}

(7)

which enables self-organization of holographic gratings with a set of grating vectors $k = (k_1, k_2)$ and modulation depth $k_{m}(t)$:

\begin{equation}
 k_m = C \exp(-bt) \int \exp(bt) A(t)A^*(t) \, dt.
\end{equation}

(8)

(b) Memory via Holographic Grating Formation

- After the holographic gratings representing the synaptic interconnections governed by Eq. (10) are written and stored in the medium, the training is completed.

- A multiple number of images may be learned and memorized in the medium by exposing the medium to the inputs sequentially.

- No external reference is applied. Different from conventional holographic recording.
(c) Pattern Recognition via Gainful Associative Retrieval

After the medium learned at least one image, a new image may be applied. The directions of the bifurcating waves are determined by the Bragg conditions obtained in solving Eq.(5) for the third order term \( v_j \). The Bragg conditions of waves diffracted from the memorized gratings are given as:

\[ k_i - k_n + k_p = k_j, \]

with \( l,m = 1,...,n \), and \( p,j = 1,...,N \), where \( n<N \) represents the number of possible excited modes within the memory of the previous image.

Corresponding coupled wave equations of excited bifurcating waves:

\[ \frac{dA_i}{dt} = (\lambda + \sum k_i A_j + \sum g A_j^2 A_i^2 - 2gA_j^2 A_i A_j - k_i A_i), \]

where the summation runs from 1 to \( n \), \( \lambda \) is a constant, and gain \( g \) dependent on the material properties, crystal orientation, and polarization and incident angle of the input beam.

The terms with the gain parameter, \( g \), in Eq.(12) are major factors contributing to the growth of the excited bifurcating waves until saturation is reached.

The bifurcating waves may be used as a quantitative indicator of how much the new input resembles the memorized image.

---

III. Experiment

3-1 Set-up

A Spectra Physics model 2000 argon ion laser is collimated by the pinhole spatial filter(S. F.) and lens \( L_1 \) combination. A liquid crystal television(LCTV) spatial light modulator(SLM) or a photographic transparency is used to apply input images or data to the system. The \( L_1 \)-pin-hole-filter-\( L_1 \) combination is used to enhance the contrast of the output image of the LCTV SLM before it is applied to the nonlinear medium, which in this case is a PRC with a high gain coefficient. A barium titanate(BaTiO\(_3\)) is chosen. The crystal is 5mmx5mmx8mm. A Sony CCD camera detected outputs are displayed on a TV monitor, an oscilloscope, or a chart recorder.
3-2 Experimental Results

Fig. 3. Before a nonlinear gain saturation memory medium is trained and when an input image "A" with intensity less than the threshold energy, \( \mu < \mu_t \), is applied, the output at Port 1 is "A" and the output at Port 2 is zero. This is illustrated in Fig. 3(a). After training with "A" with \( \mu > \mu_t \), as illustrated by 3(b), the output at Port 1 becomes zero and the output at Port 2 becomes "A". In Fig. 3(c), it shows that if the medium was trained with input "A" and then applied with an extremely weak "B" of energy \( \mu < \mu_t \), the output at Port 1 will be "B" and at Port 2 will be zero. Figure 3(d) shows that if the extremely weak input in Fig. 3(c) is "A" instead of "B", then the output at Port 1 will be zero and the output at Port 2 will be "A".
Applications of the Bifurcative Neural Network System

- Optical Pattern Recognition through Syntactic Analysis with Adaptive Neural Learning.
- Optical Arithmetic based on Symbolic Substitution using a Bifurcative Array of Photorefractive Crystal Cells.

Optical Pattern Recognition Application Areas

- Cluster analysis for synthetic patterns based on shortest distances.
- Shape analysis of waveforms and contours.
- Character recognition using a syntactic approach.
- Fingerprint recognition using tree grammars.
- Optical image understanding with real-time correlation.

IV. CONCLUSION

- We have introduced a new class of optical pattern recognition technique which utilizes the bifurcating diffraction phenomenon in nonlinear gain saturation memory media.
- The uniqueness of the BIOPAR is that only a single input beam, instead of one signal and one reference beam, is applied as the input in both the training and addressing process.
- Future research for BIOPAR includes the improvement of the quality and resolution of the bifurcating signals and the application of the BIOPAR for EOS data classification problems.
- Applications
Segmentation of the Airplane
BAC111 Contour for
Syntactic Shape Recognition

Optical Arithmetic using
the Bifurcative Pattern
Recognition Array

- Perform Optical Arithmetic
  using Symbolic Substitution
  and Signed-Digit Code.
- Constructing a 2-D Array of
  Bifurcative Pattern Recognition
  Cells for Fast Symbolic
  Substitution.
- Exploring Massive Parallelism
  in Optics with an Adaptive
  Neural Approach.

Major Technical Achievements

* Developed a new class of brain-in-a-cube-type bifurcating opto-
  electronic pattern recognition (BOPAR) technique for data
  classification using high-gain nonlinear photorefractive crystals
  with an experimental demonstration using barium titanate.

* Developed a new class of shift, rotation, and scale invariant
  adaptive optical pattern recognition (AOPAR) system for discerning
  very faint object merged in highly cluttered background and
  experimentally demonstrated using high-gain photorefractive barium-
  titanate crystals.

* Developed and demonstrated an unipolar terminal-attractor based
  associative memory (UTABAM) system via adaptive threshold enabling
  perfectly correct convergence in the associative recall of inputs
  where the number of stored states are comparable to the number of
  neurons thus showing a significant improvement over the Hopfield
  neural net.

* Discovered a new pyramidal multi-layer multi-resolution
  optoelectronic data classification system utilizing the perfectly
  convergent unipolar terminal-attractor based associative memory and
  the futuristic SEED devices.

A 2-D Array of BaTiO₃ Cells for
Bifurcative Symbolic Substitution
in Performing Optical Arithmetic
NEW TECHNOLOGY INNOVATIONS AND PUBLICATIONS

The following research results are credited to the projects synergistically supported by DARPA and NASA-NRA.

1. A U.S. patent No. 5,005,954 entitled "Method and Apparatus for Second-Ranked Tensor Generation" was received by Hue-Kuang Liu. This invention is useful for generations of optical interconnections matrices in real time and is important for future optical computer networking applications.

2. NASA Tech Brief NPO-19998 entitled "Photorefractive Crystal Compresses Dynamic Range of Images" was received by Hue-Kuang Liu. The article received over 150 inquiries from U.S. Companies and is listed as one of the most frequently requested among the published Tech Briefs.

3. Three papers authored and co-authored by Hue-Kuang Liu were submitted for publication and presentation at the 1992 Conference on Lasers and Electro-optics in Anaheim, California. The conference is co-sponsored by IEEE and OSA. The titles of the papers are:

- "An Adaptive Invariant Optical Pattern Recognizer" (with S. Zhou and C. Tan)

- "Optimizing CGH realization in Electrically-controlled SLMs for Reconfigurable Optical Interconnections and Real-time Zoom Lens" (with S. Zhou)

- "A Comparative Analysis Between The Fourier and Fractal Digital Holography for 3-D Data Visualization" (with S. Zhou)

4. Three papers were authored or co-authored by Hue-Kuang Liu were presented at the 1991 Annual Meeting of the Optical Society of America at San Jose, Ca. during November 4-9, 1991. The papers are entitled:

- "Iterative Optical Pattern Recognition"
- "Holographic Lens Design Using the Contact-Screen Method" (with F. Peng, A. A. S. Awad, and M. A. Karim)
- "Adaptive Reconfigurable Interconnects Using a LCTV" (with A. A. S. Awad, Alastair D. McKeeley, and Junping Wang)
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Data Reduction

The process of converting raw instrumental output into physical measurements, i.e.,
Steps taken to minimize the influence of data acquisition imperfections on the estimation of the desired astronomical quantity (Gilliland 1992)

In this project we focus on the reduction problem, rather than on data analysis or visualization

Data Reduction/Analysis Systems

- IRAF - Image Reduction and Analysis System (NOAO)
- STSDAS - Space Telescope Science Data Analysis System (STScI)
- MIDAS - Munich Interactive Data Analysis System (ESO)
- IDL - Interactive Data Language
- ... Many other systems

Very successful approach

- widespread distribution of these systems
- systems written for one wavelength extended to serve others
- incorporation of independently developed packages
**Philosophy of These Systems**

- Modular operators which work on standardized types of data files
- Command Language to execute single commands or scripts of commands (in interactive or batch mode)

**Advantages:**

- Flexibility for the user: individual commands can be chained (or "pipelined") to construct powerful, customized procedures
- Ease of development: well-defined methods for adding new modules. Thus many programmers and scientists may independently contribute to the growth of a system.
- Standardization

---

**Disadvantages of Existing Systems**

- Learning a system isn't easy
- Commands can be complex with many parameters and even experts don't know the entire system. Users may have to learn more than one system, especially if they work at different institutions or their work is multi-disciplinary/multi-spectral
- Difficult to capture expert knowledge
- Manuals, on-line help, local gurus have drawbacks
- Data management problems
- A few nights' observations can result in hundreds of data files which must each pass through many reduction steps. Prove to errors which are very difficult to detect
- Iterative nature of real scientific work
- Usually must reduce data several times as one learns more of data, calibration files, algorithms, etc.

These problems were echoed in a study of EROS by Bott et al., as forwarded to group members list by Glenn Sluckin.

---

**Expert Assistant**

*An alternative approach which builds on the foundation of these systems*

Goal is to develop a system which will act much as a graduate assistant:
- follows instructions on how to do data reduction
- checks for processing and data quality problems
- works longer hours than you do
- flexible in that existing knowledge of reduction procedures can be easily modified for new cases

Related work towards developing expert assistants can be found in the literature in a variety of domains.

---

**Features of the Expert Assistant**

- Gather information about the available data (typically from header information in the data file).
- Develop a plan for data reduction based on the user's goals, actual properties of the data and on limitations of available resources (e.g. disk space).
- Translate the plan into explicit reduction commands for a specific data analysis system.
- Monitor the plan and its execution for problems (e.g. missing calibration files) and alert the user.
- Be extensible to incorporate new types of data reduction, new analysis modules and new data analysis systems. The Expert Assistant will provide users with tools for this purpose.
- Present powerful and effective user interface including mouse-and-menu graphics (which is also found in non-expert systems) and natural language interface.

Prototype system for calibration of CCD images was developed by Johnston in 1987.
How to Best Involve the Scientific Community?

Lead Users:

- Involve scientists in use and independent evaluation of expert assistant as soon as possible (in addition to scientific input of PI and Co-Is [3 of 4 are astronomers]).
- We feel that it is important that this tool be used with real data reduction problems as early as possible.
- Even the initial versions of the Expert Assistant will be sufficiently powerful to pay back the Lead Users for their investment of time.

We interviewed several groups at STScI and the reduction problems were very similar.

First Lead Users:

Hubble Space Telescope Medium Deep Survey (MDS), Richard Griffiths, Kaven Ratnatunga and others.

A key HST project. These are projects which were identified by the astronomical community as high scientific importance and involving a large amount of HST observing time. Data is shared by many astronomers with different interests.

Scientific objectives include:
- Serendipitous discoveries and rare objects. Morphology and distribution of tidal galaxies, active nuclei of distant galaxies, galactic structure, distant solar-system objects.

Obtaining CCD image data with Wide Field/Planetary Camera and Faint Object Camera. Done in parallel with other observations.

Removal of cosmic rays from CCD data is a prime challenge, and the current focus of the Expert Assistant.

Sample Logfile

# LOGFILE Tue 17 52:06 06-Aug-92
# WP: system - yes
# 17 52:06 startpackage stadas - start (stadas/stadas.cl)
# stadas
# 17 52:06 pkgname wpdc - start (wpdc/wpdc.cl)
# wpdc
# common/logfile = /median/data/mda/drac01Aug92/log
# 17 52:07 pkgname wpdc - start (wpdc/wpdc.cl)
# common/median/data/mda/dracAA/1503507/median/data/mda/dracAA/15035 optir
# Aug 4 17 51 command: create. command: -lhigh Jens2
# LANG = en
# what/check_cl 01/01/84
# what/check_cl 01/01/84
# what/check_cl 01/01/84
# what/check_cl 01/01/84
# what/check_cl 01/01/84
# additional output deleted...
# 18 12:48 wpdc common - wpdc
# 18 12:48 stadas wpdc - stadas
# 18 12:48 stadas wpdc - stadas

Project Schedule and Progress to Date

Have developed initial system:
- language for specifying reduction steps
- expert assistant analyzes existing data
- produces script for data reduction in a specific analysis system.
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Motivation

Model-building is essential for scientific advancement, yet time-consuming and error-prone

- Labor intensive to produce models
- Difficult to modify models
- Difficult to share and reuse models

Problems

- Obtuse, low-level code
- Wrong level of abstraction
- Important assumptions buried

Causes
Project Goal: Build a specialized software tool to assist in Scientific Model-building

**FEATURES**
- Analysis & visualization facilities
- Interactive graphical interface
- Intelligent assistance
- High-level modeling language
- Reusable libraries of data sets, equations, subroutines, physical quantities, models

**TECHNIQUES**
- Object-oriented programming
- Symbolic manipulation
- Visual programming

Overall Project Plan
- Develop and implement a useful modeling tool for specific targeted applications
- Deploy tool to support scientists in Cassini and EOS missions
- Produce a generalized Scientific Modeling "shell" to handle a class of modeling tasks

What types of Models?

Set of algebraic & ordinary differential equations
- "Basic science" causal process models (vs. empirical correlational models)
- "Clean", simplified, micro-science models (vs. Complex, macro-science models)
- Data-poor environment (vs. data-rich environment)
- Deterministic (vs. uncertain / statistical)
- Quantitative (vs. qualitative)
- Spatial and temporal extent

Current Models
- TGM (Titan Greenhouse Model)
  C.P. Mckay - NASA Ames
- Forest-BGC (Ecosystem model)
  S.W. Running - U of Montana

Prospective Models
- Life Support System Models

Manual Approach to Model-building

Background Information
- Textbook Knowledge
- Problem-specific Knowledge
- Programming Knowledge
- Text editor

Modelling Goal

= MODEL
Titan Atmospheric Modeling: *The Voyager fly-by*

**GOAL:** Develop model to determine atmospheric profile based on measured refractivity (R) for each altitude. Profile specifies:
- density ($\rho$)
- pressure ($P$)
- temperature ($T$)

R: measured refractivity

**Atmospheric Profile** $\langle \phi, P, T \rangle$

**Equations used:**
1. $\frac{dP}{dx} = -pg$
2. $\rho = n \Sigma f \varepsilon \frac{\mu_n}{\mu_0}$
3. $\frac{g}{(2 + g)^2}$
4. $n = \frac{P}{kT}$
**Model-building Steps**

1. Modeling Scenario Setup

2. Computation Plan Construction

3. Plan Execution

---

**1. Modeling Scenario Setup**

*Build object-oriented representation of modeling scenario*

- Select the domain objects to be modelled
- Establish relationships between objects
- Initialize any known quantities associated with domain objects

---

**2. Computation Plan Construction**

- Select a "goal quantity"
- Interactively devise a sequence of transforms to calculate the goal quantity
\[ r' = \sum \frac{n \cdot d \cdot \text{pol}}{g} \]

**MIXTURE-REFRACTIVITY-CALC Equation**

**RADIATIVE INTERACTION**
- Polarizability: 
- Refractivity: 
- RadiationSource: 
- RadiatedEntity:

**ATMOSPHERIC PARCEL**
- Planet: 
- Altitude: 
- NumberDensity: 
- MassDensity: 
- Pressure: 
- Temperature: 
- Constituents:

**RADIATION SIGNAL**
- Wavelength:

**CONSTITUENT**
- MixingFraction: 
- NumberDensity: 
- MassDensity: 
- Pressure: 
- Gas:
3. Computation Plan Execution

- Determine whether any transforms are fireable
- Fire those transforms

(A transform is fireable if all of its inputs are known)

To fire a transform:

- Convert input values to a common scientific unit
- Execute transform
- Store output value

SIGMA Benefits for the Modeller

- Immediate feedback
- Visualization of model and data
- Sensitivity analysis support
- Intelligent support for equation selection
- Automatic scientific units maintenance
- Reuse of pre-existing
  - transforms (equations and subroutines)
  - objects and attributes
  - models
- Automatic support for handling data structure
FY93 Milestones

- Finish Titan temperature determination model
- Implement Forest-BGC modeling scenario
- Build graphical equation-entering facility
- Deliver experimental prototype to science users for testing and evaluation
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OAST AI Program

- $13M / YR PROGRAM
- 7 NASA CENTERS
- EARTH and SPACE SCIENCE DOMAINS are a MAJOR FOCUS
  of the PROGRAM at NASA AMES and JPL
  Intelligent Scientific Laboratory Instruments
  Bayesian Data Analysis -- AutoClass
  Pl-in-a-Box
  Multi-Agent Planning for Heterogeneous Registration
  Reactive Planning, Scheduling, and Control
  Spacecraft Health Automated Reasoning Prototype
  Scientific Analysis Assistant
AutoClass

The extended AutoClass implementation was applied in data from Landsat Thematic Mapper data from a study area (FIFE) in Kansas, shown in certain panels. For each panel, information from a thematic mapper was used to match the data. The extension includes the components between the bands. Only 0% of the points were used to build the classification because of time constraints. Examples of some of the classes are shown in the following panels, where each pixel that has a P value has been assigned to the class in which its membership is maximum. The spatial location of the points was not used to index the classification, but note that it shows clearly the classes.

Data Driven Earth and Atmospheric Modelling Using Bayesian Reasoning
— Peter Cheeseman, Bob Kanetsky, John Stout, Robin Hanson, Will Taylor

This project is focused on using Bayesian probability theory to extract the most probable information inherent in data.

Applications of this work include:
- Finding the most probable clusters or classes of urban features based on satellite data
- Automatically registering multiple images of the same ground area (taken by the same instrument or some highly correlated instruments) and using multiple images to form higher-resolution data than available in each individual data set.
- Automatically discovering new classes of observations (e.g., detecting anomalies)
- Finding the most probable correlations e.g., does accumulation of certain gases really correlate to certain atmospheric phenomenon?

How to interpret these pages

SCHNTERPLOTS
**Motivation**

Time and resource constraints severely limit flexibility during space experimentation:

- PI is physically distant from experiment
- Communication bandwidth availability is often insufficient or not timely enough
- Quantity and complexity of experiments impact productivity
- Crew availability and training overhead are major issues in the Space Station environment

---

**ASA Overview**

- Objectives:
  - To improve the scientific return of experiments performed in space
  - To evaluate Data Management accommodations needed to support payloads
- Approach:
  - Use expert systems technology to encode domain and experiment knowledge of the Principal Investigator and make it available to payload and mission specialists
  - Operationally evaluate the system in Spacelab domain and in Advanced Architecture Testbed

---

**Functions of the ASA**

- Capture, reduce, and archive experimental data
- Monitor data quality and help diagnose problems with equipment when experimental data is erratic or poor
- Identify and permit investigation of "interesting" data
- Suggest protocol changes that would result in better utilization of remaining time
**System Architecture**

- **Data Acquisition Module**
- **Executive**
- **Protocol Manager**
- **Diagnosis/Troubleshooting Module**
- **Interesting Data Filter**
- "LabVIEW"
- "CLIPS/Hypercard"

**Hypothetical ASA Scenario**

- The dome experiment, with two subjects, is running slightly behind schedule.
- Subject 1 had exhibited "interesting data" on the previous day.
- Subject 2 had exhibited erratic data during the previous session that same day.

How should the protocol be refined to maximize the scientific return of this session?

**The "Proposed" Protocol**

**Support of SLS-1 Mission**

- **Pre-flight baseline data collection:**
  - system used to collect and analyze data from Rotating Dome experiment in the Baseline Data Collection Facility at JSC on L-150, L-75, L-45, L-90, and L-15 sessions

- **Ground support during flight experiment:**
  - system used in the Science Monitoring Area at JSC to collect and analyze in-flight data from the Dome experiment downlinked from Spacelab

- **Post-flight data collection:**
  - system used at Dryden to collect and analyze data from the Dome experiment on R+0, R+1, R+2, R+4, R+7, and R+10 sessions
REGISTRATION PLANNING FOR HETEROGENEOUS DATA SETS

Anu Lancha, Andrew Plagge, Jennifer Durham

The primary objective of data center work is to build and verify models of earth's resources. However, much time is spent on tedious tasks of selecting and preparing data for input into these models.

GIVEN:

* Desired data set descriptions
  * for specific locations and time periods

CONSTRUCT:

A data-acquisition and transformation plan that yields data sets that:

- Sufficiently meet time/space requirements
- Supply data of the right type
- Are all within the same coordinate system and pixel size/unit:
  - same scale
  - same projection
  - same or adequate density of information

Figure 1: Data Analysis Worksheet

Accomplishments

The system worked under realistic conditions.

- Collection and archival of downlinked data
- Quick-look analysis and summary of data
- Generation of potential new protocols
BENEFITS OF AUTOMATION:

- Allows more complete and correct exploration of registration possibilities.
- Automates a busy work task.
- Speeds up analysis, allowing for more science “quality time.”
- Provides an automated interface to EOS-DIS and models.
- Provides a framework for diagnosing errors or distortions in the data.
- Allows for reuse of registration plans.

Automatic Planning and Scheduling System for Existing Photoelectric Telescopes

1. Plan
   - Select observations to satisfy objectives

2. Schedule
   - Sequence observations on the time line

Photoelectric Telescope at Remote Observatory

The Entropy Reduction Engine
- Integrating processing, scheduling, and control
- Coarse and Coarse
- User input
- Descriptions of source, answers, and events
- Database specific input/data output
- Current state of the environment

A Technical Plan - compare to vague possible issues
- Diagram showing plan

A Technical Reduction Engine Plan - allows diffuse possible issues
- Diagrams illustrating plan

SHARP - MAGELLAN TELECOM

TELECOM OPERATIONS

SHARP WORKSTATION
**Application:** Cataloguing sky objects from the 2nd. Palomar Sky Survey (POSS-II).

**System:** SkICAT

(Sky Image Classification and Archiving Tool)

**Goal:**
- Take as input a digitized photographic plate
- Produce as output catalog entries for all objects in image.

**Objects:**
- Star (s)
- Star with fuzz (sf)
- Galaxy (g)
- Artifact (long)

**Problems:**
- Too voluminous for human processing
  - (= 1800 plates, each having 23,000x23,000 pixels,
    \(9 \times 10^{11}\) bytes of data)
- Most objects too faint for recognition by inspection, need automated methods.
- Cataloguing is tedious, expensive step needed before further scientific analysis can be performed.
Benefits:

- Speed up catalog generation by one to two orders of magnitude (unrealistic to perform manually).
- Reduce cost of cataloguing survey images by equivalent of tens of astronomer man-years.
- Classify objects that are at least one magnitude fainter than catalogs to-date.
- Generate catalogs with much richer content.
- Towards an objective, reliable automated classification method...
Parallel Algorithms for Data Compression

Dr. James A. Storer
Brandeis University

August 11, 1992
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Applications of Data Compression

lossless = decompressed data
is identical to the original

lossy = decompressed data
may be an approximation to the original
Key types of data:
- text
- computer source/object code
- data bases
- numerical data
- speech
- music
- gray-scale images
- color images
- graphics
- CAD data
- animation
- half-tone/fax data
- finger print images
- bank check images
- map and terrain data
- medical imagery
- scientific and instrument data, space data
- image sequences
- video

Examples of Speeds Required for Real Time Processing:

Text sent over a modem ~ 2,400 bits per second
(Depending on the cost of the modem, commonly used speeds range from 1,200 bits per second to 5,600 bits per second)

Speech ~ 100,000 bits per second
(One government standard uses 8,000 samples per second, 12 bits per sample)

Stereo Music ~ 1.5 million bits per second
(A standard compact disc uses 44,100 samples per second, 16 bits per sample, 2 channels)

Picture Phone ~ 12 million bits per second
(A low-resolution black and white product might require 8 bits per pixel, 256x256 pixels per frame, 24 frames per second)

Black & White Video ~ 60 million bits per second
(A medium-resolution product might use 8 bits per pixel, 512 by 512 pixels per frame, 30 frames per second)

HDTV ~ 1 billion bits per second
(A proposed standard has 24 bits per pixel, 1024 by 768 pixels per frame, 60 frames per second)

---

Lossless Data Compression with On-Line Dynamic Textual Substitution

Idea:
Maintain a dictionary of strings that have occurred frequently in the past and replace new occurrences of these strings by their index in the dictionary.

In a "lock-step" fashion, the encoder and decoder are constantly changing their dictionaries to best reflect the data seen thus far.

---

Data Compression with On-Line Dynamic Textual Substitution

(1) Initialize the local dictionary $D$ to have one entry for each character of the input alphabet
(2) repeat forever
   (a) {Get the current match string $s$}
      Use a match heuristic $M$ to read $s$ from the input
      Transmit $[\log_2 |D|]$ bits for the index of $s$
   (b) {Update $D$}
      Add each of the strings specified by an update heuristic $UH$ to $D$
      (if $D$ is full, use a deletion heuristic $DH$ to make space)

Generic Encoding Algorithm

(1) Initialize $D$ by performing Step 1 of the encoding algorithm
(2) repeat forever
   (a) {Get the current match string $s$}
      Receive $[\log_2 |D|]$ bits for the index of $s$
      Retrieve $s$ from $D$ and output the characters of $s$
   (b) {Update $D$}
      Perform Step 2b of the encoding algorithm

Generic Decoding Algorithm
The Match Heuristic

- **Greedy**: Read the longest match possible.
- **Lookahead**: Employ a lookahead buffer to check if taking a shorter match now will pay off with better compression later.
- **Special Characters**: Read the longest match that ends with a special character (which can be specified in advance or dynamically learned).

Update and Deletion Heuristics for Dynamic Dictionaries

**Update Heuristic (DH):**
- **First Character (FC)**: Add the last match concatenated with the first character of the current match.
- **Identity (ID)**: Add the last match concatenated with the current match.
- **All Prefixes (AP)**: Add the set of strings consisting of the last match concatenated with each of the prefixes of the current match.

**Deletion Heuristic (DH):**
- **Freeze when Full (FREEZE)**: Once the dictionary becomes full it is "frozen" and remains the same from that point on.
- **Restart Periodically or when Compression Drops (RESTART)**: Periodically or when compression drops, remove all elements of the dictionary (except the characters of the input alphabet).
- **Least Frequently Used (LFU)**: Delete the string that has been matched least frequently.
- **Least Recently Used (LRU)**: Delete the string that has been matched least recently.
- **Swap when Full (SWAP)**: Keep two dictionaries. When the primary dictionary becomes full, start learning new entries in the auxiliary dictionary but continue compressing data with the primary dictionary. From this point on, each time the auxiliary dictionary becomes full, the roles of the primary and auxiliary dictionaries are reversed, and the secondary dictionary is reset to be empty.

Sliding Window Data Compression

**Idea:** A sort of on-line textual substitution where the dictionary is just a window of the last $n$ characters and instead of pointers being simple indexes, they are (displacement, length) pairs that indicate a substring of the window. The update and deletion heuristics are to just "slide" the window. Any match heuristic that reads a string that is a substring of the window will do, usually the greedy heuristic is used (and is provably optimal when all pointer have the same size).

**Notes:**
- To ensure that a match of at least one character can always be found, a pointer value is reserved for each character of the alphabet.
- In practice, it pays to use "fancier" methods of encoding pointers because the distribution of pointer values (particularly the length field) tends not to be uniform. Also, better methods of coding pointers avoid the inefficiency of having to divide the pointer into two fields.

**Efficient Serial Implementation:**
- If the window extends back to the beginning of the input string, a simple linear-time implementation is to build a position tree as you go (using McCreight's Algorithm) and compute longest matches by walking down from the root to a leaf and then matching as much additional input as possible.
- When the window does not extend all the way to the beginning of the input string, the position tree data structure can be modified to allow deletion of strings, or three overlapping copies of the position tree can be employed.

Systolic Pipes

- All processors are identical and the length of connections between adjacent processors can be bounded by a constant.
- The structure can be laid out in linear area and power and ground can be routed without crossing wires.
- The layout strategy can be independent of the number of chips used. A larger pipe can be obtained by placing as many processors as possible on a chip and then, using the same layout strategy, placing as many chips as possible on a board.
Systolic Pipe for the Static Dictionary Method

(the dictionary is fixed in advance)

Systolic Architecture for the Sliding Window Method

("match tree" architecture)

<table>
<thead>
<tr>
<th>INPUT</th>
<th>ACTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Match</td>
<td>None</td>
</tr>
<tr>
<td>2</td>
<td>Send to parent</td>
</tr>
<tr>
<td>3</td>
<td>Send to parent</td>
</tr>
<tr>
<td>4</td>
<td>Send to parent</td>
</tr>
<tr>
<td>5</td>
<td>Compute length and send to processor that sent it</td>
</tr>
<tr>
<td>6</td>
<td>Handle first tree in 5 and send other to parent</td>
</tr>
<tr>
<td>7</td>
<td>Send first to parent and handle last tree in 5</td>
</tr>
<tr>
<td>8</td>
<td>Send first and last to parent and handle as in 5</td>
</tr>
</tbody>
</table>
Systolic Pipe for the Sliding Window Method
("wrap" architecture)

Board Level Design that Implements the Swap Deletion Heuristic

Real-Time Adaptive Lossless Compression Hardware

Systolic Pipe for the Dynamic Dictionary Method
(Uses a variant of the ID update heuristic that forms matches in a "bottom-up" fashion.)

Diagram of a Single Cell
(4,096-256-1=3,839 cells form a complete array)

VME Board:
- 20 mhz clock
- 30 custom chips (1.0u double-metal CMOS)
- 160 million bits per second throughput
  (one byte is processed on each clock cycle)

HIPPI Board:
- 100 mhz clock
- 15 custom chips (8u double-metal CMOS)
- 800 million bits per second throughput
Sub-Linear Algorithms for Text Compression

Idea: Fast sub-linear algorithms that can be programmed on existing massively parallel machines.

Model of Input-Output: For a dictionary of size \( n \), characters arrive in blocks of size \( n \) to the encoder and leave in blocks of size \( n \) from the decoder.

Note: Dynamic dictionary compression is P-Complete!

Static dictionary or sliding window: We present a simple algorithm for greedy or optimal parsing that can be implemented in \( O(\log(n)) \) time with \( O(n^2) \) processors.

(In fact, for any \( 0 < \epsilon < \frac{1}{2} \), this algorithm can be implemented in \( O(\epsilon \log(n)) \) time with \( O(n^{1+\epsilon}) \) processors.

Greedy Versus Optimal Parsing for Text Compression

Idea: Textual substitution algorithms typically employ greedy parsing, that is, at each stage, the longest possible string is taken as the next match. However, optimal parsing strategies may sometimes take a shorter match so that bigger savings can be achieved later.

Example:
- input string: \( a b a b a b a b a b a \)
- dictionary: \( a, b, a b \)
- optimal parsing: \( a b, a, a b \)
- greedy parsing: \( a b, a, a b \)

Theorem: The intersection of the \( i^{th} \) phrases of all optimal parsings is non-empty, and hence there is a set of canonical substrings that identify the positions of optimal phrases

![Diagram of positions of the first characters of the phrases of the greedy parsing are 1, 4, 6, 7, 8, 9, 10, 12, 13, 14, 16, 17, 18]

Image Compression with Vector Quantization

IDEA: Map sub-arrays of pixels ("vectors") to the "closest" vector in a dictionary of vectors.

![Image of a 4x4 grid with different patterns in each cell, representing different "vectors"]

**Example:**
- input string: \( a b a b a b a b a \)
- dictionary: \( a, b, a b \)
- greedy parsing: \( a b, a, a b \)
- optimal parsing: \( a b, a, a b \)

![Table with positions of the first characters of the phrases of the greedy parsing are 1, 4, 6, 7, 8, 9, 10, 12, 13, 14, 15, 16]

*** This is why optimal parsing can be done on-line and why parallel algorithms for greedy parsing can be generalized to optimal parsing.
Key Results for Fixed-Sized (Trained) VQ

A complexity analysis of codebook design and search shows that optimal VQ as well as optimal k-means design is NP-hard.

A complexity analysis of tree-structured VQ shows that finding optimal pruned trees subject to the leaf entropy or expected depth is NP-hard, whereas a polynomial-time algorithm is presented when the cost function is the number of leaves or maximum depth.

A new tree growing algorithm constructs trees that are well balanced among different costs; experimental results show it to achieve the compression performance of optimal pruning without the computational overhead.

Worst-case bounds on the performance of tree search versus optimal full search have been derived; efficient heuristics have been developed to significantly improve tree search performance.

Massively parallel algorithms have been developed to implement existing VQ algorithms as well as novel ones for design and codebook search.

Experiments

Test images:
- BrainMR: 256x256, 8 bits/pixel brain image (mri)
- BrainCAT: 512x512, 8 bits/pixel brain image (cat-scan)
- DonaldsonVilleLA4: 512x512 NASA Satellite Image, band 4
- DonaldsonVilleLA6: 512x512 NASA Satellite Image, band 6
- WomanHat: 512x512, 8 bits/pixel grayscale photo
- LivingRoom: 512x512, 8 bits/pixel grayscale photo
- Fingerprint: 768x768, 8 bits/pixel FBI fingerprint image

Visualization Tools:
- original image
- compressed image
- movie of adaptive growing process
- "checkerboard" display that maps the rectangles used
- median intensity display
- dictionary display
- error image

Results: Signal to noise ratios for a given compression ratio typically equal or better traditional fixed-size trained VQ. As can be seen from the slides of the decompressed data, resolution of edges is especially accurate (good for scientific and medical data).

NOTE: This is a huge success! The same adaptive method, with no prior knowledge of the data, can be used for diverse data sets while achieving the performance of trained methods.

On-Line Adaptive VQ

Simplified Video Compression System
Displacement Estimation

**Idea:** Approximate interframe motion by piecewise translation of blocks of pixels.

(Rotation, zooming, etc., approximated by block translation, if blocks are small.)

**Note:** Displacement estimation is a crucial part of the MPEG standard.

Limitations of Traditional Displacement Estimation

- Monotonicity assumption.
- Fixed size blocks.
- Serial model of computation.

The Model of Computation

- Input/Output is serial.
- \( n \): number of pixels per frame.
- Each processor corresponds to a block of \( k \) pixels (i.e., \( n/k = N \times N \)).
- Controller communicates with only one processor.
- Data for the current and previous frame is processed by the grid while data for the next frame is filling up the frame buffer.
### Superblocks

**Def.:** *Superblock at time t*: set of adjacent blocks with the same DMD at time t-1

**Properties of Superblocks:**
- Superblocks will represent areas of the image with the same displacement vector
- Superblocks may have no prescribed shape
- Superblocks may grow and shrink from frame to frame

**Idea:** Use a parallel grid architecture to segment each frame into superblocks

**Note:** We will not need the monotonicity assumption

---

### Encoder's Algorithm at time t

**Phase 1 - all processors in parallel:**
- construct search area
- compute DMD

**Phase 2 - controller:**
- get DMD from each processor
- compute superblock splits
- output a list of all the splits
- output DMD of each superblock

**Phase 3 - controller:**
- construct new superblocks

---

### Encoding Splits and Displacements

**Splits:** Send ID of the superblocks that need to be dissolved.
- Send list-of-splits.

**Displacements:** Send one DMD for each superblock that has not been dissolved and the DMD of the blocks for the superblocks that have been dissolved.

**Threshold Condition:**
If $\text{size}_\text{of_data} > \text{threshold}$, controller dissolves all the superblocks.

**Note:** Due to the threshold condition, never worse in terms of data sent than the fixed block approach.

---

### Communication Between Controller and Processors

The communication between processors and controller is pipelined
Analysis of the Algorithm

Time: O(n) (on-line algorithm).

Space: O(1) for processor
      O(NxN) for controller.

Fidelity: no worse than fixed block method
          (possibly better: no monotonicity assumption).

Amount of data sent:
      no more than the fixed block algorithm
      (has the potential to represent "easy parts
       of a frame, e.g. background areas with
       single superblocks).

Implementing the Algorithm on a Pipe

Controller

Input

Output at time t-1

Current Research

Lossless Compression:
- Polynomial-Time Algorithms for dynamic off-Line encoding, that are
  provably better than greedy, and are on-line decodable in sub-linear
  time
- Parallel approximation algorithms for dynamic dictionary
- Sub-linear implementations on existing massively parallel machines (CN5,
  MASSPAR, etc)
- A 2.5 billion bits per second systolic SONET board

Adaptive Image Compression:
- Provable performance bounds (for both lossless and lossy)
- A better understanding of how quality is learned
- New learning strategies
- Implementations on existing massively parallel machines
- Practical algorithms for hardware implementations
- Visualization tools - ones that go beyond the tools we have developed
  thus far and allow us to better understand "what is happening"
  to the data when it is compressed and to gain insights on improved
  growing / update strategies as well as distortion measures

Video Compression:
- Poly-Log displacement estimation
- Provable performance bounds
- Further study of the complexity of various optimization problems arising
  in displacement estimation
- Implementations on existing massively parallel machines
- Practical algorithms for hardware implementations
- Visualization tools
Today's Reality

- Autonomous database (lots of them)
- Overlapping and inconsistent.
- Accessible through networks but not interoperable.
- Multiple sites, many server machines, thousands of workstations.
- Architectures: centralized or Client Server.
- Gateway access: one database at a time.
- Distributed heterogeneous DBMS?

Today's Needs

- Inter database querying.
- Download and Downsize.
- Inter database dependency tracking and change propagation.
- Version and Change Control.
- Architectures (distributed, pipelined, parallel).
- Interoperability of heterogeneous relational DBMSs.
- Multisite transaction management.
The Multidatabase Approach

- Databases are autonomous, developed, managed and evolve independently.
- There is no global schema.
- Each database has an export schema for allowing remote access.
- Private schema is for hiding portions of the database from remote users.
- No interference from remote transactions and no effect in the local applications.
- Inconsistency amongst multiple databases is an accepted fact of life.

Technology Trends

- Inexpensive and powerful (fast CPUs but relatively slow disks).
- Cumulative CPU reaches GIPS (mostly wasted).
- Current software does not take advantage of workstation hardware.
- LANs are fast and they will soon be a lot faster.

Major Question:
How can we take advantage of these developments in order to develop DBMSs that offer fast response time and high throughput?

Motivation

- Execute Query Parsing and Optimization on the Workstations.
- Relieve the server load by isolating intensive processing within the local workstation environment.
- Access the local disks in parallel.

Interoperability in DBMSs

- Gateway Interface (one at a time).
- Multiwindow gateways (visual interface no exchange of messages).
- Interleaved environments (control and data exchange through messages).
ADMS±: Enhanced Client–Server Database Architecture with Incremental Gateways to Heterogeneous Relational DBMSs

- Every WS runs locally an ADMS- version of the ADMS.
- Every WS offers a serious disk capacity.
- The configuration follows the general Client–Server Model.

Main Features of the ADMS± System

- Every time a server relation is being queried then a bound between the server and the particular site is created (indicating parent child association).
- Updated portions of relations are Timestamped at the Server site.
- Every ADMS keeps track of the last seen update timestamp of a server relation.
- From these relations having larger timestamps send to the appropriate ADMS: only the pertinent pieces of the Log => small increments are sent over the network.
- Queries and Updates are managed at the Server site utilizing a 2 φ Concurrency Control Protocol.

Main Features of the ADMS± System

EXPLOIT DATA CACHING:
- Every WS User may query server DBMS and choose to cache the data.
- There is gain when similar or related requests are being asked.

DIFFICULT POINT in CACHING:
- After a Server Update occurs it may need to be propagated properly to all the pertinent clients.

How are Updates of Cached Data being carried out!

<table>
<thead>
<tr>
<th>Update Logs [Differential Files]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Diagram showing Log Overview]</td>
</tr>
</tbody>
</table>

Global and Local Access Path Distribution

- Hybrid Access Paths: global and local.
- Global paths are serialized by the concurrency control module.
- Local paths run in parallel with other local paths.
Incremental Maintenance of Downloaded Data

- Efficient differential computation.
- Reduction in data transfer.

Deferred Update Strategies

- Lazy on demand update propagation.
- Periodic update propagation.

Advantages

- No broadcasting.
- Low communication overhead.
- Batched updates are optimized.

ADMS± Software Architecture

ADMS± Implementation

- Prototype Platform: Unix on
- Sun
- DECStation
- Vaxes

- Gateways for:
  - Oracle
  - Sybase
  - Ingres
**DEMO Configuration**

**Prototype Behavior**

- NFS and RPC behave well.
- Gateway Queries become a lot faster when most data is local.
- Load on the servers dropped significantly.
- Parallel Access to the local data is the main contributor to the Query Throughput increase.

---

**Combined Query Throughput**

Throughput (Queries/Updates per Min)

<table>
<thead>
<tr>
<th>Time</th>
<th>Throughput Chart</th>
</tr>
</thead>
<tbody>
<tr>
<td>60:00</td>
<td></td>
</tr>
<tr>
<td>55:00</td>
<td></td>
</tr>
<tr>
<td>50:00</td>
<td></td>
</tr>
<tr>
<td>45:00</td>
<td></td>
</tr>
<tr>
<td>40:00</td>
<td></td>
</tr>
<tr>
<td>35:00</td>
<td></td>
</tr>
<tr>
<td>30:00</td>
<td></td>
</tr>
<tr>
<td>25:00</td>
<td></td>
</tr>
<tr>
<td>20:00</td>
<td></td>
</tr>
<tr>
<td>15:00</td>
<td></td>
</tr>
<tr>
<td>10:00</td>
<td></td>
</tr>
<tr>
<td>0:00</td>
<td></td>
</tr>
</tbody>
</table>

*ADMS + Enhanced CS*

*Standard CS*

---
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*ADMS + Enhanced CS*

*Standard CS*
Capabilities

- Inter database queries and mixed breed views.
- Dynamic migration of data from the servers to the workstations.
- Incremental maintenance of downloaded data.
- Lazy no-broadcasting update strategies.
- Database servers are autonomous.
- Each workstation provides the glue for making the server database interoperable.
- Location transparency (but no database transparency).
- User perceives this as a really integrated distributed environment but does "feel" the distribution.

Characteristics

Standard Client-Server:

- No distribution of data
- Overload
- Single Site

Diskless Client-Server:

- [Rubenstein et al. SIGMOD 87]
- Distribution of processing (better) but still
  - no site autonomy
  - lots of net traffic
  - concurrency overhead to all queries

ADMS± Enhanced Client-Server

- [Rousepoulos et al. Computer 86]
- Distribution of both processing and data
  - site autonomy (except for updates)
  - minimal net traffic
  - minimal overhead

Comparison of DB Server Architectures

Simulation Results

Parameters

- 1 Server → n workstation clusters
- Query streams: three levels: light, medium, heavy I/O
- CPU I/O, Network Rate etc.

Metrics

- Query throughput and speedup
- Server I/O reduction
- Scale up
Simulation Results

Throughput  
CS and RU Throughput Rates (SOS-U)

Summary

- Extensible, scalable and inexpensive architecture.
- Parallel access to multiple local copies.
- Incremental access methods for reducing data transfer and maintenance of downloaded data.
- Preserves database server autonomy.
- Glues multiple commercial DBMSs in a workstation environment.

Future Work on the ADMS± Architecture

- Gateway Query Optimization.
- Pipeline Algorithms for interdatabase queries (N way joins).
- Adaptive update propagation strategies.
- Multi-site transaction management and recovery in autonomous databases.
- Experiment with increment updates of mirrored databases.
- Applicability of the same techniques in multi-processor environment with or without shared memory.
This testbed data system provides advanced, very high resolution
radiometer (AVHRR) satellite images, image viewing, on line browse
and manipulating software via the Internet. The software Motifsho
for UNIX machines) and Image (for the Macintosh) were developed
at the Colorado Center for Astrodynamics Research (UCAR). These
dispaly programs allow a user to look at an image, manipulate the
histogram, crop, enhance via several modes, color, overlay, and
animate the images. The major service of the testbed is to provide
digital AVHRR data of the western U.S. to interested users connected
to the Internet. The testbed system allows even the novice computer
users to interface with the browse and ordering systems. The
software is C and Motif X Windows programming, which allows users
to easily interact with the testbed through the screen commands.

The raw satellite data and AVHRR images are stored on the National
Center for Atmospheric Research (NCAR) Mass Storage Tape Drive
System (MSS). All of the browse images are stored on the gateway
workstation. Due to response time needs and processing constraints
the testbed utilizes several programs to make the system
successfully order and deliver the data. The data files that are
stored on the MSS are accessed through the NCAR's Crax VPP super
computer which retrieves the AVHRR images and sends the images
to the gateway workstation.

The first step in the testbed system is for NCAR to track down
link data from the NOAA weather satellites. The tracking system
uses an ephemeris-driven orbital model to follow the satellite and
start the telemetry update process. The telemetry stream transmitted
from the satellite is received and recorded by the NCAR ground
station. NCAR stores 1 to 4 satellite passes per day, seven days a
week, each pass consists of 136 megabytes of data. The data is
calibrated, channels separated, geo-referenced, integrated and
formatted. The second step of the testbed system is to send all of the
raw and AVHRR images to the MSS. Once all of the data has been
placed in the storage directories on the MSS, the gateway computer
takes over.

The gateway computer polls the MSS everyday to update the catalog
of all the AVHRR images and raw data. This catalog is then modified
to interact with the other ordering and browse programs. After the
modified programming is written in C and Motif X Windows they are
easily transportable to a wide area of computers on the Internet.
Motif X Windows provides the display capability and is a secure way
to interact with all of the software and computer hardware, in that
users are only given choices from a screen menu and will never see
an entry prompt to break the secure environment of the window.

X Windows allows users to access Browse and Order, which are two
separate programs that are accessed from the main programming on
the gateway computer. Browse is a complex program that allows
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users to select an image from the current browse tile list, build the
image, select the viewing size, map the image, overlay the map on
the image, and send the image over the Internet from the host
computer.

The browse image is a sample of the full image reduced by a factor
of 4 in both the X and Y dimensions. The browse image is only useful
in seeing the current weather over a specific region and area
coverage from the satellite pass, while keeping the image small
enough to be viewed over the Internet.

The order program works the same as Browse in that the user is
given a window that interacts with a catalog file of images. The user
has the option to order one or several images and have them
returned to the ftp anonymous directory under their name. Order
interacts with the MSS, it places the order, tracks the process
number for the order, tracks the image order number, pushes the
mail from the MSS, and combines all of this to give the image its
original name and order number. Order then sends the image to the
user who ordered it, builds a file under the user's name in the ftp
directory, and places the image in that directory. This process takes
5 minutes to complete, due mainly to the access time for the MSS.

The current coverage area of a full AVHRR image consists of all of the
west coast out to the great plains using all five channels. The images
are 2560x1536x5 pixels in pixel size.

Work is currently underway to upgrade the textfield interface to
allow users the option of setting the parameters of the images they
want. Users will pick the center latitude-longitude point, the type of
projection from a list of thirteen with the default being conic, the
resolution the viewing window size (4512x3456, 1024x1024 etc.), and
the channels to be processed. Options also include the calculation of
wind angles, the processing of a high-resolution overlay map, the
development of a elevation mapped image, and the image bit size (8
bit or 16 bit). The new textfield system will work similar to the
original except the new system will navigate and build the sub
image requested by the user. Current tests show that this task can
be accomplished within 5 minutes from the time the order is placed.

---

LIST OF PROMINENT USERS

UNITED STATES EDUCATIONAL FACILITIES

- Purdue University
- Northern Arizona University
- University of New Mexico
- Berkeley University
- Tulane University
- University of Utah
- Penn State University
- University of Arizona
- University of Nebraska
- University of Montana
- Cornell University
- Brigham Young University
- Columbia
- Colorado State University
- University of Virginia
- University of California, Santa Barbara
- University of California, Davis
- University of Texas
- University of Oklahoma Storm Lab
- Massachusetts Institute of Technology

UNITED STATES COMPANIES

- Lockheed Corporation
- McDonnell Douglas Corporation
- Oxidental Corporation
- MEC Analytical Systems
- Lighting Sciences Inc
- IBM
- Hewlett-Packard
- Seavars

UNITED STATES GOVERNMENT AGENCIES

- United States Navy
- United States Air Force
- NOAA
- Pacific North Labs
- U.S. Department of Agriculture
- NASA
- NASA JPL
- U.S.G.S
- UCAM
- SCORPS
- Woods Hole

FOREIGN EDUCATIONAL FACILITIES

- University of Ottawa -- Canada
- University of Toronto -- Canada
- Oslofjord Regional College -- Norway

FOREIGN GOVERNMENT AGENCIES

- Department of Fisheries and Oceans -- Canada
- United Kingdom Aerodynamics
BREAK DOWN OF TEST BED GROWTH

Orders

Ordering has grown from zero order to as much as 200 orders per month. Currently, the test bed is going through transition to new order. And the drop off can be traced to users waiting until new order is on line and replaces order.

<table>
<thead>
<tr>
<th>Month</th>
<th>Orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>November</td>
<td>1</td>
</tr>
<tr>
<td>December</td>
<td>26</td>
</tr>
<tr>
<td>January</td>
<td>90</td>
</tr>
<tr>
<td>February</td>
<td>185</td>
</tr>
<tr>
<td>March</td>
<td>450</td>
</tr>
<tr>
<td>April</td>
<td>370</td>
</tr>
<tr>
<td>May</td>
<td>400</td>
</tr>
<tr>
<td>June</td>
<td>302</td>
</tr>
<tr>
<td>July</td>
<td>232</td>
</tr>
<tr>
<td>Total</td>
<td>2,082</td>
</tr>
</tbody>
</table>

Users

Users are broken down into the following categories:

<table>
<thead>
<tr>
<th>Category</th>
<th>Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.S. Education</td>
<td>339</td>
</tr>
<tr>
<td>U.S. Companies</td>
<td>80</td>
</tr>
<tr>
<td>U.S. Government</td>
<td>263</td>
</tr>
<tr>
<td>Foreign Education</td>
<td>15</td>
</tr>
<tr>
<td>Foreign Companies</td>
<td>4</td>
</tr>
<tr>
<td>Foreign Government</td>
<td>4</td>
</tr>
<tr>
<td>No Listing</td>
<td>89</td>
</tr>
<tr>
<td>Total Users</td>
<td>734</td>
</tr>
</tbody>
</table>

Graphs are provided for the data above.

Logins Through Order System -- Images

Logins for Order System -- Images Only
Data Files Transferred Via FTP
Order System -- Images Only

Megabytes Through Order System -- Images

Navorder System Current Users And Projection
Current Growth 4 New Users Per Day

Projection of Navorder Image Files
Based On Actual Image Order Of
10 Scenes Of 5 Channels Per User
ORDER SYSTEM IMAGES ONLY
Examples Of Area Coverage And Ordering Window

Example One:
Image Catalog Window

Example Two:
First Area Coverage Browse

Example Three:
Latest Area Coverage Browse
NAVORDER SYSTEM
Examples Of Area Coverage And Navigation Window

Example One:
Satellite Area Coverage Browse

Example Two:
Navigation Ordering Window
GEOGRAPHIC INFORMATION SYSTEM (GIS) FOR FUSION AND ANALYSIS OF HIGH-RESOLUTION REMOTE SENSING AND GROUND TRUTH DATA

Dr. Anthony Freeman
Jet Propulsion Laboratory
August 11, 1992

Overview

- Three overflights of the Flevoland calibration/agricultural site were made by the JPL AIRSAR on July 3, July 12, and July 28, 1991.

- The modified VICAR/IBIS GIS was used to analyze these data. The following steps were taken:

  [1] Generation of georeference image
  [3] Integration of data into georeference info file.
Modified VICAR/IBIS GIS

- Objectives
  - Be able to handle data in many different formats (vector, raster, tabular) and many different sources (models, radar images, ground truth surveys, optical images)
  - Link all data together through a georeference image
  - Track data in time, convert pixel values to "actual" values, plot graphs, generate training vectors for classification algorithms, compare actual and measured parameters

- Method
  - By using a new "info" file format, we can link many types of data to a georeference image. The "info" file allows tracking of data in time, conversions from pixel values to "actual" values, plotting, generation of training vectors for classification algorithms, and comparisons between actual and measured parameters.

Generation of Georeference Image

- A polygon map was generated at TNO-FEL which overlayed the slant range projected July 3 data set.

- This map was used as the georeference image.

- Each polygon in the map had a unique ID number and a crop type. This information was stored in the georeference info file:

  ![Georeference Info File Diagram]

  - georeference info file
    - g /gis/georef.info
  - georeference image
    - g /gis/georef.png

What is VICAR?

- VICAR (Video Image Communication and Retrieval) is a set of programs and procedures designed to facilitate the acquisition, processing, and handling of digital image data. Its development began in 1966 at the Jet Propulsion Laboratory and is ongoing.

What is VICAR/IBIS GIS?

- VICAR/IBIS is a VICAR-based Geographical Information System (GIS). Its development began by Bryant at the Jet Propulsion Laboratory in 1970's. The VICAR/IBIS GIS requires that all image data be coregistered to a georeference image. Other types of non-image data are stored in columns of a "tabular" file which do not inherently contain any information about the data stored in each column.

What is Modified VICAR/IBIS GIS?

- The modified VICAR/IBIS GIS is an extension to the VICAR/IBIS GIS described above. By replacing the "tabular" file format with an "info" file format, we are able to satisfy the objectives of the GIS.

Image Registration

All images in the database must be registered to the georeference image. The registration process is composed of two steps: image rotation/scaling and image warping. The first step requires the selection of two tiepoints by hand. The second step requires the selection of multiple tiepoints selected either by hand or by using an automatic tiepoint generation program (L. Norikane).

An example of the results of using the automatic tiepoint generation program is shown on the next page.
### Data Integration

- For each polygon in the georeference image, the following statistics can be calculated for each polygon in each data set at each frequency:
  - mean & std dev HH, HV, VV
  - mean HHVV* phase, HHVV* amplitude
  - mean correlation coefficient
  - mean odd bounce, double bounce, and volume scattering contributions (A. Freeman & S. Durden)
  - Mean incidence angles are also calculated for each polygon in each data set.
  - These statistics are saved in columns of the georeference info file.

### The Info File and Data Integration

Different types of data can be integrated into the GIS database via the info file.

For remotely sensed data such as polarimetric SAR data, different images can be synthesized. The images created are byte images, but each pixel value represents a particular radar backscatter measurement. To retain this information, a DN CONVERSION column is created in each image's associated info file.

For each polygon in the georeference image, the mean and standard deviation of the "actual" values of the pixels which fall within each polygon can be stored in the georeference info file.

Spreadsheet data can be integrated into the GIS via the georeference info file. The spreadsheet must have a column containing a link to the georeference image, usually via a polygon label.

Other data can be entered manually into the georeference info file.

<table>
<thead>
<tr>
<th>Polygon</th>
<th>Type</th>
<th>Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Trees</td>
<td>2.3</td>
<td>4.5</td>
<td>Parameter 1</td>
</tr>
<tr>
<td>Apple Trees</td>
<td>3.7</td>
<td></td>
<td>Parameter 2</td>
</tr>
</tbody>
</table>

### The Info File and Analysis

Info files are essential to the analysis process. They are required for making graphical plots to visualize temporal changes or possible correlations between different parameters. Selected rows and columns of the info file can also be used as training vectors for supervised classification algorithms or as inputs to modeling algorithms.

The next page contains an example of a graphical plot generated from selected rows and columns of a georeference info file.

The last page contains an example of an actual crop map and a crop map generated by a supervised Bayes classifier using training vectors from the georeference info file (van den Broek).
Temporal Variation of L-Band HH vs. Crop Type

Temporal Variation of L-Band Odd Bounce Scattering Component vs. Crop Type

Confusion matrices

Data Reduction

The technique of principal components analysis has been explored as a method of data reduction for coregistered images. In deriving the principal components images from a set of coregistered images, the "actual" values are used rather than pixel values. The resulting principal components images, however, do not necessarily retain a meaningful conversion from pixel value back to some "actual" value. Thus these images do not have info files associated with them.
- A working GIS Image Processing System has now been integrated
- GIS has been exercised using multi-temporal data from the boreal
- Developed a model which estimates scattering mechanisms from
- Installed the LIT tool - SW tool for interacting with very large
- Why is it needed?
- Complete integration of USB model with GIS
- Analysis of boreal forest data
- New technique for feature selection/registration
- Varying terrain height data registration tool?
ENVISION: AN ANALYSIS AND DISPLAY SYSTEM FOR LARGE GEOPHYSICAL DATA SETS

Dr. Kenneth P. Bowman
Texas A & M University

August 11, 1992

Envision consists of:
- a metadata browser and editor
- a data management system
- a set of links to feed data to existing visualization tools
- a set of custom designed visualization, analysis and data manipulation tools

Envision is Not:
- a database system, relational or otherwise
- a new file format
- a toolkit or library
- a specific visualization tool

Data type requirements for Envision:
- regular nD grids
- grids may contain missing data or undefined regions
- these grids currently must be stored in netCDF files
Envision system layout:

- **DATA FILES**
  - USER INTERFACE
- **DATA MANIPULATION TOOLS**
  - VISUALIZATION AND ANALYSIS TOOLS

The usual way to see what's inside a netCDF file:

```
ncdump
```

```
netCDF file
```

Envision as a Metadata Browser:
The Envision Table Display / User Interface

- **Dimensions**
  - **Variables**
    - Variable defined in this dimension
    - Variable not defined in this dimension

Envision as a Metadata Editor:
Typical file with only the minimum required metadata:

```
Project file
```

```
View
```

```
Var Def
```

```
Definition
```

```
Visualization
```

```
Temp, degrees C
```

```
Precip, mm
```

```
Solar
```

```
```
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**Envision as a Metadata Editor:**

Allows the user to modify, augment or delete file metadata.

Examples:

- add units
- modify names

---

**Envision as a Metadata Editor:**

It is not necessary to write these changes to the file. This is desirable because:

- the file may not be writable (CDROM, user doesn't own file, etc.)
- netCDF library rewrites entire file if metadata is expanded
- user may not want changes to be permanent

Data is stored externally by Envision.

However, changes to metadata may be incorporated into actual data files at any time user desires.

---

**Envision as a Data Manager:**

Life is simple if all your data is in one netCDF file.

- netCDF file

  - raster viewer
  - analysis tool

**Envision as a Data Manager:**

Often however, a dataset consists of more than one file.

This makes it difficult to deal with the dataset as a whole

- files must be processed individually
- the user must keep track of which file the desired data is located in
Envision as a Data Manager:

After loading multiple files, the variables and dimensions contained within these files are displayed together.
Envision as a Data Manager:

Summary of data management capabilities:
- manages relationships between files
- provides transparent access as a single entity to a dataset consisting of multiple files
- delivers arbitrary 1,2,3D "slabs" of data from a dataset to visualization, analysis and manipulation tools
- special emphasis on time problems, etc.

Example: visualization of a range of data that spans four files.

Envision as a data source for custom visualization, analysis, and data manipulation tools:

NETCDF operators

regidding
filtering

DATA MANIPULATION
**Additional features of Envision:**

- distributed processing
- context help
- multiple linked user interfaces
- demo capability

**Current Status:**

- Currently 11 months into project
- Data management code and network interface mostly complete
- User interface about 50% complete
- Links to XImage and Collage working

**Goals:**

Release in late 1992 of a system with:

- Envision data management facility
- Envision interface
- Customized connections to:
  - NCSA XImage
  - NCSA Collage
  - Some NCAR Graphics utilities (contours)
TITLE: "A Global Satellite Data Acquisition and Analysis System to Support Hydrological Modeling and Regional Climatic Change Impact Studies"

ABSTRACT:
This is a proposal to develop a uniform global environmental data gathering and distribution system to support the calibration and validation of remotely sensed data. This system consists of state-of-the-art graphics and visualization techniques, simulations models, database management and expert systems for conducting hydrological and other global change studies. This software package will be integrated into various landers and UNEP-GRID stations which are planned to become direct readout stations during the EOS timeframe. This system would be implemented as a pilot program to support the TMN. This will be a joint NASA-U.S. Army Corp of Engineers-FEMA-U.S. Bureau of Reclamation-University-Industry project.
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Daniel Cotter, Federal Emergency Management Agency
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1. INTRODUCTION

The objective of this proposal is to integrate a real-time satellite acquisition and data analysis system with environmental databases and models to facilitate data acquisition for environmental monitoring and management. Both the satellite system and environmental models are in existence. We will develop an integrated computer environment for these packages and make the integrated system transportable to host UNIX platforms and make the system available to the science and application community to conduct global change impact studies.

Most software systems for analysis of data and images from various satellites exist independently of each other, and not much effort has been devoted to integrating them into uniform systems. Such lack of uniformity poses a barrier to users who often have to search for ad hoc hardware and software in analyzing environmental information from a multitude of satellites.

We will develop an Environmental Impact Assessment and Modeling System (EIAMS) as a framework for data gathering, analysis, and distribution to facilitate real-time environmental monitoring and hydrological modeling. Such a system is required by earth resource scientists and managers to conduct regional climate analysis and impact analysis studies.

Currently, components of EIAMS exist. These components include a set of tools which can be used to analyze data and images from multiple satellites (or instruments) DMSP, TIROS-AVHRR, GOES, METEOSAT, MSG, and ISHAT (including SSM/I and TOS). A package for analyzing hydro-meteorological data, GEOPAK, has also been implemented under this software system. Potentially, the system can accommodate data from other instruments and satellites.

Funded under this proposal, the next stage will be to integrate satellite rain-rate retrieval algorithms, hydrologic and agriculture models, and a geographic information system (GIS), all under one computing environment. The GIS and the hydrologic models are provided by the U.S. Army Corps of Engineers (COE), and the agricultural models by Houston Advanced Research Center (HARC).

The uniqueness of the proposed EIAMS is that it integrates several existing regional data bases, environmental monitoring systems and models into one computing environment. Numerous public domain software systems will be integrated and form the core of the system.

Large geographic data bases exist and will be extended by planned satellite monitoring missions such as Tropical Rainfall Measurement Mission (TRMM) and direct broadcast systems from SEAWIFS and the Earth Observing System (EOS). EIAMS will provide a framework to integrate and facilitate utilization of the new data sets from these future NASA satellite missions.

The primary focus of this project would be to integrate the above set of analysis tools and models under one system, and to provide a graphical user interface. The system will be data-driven, instead of image-driven. Hence it will enable the scientists to perform scientific analysis as well as image processing.

To test this system, several closely related applications would be proposed. For example, one of them is the analysis of SSM/I and GOES data to derive a rain-rate diurnal cycle over the Western Pacific Ocean to support POGO-COARE and over Thailand to support TDSM and Royal Rainmaking Research Institute. The Principal Investigators of this proposal have assisted the USAF in designing a real-time satellite data ingest and analysis system at the Joint Typhoon Warning Center in Guam. This satellite ground system can process DMSP, TIROS and GOES. This proposed software will be tested with data from this satellite ground system.

Further system tests will be conducted to evaluate the system as regards meeting the users requirements of both applications and research scientists. These system evaluation tests will be conducted to support the Principal Investigators from U.S. Army Corps of Engineers and Federal Emergency Management Agency, the Bureau of Reclamation, Royal Rainmaking Research and Development Institute of Thailand and the Texas Agricultural Experiment Station.

In summary, the critical development areas of this system are:

1) The system will have data input from a number of sources. Hence a data management software is needed for reformatting data inputs and outputs and data transactions between processes.

2) The system will have a set of basic analysis tools such as image analysis and statistical analysis. The system will also possess sufficient flexibility to allow the user to formulate their own applications. Hence the software system is a shell consisting of a number of encapsulated application modules.

3) The integration of hydrologic and agricultural models and a GIS will be the primary activity of this project.

4) The user will interface with a number of data sources. Thus an innovative multi-task user interface based on graphics and visualization is needed.

The proposed project design utilizes public domain software systems which can run with a multitude of software/hardware systems. It also utilizes some of the most comprehensive data bases available to the environmental scientific and commercial community. Thus, therefore, makes such a system a likely candidate for commercialization.
NASA will team up with the U.S. Army Corps of Engineers and The University of New Mexico Advanced Research Center to integrate the models into EIAMS. NASA and HARC scientists have had a productive research association for the past several years.

In the following, Section 2 will discuss the design strategy of EIAMS, Section 3 will detail a development area, and Section 4 will discuss the applications for EIAMS. Sections 5 through 8 will cover the implementation, management, personnel, budget and available facilities.

2. SYSTEM DESCRIPTION

It is the intent of the proposed project to show the feasibility of using satellite data and associated spatial modeling and analysis systems as a unified tool to assist scientists in forecasting potential droughts in agricultural and ecological systems, and to eventually make recommendations for potentially improved operations. This requires complex analysis of geographic data which need to be organized to support rapid and effective simultaneous usage.

We have considered integrating a number public domain software systems. For example, GSFC has a number of tools for satellite data ingest and analysis; COE has a GIS and hydrologic model; HARC is providing the agricultural models, and image processing will be done with Harris, a University of New Mexico public domain processing package.

The core software packages to be integrated into EIAMS are: 1) software for satellite and environmental data acquisition, 2) software for analyzing and displaying satellite output and input data at several resolutions (raster and vector on the same display), 3) hydrologic and agriculture models, 4) data management software, 5) geographic data bases and software to integrate them, and 6) a smart user interface. Software systems 1, 2 and 3 are under development, and or are under development at the International Data Systems Office, GSFC or HARC. Hence the critical development areas are in 4, 5, and 6.

EIAMS will be user friendly and flexible to include algorithms and models of specific concern to users (e.g., hydrologic models). It will be a single machine or part of a single machine or distributed network system wherein software modules will be run in different computers and users will have workstations with access to the network.

The modules (or subsystems) in EIAMS and their connectivity can be illustrated in Figure 1. With this configuration, EIAMS receives data from the Global Telecommunication Service and any local environmental and meteorological report. It has its own satellite acquisition equipment and access to satellite images from the TIROS and any geostationary satellites (GOES, GMS, NEXRAD, and INSAT). The integrated modules for satellite and environmental data display can handle both raster and vector graphics at the same time and is also connected to the geographic information module. This analysis and display subsystems include scientific algorithms such as remote sensing retrievals of atmospheric temperature and water vapor soundings, sea surface temperature, rainfall rate, vegetation index, and other geophysical parameters. Initially, the environmental models that are part of EIAMS includes a hydrological model for flood prediction and agricultural models for environmental assessment.

The data flow among the collection of software subsystems is managed by an innovative data management software, which employs a hard drive and a reformat compiler to incorporate flexibility into EIAMS. Such flexibility allows the adding or upgrading of geographic information and environmental models. Furthermore, the user will be interacting with a number of software modules. They are, for example, the environmental information system, image and data analysis software and a geographic information system. Hence the user interface is designed to allow the user to interact with several processes at the same time.

3. CRITICAL DEVELOPMENT AREAS

A critical component of future earth science studies will be the development of an interactive spatial information and analysis system. A scientist or a manager/decision maker should not have to learn all of the necessary technologies to process data in order to make informed decisions. So single system is fully capable of performing the wide variety of GIS and spatial processing tasks required for a quick response to environmental events. Therefore, software integration issues are of paramount importance in the selection of components and the design of the overall system. The system should gracefully handle combinations of raster, vector and tabular data while maintaining proper orientation in both space and time.

The wide variety of data sources and software package to be potentially integrated demands careful attention to initial development design. Data sources include scientific satellite images and vector topological data, data set format tracking. A flexible data interface to the spatial modeling software will feed the data to the models and feed the model output back into the GIS for generating output products. All data sets must be properly tagged to track time sequences, assessments of the coupling of various parameters, and to compare the model output to reality and to those from different or improved models.

Four development areas are considered critical. They are: 1) the development of a data management software, 2) the integration of existing analysis tools and the creation of new analysis tools and GIS, and 3) the development of a graphical user-interface. These critical development areas will be discussed in the following subsections.

3.1 DATA MANAGEMENT

Several software packages may be relevant in the analysis of an environmental event, each containing features best suited to certain parts of the analysis and each requiring different data and command input. A complete analysis of the environmental event may include communication between processes, for example, in feeding one application package to another. The core software packages include data sources and software package (RDMS), which would encompass a wide range of media (disk drives, magnetic tape, optical disk, etc.) and cover a wide geographic area, and have various formats. The Archive Manager will be capable of determining what data is available in response to a simple user query specific to the type of data being searched for. For example, a search could be made for satellite images covering a particular region, or the rainfall rates during a particular time in a particular region. Thus, queries can be in regard to temporal and spatial as well as to data specific attributes such as pixel resolution.

A potential role of the Archive Manager would be a front end to a relational database management system (RDMS). It would communicate between the user and the RDMS helping to navigate the numerous catalog relations, translating spatial or temporal queries into RDMS syntax and preserving query contexts and accumulated query results. The Archive Manager would accept various user query, such as geographic place names instead of geographic coordinates, and translate units such as "feet" or "meters" into appropriate modules.

A Reformat Compiler produces data in a format suitable for a particular model or analysis module. Responding to a command to transfer data from one package to another, the Reformat Compiler will read a file describing the input format of the data and the desired output format. For many processes, pre-existing data descriptions (known as the Archive Manager) associated with data sets, and output data sets and associated with the application package. It would be used as automatic input to the Reformat Compiler so that data translation could be performed on the fly. The operation of the Reformat Compiler can be summarized by Figure 2.

A comprehensive Reformat Compiler (RC) in needed to reformat and ingest the numerous data sets that will be sent to applications to the system. Standard systems integration tools such as X-windows, Network File Systems (NFS), and UNIX operating system will be implemented as appropriate. We envision developing a "seamless" software system where various data sets from numerous satellites are being analyzed under one system.
What We Have Here Is a Failure to Communicate

- Much of our valuable space and earth science data are stored in ways that severely limit their use by current scientists and their value to future scientists
  - Vital information about the form and content of data files is lacking
  - Similar types of data are implemented in very different ways
  - Computer-dependent formatting (number formats, record formats, etc) and quirky encoding schemes are used with abandon

Changes in Archiving, Distribution and Use of Scientific Data Increase Need for Better Data Formats

- 1970s — Comprehensive archives
  - World Data Centers
  - ESSA/NOAA, NASA and USGS Data Centers
- 1980s — NASA Discipline Data Systems
  - 2a: Pilot systems (PCDS, PLOD, PODS and PPS)
  - 2b: Operational systems (ADS, NCDS, NODS and PDS)
- 1990s — Consolidation of NASA’s earth-oriented discipline data systems (NCDS, NODS, and PLOD) into the Earth Observing System Data and Information System (EOSDIS)
- 2000 — Increased uniformity between major U.S. earth science data systems (NASA, NOAA and USGS) and across nations

NASA held an invitational data format workshop in June to begin to determine if modern data formats will meet the needs of the future
Formats Discussed at the Workshop
- GRIB and BUFR
  - World Meteorological Organization
- Common Data Format (CDF)
  - National Space Science Data Center
- NetCDF
  - UCAR Unidata
- Flexible Image Transport Standard (FITS)
  - International Astronomical Union
- Hierarchical Data Format (HDF)
  - National Center for Supercomputing Applications
- Spatial Data Transfer Standard (SDTS)
  - U. S. Geological Survey
- CEOS Superstructure
  - Committee on Earth Observing Satellites
- Standard Format Data Unit (SFDU)
- Consultative Committee for Space Data Systems
- Planetary Data System (PDS)

The Common Thread: Formats Store Identifying and Descriptive Metadata
- Identification and location of data objects within a message, file or volume can be specified with tags — machine-friendly encoded descriptors — or labels in a human and machine-readable language
- Attributes describe important characteristics of data objects; they are often formally required by documentation or defined by a data dictionary

PDS and SFDU Approaches Promote Re-Usable Formal Data Types

Examples of Formal Data Types: A Partial View of the PDS Data Object Hierarchy
- Object
  - Boolean
  - Number
  - Character
  - Date Time
  - Set
  - Sequence
  - Volume
  - PDS File
  - External File
  - Document
More PDS Objects: A Partial View of the Sequence Classes

- Conclusions:
  - Good data formats are available for space and earth science applications
  - More and more projects will require data in specific formats (for example, EOSDIS Version 0 is currently planning on HDF data format with metadata in PDS label format)
  - The relationship between special scientific data formats and data formats from general computing has to be examined further

- Results:
  - Developers of CDF, netCDF and HDF are examining the possibility of developing a common interface to data in their formats
  - Future workshops will likely be held

- Action Items:
  - Clarify the kinds of objects that are supported by each format
  - Determine the utility of translators between specific formats
  - Foster greater pan-discipline cooperation in developing or selecting formats
THE GRID ANALYSIS AND DISPLAY SYSTEM (GrADS)

Dr. James L. Kinter III
Center for Ocean-Land-Atmosphere (COLA) Interactions
University of Maryland

August 12, 1992

Basic Research in:

- Climate Modeling
  - Monthly to Seasonal Predictability
  - Interannual Variability
  - Desertification
  - Satellite Sensor Accuracy Requirements

- Data Assimilation
  - Reanalysis for Climate Diagnostics/Monitoring

- Numerical Weather Prediction
  - Dynamic Extended Range Forecasting (DERF)

- Ocean Modeling
  - Tropical Atlantic Variability
  - Coupled Climate Modeling
  - Use of New Sensors

- Dynamical Systems
  - Predictability Theory

- Information Systems
  - Visualization, Data Manipulation and Management

THE GRID ANALYSIS AND DISPLAY SYSTEM (GrADS):

A PRACTICAL TOOL FOR EARTH SCIENCE VISUALIZATION

BRIAN E. DOTY
JAMES L. KINTER III

CENTER FOR OCEAN-LAND-ATMOSPHERE INTERACTIONS
DEPARTMENT OF METEOROLOGY
UNIVERSITY OF MARYLAND
COLLEGE PARK, MD 20742

--- SUBSTANTIAL SUPERCOMPUTER TIME REQUIRED
--- DATA MANAGEMENT & VISUALIZATION CRITICAL
Complaints About Existing Scientific Visualization Tools
(adapted from results of a survey conducted by Mike Botts)

- Tool is not extensible or flexible
- Tool is too difficult to learn and use
- Too difficult to get existing data into the tool
- Tool does not adequately link processes of visualization and analysis
- Problems with heterogeneous environments
- Tool designed with computer graphics, rather than science, in mind
- Scientists not aware that the tool exists
- Scientists lack appreciation that the visualization tool is a serious scientific tool
- Too difficult to communicate the results
Interpreted Command Line Scripting Language

Language Design:
- Programmability: as simple as possible
- Form GrADS commands via string manipulations and pass back to program for execution
- Return command results as script variables

Language Elements:
- Variables of type "character"
- Arithmetic and logical operators
- Built-in and user-specified functions
- Flow control: loops, if/then/else
- Fully recursive

Sample Usage:
- Automate commonly used command sequences
- Perform complex calculations
- Create new GrADS data files from results of GrADS calculations
- Interact with the graphics screen

GrADS IMPLEMENTATION

PORTABILITY:
- ANSI Standard C Code
- Isolated Device-Specific Graphics
- Standard Unix "Stream" Datasets

HIGH SPEED GRAPHICS:
- Built-In Routines
- Optimization

EXPANDABLE FUNCTIONALITY:
- Easy to Add Graphical Displays
- Easy to Add Data Manipulation Functions

GrADS REQUIREMENTS

HARDWARE:
- Moderately Fast Processor
  (386/7, any RISC)
- Moderate Resolution Display
  (VGA or better)
- Dynamic Memory Usage (0.5 MB Minimum)
- 3 MB disk for GrADS executables and map files
- Enough Disk Space for User Data
  (Local or on Network Server)
- Postscript Printer - Color or Monochrome
  (other devices can be easily supported)

SOFTWARE:
- ANSI Standard C Compiler + Libraries
- X Windows (UNIX)

GrADS DATA SETS

- GrADS INTERNAL FORMAT
  - Binary
  - Optimized for I/O Performance

- CREATE
  - Fortran or C
  - Standard I/O Statement

- MODIFY
  - Fortran or C or UNIX file commands
  - Update in place
  - Extend

- USE IN OTHER APPLICATIONS
  - Fortran or C

- PORTABILITY
  - All UNIX Computers (E. G. NFS)
  - DOS-based personal computers

- OTHER FORMATS CAN BE SUPPORTED
  (packed binary, ASCII, net CDF, etc.)
CURRENT GrADS USAGE

Research:
• Model output analysis
  - Global atmospheric general circulation models
  - Global ocean models
  - Tropical models
  - Coupled ocean-atmospheric models
• Observational data analysis
  - Station data (African rainfall, Asian soil moisture, etc.)
  - Gridded objective analyses

Education:
• Interactive classroom use
• Student research projects
• Student self-education

Forecasting:
• Real time observational data analysis

Public information:
• Daily weather forecasts
• Maryland state ozone maps
• Seminar with interactive displays

GrADS - CURRENT USER GROUPS

U.S. UNIVERSITIES AND FEDERAL LABORATORIES

University of Maryland at College Park
Columbia University (Lamont-Doherty Geological Observatory)
Colorado State University
California Institute of Technology (NASA JPL)
National Center for Atmospheric Research
UNIDATA (University Corporation for Atmospheric Research)
NASA Goddard Space Flight Center (Codes 910.3, 910.4, 913)
NOAA/National Meteorological Center (Dev. Div. and CAC)
NOAA/ERL Geophysical Fluid Dynamics Laboratory
NOAA/ERL Air Resources Laboratory
NOAA/ERL Forecast Systems Laboratory
U.S. Geological Survey (USGS - Reston, VA)

U.S. COMMERCIAL INSTITUTIONS

Atmospheric and Environmental Research, Inc.

FOREIGN UNIVERSITIES AND GOVT. LABORATORIES

INPE/CPTET (Space Studies Institute, Brazil)
CNR/INGIA (Geophysical Institute, Italy)
ICTP/ICS (Climate Institute, Italy)
ENEA (Energy Agency, Italy)
National Tidal Facility (Australia)
KIST/SERI (Korea)
Dalhousie University (Canada)
NATIONAL CENTER FOR ATMOSPHERIC RESEARCH (NCAR) INTERACTIVE STATUS

Dr. Bob Lackman
NCAR

August 12, 1992

NASA/AMSRP Workshop
August 11-13, 1992
Boulder, Colorado

NCAR Interactive Status
by
Bob Lackman

Collaboration Review
- NCAR Interactive - NCAR/SCD
- ENVISION - U of Illinois
- GrADS - U of Maryland
- PolyPaint - NCAR/MMM
- netCDF - UCAR/Unidata

NCAR Interactive Community Goals
- Guarantee long term support via cost recovery
- Provide university and non-profit researchers low cost visualization
- Advance and support the scientific infrastructure through common software
NCAR Interactive Design Goals

- Build on existing NCAR Graphics libraries
- Maintain a single package for distribution
- Retain portability across systems

NCAR Interactive Design Goals (cont.)

- Three interface levels
  Programmatic
  High Level Utilities (HLUs)
  C and Fortran bindings
  Command line
  NCAR Command Language (NCL)
  Visual point and click
  Graphical User Interface (GUI)

Project Schedule

- 1st year summary, August 1992
  Functional requirements
  Preliminary design
  Prototype NCL for netCDF data access
  A prototype HLU
Project Schedule (cont.)

- 2nd year objective
  NCL Command Interpreter
  Multiple HLUs
  Prototype GUI

Project Schedule (cont.)

- 3rd year objective
  Distribution in Version 4.0
  of a limited functionality
  working system
Using NCAR Graphics in a Data Flow Environment

NCAR Interactive Functionality

Ethan Alpert and Jeff Boote
SVG

Project history

- Functional requirements from Aug. 91 - present
  Prototype development and demonstration
  Functional specification document
  Personal interviews with NCAR scientists
- Design from Apr. 92 - present
  Outlining changes needed for current utilities

What do we hope to accomplish?

- Support users with multiple skill levels
- Decrease time spent specifying visualizations
- Create an infrastructure that we can build on
- Support interactive data analysis and exploration
- Build a system that will handle data in multiple formats
- Provide mechanisms for users' contributions
**What will NCAR Interactive look like?**

![Diagram of NCAR Interactive components]

**What is NCL?**

- NCAR Command Language
- An interpreted command language
- Uses some language constructs from FORTRAN 90
- Contains special language constructs specific only to NCL
- Supports multiple data formats for input

**What is NCL?**

- Variables - scalar and array, located in files or in memory
  
  ```
  a = 1.0
  b = [1.0, 2.0, 3.0; 4.0, 5.0, 6.0; 7.0, 8.0, 9.0]
  c = b[1:2,2:3]
  d = Temp691.temp(1:51, 1:100:4)
  ```

- Built-in algebraic operators: * / # + - < >
  
  ```
  a = [2,2;3,3]
  b = [4,5;6,7]
  c = a * b
  ```
  
  ```
  8 10
  18 21
  ```
What is NCL?

* Loops - while and do

  ```
  while (a LT 10)
  a = a + 1
  endwhile
  do a = 1, 10, 2
  x = x + a ^ 2
  endo
  ```

What is NCL?

* If statements

  ```
  if ((a EQ b) and (c LT d))
    n = c
  else
    n = b
  endif
  ```

What is NCL?

* Functions and procedures can be:
  User-defined in NCL source
  Built-in math and system functions
  Built from user FORTRAN or C source

* NCL operates in both line-by-line immediate mode and a batch script mode

What is NCL?

* Functions and procedures

  ```
  addfile("/u1/ethan/data/Temp691.cdf")
  a = sqrt(Temp691.temp)
  ```
What is unique about NCL?

* Special language constructs that support the data model
  Coordinate indexing
  \[ a = \text{Temp}69.1\text{.temp}(10:60), (-50::-150) \]
  \[ a@units = \text{"Degrees C"} \]
  \[ a@init = [90,85,80,\ldots] \]
  \[ a=0 = \text{"init"} \]

* Support for format-independent I/O
  Requirements for adding a format
  1) Format supports random access read/write
  2) A conversion can be established for handling coordinate variables, named dimensions, and attributes

What is unique about NCL?

* Data model similar to netCDF data model
  Files contain one or more variables
  Variables can contain descriptive attributes
  Each dimension can have an associated coordinate variable

What is unique about NCL?

* Random access to data on disk
  \[ a = \text{Temp}69.1\text{.temp}(10:60), (-50::-150) \]
  \[ \text{Temp}69.1\text{.temp}(10:60), (-50::-150) = a((10:60), (-50::-150)) \]
What is unique about NCL?

- Visualization specification block
  visblk ncar mycontour {
    NgbPlotStyle: CONTOUR
    NmpMap: Tyue
    NmpOutline: PS
    NmpProjection: OR
    NvpX: .1
    NvpY: .1
    NvpWidth: .8
    NvpHeight: .8
  }
  assigndata(mycontour, Temp691.temp)

What is unique about NCL?

- Attribute sets for function invocation
  function ctof(x:float:(units = "Degrees C"))
  begin
    ...
  end

What is unique about NCL?

- Support for propagation of missing values

NCL summary

- NCL provides interactive data access for NCAR Interactive
- NCL provides an extensible environment for processing data prior to visualization
- NCL will allow sites to develop custom data storage conventions and still use NCAR Interactive
NCAR Interactive's
Graphical User Interface

A plot tool

What will the GUI do for you?

- Give nonprogrammers access to NCAR Graphics
- A WYSIWYG tool for producing publication-quality graphics
- Allow interactive data exploration directly from plots

Basic use of GUI

1. Creating plots
2. Changing characteristics of plots
3. Accessing data
4. Associating data with a plot
5. Data exploration

Creating plots

1. Choose a plot style
2. Move the bounding box on the frame to the position desired
Accessing data

- Defining data cells
  1. Specify data file or other cell as input
  2. Specify input types
  3. Specify output types
  4. Write NCL script to process data

Data Exploration

- Direct selection on plot
- Edit data values - missing values

Changing plot characteristics

1. Resize and move directly on frame
2. Plot specification window
   - Common characteristics - maps & tick marks
   - Specific characteristics

Associating data with a plot

1. Select a cell for the plot
   - Only cells that have the correct output types will be allowed
2. Indicate which dimension of the data will be tied to each dimension of the plot
Colormap editor
- Create/edit entire colormap
- Set of default colormaps
- Edit individual cells of a colormap
- Indicate the plots that are using specific cells

Help interface
- Contextual help
- Index of help

Animations
- Record feature
- Playback
- Speed

GUI configuration
- Allow dynamic changing of most "X Resources"
- Allow saving of a given configuration so future invocations of the GUI automatically start the same way
Saving state

- Allow the user to exit the program and continue at the same place at a later time

Creating default plot styles

- Allow the user to simply create textual plot default files
- Files can be used at almost any level of NCARI

High Level Utilities (HLUs)

- The HLUs will be a new programming interface to NCAR Graphics
- The HLUs will provide consistency between utilities
- The HLUs will provide a visualization model to the user, which will simplify the use of NCAR Graphics as a programming toolkit
- The HLUs are an alternative to the current Fortran interface, not a replacement

The HLU visualization model

- Steps for creating and specifying a plot with the HLUs
  1. Create an instance of the style of plot you want
     This returns a unique ID that identifies the plot
  2. Configure plot - defaults file or setarg
  3. Draw plot
  4. Destroy plot or modify configuration and update
The HLU visualization model

- What are the differences between the HLUs and current NCAR Graphics?
  1. Users no longer have to be familiar with the ordering of function calls to produce output
  2. Users no longer have to be familiar with GKS
  3. Details of plotting hidden from users
  4. Consistency

- Another feature of the HLUs is to integrate related utilities that are often used together
  For example: CONPACK, EZMAP, PLOTCHAR, LABELBAR, DASHCHAR, SPPS, and GRIDAL must often be used together to make one contour plot

- Similar functionality is presented in an identical fashion in different utilities
  Consider similarities between CONPACK plot and AUTOGRAPH plot
The HLU visualization model

- Resources used to configure options for different layers
  - NtmXStart - Sets value to begin tick marks on
  - NmiteMainText - Sets string for main plot title
  - Nmp - Turns on map drawing
- Resources set with setarg and getarg functions
- Every 1D and 2D HLU has same names for common resources

The HLU visualization model

- Draw command uses all the resources set for a given instance and renders the plot
- If resources are not set, system defaults are used
- Some resource values are generated automatically
  For example: a color-filled contour plot will automatically generate a label bar with the appropriate color and range entries

The HLU visualization model

- Naming convention for common resources

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Resource class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nan</td>
<td>Annotation</td>
</tr>
<tr>
<td>Ntl</td>
<td>Title</td>
</tr>
<tr>
<td>Nlm</td>
<td>Tick mark</td>
</tr>
<tr>
<td>Nlb</td>
<td>Label bar</td>
</tr>
<tr>
<td>Nmp</td>
<td>Map</td>
</tr>
<tr>
<td>Nbk</td>
<td>Background</td>
</tr>
<tr>
<td>Nvp</td>
<td>Viewport</td>
</tr>
<tr>
<td>Nlg</td>
<td>Legend</td>
</tr>
<tr>
<td>Nbo</td>
<td>Border</td>
</tr>
<tr>
<td>Ngb</td>
<td>Global</td>
</tr>
</tbody>
</table>
The HLU visualization model

- Naming convention for specific HLU plot types

<table>
<thead>
<tr>
<th>Prefix</th>
<th>HLU name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ncn</td>
<td>Contour</td>
</tr>
<tr>
<td>Nvr</td>
<td>Vector</td>
</tr>
<tr>
<td>Nsr</td>
<td>Surface</td>
</tr>
<tr>
<td>Nls</td>
<td>Isosurface</td>
</tr>
<tr>
<td>Nsl</td>
<td>Streamline</td>
</tr>
<tr>
<td>Nnp</td>
<td>PolyPaint</td>
</tr>
<tr>
<td>Nsx</td>
<td>X-Yplot</td>
</tr>
<tr>
<td>Nhs</td>
<td>Histogram</td>
</tr>
<tr>
<td>N3d</td>
<td>Common Surface and Isosurface</td>
</tr>
</tbody>
</table>

- User defaults file

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Etx</td>
<td>10</td>
</tr>
<tr>
<td>Ext7</td>
<td>20</td>
</tr>
<tr>
<td>Ext6</td>
<td>30</td>
</tr>
<tr>
<td>Ext5</td>
<td>40</td>
</tr>
<tr>
<td>Ext4</td>
<td>50</td>
</tr>
<tr>
<td>Ext3</td>
<td>60</td>
</tr>
<tr>
<td>Ext2</td>
<td>70</td>
</tr>
<tr>
<td>Ext1</td>
<td>80</td>
</tr>
<tr>
<td>Ext0</td>
<td>90</td>
</tr>
<tr>
<td>X-Axis Title</td>
<td>Times Roman</td>
</tr>
<tr>
<td>Y-Axis Title</td>
<td>Times Roman</td>
</tr>
<tr>
<td>PlotSurface</td>
<td>True</td>
</tr>
<tr>
<td>PlotGroup</td>
<td>True</td>
</tr>
<tr>
<td>PlotText</td>
<td>100</td>
</tr>
<tr>
<td>PlotColor</td>
<td>200</td>
</tr>
<tr>
<td>PlotWidth</td>
<td>300</td>
</tr>
<tr>
<td>PlotHeight</td>
<td>400</td>
</tr>
<tr>
<td>PlotFont</td>
<td>Arial</td>
</tr>
<tr>
<td>PlotFontStyle</td>
<td>Normal</td>
</tr>
<tr>
<td>PlotFontSize</td>
<td>10</td>
</tr>
<tr>
<td>PlotFontColor</td>
<td>Black</td>
</tr>
</tbody>
</table>

The HLU visualization model

- Overlays
- Plots to be overlaid are registered with a main master plot
- Master plot then configures overlay plots' viewport and data transformation resources
- After master plot is drawn, overlays are drawn on top of the master plot in the order they were registered

The HLU visualization model

- Annotation
  Arrows, Lines, Circles, Boxes, Text, Legends, Label bars, and more
- Annotations are registered with an instance of a plot and drawn when the draw function is called
HLU Summary

- HLU are a new programming interface
- HLU are resource-driven (argument-driven)
- There is a definite visualization model presented
- The HLUs will not replace the existing utilities

It is your package too!

- Evaluate prototypes
- Notify us of your changing needs!

Ethan Alpert  ethan@ncar.ucar.edu
Jeff Boote    boote@ncar.ucar.edu

Summary

- Support users with multiple skill levels
- Decrease time spent specifying visualizations
- Create an infrastructure that we can build on
- Support interactive data analysis and exploration
- Build a system that will handle data in multiple formats
- Provide mechanisms for users' contributions
A system with an advanced graphical user interface where programs are built by connecting modules in a pipeline.

Data Flow

Read → Filter → Map → Display

Popular Data Flow Environments
- apE (Application Production Environment) from Tekforce Corporation
- AVS (Application Visualization System) from Advanced Visual Systems, Inc.
- Explain from Silicon Graphics, Inc.
- Xkara from the University of New Mexico

What are the benefits of using NCAR Graphics in a Data Flow Environment?

- "Non-programmers" can quickly and easily create complex NCAR Graphics applications without writing any code.

- It is easy to customize a widget to control parameters to your NCAR Graphics routines.

Distributed Processing

Con

HP

Read Data

Process Data

Map Data

Display Image

You can label your NCAR Graphics images with a point and click interface.

You can easily combine, pan, and zoom NCAR Graphics images.

NCAR Graphics adds more power and flexibility to data flow environments.

What are the disadvantages of using NCAR Graphics in a data flow environment?

- NCAR Interactive will provide many of the same capabilities as a data flow environment.

Anonymous ftp Sites
- AVS avs.ncsc.org
- Explorer swedishchef.jerc.nasa.gov

Data flow environments already have NCAR Graphics-like functionality.
A DISTRIBUTED SYSTEM FOR THE
VISUALIZATION AND ANALYSIS OF
OBSERVED AND MODELED
METEOROLOGICAL DATA

Dr. Steven Koch
NASA/Goddard Space Flight Center

August 12, 1992

A Distributed System for the
Visualization and Analysis of Observed
and Modeled Meteorological Data

A joint effort of
NASA / GSFC (Goddard Space Flight Center) and
NCSA (National Center for Supercomputing
Applications)

Steven Koch, GSFC
Robert Wilhelmson, NCSA
John Hagedorn, GSFC
Matthew Arrott, NCSA
Gautam Mehrotra, NCSA
Crystal Shaw, NCSA
Jeffrey Thingvold, NCSA

Goals

- To create a tool for handling the large amounts of
data generated by satellites, observational field
programs, and model simulations
- To extend existing 2D mapping capabilities with
new analysis functions and modern techniques of
3D visualization, user interaction, and animation.
Approach

* Maximize the use of existing software
  - GEMPAK, meteorological analysis and display software developed at NASA / GSFC
  - Various 3D interactive capabilities developed at NCSA
* Use commercially available visualization and application builder tools (IRIS Explorer and AVS)
* Provide visualization and analysis capabilities in these areas:
  - 3D volumes of data (isosurfaces, 3D cross sections, vector displays, etc.)
  - Evolution of data over time (time sequences, trajectories, animation, etc.)
  - Distributed processing over workstations and supercomputers, including interactive control of simulations
* Provide a highly interactive environment on a single display

GEMVIS: A Distributed System for the Visualization and Analysis of Observed and Modeled Meteorological Data

A joint effort between NASA/GSFC and the National Center for Supercomputer Applications, funded by OSSA/Applied Information Systems Program

Commercially available visualization systems (AVS and Iris Explorer)

New visualization and distributed processing capabilities developed at NCSA

Present 2D GEMPAK Functions

Coordinated Transformations (Map Projections)

Scalar/Vector Diagnostics

Extract Data

Objective Analysis

Surface or Sounding Data File

Grid Data File

2D Display Functions

Time Series Display

Hodographs

Vertical Profiles

X/Z or T/Z Cross Sections

2D Weather + Contour Maps

Thermodynamic Diagrams

Two-dimensional depictions of a tropopause fold (potential vorticity) using GEMPAK vertical cross section and horizontal contour mapping functions
Software Environment

Goal:
Create a flexible, modular, and distributed environment for data handling, model simulations, data analysis, and presentation to be used in studying atmospheric flows on all scales.

Requirements:
A software technology framework which incorporates the following as fundamental design characteristics:

- Change (extensibility, user requirements, functionality, hardware, etc.)
- Integration with Other Solutions (hardware/software systems, output media, etc.)
- Tiered Access for Different Users
- Tools for Constructing User Interface
- Distributed Computing
- Portability
- 3D Interactive Performance

Solution:
Likely environments:
- AVS
- Khoros
- IBM’s Data Explorer
- SGI’s Explorer

None is proven. Of these, AVS is the most widely used and NCSA has been working with AVS for 2 years. The others are promising – need investigation.

We choose SGI Explorer as our primary tool for these reasons:
- 2nd Generation Design
- Natural distributed processing with natural concurrent execution framework
- Application User Interface designer
- Easily Extensible
- Impressive Development Team
- NCSA in a position of influence as to the direction of Explorer’s development

GSFC and NCSA spent time up front to prove feasibility of translation between Explorer and AVS modules, to safeguard the decision to use Explorer over AVS.
Accomplishments (NCSA)

* Tested alpha and beta releases of Explorer
* Prototype 3D interactive display of multiple level horizontal 2D contours over a map
* Interactive arbitrary vertical cross-section using map locator selection
* Prototype image flip-book animation
* Particle trajectory calculation and display
* Time handling within Explorer, including time-based interpolation and looping constructs
* HDF data file interface to Explorer
* Real time control of simulation running on Cray from within Explorer on workstation
* Demonstration at SIGGRAPH '92

Accomplishments (GSFC)

* Prototype GEMPAK adaptation to AVS, including port of GEMPAK to Convex C220
* Evaluated and selected visualization and application builder software
* Adaptation of GEMPAK to Explorer
  - GEMPAK grid file interface to Explorer
  - Grid scalar and vector diagnostics
  - Coordinate transformations / map projections
  - Topography and map displays
* Modification of GEMPAK to generate 3D vector data
* Display of 3D vector fields

Problems Encountered

* GEMPAK was conceived as an integral system. It's hard to separate subsystems due to unexpected and hard to track connections. These problems have been resolved.
* Explorer Version 1.0 had problems, for example:
  - Bugs in:
    - module grouping
    - synchronization of data from various sources
  - Lacks functionality in:
    - database management
    - animation (scripting, looping, etc.)
    - user interface management
    - annotation

Explorer Version 2.0 has addressed all of these problems except for database management, which we are addressing in our development.

* Explorer has no support for "missing" data. We will develop our own tools for handling this.

* "Visual Programming Environment" sounds good, but can be confusing to the user. We are using the Explorer module grouping tool to manage the complexity of the visual programs.
What We've Gained Over 2D GEMPAK

- 3-Dimensional Views
- High Level of Interactivity
- Distributed Processing
- Easy Extensibility

What We've Lost From 2D GEMPAK

- Annotation and Physical Coordinate Display
- Standard Meteorological Symbols
- Ability to Run on Low-Performance Machines

Future Work – Near Term

We will release software for Use in Severe Storms Branch of NASA / GSFC in October, 1992.

- Minor User Interface Improvements and Fixes
  - creation of a set of “canned” processing maps
  - module grouping to simplify the interface
  - minor changes to improve consistency among module interfaces

- Preliminary Annotation
  - axis labels
  - titles
  - limited control of size, placement, etc.

- Image Loop Animation
  - the ability to store a series of rendered images either in memory or on disk
  - the ability to “play back” the sequence of images with some control over speed and order of images

- User Documentation

Future Work – Long Term

- Database for Meta-Data
  - units of data
  - time tag
  - physical coordinates
  - etc.

- User Interface Enhancements
  For example, self-configuring control panels

- Enable the User to Query Quantitative Data from the 3D Scene

- Additional Visualization Techniques
  For example:
  - better use of transparency
  - different vector representation
  - increased use of color

- Animation
  - scripting
  - time sequences of data
  - animation of parameter changes such as isosurface value, cross-section position, or view point

Future Work – Long Term (cont.)

- Annotation
  - full control of size, color, placement, etc.
  - axis labels
  - color legends
  - time
  - titles
  - etc.

- Investigate Performance Enhancements
  For example:
  - geometry caching (storing geometries for each time step, so that they can be sequenced rapidly)
  - memory management to reduce paging (data compression might be used to reduce memory usage)

- Port Capabilities into AVS

- Incorporation of Imagery

- Improved Handling of Missing Data

- On-going investigation of extensions in areas such as new visual representations, virtual reality, and video

- Beta Release Through COSMIC & Unidata
PLANETARY DATA ANALYSIS AND DISPLAY SYSTEM:  
A VERSION OF PC-MciDAS

Dr. Sanjay S. Limaye  
University of Wisconsin-Madison

August 12, 1992

McIDAS

AN EVOLUTIONARY HARDWARE/SOFTWARE SYSTEM FOR EARTH ATMOSPHERIC DATA IN USE SINCE MID 1970'S.
AT PRESENT PRIMARILY SERVING THE METEOROLOGICAL COMMUNITY FOR RESEARCH, OPERATIONAL AND EDUCATIONAL APPLICATION AT NATIONAL (NOAA, NASA), INTERNATIONAL (CHINA, AUSTRALIA, SPAIN, ECMWF) AND EDUCATIONAL INSTITUTIONS (NCAR/UNIDATA)
PLANETARY VERSION AIMED FOR ANALYSIS OF PRIMARILY IMAGING DATA FROM SPACE MISSIONS
SUCH AS VOYAGER, PIONEER VENUS, MAGELLAN, HUBBLE, MARS OBSERVER, CASSINI

FLAVORS OF McIDAS
* McIDAS-MVS FOR MAINFRAMES
* McIDAS-OS2 FOR OS/2 OPERATING SYSTEM
* McIDAS-X FOR UNIX WORKSTATIONS (RISC-6000, SGI, SUN) WITH X-WINDOWS

PLANETARY DATA
EACH MISSION HAS HAD A UNIQUE INSTRUMENTS AND DATA FORMAT IMAGING SENSORS OF WIDE VARIETY:
- SINGLE CHANNEL FRAMING CAMERAS (VIDICON-MARINERS, CCD-GALILEO)
- SINGLE OR MULTIBAND LINE SCANNERS (MARS OBSERVER)
- SPIN SCAN IMAGING (PIONEER VENUS, PIONEER JUPITER/SATURN)
- ARTICULATED MULTISPECTRAL SCANNING (NIMS)

DATA MEDIA:
- EDR TAPES (VOYAGER, MARINER, VIKING)
- CD-ROM'S (MAGELLAN, VOYAGER)
- FITS FORMAT (HUBBLE)
- TCP/IP (MARS OBSERVER)
PLANEARY PC-MCIDAS IMPLEMENTATION BEGUN UNDER MCIDAS-X MCIDAS-X RELEASED BY SPACE SCIENCE & ENGINEERING CENTER IN APRIL 1992 (REQUIRED FOR RUNNING THE PLANETARY APPLICATIONS)
CODE COMPATIBLE WITH MCIDAS-OS2

PLANETARY CODE TO BE TESTED BY JPL CO-INVESTIGATORS BY END OF 1992
IBM RISC-6000 WITH X-STATIONS ACQUIRED FOR DEVELOPMENT
3-COLOR TASKS AWAITING NEW HARDWARE THAT SUPPORTS X-WINDOWS

NEW SOFTWARE APPLICATIONS
- GENERALIZED NAVIGATION OF PLANETARY DATA - PROGRESS
- NEW ANALYSIS APPLICATIONS - PROGRESS
  - LOCATION SPECIFIC TIME SERIES ANALYSIS - TESTING
  - MULTISPECTRAL ANALYSIS - DEVELOPED
  - DATA VISUALIZATION - PENDING
  - EXPORT/IMPORT OF DATA IN STANDARD FORMATS - PROGRESS

MULTIBAND DATA DISPLAY AND PROCESSING
- PLANETARY AND EARTH DATA NOW OFTEN IS MULTISPECTRAL
- DATA STRUCTURES CAN HANDLE UP TO 32 BANDS
- MCIDAS IN THE PAST COULD DYNAMICALLY OVERLAY ONLY TWO CHANNELS
- HARDWARE AND SOFTWARE LIMITATIONS OF THE PAST NOW NO LONGER
- NEED THREE CHANNEL DYNAMIC COMPOSITE DISPLAYS WITH OVERLAP GRA
  PHICS CAPABILITY WITH INDEPENDENT FRAME (CHANNEL) CALIBRATION AND
  NAVIGATION
- PLANETARY COLOR IMAGES FROM THREE INDEPENDENTLY SHUTTERED
  MONOCHROME IMAGES WITH DIFFERENT NAVIGATIONS AND CALIBRATIONS
- NEED TO CREATE MULTIBANDED DATA STRUCTURE FOR 3-COLOR
  DISPLAY/ANALYSIS
MULTISPECTRAL ANALYSIS
- A GENERALIZED SPECTRAL CLASSIFICATION (6 BANDS SIMULTANEOUSLY)
  SCHEME DEVELOPED TO WORK UNDER MCIDAS-X.

TWO VERSIONS:
- ITERATIVE SELF ORGANIZING DATA ANALYSIS TECHNIQUE (ISODATA)
  INITIAL ARBITRARY CLUSTER MEANS USED TO CLASSIFY AN
  IMAGE REPETITIVELY USING MINIMUM SPECTRAL DISTANCE
  TO MEAN TO ASSIGN CLASSES TO EACH PIXEL.
  ARBITRARY MEANS SHIFT TO MEANS OF THE CLUSTERS IN DATA
  NOT SPATIALLY BIASED AND BETTER RESULTS THAN SEQUENTIAL
  CLUSTERING FOR DATA THAT ARE NOT NORMALLY DISTRIBUTED.
  DISADVANTAGE THAT THE RANGE OF INPUT PARAMETERS THAT
  LEAD TO CONVERGENCE IS NARROW AND SIMPLISTIC CRITERIA
  FOR CLUSTER SPLITTING AND MERGING.

TRANSFORMED DIVERGENCE
ADRESSES THE DISADVANTAGES OF THE FIRST SCHEME
IMPROVED SPLITTING AND MERGING OF CLUSTERS

RESULTS TESTED WITH ERDAS OUTPUT --> AS GOOD OR BETTER ANALYSIS OF
PLANETARY DATA

OPTICAL NAVIGATION
VOYAGER IMAGE POINTING DATA CONTAIN ROLL ANGLE ERRORS
USE ABSOLUTE REFERENCE FOR ROLL ANGLE CORRECTION
- READ HUBBLE GUIDE STAR FILES
- DETECT STARS (MAGNITUDE DOWN TO 10) IN PLANETARY IMAGES
  USED FOR ANALYSIS
- COMPUTE POINTING CORRECTION

TECHNIQUE SUCCESSFULLY USED ON SEVERAL HUNDRED VOYAGER IMAGES
TO REMOVE A + 0.85° ERROR IN ROLL ANGLE!
EXPERIMENTER'S LABORATORY FOR VISUALIZED INTERACTIVE SCIENCE

Dr. Elaine Hansen  
Colorado Space Grant Consortium  
August 12, 1992
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EXPERIMENTER'S LABORATORY FOR VISUALIZED INTERACTIVE SCIENCE

- A group effort  
  Colorado Space Grant Consortium:  
  Elaine Hansen  
  Allison Kipple  
  Mike Parkert
  Laboratory for Atmospheric and Space Physics:  
  Margi Klemp  
  Eric Hills  
  Phil Evans
  National Center for Atmospheric Research:  
  Joseph Klemp  
  Bill Boyd  
  Scott Davis
  Goddard Space Flight Center:  
  Marti Szczur
  U C Santa Barbara:  
  Jeff Star

- A slow start

- A group presentation  
  - Overview and User Interactions:  
    Elaine Hansen
  - Usability Analysis and Software Design:  
    Margi Klemp
  - The Rendering Package:  
    Bill Boyd

---

PROGRESS AND DIRECTION REPORT

EXPERIMENTER'S LABORATORY FOR VISUALIZED INTERACTIVE SCIENCE

Applied Information Systems Research Program  
Workshop II  
August 12, 1992

---

EXPERIMENTER'S LABORATORY FOR VISUALIZED INTERACTIVE SCIENCE

PROGRAM GOALS

- Provide a capability that will help scientists of the '90's to interactively visualize data in order to better understand the large, complex, diverse, and multidimensional data sets of future challenges

- Provide an interactive visualization environment which supports science research within and across NASA science disciplines

- Provide a visualization laboratory that can be easily used and easily tailored by the scientists themselves to best fit their individual research problems and display preferences

- Enable general members of the Space Science Community to use advanced visualization tools at an affordable price

- Capitalize on existing information systems techniques, technologies, and tools
EXPERIMENTER'S LABORATORY FOR VISUALIZED INTERACTIVE SCIENCE

PROJECT OBJECTIVES

- Develop a visualization and analysis application which will provide 3D surfaces and volumetric renderings with 2D graphics as required for quantitative analysis. It will run on a range of entry level to high end Unix workstations with no additional software requirements.

- Focus on usability
  - User interviews throughout project
  - Integrated design
  - User testing with prototypes
  - Iterative design

- Create general purpose tools to facilitate development of this project as well as other applications

EXPERIMENTER'S LABORATORY FOR VISUALIZED INTERACTIVE SCIENCE

USABILITY ANALYSIS AND SOFTWARE DESIGN

Margi K. Kiemp
Laboratory for Atmospheric and Space Physics
University of Colorado at Boulder

Applied Information Systems Research Program
Workshop II
August 12, 1992

EXPERIMENTER'S LABORATORY FOR VISUALIZED INTERACTIVE SCIENCE

USER SCENARIO

- Convert data to appropriate format for visualization application
- Process data (calibrate, filter, grid, average, etc.)
- Exploratory analysis:
  - Visualize data qualitatively (image, 3D surface or volumetric rendering)
  - User may be required to create polygons, set up color table, select light sources, etc. before rendering.
  - Extract points, lines, cutting planes and volumes to get quantitative information
  - Use interactive techniques to rotate, zoom, pan through data
  - Relate data to other data sets by visualizing and interacting with several data sets simultaneously
  - Manipulate data and visualize again
  - Animate data to visualize changes with time
- Communicate and publish results
  - Annotate data
  - Create hard copy, videos, etc.
USABILITY CHALLENGES

- Integrate visualization, data processing, exploratory analysis, and communication needs into a single application
  - Provide interface to external functions
  - Design software to allow addition of new functionality (object-oriented approach)
- Provide a user interface which will hide the complexities of the hardware and software required to enable these functions (High level interface incorporating knowledge of user's domain)
- Allow the flexibility to make changes dynamically in the application and to add user specific functionality
  - Programming languages are difficult to learn
  - Spreadsheet paradigm has proven to be powerful and easy to learn
- Facilitate input of diverse data formats
- Provide annotation (automatic and direct manipulation)
- Develop direct manipulation interfaces for interaction with data

SOFTWARE DESIGN

- C++ object layer provides common programming interface to all software modules (PolyPaint, NetCDF, TAE+ and data objects)
- Spreadsheet engine used to propagate changes in cells attached to an object attribute (Based on Dr. Clayton Lewis' spreadsheet approach to interactive graphics)
- New graphics functionality will be created in object-oriented style (X widgets, TAE+ presentation types) to enhance reusability of code

PROJECT STATUS

- User interviews were conducted to gain understanding of the task
- Surveys of current visualization applications were made to determine their strengths and weaknesses
- An object-oriented design of the software was completed
- Objects were implemented in C++
  (significant enhancements were made to the color object to add flexibility and to hide the hardware dependencies on indexed or true color)
- PolyPaint was restructured to fit the object-oriented design
- The user interface was prototyped using TAE+
  (Some user testing and iterative design was completed)
- User interface code was written for initial "demonstration" version of application

FUTURE DIRECTIONS

- Complete Alpha version by end of year
- Continue user testing and design iteration
- Integrate spreadsheet engine
- Develop direct manipulation user interface as spreadsheet capabilities are available
- Add new graphics capabilities
  - Color-filled contour plots
  - Color-coded vector plots with curved vectors and user definable lengths
  - Raster images
  - XY graphs
  - Histograms
FUTURE DIRECTIONS (cont'd.)

- Enhance TAE+
  - Add new presentation types based on new graphics capabilities
  - Incorporate spreadsheet engine in TAE+ Workbench to enable spreadsheet approach to programming user interface code
  - Use spreadsheet engine to create high level interface for window geometry management (resizing windows and objects in windows)

- Provide hooks for calling external functions
- Develop direct manipulation annotation editor
- Provide color hard copy interface
- Create interface to GL for hardware rendering
SAVS: A SPACE DATA ANALYSIS AND VISUALIZATION SYSTEM

Dr. Edward Szuszcwicz
Laboratory for Atmospheric and Space Science
Science Applications International Corp.

August 12, 1992

SAVS: Data Analysis & Visualization

Focus & Components

FOCUS
THE MULTI-DISCIPLINARY DATABASES DESIGNED TO UNDERSTAND THE CAUSE-EFFECT RELATIONSHIPS IN THE SOLAR-TERRESTRIAL SYSTEM AND THEIR EXTRAPOLATIONS TO OTHER PLANETARY BODIES

MAJOR COMPONENTS
INNOVATIVE VISUALIZATION SOFTWARE (AVS)
ADVANCED DATABASE TECHNIQUES
SET OF MATHEMATICAL, ANALYTICAL AND IMAGE PROCESSING TOOLS STRONGLY DEVELOPED SENSE OF SCIENTIFIC REQUIREMENTS

EXISTING NASA PLATFORMS

INTERPLANETARY MEDIUM, NEAR- EARTH MAGNETOSPHERE

ISTP
THE SUN, INTERPLANETARY MEDIUM, OUTER AND INNER MAGNETOSPHERE

SUNDIAL
THE GLOBAL IONOSPHERE AND THERMOSPHERE

GRAND TOUR CLUSTER
CRITICAL MAGNETOSPHERIC REGIONS AND BOUNDARY LAYERS

TIMED
THE IONOSPHERIC- THERMOSPHERIC-MESOSPHERIC SYSTEM

SAIC
Laboratory for Atmospheric and Space Science
McLean, VA 22102
**STATEMENT OF THE PROBLEM:**

Increased focus on large-scale system phenomena

The cross-disciplinary nature of many investigations

Higher data rates and projections of increased volumes of data

Enhanced measurement capabilities (need for cross-correlation of global images with "in situ" and ground-based observations)

Increasing number of large-scale 3-D numerical codes available as analytical tools for data synthesis and interpretation

**NEEDS OF THE PLANNING/SCIENCE TEAM:**

Interactive data analysis and graphics environment

Ability to cross disciplinary boundaries with ease and understanding

Ability to "compress" data into a visually-organized form optimized for analysis and interpretation

Easy-to-use mathematical statistical and Image processing tools

Tools to obtain data sets from remote archives

Access to empirical and numerical model results to correlate with the data and assist in data analysis and interpretation

An integrated user-friendly system they can afford

**THE VISUALIZATION SYSTEM (AVS):**

AVS is designed for a distributed network environment...single system or a network of systems

Complete image display capabilities:

- Real-time pan and zoom
- Rotation and transformation
- Flipbook animation
- Support for 8-bit, 24-bit and floating point images

Image filters include:

- Look-up table operations (pseudo-coloring, histogram balancing, data resizing, interpolation, cropping and sampling)

Provides a variety of tools for rendering volume data; a real-time isosurface generator; etc.

**SAVS VISUALIZATION TOOLS**

An End-to-End Approach

**SAIC**

for Atmospheric and Space Science

McLean, VA 22102

**INTERACTORS:**

- Mission Planning
- Trade Studies
- Mission Optimization
- Specify Detector Sensitivities
- Effective Data Analysis
- Data-Model Comparison
- Model Test and Validation
- Enhanced Scientific Productivity
SAVS: Data Analysis & Visualization

- Interactive Functionality
- Loop for Overlapping Data Sets
- Visualization Tools
- Data
- Model
- Orbits
- Desired Product

Excess Goals & Functionality

- Integration of Visualization with Data Management and Analysis
- Extensibility without Complexity
- Application Development with the Scientist as the End User
<table>
<thead>
<tr>
<th>SAVS: Data Analysis &amp; Visualization</th>
<th>First Year Accomplishments</th>
</tr>
</thead>
<tbody>
<tr>
<td>• AVS ported to lower-end platforms</td>
<td></td>
</tr>
<tr>
<td>• Customized AVS interface to NASA applications of 1-, 2-, and 3-d displays</td>
<td></td>
</tr>
<tr>
<td>• Developed extensible user-friendly architecture</td>
<td></td>
</tr>
<tr>
<td>• Developed data and model interface modules</td>
<td></td>
</tr>
<tr>
<td>• Implemented basic mathematical and statistical functions</td>
<td></td>
</tr>
<tr>
<td>• Began the development of hooks for an interactive interpreter</td>
<td></td>
</tr>
<tr>
<td>• Implemented general calls and execution modules for a number of large-scale models</td>
<td></td>
</tr>
<tr>
<td>• Tested system on CRRES and ISEE orbits and local data bases</td>
<td></td>
</tr>
<tr>
<td>• Initial plans for remote data access capabilities</td>
<td></td>
</tr>
</tbody>
</table>

**SAIC**

for Atmospheric and Space Science

McLean, VA 22102

---

<table>
<thead>
<tr>
<th>SAVS: Data Analysis &amp; Visualization</th>
<th>Second Year Plans</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Continue updating and upgrading screens, interfaces and overall architecture for ease, simplicity, and extensibility of the SAVS system</td>
<td></td>
</tr>
<tr>
<td>• Continue to develop general purpose &quot;hooks&quot; for relevant public domain codes (e.g., MSIS, TIE90, etc.)</td>
<td></td>
</tr>
<tr>
<td>• Develop recipes for new user applications</td>
<td></td>
</tr>
<tr>
<td>• Develop and integrate generic Remote Procedure Call capabilities</td>
<td></td>
</tr>
<tr>
<td>• Develop remote data access capability (i.e., develop set of directories, and staging, browsing and extraction tools)</td>
<td></td>
</tr>
<tr>
<td>• Test system capabilities for remote access and handling on NASA data subsets (candidates include: DE RIMS, PW1, and EICS; IMP-8 IMF, and ISEE)</td>
<td></td>
</tr>
<tr>
<td>• Develop and test generalized SAVS data input modules</td>
<td></td>
</tr>
<tr>
<td>• Develop and test generalized interpolation modules (e.g., arbitrary 3-d onto 1-d)</td>
<td></td>
</tr>
<tr>
<td>• Develop and test integrated SAVS/PV-Wave link to include binary direct memory transfer and bi-directional data transfer</td>
<td></td>
</tr>
</tbody>
</table>

**SAIC**

for Atmospheric and Space Science

McLean, VA 22102

---

**Diagram:**

- **SAIC** logo
- **Diagram** showing TIMED spacecraft orbit paths

---

**Diagram:**

- **Diagram** showing data analysis and visualization tools
- **Diagram** showing satellite data and data processing.
NASA SUPPORTED ADVANCED VISUALIZATION TECHNIQUES

Dr. Bill Hibbard
University of Wisconsin-Madison

August 12, 1992

NASA supported advanced visualization techniques

University of Wisconsin-Madison
Space Science and Engineering Center

Bill Hibbard and Brian Paul

UNIX McIDAS
the initial development of McIDAS-X

VIS-5D
VISualization of 5-Dimensional data sets

VIS-AD
VISualization for Algorithm Development

VIS-5D

VIS-5D is used to visualize large output data sets (10⁷ ~ 8 grid points) from numerical weather models.

Greg Tripoli and his students have demonstrated that using VIS-5D for routine diagnostics of their UW-RAMS model has a real impact on the quality of science.

Used by scientists at UW, at NASA/MSFC, at NASA/GSFC, and at numerous other sites.

Runs on SGI, IBM RISC and Stardent.

Available as freeware by anonymous ftp.

VIS-AD

A visual laboratory for experimenting with algorithms for extracting useful information from remote sensing data.

Too much EOS data for people to be in the processing loop: one terabyte per day =

one million 1K x 1K 8-bit images per day.

EOS data processing must be automated.

VIS-AD puts visualization where the people work - developing algorithms for automatic processing.
VIS-AD is like an interactive debugger that produces visualizations of data objects instead of just printing their values - to help us see high-level behavior rather than just low-level bugs.

The user can:

- develop and modify an algorithm whose data objects have user-defined data types
- control execution by single steps or setting breakpoints
- view any combination of algorithm data objects in common user-defined frames of reference

All highly interactively in an integrated environment.

VIS-AD can also be viewed as a McIDAS macro language where the user can:

- invent data structures as needed
- display any data object simply by pointing and clicking at its name
- invent display frames of reference for:
  - spatial display
  - time series
  - thermodynamic diagram
  - scatter diagrams
  - etc.

VIS-AD can access McIDAS data structures.
**LinkWinds**

The Linked Windows Interactive Data System

**Objectives**

1. Develop a software environment to support the rapid prototyping and execution of data analysis/visualization applications.

2. Provide a suite of tools to interactively visualize, explore and analyze large multivariate and multidisciplinary data sets.

3. Develop a user interface which allows maximum data and tools accessibility with a minimum of training.

4. Provide system design and tools to make the environment accessible to application development by users.

---

**System Description**

1. A visual data exploration/analysis environment with data displayed in interdependent windows. Interdependence is established by "linking" visuals and controls. Result is a graphical spreadsheet.

2. A standard graphical user interface with additional data-linking rules. Results in an interface which is highly interactive, intuitive and uniform across all applications.

3. Implemented on an object-oriented programming model, with "links" establishing message flow path. The underlying command language (Lynx) based upon scheme.

4. A multi-user science environment (MUSE) requiring minimum band-width and useful for cooperative scientific research, remote tutorials and development feedback.
LinkWinds
The Linked Windows Interactive Data System

Development Approach
1. Don't develop solutions in search of problems.
2. Work with users and developers in a tight loop throughout the development process.
3. Employ an incremental development process using rapid prototyping of applications.
4. Provide software and workstations to collaborating users to stimulate product use in research activities.

LinkWinds
Application Development Cycle

User
"What's needed?"

Developer
"What's possible?"

Determine Requirements

User Validation

Implement Prototype

Demonstrate Prototype

Finalize Application

User Community

LinkWinds
The Linked Windows Interactive Data System

User Interface Design Philosophy
1. Users are impatient and want to get started quickly on productive work. They are discouraged by large manuals.
2. Users learn from self-initiated exploration, making mistakes and correcting them.
3. Users refer to documentation only when the software doesn't conform to their expectations. Then they skip around in manuals or on-line help to find the answer to current problem.

(Ref. Merc Rotfig, CACM, Vol. 34, 19, July 1991.)

LinkWinds
The Linked Windows Interactive Data System

Linking Rules
1. If an empty window appears, link a data object to it.
2. Link control symbols to other windows in order to manipulate them.
**LinkWinds**
The Linked Windows Interactive Data System

**Database Interface**

1. Currently standardized on Hierarchical Data Format (HDF) created at University of Illinois, Champagne/Urbana, NCSA.

2. Other data formats are accessible via interaction with Data-Hub.

3. User integrates database files into system by editing three text files containing data description and metadata. Templates are provided.

**Sample Files for Ingesting Databases**

The following three files are edited to load new databases into LinkWinds:

1. lw.config - The LinkWinds initializing configuration file. At the top are added the paths to any directories which contain the users data files.

2. Databases - A file which resides in one of the paths in lw.config. It lists all of the .db files which contain data file description and metadata information.

3. Menuname.db files - A file containing descriptions of the database files and any appropriate metadata.

**Future Plans**

1. Port LinkWinds to other unix platforms.

2. Expand standard input data formats via interaction with Data-Hub, and develop applications for visual data selection and subsetting. Simplify, simplify simplify.

3. Affect a wider distribution of LinkWinds.

4. Expand MUSE capabilities:
   - Session Management, Floor Management, Telepointers, Network clipboard

5. Implement an applications generator to support user application development.
INTRODUCTION

Modern space, sensor and computer technology has made it possible to understand the Earth and its systems as never before. The data is complex, vast, and is in various forms. The information about the Earth's systems, including surface, atmosphere, and oceans, is crucial for various research and operational purposes. The data is generated from different sources, such as satellites, aircraft, and ground-based sensors, which can provide real-time information on weather, climate, and environmental changes.

LirnkWinds: An Approach to Visual Data Analysis

LinkWinds is an interactive data analysis system that provides a visual interface for exploring and analyzing large data sets. It is designed to support researchers in understanding complex data by providing a visual and intuitive way to explore and manipulate data. The system uses a graph-based interface, where data is represented as nodes and connections, allowing users to visualize relationships and patterns in the data.

LinkWinds provides several features, including the ability to: (1) select and filter data based on specific criteria, (2) interactively modify and manipulate data, (3) visualize data in different ways, and (4) create custom visualizations.

APPLICATION OVERVIEW

A wide array of applications are possible using LinkWinds. Some examples include: (1) analyzing climate data, (2) exploring social network structures, (3) studying complex biological systems, and (4) visualizing financial data. The system is designed to be user-friendly and accessible to researchers with varying levels of expertise in data analysis.
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DATAHUB: KNOWLEDGE-BASED SCIENCE DATA MANAGEMENT
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DataHub: Knowledge-Based Science Data Management
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DATA BASE MANAGEMENT

SCIENTISTS WANT TO QUERY AND ANALYZE
- RASTER DATA (E.G. SATELLITE IMAGES, DIGITAL ELEVATION GRIDS)
- POLYGONS (E.G. DRAINAGE BASIN BOUNDARIES)
- DIRECTED GRAPHS (E.G. PROFILES OF ATMOSPHERIC TEMPERATURE AND HUMIDITY)
- POINT DATA (E.G. SURFACE METEOROLOGICAL MEASUREMENTS, RIVER DISCHARGE RECORDS)
- TEXT DATA (E.G. ALGORITHM DESCRIPTIONS, PROCESSING HISTORIES)

CHALLENGES
- INDUSTRIAL STRENGTH DBMS MUST MEET REQUIREMENTS FOR REMOTE SENSING, GEOGRAPHIC INFORMATION SYSTEMS, MORE DATA TYPES, AND OPERATIONS
- CURRENT COMMERCIAL DBMS ARE NOT GOOD AT MANAGING THESE KINDS OF DATA, WHICH MAY REQUIRE DIFFERENT QUERY INDEXING AND ACCESS METHODS

* "DATA BASE ISSUES IN EOSDIS", J. DOZIER, 1992 ACM SIG MOD, JUNE 3, 1992
ANALYSTS AND MODELERS NEED ACCESS TO
  • STORED SATELLITE DATA, DERIVED PRODUCTS, AND MODEL OUTPUT, WHICH
    ADD UP TO 500 TERABYTES/YEAR
  • LARGE, NUMEROUS OBJECTS (E.G. LANDSAT FRAME IS 300 MEGABYTES)
  • DATA DISTRIBUTED AMONG 9 ARCHIVE CENTERS

CHALLENGES
  • FILE SYSTEMS AND DATABASE MANAGEMENT SYSTEMS MUST UNDERSTAND
    DISTRIBUTED, TERTIARY MEMORY
  • DBMS MUST EFFICIENTLY INDEX AND ACCESS LARGE OBJECTS (INCLUDING
    CLEVER ABSTRACTS)
  • PERFORMANCE MUST BE OPTIMIZED BOTH FOR PRODUCT GENERATION AND
    USERS' QUERIES

* "DATA BASE ISSUES IN EOSDIS", J. DOZIER, 1992 ACM SIG MOD, JUNE 3, 1992

RESEARCHERS WANT TO RENDER DATA ON LOCAL WORKSTATIONS, TO
  • BROWSE THROUGH MANY IMAGES (COMPRESSED!)
  • MANAGE, USE, AND MANIPULATE LARGE DATA SETS THROUGH DATA BASE
    MANAGEMENT SYSTEM
  • USE "COMPUTATIONAL STEERING" TO GUIDE MODELS

CHALLENGES
  • VISUALIZATION SOFTWARE MUST HANDLE LARGE OBJECTS BETTER, THROUGH
    THE DBMS
  • DATA BASE MUST BE QUERIED USING GRAPHS, MAPS, AND IMAGES
    (AS WELL AS TEXT)
  • VISUALIZATION SOFTWARE MUST PROVIDE INTERACTIVE I/O WITH MODELS,
    SO THAT CHANGES IN MODEL OUTPUT, CAUSED BY INTERACTIVELY CHANGING
    PARAMETERS, ARE IMMEDIATELY DISPLAYED

* "DATA BASE ISSUES IN EOSDIS", J. DOZIER, 1992 ACM SIG MOD, JUNE 3, 1992

DataHub - A VALUE-ADDED, KNOWLEDGE-BASED SERVER BETWEEN THE DATA
SUPPLIERS AND THE DATA CONSUMERS

• SCIENTIFIC DATA MODELS
  • DATA DRIVEN ANALYSIS
  • DATA TRANSFORMATIONS
  • DATA SEMANTICS
  • ANALYSIS-RELATED KNOWLEDGE ABOUT DATA
  • DATA DISCOVERY, INGESTION, EXTRACTION, ...
  • SELF-DESCRIBING DATA STRUCTURES

• INTELLIGENT ASSISTANT SYSTEM(S) WITH SOME KNOWLEDGE OF DATA
  MANAGEMENT AND ANALYSIS BUILT-IN

• USE OF MATURE EXPERT SYSTEM TECHNOLOGY TO AID EXPLORATORY DATA
  ANALYSIS, I.E. EXPERT SYSTEMS, NEURAL NETS, CLASSIFICATION SYSTEMS

• CAPTURE AND ENCODE KNOWLEDGE ABOUT THE DATA AND THEIR ASSOCIATED
  PROCESSES, ENCODE SCIENTIFIC KNOWLEDGE INTO THE ROUTINES, PROCESSES
  AND PROCEDURES

• PROVIDE DATA MANAGEMENT SERVICES TO EXPLORATORY DATA ANALYSIS
  APPLICATION(S) I.E. LinkWinds

• NEEDS - ADDRESS THE BARRIERS ASSOCIATED WITH DISTRIBUTED,
  AUTONOMOUS, HETEROGENEOUS SYSTEMS
  • DIFFERING ACCESS MECHANISMS
  • DATA STRUCTURES
  • DATA FORMATS
  • DATA SEMANTICS
  • INCOMPLETE METADATA
ASPRS/ACSMRT 92 CONVENTION
TRADITIONAL DATA ANALYSIS

DATA SET(S)

ACCESS

SELECT

TRANSFORM

ANALYZE

VISUALIZE

PRESENT

ASPRS/ACSMRT 92 CONVENTION
KNOWLEDGE-BASED DATA ANALYSIS
AND VISUALIZATION

DATA SET(S)

ACCESS

SELECT

KNOWLEDGE OF ALTERNATE
RELATED DATA SETS

KNOWLEDGE OF ABSTRACTION
AND FILTERING TECHNIQUES

FILTER

ANALYZE

TRANSFORM

VISUALIZE

PRESENT

ASPRS/ACSMRT 92 CONVENTION
LinkWinds THE LINKED WINDOWS
INTERACTIVE DATA SYSTEM

- OF PARTICULAR NOTE IS THE RELATIONSHIP BETWEEN DataHub AND LinkWinds

- LinkWinds - SYSTEM DESCRIPTION

  A VISUAL DATA EXPLORATION/ANALYSIS ENVIRONMENT WITH DATA DISPLAYED
  IN INTERDEPENDENT WINDOWS. INTERDEPENDENCE IS ESTABLISHED BY
  "LINKING" VISUALS AND CONTROLS. RESULTS IS A GRAPHICAL SPREADSHEET

  A STANDARD GRAPHICAL USER INTERFACE WITH ADDITIONAL DATA-LINKING
  RULES. RESULTS IN AN INTUITIVE INTERFACE WITH RAPID INTERACTIVITY

  IMPLEMENTED ON AN OBJECT-ORIENTED PROGRAMMING MODEL, WITH
  "LINKS" ESTABLISHING MESSAGE FLOW PATH. THERE IS AN UNDERLYING
  COMMAND LANGUAGE (LYNX) BASED UPON SCHEME

  A MULTI-USER SCIENCE ENVIRONMENT (MUSE) REQUIRING A MINIMUM OF
  NETWORK BANDWIDTH

ASPRS/ACSMRT 92 CONVENTION
FUNCTIONAL ARCHITECTURE

DataHub

META DATA
- FRAME KNOWLEDGE ABOUT DATA AND DATA
  FORMATS
- KNOWLEDGE COLLECTED
  FROM USER SESSIONS
- KNOWLEDGE DISCOVERED
  FROM DATA CONTENTS

DATA MODEL
- OBJECT CLASS
  META DATA REPRESENTATION
- ANALYSIS DRIVER LOGICAL
  DATA MODEL
- VISUALIZATION DRIVEN LOGICAL
  DATA MODEL

OBJECT H:
DEFINITION:
METHOD X:
METHOD Y:
INHERITANCE

INHERITANCE

LOGICAL VIEW OF DATA

Logical Data

Access Methods
- Selection Operations
- Transformation Operators
- Update Operations
- Transaction Management

Physical View of Data

LOCAL OR REMOTE
MASS STORAGE
DEVICES
ASPRS/ACSM/RT 92 CONVENTION
USER CREATED DATASETS

- Defined a general frame work for science data management
- Identified a critical subset of data operators for the science data visualization applications
- Initial prototype-DataHub 0.3:
  - Common user interaction
  - Data format conversions
    - DSP: MCSST, CZCS
    - VICAR-labeled: AVIRIS, Voyager 1&2
    - PDS-labeled: Magellan, MDIM
    - CDF: in-development
  - User inventory management
  - DataHub/LinkWinds interface
  - Underlying object-oriented structures and methods

ASPRS/ACSM/RT 92 CONVENTION
SOFTWARE IMPLEMENTATION

main menu
ASPRS/ACSM/RT 92 CONVENTION
DATA CLASSES

ASPRS/ACSM/RT 92 CONVENTION
AVIRIS SELECTIONS

ASPRS/ACSM/RT 92 CONVENTION
CENTRAL SELECTION CHOICES

ASPRS/ACSM/RT 92 CONVENTION
FUTURE WORK

- Using this first prototype validate basic concepts with the end-users
- Additional data sets
  - User-defined data formats and conversions
- Expand knowledge about the data
  - Data formats - usage of metadata in headers
  - Data semantics - meaning of data values, relationships between data sets, discipline dependent data access/analysis methods
  - Data semantics methods as represented by user's context in the visualization regime
- Expand/enhance object orientation
- User inventory
- Additional understanding of analytical tools (preprocessing support)
- Data presentation - exchange protocols that facilitate exploratory data analysis
SCIENCE DATA MANAGEMENT

TODAY:
- ASCII DATA
- DSP

EXTRACTED
- HDF
- CDF
- VICAR

TOMORROW:
- ASCII DATA
- DSP

DATAHUB
- DATA TRANSFORMATION
- DATA CONVERSION

A COMMON DATA FORMAT
- KNOWLEDGE BASE FOR DATA TRANSFORMATION, DATA CONVERSION, EFFICIENT DATA ACCESS, AND DATA QUALITY ASSESSMENT

DATA FORMATS FOR OTHER APPLICATIONS

LinkWinds
OBJECTIVES

- DEVELOP A SOFTWARE ENVIRONMENT TO SUPPORT THE RAPID PROTOTYPING AND EXECUTION OF DATA ANALYSIS/VISUALIZATION APPLICATIONS
- PROVIDE A SUITE OF TOOLS TO INTERACTIVELY VISUALIZE, EXPLORE AND ANALYZE LARGE MULTIVARIATE AND MULTIDISCIPLINARY DATA SETS
- DEVELOP A USER INTERFACE WHICH ALLOWS MAXIMUM DATA AND TOOLS ACCESSIBILITY WITH A MINIMUM OF TRAINING
- PROVIDE TOOLS TO MAKE THE ENVIRONMENT ACCESSIBLE TO APPLICATION DEVELOPMENT BY USERS

LinkWinds
DATABASE INTERFACE

- CURRENTLY STANDARDIZED ON HIERARCHICAL DATA FORMAT (HDF) CREATED AT UNIVERSITY OF ILLINOIS, CHAMPAIGNE/URBANA, NCSA
- OTHER DATA FORMATS ARE ACCESSIBLE VIA INTERACTION WITH DATA HUB
- USER INTEGRATES DATABASE FILES INTO SYSTEM BY EDITING THREE TEXT FILES CONTAINING DATA DESCRIPTION AND METADATA. TEMPLATES ARE PROVIDED

RESULTS FROM ARTIFICIAL NEURAL-NET MODEL

- DEVELOPED ALGORITHM TO MODEL INTERPOLATED COASTAL ZONE COLOR SCANNER (CZCS) TO REPRESENT PIGMENT CONCENTRATION
- USED BOTH TEMPERATURE AND PIGMENT CONCENTRATION TO FORM AN ESTIMATE OF THE MISSING DATA IN THE PIGMENTS FIELD
- BOTH THE SPATIAL AND TEMPORAL COVERAGE OF TEMPERATURE AND PIGMENTS ARE USED AS INPUT PARAMETERS FOR THE ARTIFICIAL NEURAL-NET MODEL

- THIS REPRESENTS HOW SPATIAL AND TEMPORAL INFORMATION ARE USED IN THE ARTIFICIAL NEURAL-NET, WHERE C AND T REPRESENT PIGMENT CONCENTRATION AND TEMPERATURE RESPECTIVELY
- Technique has been verified by removing data from the original data set, applying the technique to regenerate the data, and comparing the original data to that has been modeled by the artificial neural-net.

- Correlation between pigment concentration from satellite measurements and result from neural-net is $R^2 = 0.92$. 
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Executive Summary

THE IMPORTANCE OF VISUALIZATION TO THE EOS MISSION

- Visualization is a vital component of the tools required for meeting EOS scientific objectives. Neglecting visualization could result in failure to meet these objectives.

- At present, NASA has given considerable attention to the data retrieval, data management, and scientific objectives under the data pipeline, but has given minimal attention to the role of visualization within the EOS project. The justification for this approach has been primarily rooted in the belief that Commercial Off-The-Shelf (COTS) software, as well as modest development activities of NASA and other agencies, will be adequate to meet these needs.

- This initial report highlights successes and general deficiencies with the current state of visualization development and application. It is based on the results of meetings with 50 groups of EOS scientists and developers at 50 sites, as well as the author's experiences in trying to meet visualization needs at NASA MERC. A follow-up report will examine possible options for ensuring that there are adequate and proper visualization tools for meeting the scientific objectives of the EOS mission.

APPLICATION OF VISUALIZATION WITHIN THE EOS MISSION

- Applications of visualization within the EOS project include:
  - Scientific Investigation
  - Data Validation
  - Model and Algorithm Development and Validation
  - Data Browse
  - Information Transfer
  - Mission Operations

BACKGROUND ON VISUALIZATION

- Visualization, although a relatively new discipline, actually consists of the unification of several fairly mature components, including:
  - Image Processing
  - 3D Data Plotting
  - 3D Computer Graphics and Animation
  - Volume Rendering
  - Geographic Information Systems (GIS)
  - Computer-Human Interactions (CHI)

Changing Roles and Capabilities

- Due to rapidly increasing CPU and graphics power available to the scientist at his desktop, two major transitions are occurring within the scientific computing environment, including transitions:
  - from centralized to distributed computing
  - from batch-mode to interactive computing

- Both of these transitions are pushing more computing power and control directly in the hands of the scientist. It is this interactivity that will result in the greatest benefits to be derived from scientific visualization. However, without the proper software to take advantage of this power, these benefits will not be realized.

- These transitions are demanding changes in the roles played by scientists and computer specialists, as well as requiring changes in our visualization and analysis tools. The batch mode of handing off visualization jobs to computer specialists is no longer adequate.

- The movie making era of visualization was a necessary and important phase of these transitions, but does not represent the total required direction for visualization.

- The most important immediate direction for visualization efforts is that of putting useful and usable interactive tools into the hands of the scientist.

Why Aren't Scientists Using What's Available?

- Many of the techniques and components of visualization required for meeting EOS scientific objectives are available today. However, the actual use by the scientists of even our present visualization capabilities is well behind these capabilities.

- Why aren't scientists using the visualization capabilities that are available to them today? Reasons include:
  - The tool is not extensible or is too inflexible.
  - The tool is too difficult to learn and use.
  - It is too difficult to get existing data into the tool.
  - The tool does not adequately link visualization and analysis.
  - The collection of tools, as well as the data, exist within a complex heterogeneous computing environment.
  - The tool does not do what the scientist needs to do.
  - The scientists are not aware that the tool exists or that it meets his/her needs.
  - The tool is too costly.
WHERE ARE THE VISUALIZATION BOTTLENECKS?

• With few exceptions, hardware capabilities are not, at present, a major limitation of our visualization environment. The commercial marketplace is probably adequate for satisfying necessary advances in hardware technology.

• The primary bottleneck is the lack of adequate software which allows the scientist to take advantage of this power and to interactively visualize and analyze high data within our current computing environment. It is questionable whether Commercial Off-The-Shelf (COTS) software will be adequate for meeting all of the visualization needs of EOS.

COTS, PUBLIC DOMAIN, AND IN-HOUSE DEVELOPMENT

• There are advantages and disadvantages to relying on either COTS or in-house developed software for meeting the visualization needs of EOS. A proper balance between COTS, public domain, and in-house development is advantageous, but this balance must be accomplished with adequate and properly directed support.

• If NASA is to rely more heavily on COTS software, there must re-evaluate and improve the way that it deals with COTS developers.

CURRENT DEVELOPMENT ENVIRONMENT WITHIN NASA

• NASA funded development has resulted in several significant, leading-edge visualization and analysis tools.

• Unfortunately, with particular regard to visualization, the development environment within the OSSA can be characterized by:
  - Fragmentation, with little overall direction or coordination
  - Lacking an established and understandable organizational structure for funding both general and application-specific development.
  - Lacking a firm commitment or plan for meeting true visualization needs of the EOS science community.
  - Lacking adequate mechanisms for technology transfer both within OSSA and between OSSA and OAST.
  - Experiencing insufficient use of limited funding.

SIMPLIFICATION OF THE COMPLEX HETEROGENEOUS COMPUTING ENVIRONMENT

Scientists and computer specialists are forced to operate within a complex heterogeneous computing environment, consisting of inoperable operating systems, graphic protocols, networks, file formats, and output devices. Efforts to homogenize this environment will help to a limited degree, but would probably be only temporary relief.

There is a vital need for utilities which shield scientists from dealing with unnecessary complexities, allowing them to concentrate on analysis of data.

DEVELOPMENT OF NEW TECHNIQUES AND COMPONENTS

The exploration of new techniques for analyzing and visualizing data should continue. In a few cases, very different approaches to analyzing and visualizing data may be introduced which require development of a complete application. However, in most cases, the introduction of new techniques should require only the development of a module or components which can be added to existing applications.

EDUCATION AND COMMUNICATION

Many of the present challenges in visualization are the result of a lack of proper communication and education. Scientists and project managers must become better educated as to the scientific benefits of visualization and the availability of existing software, while in-house and COTS developers must become more aware of the true needs and objectives of the scientists.

DISTRIUATION AND MAINTENANCE

The distribution, maintenance, and support of COTS, public domain, and in-house software is a significant challenge. Proper mechanisms for licensing and supporting COTS software within our distributed environment should be in place to assure their availability and usage. A major challenge with in-house development is the distribution and maintenance of successful application development, and the translation of such programs from the experimental stage through maturing and operational stages.

CONCLUSIONS

• Visualization is vital for meeting the scientific objectives of the EOS mission.

• Although our present state of visualization techniques is impressive and powerful, the application software for putting these capabilities into the hands of the scientist is, at present, inadequate.

• The development of expandable, user-friendly, object-oriented software within the commercial software industry, is helping to increase the probability that COTS software can serve as a core for meeting many visualization needs. However, there will still be a need for in-house efforts directed at extending and modifying these tools to meet application-specific requirements, and for developing leading edge techniques and applications not available from the commercial front.

• A follow-up report will investigate viable options for meeting the visualization requirements of the EOS mission in the future. These options will focus on two major objectives: increasing the effective use of visualization techniques by scientists, and maximizing the return on development efforts.

DIAMONDS AND DINOSAURS

• A difficult challenge for NASA will be that of recognizing and supporting in-house "diamonds" (experimental development efforts which hold much promise for scientists) and of preventing, recognizing, and dealing with "dinosuars" (old development programs with limited momentum and decreasing applications). Present mechanisms for transferring successful development activities into usable technology is inadequate.

MAIN AREAS FOR CONCENTRATION

• The main general areas presently needing consideration include:
  - Integration of Visualization with Data Management and Analysis - Data management, analysis, and visualization represents a useful of functionality required in most scientific objectives of the EOS mission. To meet these objectives, this tool must be properly balanced and adequate bidirectional links must exist between each component. Links from visualization to analysis, and from visualization to data management, are essentially nonexistent; as present, navigation, or knowing the spatial and temporal location of each data point, spans all components of this tool and is a particularly critical aspect of this issue requiring immediate attention.
  - Application Development for the Scientist as the End-User - The most important immediate need for visualization is that of getting interactive tools into the hands of the scientist. This requires that these tools meet the actual needs of the scientist, be simple and intuitive to use, and be logical to the scientist rather than to a computer specialist.
  - Providing Extensibility without Complexity - Extensibility of visualization tools is a vital requirement, particularly for COTS software. This extensibility must be provided without a significant increase in complexity of use, or any resulting complexity must be able to be hidden from the scientist by customisable interfaces.
  - Application-Specific Programming without Redundant Programming - Redundant programming within the Earth systems science community is expensive. Often new development efforts are undertaken in order to provide functionality not available from existing software. However, in order to provide new application-specific functionality, many development activities spend a very large portion of their efforts on redundantly programming functionality that already exists in several other programs. The availability and application of extensible software and the adoption of object-oriented programming principles would minimize redundant programming while meeting application-specific requirements.
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THE IMPORTANCE OF VISUALIZATION TO THE EOS MISSION

The proper storage, management, and distribution of the enormous database to be generated by the NASA Earth Observing System (EOS) Mission is extremely important to the scientist requiring access to this data. However, without the proper tools to analyze these data sets, this enormous database is strictly that, a database. The successful accomplishment of the scientific objectives of EOS is highly dependent on the scientists' ability to analyze and interpret these data in order to recognize the important knowledge hidden within this database. The only way to effectively extract significant information from such an enormous database is through a well-balanced suite of data management, analysis, and visualization tools.

As illustrated in the simplistic cartoon of Figure 1, the typical data flow of EOS-related data moves from the satellite and ground-based data sources, into the data storage and data management node, and to the analysis/visualization node where the scientist gains scientific insight through his perception of the analytical and visual results. Results must then be communicated to colleagues or policy makers through speech or visual means. A bottleneck at any point along this path will result in less than successful completion of the scientific objectives of EOS. As a result, NASA has given considerable attention to the data retrieval, data management, and scientific objectives of the data pipeline, but has given minimal attention to the importance role of visualization. The justification for this approach has been primarily rooted in the belief that Commercial Off-The-Shelf (COTS) software, as well as modest development activities of NASA and other agencies, will be adequate to meet these needs.

The purpose of this study is to investigate the needs and application of visualization tools relative to the EOS objectives, to become familiar with existing and on-going visualization development efforts of industry, NASA, and other groups, and to evaluate whether these efforts will be adequate for meeting the scientific objectives of EOS. The results are based on the results of meetings with 50 groups of EOS scientists and developers at 30 sites, as well as the author's experiences in meeting visualization needs in the NASA Marshall Space Flight Center (MSFC). This initial report highlights successes and deficiencies with the current state of visualization development and applications, and recognizes areas where attention should be focused. A follow-up report will examine possible options for ensuring that we have adequate and proper visualization tools for meeting the scientific objectives of the EOS mission.

APPLICATION OF VISUALIZATION WITHIN THE EOS MISSION

There are five major applications of visualization within the EOS mission:

- Scientific Investigation
- Data Validation
- Model/Algorithm Development and Validation
- Database Browse
- Information Transfer
- Mission Operations

Visualization is proving invaluable in providing new insight into Earth systems science problems. Whereas scientists were previously limited to painstakingly analyzing a small subset, or profile, of the available data set, visualization is now providing scientists with the ability to observe and analyze complex data sets within 4D spatial and temporal domains. Even more significant is the ability to view, analyze, and correlate several data sets, related in space and time, in order to better discern the relationships and interactions of various physical factors. The interactivity of these tools allows the scientist to more effectively probe the data and the analysis process, and to receive immediate response to "what-if" questions.

Even simple animations have been shown to be very useful in propagating errors within data and computer models, and in many cases, in tracing the source of these errors. This is particularly important when locating the source of propagating errors within model runs. Such errors may not be obvious, otherwise, unless they result in fatal errors, and even then it becomes quite difficult to trace back to the source of the error without the assistance of visualization. As visualization techniques become better combined with analytical methods, data and model validation, using visualization, will become much more effective and efficient.

The abundance and size of data sets available to an EOS investigator necessitates the use of data browse capabilities. These efficient use of network traffic, computer resources, and the scientist's time will suffer significantly without the scientist's ability to quickly transfer and visualize greatly compressed data subsets, in order to pre-determine the scientific relevance of the full data set.

Finally, visualization offers one of the most effective and intuitive means of communicating large amounts of scientific information to colleagues, program managers, policy makers, and students. This importance of visualization for interaction and communication should not be overlooked. Furthermore, as remote interaction of science via graphics workstations becomes more a reality, the use of visualization for information exchange between scientists will become routine and very effective.

BACKGROUND ON VISUALIZATION

Although the field of scientific visualization is still in its infancy, it intrinsically involves the unification of several traditionally independent disciplines, some of which are fairly well-developed. These include:

- V D Data Plating and Converting
- Image Processing
- 3D Computer Graphics, CAD, and Computer Animation
- Volume Rendering
- Geographical Information Systems (GIS)
- Computer-Human Interaction (CHI)

Each of these disciplines has provided, and will continue to, provide significant tools for scientific investigations. Each also has specific areas of deficiencies which will be discussed.
in more detail in a later report. For example, many of the 2D and 3D plotting applications still retain the semantics of pen-plotters, which does not allow interactivity between the user and the plot displayed on a screen. Many visualization application packages have completely ignored the power and simplicity of pens and contour maps for displaying important information, much to the dismay of the science community.

Although digital image processing is a very important component of visualization, many techniques for processing imagery are rather archaic, particularly with regard to fully utilizing data available in more than three special bands. Also, many of the major application packages for image processing have also become somewhat rigid with regard to the user interfaces, program architectures, graphics capabilities, data structures, interactivity, and portability to RTSC-based workstations.

Advances in 3D computer graphics, CAD, and computer animation, made during the 1980's, provide a substratum base for the development of important tools for visualizing 3D, temporal, scientific data. However, having been developed primarily for the purposes of military simulation and broadcast animation, many of the algorithms and application programs don't meet the needs of the visualization community today. Similarly, while visual rendering holds much promise for detailed visualization of volumetric scientific data, most of the present algorithms were developed for medical applications and are not well suited for visualization, or for dealing with temporal or non-Cartesian data.

Likewise, GIS developed primarily within conographic based, rather than scientific, disciplines. As a result, several present deficiencies in traditional GIS techniques have been recognized which limit their effectiveness in scientific applications. These include the lack of effective means for dealing with temporal elements, the inability to recognize and measure potential errors resulting from different spatial and temporal resolutions between data sets, and the inadequacies for handling of "flaky", or continuous, data boundaries.

Finally, the field of CIR is providing important insights into effective interaction between men and computer. The form of scientific insight, public relations, and awareness of the power of intuitive program structure are crucial to putting effective visualization tools into the hands of the scientist. In addition, a better understanding of factors which affect human perception is certainly important to the design of visualization tools, but is an area that is often overlooked during their development.

Whereas the 70's was the decade for rapid advancement of computer graphics related to broadcast animation, military simulation, and industrial CAD, the 80's is promising to be the decade for scientific visualization. Many of the present efforts have simply involved the application of individual components, such as computer graphics and animation, to scientific data. Certainly, the techniques developed within each of these components represent a substantial number of visualization capabilities. However, the success of visualization as a scientific tool will depend on the proper adaptation of these components to meeting the needs of the science community, as well as seamless integration of all of these components into application programs which are useful and usable to the scientist.

There is no longer a definite product that can be demanded of the computer specialists by the scientist, other than that of providing the scientist with proper tools, usable by the scientist, of properly integrating the scientist's data into the tool, and of providing operational training and assistance when required.

During this transition period, it is essential that we should see some remnants of our previous roles and competing environments. In fact, the proliferation of sophisticated movie making through scientific visualization is somewhat of an irony. While these movies have undoubtedly provided benefits in the form of scientific insight, public relations, and awareness of the power of visualization, they are not the future direction for visualization that is required to meet the needs of the scientist. Far from being innovative or analytical, these movies have often been created at great cost in time and funding, typically requiring weeks to months of effort from teams of scientists, programmers, computer visualization experts, computer animators and artists, and multimedia specialists. While this movie making has created an extension of the 3D style of computer animation, as well as an extension of the previous role of the computer specialist, many short-sighted scientists have, in a real sense, developed the view that visualization is strictly for creating "pretty pictures" and not a tool for doing significant scientific work. In those, these movies have installed false security that the required visualization tools required are in place. In reality, scientific animation and movie making represent an important part of visualization, but they are only a small part of the requirements for visualization.

In essence, the most important immediate direction for visualization efforts is to focus these tools on the hands of the scientist. Allowing him/her to interactively probe the data without the constant aid of computer specialists. Computer visualization specialists should be involved in getting these tools into the scientist's hands and modifying and expanding these tools as required, and not in operating the tools for the scientist. Thus, the role of the computer specialist is moving away from the back-end of the task, as the front-end gatherer, tuner, and modifier of the tool. This, of course, requires that the application be well designed for the scientist as an interactive end user, with particular attention given to meeting the scientist's needs in a simple and intuitive manner.

In view of this, it is important to recognize the diversity that exists among scientists with regard to their application of computer tools. While not based on any statistical surveys, it appears that approximately 20% of the scientists are comfortable with and actively involved in finding, learning, modifying, and applying the computer tools that are available, and in many cases, are willing to work with developers in improving these tools. At the other extreme, are approximately 20% of the scientists, who believe that the tools that they have employed in the past are adequate for meeting their needs, or who, because of lack of time or desire, only wish to be given a tool that requires very little time or attention to learn and operate. In lieu of such a tool, group of scientists will apply their own expertise to the specific aspects of tool application. The remainder 60% of the scientists are reluctant or unable to concentrate a lot of attention on visualization and analysis tools, but will invest the required time to learn and learn new tools if property modeled and if benefit becomes apparent.

It is not only important that we recognize the deficiencies that exist in our present tools, but that we also understand the current and future environments under which improvements to our tools must be made. These are examined in the following section.

CHANGING ROLES AND CAPABILITIES

The CPU and graphics power available to the scientist is increasing at a logarithmic rate of an order of magnitude every 3-5 years. As the time, this power is becoming available on low-priced workstations. This reality is in making visualization computing away from a highly centralized environment, in which expensive computer equipment was centrally located and only highly specialized personnel operated this equipment. In more distributed environments, where the scientist has significant computing power at his desk, while still tapping access to greater computing power and large amounts of data over the network. The scientist is thus receiving more in control of his computing environment, as well as taking on greater responsibility for the operation of his computing tools.

In addition, the increase in computing power and the decentralization of the computing environment are allowing much greater interactivity than was previously possible. Assuming that the proper visualization and analysis tools are in place, it is this interactivity between the scientists and his/her data that will result in significant advances in the Earth sciences community. The balance of computer operation is no longer adequate for meeting the demands of scientific analysis.

We are presently in a state of transition from centralized to distributed computing, and from batch to interactive processing. These transitions are demanding changes in the roles played by the scientists and computer specialists, as well as requiring changes to our visualization and analysis tools.

As an example of these changes, consider the role and environment existing in typical visualization activities of the past and present. Originally, it was adequate for a scientist to request, from an image processing specialist, that he or she apply a principle component analysis to a great Landsat scene, stretch the resulting bands over 8 bits, create an RGB composite of the 3 different components, and provide a color print of the resulting image. The required back operation was easily defined by the scientist, who could in the end study the final image for weeks or months, creating hand-drawn overlays to illustrate scientific findings.

In contrast, the scientist of today might wish to study and correlate several data sets which are retained in 3D space and time, including, for example, satellite imagery, data measured along a flight path, 3D volumes from radar, and 3D gridded data from a numerical model. In order to gain significant insight from this study, the scientist will probably require, at minimum, the ability to render representations of these data in 3D space, interactively move the point of view around the 3D space, view and control the animation of the data through time, close the representation of the data (e.g., color maps, transparency, etc.), evaluate the data with an appropriately-located 3D probe or 3D slice plane, and generate relevant plots "on-the-fly."
The advantages of relying on COTS include:

- NASA pays only for working product not development or experimental failures
- Products tend to be more polished
- Maintenance and support at no major issue for NASA
- There is generally more awareness of a product's existence
- Products are more flexible and adaptable

The disadvantages of relying on COTS include:

- Applications have traditionally been inflexible and not extensible
- There is no access to source code required for code modification or purging of the application in necessary situations
- Applications tend to be designed for large market appeal, not application-specific needs
- There is a higher cost factor per user, but not necessarily in NASA as a whole
- Users are less apt to "try it out" if the software must be purchased first
- There is no direct control of future development, and no assurance that developers will be around next year
- Application is often developed outside of the scientists' realm, generally without a true understanding of scientific needs
- Approach for meeting needs is generally more conservative and less creative

In contrast, the advantages of relying on in-house development are:

- Software is designed to meet general and specific needs of NASA's scientific objectives
- Source code is available to all for modification and portability
- The product is generally flexible and adaptable, or can be customized for new applications
- New creative and leading edge products often result

The disadvantages of relying on in-house include:

- NASA assumes the risk of development with no assurance of success
- Maintenance, distribution, and support are significant challenges
- There is a risk of the software becoming a costly disaster than NASA is forced to maintain
- Without proper direction and coordination, there is traditionally much redundancy of programming with in-house development

There are many commercially available visualization packages which are well ahead of most in-house developed software. Although some of this commercial software arises from initial development efforts at NASA and other governmental institutes, they have generally become more polished and portable. There are also many NASA-funded development efforts that are announced in functionality by the software industry. Still, in many cases, COTS software can provide the cost for many visualization needs, particularly those products which are more expensive. However, if NASA needs to rely significantly on COTS software, then consideration should be given to changing the level of instruction with vendors. In particular, NASA should encourage more communication between scientists and the developers of COTS software.

WHERE ARE THE VISUALIZATION BOTTLENECKS?

With a few exceptions, hardware capabilities are not at present, a major limitation of our visualization efforts. The present hardware capabilities available in the market, greatly exceed the present availability of software tools with which the scientist can routinely take advantage of this power. Certainly, our increasing demands for very large data sets, our compressed network traffic resulting from more distributed processing, our need for three-dimensional space visualization, and our need for interactive analysis, are reaching a constant requirements for higher CPU and graphics power, and wider bandwidths throughout the data path. However, with the possible exception of network requirements, the commercial marketplace is probably adequately suited for assuring that the capabilities of available hardware will continue to increase at a rate commensurate with our demands and with our ability to take advantage of the available power.

With the capabilities of computers increasing by an order of magnitude every 3 to 5 years, it is important to consider the short time frame in which our capabilities increase and our present computers become obsolete. In addition, considering that the computer is possibly the most vital tool of today's scientists, it is important that funding and expenditure programs of these tools be available. The lack of accessibility to adequate hardware power, particularly at universities, and lack of hard software, particularly as government institutes, are at present limiting the effective use and development of visualization tools in the scientific community.

Still, the primary bottleneck in visualization, as present, is the lack of adequate software which would allow the scientist to interactively visualize and analyze higher data within a complex heterogeneous environment, without the need for the scientist to be completely familiar with the underlying complexities of the tools. Although there have been some significant advancements in visualization software, the available software as a whole, is at present deficient in meeting these needs. Unlike hardware, it is questionable whether Commercial Off-The-Shelf (COTS) or public domain software will be adequate for effectively meeting the visualization requirements for EOS. The following section examines this issue in more detail.

COTS, PUBLIC DOMAIN, AND IN-HOUSE DEVELOPMENT

The question arises as to what extent the needs for scientific visualization software can be met by relying on the commercial software industry or other outside sources, in lieu of development funded by NASA. Each source has advantages and disadvantages.

In addition, there are many significant software contributions available within the public domain. Although a few of these, such as Khoros and MATLAB, are large, refined development efforts, most are primarily small-scale efforts which provide useful utilities or limited applications. Since the source code is generally available, public domain software is a good source for useful utilities or subtle algorithms. Since maintenance and support with these packages is often a challenge for the developers, particularly for large-scale efforts, NASA should consider means of providing assistance for packages which it feels provide significant benefits to EOS scientists.

While COTS software may play a significant role in meeting EOS visualization needs, relying solely on developments from the general software industry may not be adequate. Particularly without guidelines from NASA, and changes to the way that NASA deals with vendors, it is risky to assume that the outside industry will take on the challenge to develop visualization software capable of meeting the needs of the EOS program. This is particularly true for application-specific needs which may not provide an adequate commercial market.

A balanced approach between COTS and in-house development is probably the best solution for meeting the visualization requirements of the EOS mission. The needs for in-house visualization development within NASA include:

- Extensive or modification of existing software to meet application-specific requirements
- Contributions of useful modules or components to the general programming pools
- Leading edge (experimental) development of techniques and applications
- Application-specific programs not available from COTS and not able to be created by simple extension of existing programs

These needs should be recognized and programs should be structured to adequately provide support for meeting these needs.

CURRENT DEVELOPMENT ENVIRONMENT WITHIN NASA

Development activities throughout NASA have resulted in some significant, leading-edge visualization and analysis tools. Both advanced and experimental visualization development has tranferred within the Office of Aeronautics and Space Technology (OAST) to support flight operations, aeronautical development, computational fluid dynamics (CFD) research, and visual reality. Although still presently well suited for meeting visualization needs of EOS, some of these efforts could be modified to meet some of these requirements.

Within the Office of Space Science and Application (OSSA), support for visualization development has been modest, particularly within the Earth Science and Application Division (ESAD) which supports the EOS project. Soil, development activity within the Information Systems Branch (Code SMI) and the various science branches of the ESAD and the Solar Systems Branch (Code SMI)
**System Exploration Division** have realized in successful tools capable of meeting a limited part of the EOS requirements.

Unfortunately, without proper directives and appropriate support, these efforts will be inadequate for meeting the visualization requirements within EOS. At present, visualization development activities within OSSA and the SSDA can be characterized as:

- Fragmented, with little overall direction or coordination
- Lacking an established and understandable organizational structure for funding both general tool and application-specific development
- Lacking a firm commitment or plan for meeting the real visualization needs of the EOS science community
- Lacking adequate mechanisms for technology transfer both within OSSA and between OSSA and OAST
- Experimenting with insufficient use of limited funding

This environment is resulting in inefficient development which does not adequately address the full needs of the scientist. In particular, there is much redundant programming and little effort directed toward creating tools that can be easily extended and customized. Because of these programming practices, functionality developed within one program is not easily transferred into other development efforts. As a result, application-specific requirements often result in large-scale application development rather than the smaller-scale addition of modules to existing applications. Finally, the absence of support for small-scale application development within science programs generally results in the use of inadequate tools to meet science objectives, or the scavenging of science funds in order to meet development requirements.

Required in-house development is of two types: (1) development of general tools to meet the needs of a wide range of users not being met by existing software, and (2) extension, modification, or integration of existing tools to meet application-specific requirements. Unfortunately, the lack of extensible software in the past, and the lack of coordinated development activities in OSSA, has not allowed a clear distinction between these efforts. Distinguishing between these efforts, and providing appropriate support for both, is vital to meeting present and future visualization requirements in a cost-effective manner.

While development of general visualization tools should be intimately related to the scientific objectives of the EOS program, the current philosophy that most visualization development should be "piggy-backed" with science proposals has been ineffective. The reasons for this are:

- Scientists are reluctant to include software development costs in science proposals for fear that the proposal costs will not be competitive.

**Afflicting the Creation of Dinosaurs from Diamonds**

As illustrated in Figure 3, data mining, data analysis, and data visualization should be viewed as a triad of functions which can act on scientific data. In order for this triad to operate effectively, there must be adequate data paths between all components and they must be bidirectional. As present, some tentative links exist between this triad, while others are nonexistent. In particular, the visualization function presently serves primarily as a bookend process, with little return interaction with analytical tools or database management.

In particular, the links between visualization and analysis are critical, but are, as yet, nonexistent. The application of visualization techniques can provide significant insights into scientific problems, but it is vital to the scientist to use and demonstrate this insight using appropriate tools.

**If only 10% of the contract is funded, software development is usually the first to be cut; the sciences will then fall back to available tools that are probably inadequate for higher needs.**

- **Try to develop incrementally to a particular science proposal generally results in a very specialized and hard-wound tool, and does not encourage general, reusable tools for meeting other science requirements.**
- **Directly creating visualization tools required for a specific science proposal does not address nor encourage the exploratory development of new techniques required to advance visualization in a more required to meet the EOS objectives.**

It is recommended that general software development be separated from specific science proposals, but be conducted by teams consisting of both computer scientists and scientists. In contrast, application-specific development could be directly tied to particular science objectives, but should receive, at least, minimal funding earmarked for that effort.

**DIAMONDS AND DINOSAURS**

A difficult challenge for NASA will be that of recognizing and supporting in-house "diamonds" (experimental development efforts which hold much promise for scientists) and of preventing, recognizing, and dealing with "dinosaurs" (old development programs with limited momentum and increasing applications). Diamonds typically begin as simple experimental ideas that, through proper development and strong acceptance by scientists, develop into applications with significant potential. However, without proper nurturing, such programs quickly fall into stagnation, or evenморе commonly, as a result of being overwhelmed by the responsibilities associated with distributing and supporting a successful application program. Without a proper mechanism in place to recognize these diamonds, and to assist in the transition of these development efforts, continued development and upgrading of these tools is sacrificed for the sake of maintenance and support, and the science community loses a potentially valuable tool.

As the other extreme are the large programs with a long history of development and maturity which in many cases offer significantly more functionality than other existing programs, but which have become quite archaic with regard to their interfaces, program structure, data format, graphics capabilities, and portability to modern computing platforms. This is primarily true with regard to image processing applications. Total reprogramming of this functionality using a more efficient, extensible, and portable approach is an ambitious effort that has traditionally been avoided. However, simple panning to newer architectures is inadequate. NASA must evaluate the importance of the functionality that exists within these programs and determine if and how it intends to incorporate this functionality into future applications.

Preventing, or at least slowing, the creation of future dinosaurs is also an important issue. In fact, the latest involving diamonds and dinosaurs are not unrelated. The main factors affecting the creation of dinosaurs from diamonds are initial design, project transitions, upgrading, and perhaps, insularity. Commonly, programs that are less flexible in extension and modification, or are too intimately tied to data structures, have a greater danger of rapidly becoming future dinosaurs. Again, the principles of abstraction and modularity inherent in object oriented programming could greatly increase the useful life of programs which adhere to these principles. Secondly, it is important that NASA properly assist the transition of the program through its various stages, while providing adequate funding for both user support and program upgrading. Still, while these measures may significantly extend the useful life of future development efforts, it is probably inevitable that any application will, at some point in time, reach a point of questionable usefulness. NASA should have a proper mechanism in place for phasing out continued support, while minimizing inconveniences to on-going users.

**MAIN AREAS FOR CONSIDERATION**

Based on these findings, the following general areas have been recognized as requiring consideration:

- **Integration of Visualization With Data Management and Analysis**
- **Application Development for the Scientist as End-User**
- **Providing Extensibility Without Complexity**
- **Application-Specific Programming Without Redundant Programming**
- **Simplification of Complex Heterogeneous Environments**
- **Development of New Techniques and Components**
- **Education and Communication**
- **Distribution and Maintenance**

These areas of concern will be discussed briefly below. More specific deficiencies and requirements will be discussed in a follow-up report. Recognition of these areas of required concentration does not, by default, imply that NASA will need to take full responsibility for meeting these needs. In fact, meeting these needs will require a proper balance of efforts and adequate communication between NASA, vendors, contractors, and other outside developers.

**Integration of Visualization With Data Management and Analysis**

As illustrated in Figure 2, data management, data analysis, and data visualization should be viewed as a triad of functions which can act on scientific data. In order for this triad to operate effectively, there must be adequate data paths between all components and they must be bidirectional. As present, some tentative links exist within this triad, while others are nonexistent. In particular, the visualization function presently serves primarily as a bookend process, with little return interaction with analytical tools or database management.

In particular, the links between visualization and analysis are critical, but are, as yet, nonexistent. The application of visualization techniques can provide significant insights into scientific problems, but it is vital to the scientist to use and demonstrate this insight using appropriate tools.

**Figure 2** Triad between Data Management, Analysis, and Visualization functions, showing existing and nonexistent paths.
speaking the scientist's language where possible. The operation of the tool should be intuitive and logical to the scientist, rather than requiring the scientist to adapt to the logic of a computer graphics expert. In essence, the scientist should be able to focus on the analytical and visual results, and not on the operation of the tool.

Few, if any, of the available visualization tools meet these needs, at present. Those which are simple to use are often inflexible and don't therefore meet most scientific object-oriented approaches which are computationally expensive. Those which are flexible are often too complex to operate and don't, as a result, allow adequate means of simplifying this complexity.

Providing Extensibility Without Complications

Many COTS visualization programs have not been well accepted into the EOS scientific community because of the lack of extensibility and flexibility. Without the ability for the scientist or computer specialist to input new data in new forms, or to extend the functionality of the program with user-defined modules, the scientist is often forced to (1) adapt his/her data and (2) use visualization tools which are inappropriate for analyzing the data, generally with poor results. (3) Apply several independent visualization tools to the data in order to analyze different aspects of the data, (3) give up using present visualization tools in favor of more traditional, but inadequate data analysis tools, or (4) initiate on a house development effort which is costly in time and funding, with probably no or 50% of the effort applied to redundant programming of available capabilities.

One of the main reasons quoted by scientists for initiating an in-house development effort has been the need for extensibility and flexibility. This has also been a major factor in the success of many NASA-developed and other public-domain application programs, since source code is generically provided for these programs. Furthermore, the COTS visualizations programs that have gained the most acceptance within the EOS scientific community are those which provide a high degree of extensibility and flexibility, including AVS, SGI's Explorer, NCAR graphics, PV-Wave, and IDL. The development of these tools, as well as public domain tools such as Klumpe, are major milestones in the advancements of scientific visualization.

However, the extensibility and flexibility of these tools have been generally accompanied by a high degree of complexity of use. PV-Wave, IDL, and NCAR graphics require custom programming and command-line interfaces, while the graphical programming paradigms of AVS and SGI Explorer give rise to the self-describing term "house build". These complexities, at present, limit the use of these programs to those scientists who have the time and initiative to become highly involved in the design of their tools. In order for these tools to be applicable by a high percentage of EOS scientists, it is necessary that computer specialists be able to adapt these tools to meet the particular needs of a scientist or project while hiding the complexities of the extensible environment from the scientist using a simple and intuitive user interface.

PV-Wave and IDL have made great strides in allowing this, although these programs are primarily limited to interacting in 2D space. The developers of AVS and SGI Explorer are running DOS, OS/2, Mac, Unix, VMS, or MVSS operating systems, as well as having various graphics protocols and functionality. Data files reside on an array of storage devices in a wide variety of standard and proprietary data formats. Networks operate under a mix of protocols, with each protocol or hardware platform having its own peculiarities with regard to file transfer. Access to hardcopy or video display device is through parallel, external, or SCI ports, with each port and each device requiring different protocols or file format. The need to operate within this complex environment accounts for a significant loss of efficiency in the use of our computing tools. Several scientists have estimated that, at least 60-70% of their computing efforts are consumed in dealing with the complexities of networks, data format, and operating systems, leaving very little time and energy for concentrating on scientific analysis.

There are two potential solutions: homogenize the computing environment or make working within the heterogeneous environment simple and transparent. The latter is more realistic for both the present and the future. While it is important to develop and adhere to common data formats, as well as standards in operating systems, network protocols, windowing environments, and graphic languages, it is unreasonable to believe that our computing environment could ever become one, and remain homogeneous. Therefore, in order for the efforts to be efficient use of our computing resources, it will be vital that operating within this complex environment become simple and less painful.

In essence, a scientist should be able to pull all data into representing data over an application icon, and have the program operate regardless of underlying complexities. The scientist using a Unix graphics workstation, for example, should not be required to deal with underlying complexities resulting from the possibility that the data resides on a different computer, in a format incompatible with the application program, which possibly resides on a VMS-based computer. Furthermore, the scientist should be able to request a color hardcopy or video animation, with little concern as to the underlying complexities involved in accomplishing that request.

There is no technical reason why such a solution cannot exist today. In fact, pressure exists to provide Unix and DOS with a more Mac-like interface, as well as efforts directed toward object oriented operating systems, are all major advances toward this goal. Still much effort is required in order to move the scientific computing community into such an environment.

Depletion of New Techniques and Concepts

Although many of our immediate needs involve integrating present capabilities into useful and usable application for scientists, there is still a need to continue investigation and development of new techniques and components. In a few, this may involve a new approach to analyzing and visualizing data and require development of a complex application program. The NASA funded programs, LINKview, Interactive Image Spreadsheet (IISS), and ViZAD, are examples of such.

Likewise aware of the issue, but most work our concerns regarding adaptive striping, decision nodes, and user-defined OGS before these programs will meet the needs of a large percentage of EOS scientists. Of course, any in-house or other NASA-funded development should also be considered with extensibility while allowing for simplification and customization.

Application Specific Programming Without Redundant Programming

Redundant in-house programming within the Earth systems science community is extensive. The primary reason given for avoiding OGS software is a fear of in-house development: because available OGS software (a) did not do what was required for specific applications and lacked extendability and adaptability, (b) the scientists themselves wrote their own user interface that was improveable, (c) was expensive (d) inefficient in the use of computer resources. Although most of these in-house application programs provide important features not available in other packages, each of these development efforts probably contains 50-70% redundant programmed code. In other words, in order to provide the new application-specific functionality, it was necessary to also redundantly develop functionality that was already available in several other programs. Cramshall of previously developed code has been helpful in some circumstances, but most of this code is too internally tied to the environment of the original program, or limits the flexibility or functionality of the new program. Considering that most of these in-house development teams consist of 1-3 programmers, a considerable amount of effort is concentrated in programming functionality that already exists.

As discussed above, the availability of more extensible and flexible visualization tools in the future may alleviate this, to some extent, the amount of in-house programming, and thus the amount of redundant programming. The extent to which these other OGS programming environments will meet our future development needs is still uncertain. However, there will probably be requirements in the future for in-house application-specific programming. The remaining problem is thus how to reduce the amount of redundant programming, while meeting the requirements for application-specific programming within the EOS community. The answer probably lies in a combination of hierarchical and object-oriented development.

The benefits of object-oriented programming include the reusability of modular components, and their inheritance, through abstraction, of complexities resulting from our heterogeneous computing environment. Hierarchical development implies that general components, which provide functionality common in many programs, be developed and made available to application-specific development efforts, thereby allowing the new developers to concentrate on providing value-added programming rather than redundant programming.

Simplication of Complex Heterogeneous Environments

Scientists and computer specialists are continuously required to operate in a complex heterogeneous computing environment. Data and applications exist on several computers
However, in most cases, the development of new techniques should not require development of a complete application in order to be applied. Instead, newer techniques, such as spectral mixing, volume rendering algorithms, or automatic navigable routines, for example, should instead be developed as functional components or modules which can be added to existing applications. Unfortunately, the lack of module programming and coordination of development in the past has generally resulted in the development of a new application at each new technique. Adherence to object-oriented programming principles and the use of existing software would maximize our future development efforts and minimize the cost of leading edge development.

**Education and Communication**

Many of the present challenges in placing appropriate visualization tools into the scientist's hands are the result of a simple lack of communication and education. Many scientists lack an understanding and appreciation of the importance of visualization in meeting their scientific objectives, while others lack an understanding of the present limitations. Project managers aren't certain whether visualization needs exist and if these needs should be met with COTS software or in-house development. Many developers lack a true understanding of the needs of the scientists and are often frustrated when scientists don't appreciate the tools presented to them. In particular, hardware and software vendors must rely on their own restricted capabilities for determining the present and future needs of EOS scientists, generally obtaining a narrow view based on contact with a few select individuals. Even within NASA, itself, scientists, developers, and project managers are often unaware that efforts going on in other centers or within other organizations, might be beneficial and applicable to their own activities.

Furthermore, scientists and specialists, alike, are often unaware of the existence and functionality of many of the available tools that might be useful to them. It is a very time-consuming process to search out specific tools that might serve one's need, to download or order it, install it on the hardware platform as hand, learn to operate it, get appropriate data into it, and then to test it for applicability to the scientific problem, at hand. If this tool does not meet the usual needs, or in some cases does not meet the needs at all, then the search and testing process must begin again to be re-abandoned. Scientists and visualization specialists would benefit greatly from a system that not only informed them of the availability of appropriate visualization tools, but one that also provided them unbiased opinion and expert technical assistance in evaluating whether a given tool would meet their objectives. More than simply a repository of programs and data, scientists need knowledgeable assistance.

Communication must improve both within NASA and between NASA and its contractors and vendors. Often, a lack of communication is responsible for NASA unnecessarily "contracting out for expertise", rather than using expertise that already exists within other organizations of NASA. EOS scientists must be made aware of tools that are available to them, while developers must become better informed of the immediate and future needs of the scientists. Particularly if COTS software is to play a major role in meeting future needs, then vendors must become more of a true partner in the process.

**Distribution and Maintenance**

The distribution and maintenance of application software is a significant challenge, particularly with regard to NASA funded or public domain software. As an in-house development project begins to reach a certain level of success, it is often faced with the dilemma of linking the distribution and support of the software, or redundant funding and manpower from development to support. Without the proper funding and mechanism for assisting in the transition from experimental to operational, distribution and user support can become a serious drain on the project effort. This results in either poor user support or in stagnation of development and growth of the program. Under such conditions, younger programs often never reach a useful level of maturity, while older efforts become archaic due to lack of program modification and upgrading.

In essence, there is a need for assistance in transitioning experimental software into operational phases, primarily for distribution and user support efforts. It is important that distribution and support efforts be established well before a program becomes completely polished and documented. In addition, there should be a mechanism for distributing unsupported or modular code, since these are often of significant use to in-house developers.

In addition, there are many public domain applications which can be of significant benefit to the EOS scientific community. If these efforts do not continue to receive adequate funding for product distribution, user support, and continued development, these projects are forced to either dissolve or go commercial, often with disastrous results for the user and development alike. For applications found useful for meeting NASA's scientific objectives, it is generally more cost-effective to provide these projects some level of support through licensing or funding, than to replace the functionality of these programs with in-house development.

For COTS software, the major challenges lie primarily in the ability to test these programs before buying, and in establishing proper mechanisms for licensing useful software within a distributed environment. Improved site licensing mechanisms, such as network licenses, floating licenses and "pay-as-you-go" licenses, would be useful. In addition, rapid procurement of useful, tested COTS software is essential.

**CONCLUSIONS**

Visualization is vital for meeting the scientific objectives of the EOS mission. Although our present state of visualization technology is impressive and powerful, the application software for putting these capabilities into the hands of the scientists is, at present, inadequate. The development of extensible, user-friendly, object-oriented software within the commercial software industry, is helping to increase the probability that COTS software can serve as a core for meeting many visualization needs. However, there will still be a need for in-house efforts directed at extending and modifying these tools to meet application-specific requirements, and for developing leading edge techniques and applications not available from the commercial fronts.

A follow-up report will investigate viable options for meeting the visualization requirements of the EOS mission in the future. These options will focus on two major objectives: increasing the effective use of visualization tools by scientists, and maximizing the return on development efforts.
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Apply advanced information systems technology, as appropriate, to improve support to OSSA science programs

Enable continual evolution of OSSA data systems environment and supporting infrastructure
Information Systems Research & Technology
Applied Research Element and Approach

The **Applied Research** element

applies

appropriate computer and information systems science and technology

from universities, government, and industry

*to* the OSSA Earth and space science process

*through* peer-reviewed research in

the Applied Information Systems Research Program (AISRP),

the Center of Excellence In Space Data and Information Sciences (CESDIS),

and participation in the Graduate Student Research Program (GSRP).

Office of Space Science
and Applications,
Flight Systems Division
July 29, 1992 -- Chart 4

---

Information Systems Research & Technology
Technology Development Element and Approach

The **Technology Development** element

*enables*

continual evolution

*of* OSSA data systems environment

and supporting infrastructure

*through* development and demonstration of

Science Visualization tools for image processing and graphical techniques,

Parallel SW Environments for model and data assimilation, and

Dissemination techniques for faster and better publication of results.

Office of Space Science
and Applications,
Flight Systems Division
July 29, 1992 -- Chart 4
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Using the NASA POBox

- Uniform, deducible names (usually first initial and last name) regardless of recipient's system
- Syntax depends only on sender’s system:
  - Internet: aisrpgmucklow@pobox.nasa.gov
  - NSI-DECnet: EAST::aisrpgmucklow@pobox.nasa.gov
  - BITNET: aisrpgmucklow@pobox.nasa.gov
  - NASAMAIL: (SITE:INTERNET, ID:aisrpgmucklow@pobox.nasa.gov)
  - JSC PROFS TO: NASAMAIL(POSTMAN)
    first line of text:
    TO: aisrpgmucklow@pobox.nasa.gov
- Distribution lists for groups:
  - aisrpgmembers for all members
  - aisrpg-pl for all PIs
  - aisrpg-general for general discussions

On-going Electronic Discussion Groups
Via Central Bulletin Board

- Minimizes storage
- One way to provide central library of information
- Usually command-line interface; specific to system
- Mainframe response variability
- Can "disappoint" if discussion frequency varies

Discusson Groups via USENet News

- Good for wide-open, self-subscribed discussions
- If not open to all, must arrange for food from other contact
- A variety of news readers (can ftp from eftsvr.gsfc.nasa.gov)
  - UNIX: rn, nn, tin, trn, gnnews, vn
  - VMS: vnews
  - PC: trumpet
  - Mac: TheNews, Newswatcher, TCP/Connect, nuntius and various hypercard readers
- No extra effort if already reading news
- Groups categorized within:
  - comp: computer science
  - sci: technical discussions, other science
  - misc: hard to categorize, or multiple categories
  - soc: social issues, socializing
  - talk: debate, controversy
  - news: discussions about USENET News itself
  - rec: recreation and hobbies
Discussion Groups via Electronic Mail

- Discussions delivered into mail system
- Using LISTSERV, users can subscribe, unsubscribe any group
- Additional discussion groups can be created for special needs
- Use familiar commands of your mail system to reply, post, print, file, etc.
- Works even if behind mail gateway
- To subscribe/unsubscribe: mail to listserv@pobox.nasa.gov with body
  subscribe: aisrp-general first-name last-name
  unsubscribe aisrp-general
- To post: mail to aisrp-general@pobox.nasa.gov

The NASA POBox

Simplifies mail exchange among AISRP researchers on various systems:
- The SAPO system
  - containing 20K user mailboxes between 1970s
  - used for NASA, NSF, DOE, and International commerce
- VAX and PDP-11 systems
- UNIX systems
- TCP/IP systems
- X.25 systems
- students, researchers, scientists, engineers, and others
- ISDN network

All capabilities directly integrated into your existing mail system:
- onto separate systems to log into
- no new editors to learn
- all the printing, searching, and filing capabilities you use for other correspondence.

Mail Forwarding to an Alias:
- forward mail
to any name

Mail Forwarding with Distribution List Explosion
- Used to support distribution of AISRP electronic newsletters and bulletins
- Electronic discussion groups supported
- mail sent to list name is forwarded to all those on list
- There are three aliases:
  - aisrp-member: all members
  - aisrp-admin: all PIs
  - aisrp-general: general discussion group for those who wish to subscribe

POBox Syntax
To send mail to a user or group, chose the syntax below based on the system you are sending from. Note that "aisrp" is optional when the name is unique within the NASA POBox system. Here is the year's last initial and last name, or one of the groups "members", "pp", or "general"

From Domestic:
aisrp-pp@pobox.nasa.gov
From RSI BECOM (formerly SPAN)
PP-aisrp@pobox.nasa.gov
From RSI BECOM
aisrp-pp@pobox.nasa.gov
From NASAAMS
aisrp-member@pobox.nasa.gov
From NASAAMS
aisrp@pobox.nasa.gov
From JSC/PPOES
aisrp-ds@pobox.nasa.gov
From NASAAMS
aisrp-admin@pobox.nasa.gov
From NASAAMS
aisrp-general@pobox.nasa.gov

Contact the NASA Science Internet Help Desk for assistance on the use of the NASA POBox.

NSI Help Desk
(301) 288-7251
helpdesk@pobox.nasa.gov

The NASA Science Internet
NASA SCIENCE INTERNET DEVELOPMENTS
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August 13, 1992

The NASA Science Internet

Recognizing that science communications networking is an integral element of successful science, the NASA Science Internet Office was established in 1988 to provide communications to NASA's Office of Space Science and Applications, OSHA.

The NSI provides computer networking services, management and operations support, and technical assistance to authorized users throughout NASA centers and research institutions worldwide.

NSI's goal is to provide a high-speed communications network that connects all space scientists, providing ready access to data and information stored anywhere in the world.
Current Telecommunications Infrastructure

DEDICATED POINT-TO-POINT LEASED LINES
- Local loop provided by Local Exchange Carriers (LEC's)
- Long haul provided by Inter-exchange Carriers (IXC's)
- No customer switching equipment at TelCo central offices
- Possibility of link failure requires redundancy
- Dedicated to single user use (and billing)
- Limited bandwidths available (9.6, 56, 1544 kbps, etc...)
- User must provide network monitoring and diagnostics (e.g., PSECH COMM)
- Routers at user sites perform packet switching
  - LAN interfaces (e.g., Ethernet, FDDI, etc.)
  - WAN interfaces (e.g., serial sync lines using V.35, etc.)
  - Switch packets from serial line to serial line or LAN
  - Provide network layer routing

Evolving Network-Based Applications...

MULTI-MEDIA COLLABORATIONS
- Videoconferencing from the PEs workstations
- Embedded voice, video, movies in publications
- Distributed conferencing, worldwide

ACCESS TO DISTRIBUTED INFORMATION
- New network tools: WAIS, Gopher, Fetch, WWW, etc.

NEW TECHNOLOGY BENEFITS
- High speeds for science data (over gigabit trunks)
- Guaranteed bandwidth, on demand
- Economies of scale
- Ubiquitous access via ISDN and B-ISDN

NREN Vision

Technology Migration ==> ATM/SONET II

- 2488 mbps
- 622 mbps
- 165 mbps
- 45 mbps

FY92 FY93 FY94 FY95 FY96

OC-48
OC-24
B-ISDN
SMDS
SMDS over ATM
ATM/SONET

NEAR-TERM NREN 1992 MILESTONES

- NSF NIC Award
- DOE NASA Cell Relay
- ARCS ONET Testbed (NRL-GSFC-ODC)
- ARC-SONT Testbed (ARC-LLNL-vendor)

NASA NREN OVERVIEW

- Focus on meeting NASA HPCC Grand Challenge requirements
- Maximizes use of existing network resources, NASA & non-NASA
- Strongly leverages on telecommunications carrier plans and investments: no private dedicated systems
- Minimizes NASA costs while still providing high performance capabilities
- Fully consistent with national program objective to construct a high performance national network infrastructure
- Provides for strong technology transfer to other programs
- Provides testbed for advanced routing and management designs for large scale public data networks

Proposed NSFNET/INREN Approach

- naps are sup-free
- re = routing arbiter
- network service = 1.5MB/s providers
- NL=155 Mbps, sup: the only

NASA-HPCC: COMPUTATIONAL AEROSCIENCES

GOAL:
Develop necessary computational technology for the numerical simulation of complete aerospace vehicles for both design optimization and analysis throughout the flight envelope.

OBJECTIVES:
- Develop multidisciplinary computational models and methods for scalable, parallel computing systems.
- Accelerate the development of computing system hardware and software technologies capable of sustaining a teraflop performance level on computational aeroacoustic applications.
- Demonstrate and evaluate computational methods and computer system technologies for selected aerospace vehicle and propulsion systems models on scalable, parallel computing systems.
- Transfer computational methods and computer system technologies to aerospace and computer industries.
GOAL:
Demonstrate the potential to address the Grand Challenges afforded by teraflips systems performance on selected multidisciplinary modeling and massive data handling applications.

OBJECTIVES:
• Support the development of massively parallel scalable multidisciplinary models and data processing algorithms.
• Make available prototype scalable parallel architectures and massive data storage systems to ESS researchers.
• Prepare the software environments to facilitate scientific exploration and the sharing of information and tools.
• Develop data management tools for high-speed access, management and visualization of data with teraflips computers.
• Demonstrations of scientific and computational impact for earth and space science applications.
CESDIS: CENTER OF EXCELLENCE IN SPACE DATA AND INFORMATION SCIENCES
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CESDIS
Center of Excellence in Space Data and Information Sciences
NASA Goddard Space Flight Center
Greenbelt, MD 20771

Operated by the Universities Space Research Association

CESDIS MISSION

To bring together computer scientists from university, industrial, and government laboratories to:

- Conduct computer science research having application to Earth and space science;
- Focus attention on accessing, processing, and analyzing data from space observing systems; and
- Collaborate with NASA space and Earth scientists.
Kenneth Salem
Research Topics

Multi-Resolution Common Data Format (MR-CDF)

Adaptive Storage Management

TASK GOALS AND ACCOMPLISHMENTS
Stanford University
Computer Assisted Analysis of Auroral Images Obtained From High Altitude Polar Satellites

PERIOD OF PERFORMANCE: January 1990 - December 1992

GOALS
Develop, implement, evaluate, and utilize advanced computer software tools whose purpose is to automate the analysis of global auroral images obtained from DE-1 and Viking satellites.

ACCOMPLISHMENTS
- Completed implementation and testing of "snakes" algorithm for finding auroral oval inner boundary.
- Developed new techniques to handle regions where daylight overlaps aurora and to simultaneously find both inner and outer boundaries.
- Demonstrated automated and interactive prototype systems to NASA scientists and installed systems on NSSDC computers.

COMPUTER ASSISTED ANALYSIS OF AURORAL IMAGES OBTAINED FROM HIGH ALTITUDE POLAR SATELLITES

Gio Wiederhold, C. Robert Clauer, Ramin Samadani, Domingo Milhovlovc (Research Assistant) - Stanford University

Automatically generated inner auroral oval boundaries for 16 DE-1 satellite images applying computer-generated elastic curves or "snakes" technique.

TASK GOALS AND ACCOMPLISHMENTS
Duke University
Parallel Compression of Space and Earth Data

PERIOD OF PERFORMANCE: October 1990 - September 1993

GOALS
- Develop parallel algorithms and architectures for lossy and lossless data compression.
- Design compressions applicable to large variety of data.
- Design good parallel vector quantization algorithm.

ACCOMPLISHMENTS
- Devised several algorithms, investigated their theoretical aspects, and evaluated performance against USC image database to compare results with existing schemes using same images.
- Developed multiresolution lossy methods capable of controlling amount of information lost by trading off between compression rates and distortion.
PARALLEL COMPRESSION OF SPACE AND EARTH DATA

John Nell, Hillel Gazit, Tassos Markas
(Research Assistant) - Duke University

The quad-tree representation of the Multi-Resolution Vector Quantization algorithm which compresses data by dividing an image block into a number of variable-size subblocks, and encoding them separately using a quad-tree representation.

HIGH PERFORMANCE COMPUTING AND COMMUNICATION

PROJECT OFFICE

- To provide NASA Headquarters HPCC Project Office advice and support.

- Project Coordination

- Technical Advice/Consultation

- Administrative Assistance

- Library Organization

Personnel:

Dr. Thomas Sterling
Mr. Michael MacDonald
Ms. Kimberly Dunn

ADDITIONAL RESEARCH TASKS

George Washington University: John Sibert and Cindy Starr
9/90 - 8/91 Computer Graphics for Scientific Visualization

Dan Spicer

George Washington University: Rainald Lohner

Dan Spicer

George Washington University: Bert Edelson and Hermann Helgert
11/90 - 9/91 Supercomputer Networking for Space Science Applications

ACT Satellite

Penn State University: Eric Feigelson
5/90 - 5/92 Research Assistant: Michael LaValley

Improved Data Analysis in Astrophysics

Stanford University: Philip Scherr and Richard Bogart
3/91 - 3/92 AstroMail Development: an Electronic Mail System for the Astrophysics Community

Pat Gary

Brown University: Jeffrey Viner and Paul Howard
Data Compression Algorithms
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CONSULTANTS

- Noah Friedland, University of Maryland
  *Solving Inversion Problems in Atmospheric Sounding*
  Working with Tony Guatieri, Milt Halem, and George Serafino at NASA Goddard

- Dmitry A. Novik
  *Data Compression, Image Analysis and Channel Efficient Coding*
  Working with Jim Tilton & Manohar Mareboyana at NASA Goddard

- Elaine Finger, Johns Hopkins University
  *Using Neural Networks for Machine Labeling of Satellite Data*
  Working with Richard Kiang at NASA Goddard

- Leonard Dickens, University of Maryland
  *Development of the SPUDS and IIFS System of the Intelligent Data Management Project*
  Working with Nick Short at NASA Goddard

FELLOWSHIPS

FUNDED BY CRAY RESEARCH INC.

  (H.T. Kung, advisor)
  *Intermediate Language and Virtual Architectures for High Performance Image Processing*

- 1992/93 Kathleen Perez-Lopez, George Mason University
  (Arun Sood, advisor)
  *Use of an Index/Browse Set of Images for Database Management*

WORKSHOPS

- 1989 *Computing Challenges in Managing Future Massive Image Systems* 
  Attended by 69 scientists and graduate students from 22 NASA, university, and private sector laboratories.

- 1990 *The Role of Computer Science Research in the Mission to Planet Earth*
  Attended by 238 scientists, graduate students, and business people.

- 1991 *Workshop on Parallel Algorithms (WOPA)*
  Provided monetary support for workshop held May 9 - 10 in New Orleans.

- 1992 *Scientific Data Management*
  To be held September 25. Expect 40-50 participants.

OTHER TASKS AND ACTIVITIES

- Technical Report Series
  * 86 titles currently.
  * Have filled requests for 1200+ copies thru July 31, 1992.

- Seminar Series
  Have organized and presented *Advances in Computational Sciences Seminar Series*, a joint CESDIS/Space Data and Computing Division series, since September 1989.

- Data Compression Conference
  * DCC '91 April 7 - 11, 1991, Snowbird, Utah
    Provided publicity, registration, and on-site conference support.
  * DCC '92 March 24 - 26, 1992, Snowbird, Utah
    Provided publicity, registration, and on-site conference support.

- Peer Review Support for NASA New Research Announcements
  * 1990 Applied Information Systems Research
  * 1992 Research in High Performance Computing
OTHER TASKS AND ACTIVITIES

- Provide support to Minority University Space Interdisciplinary Network (MU-SPIN) project.
- Provide half-time administrative support for Program Coordinator.
- Have provided access to work space and Sun computers for varying periods of time for 16 visitors to NASA Goddard since September 1989.

NEW CESDIS DIRECTIONS

- Hire full-time CESDIS Associate Director.
- Hire full-time CESDIS Staff Scientist.
- More coordination of AISRP Projects.
- Issue HPCC - CESDIS Call for Proposals.
- Assist Earth and Space Science HPCC projects.
- Build ties with ESDIS development (formerly EOSDIS).
BOTTLENECKS AND PROBLEM AREAS IN THE EARTH SCIENCES

Dr. Michael E. Botts
University of Alabama in Huntsville

August 13, 1992

Major General Issues

• Large Data Sets
• Lots of Data
• Interuse of Multiple Data Sets from Multiple Disciplines
• Temporal Data Important
• Multiband, Multiparameter Data

Large Data Sets/Lots of Data

• Keeping Interactivity in Visualization
  - Adaptive Sampling Techniques could help
• Automatic Feature Recognition and Tracking
• Data Compression
  - Lossy vs Lossless - How much loss is acceptable
  - Analyzing/Visualizing Compressed Data without Decompression?
Interuse of Multiple Data Sets from Multiple Disciplines

- Navigation, Gridding, Projection Issues
  - Common grids/projections corrupt data; no consensus
  - Leave navigation/gridding till as late as possible
  - How should navigation data be presented in files?
  - Should we use adaptive sampling grids?
  - How should we deal with irregularly-spaced, sparse data?
- Classification based on Multiple Data Sets
- Formats

Navigation Data

- 3 ways:
  - Provide location for each data point
  - Use regular grid on standard projection and provide projection type, resolution, and tie points
  - Leave data in low-level form (Level 2) and provide ephemeris data to require/allow tool to navigate
- Cycle: Types of tools available drives what provided in data format ... Data provided in format drives what we can do with tools
- Remember navigation includes: 3D space and time !!!

Adaptive Sampling

- Advantages:
  - Keep details of data where variability high
  - Doesn't waste storage where variability low
  - Can aid interactivity in visualization and faster analysis of data
- Disadvantage:
  - Requires availability of smart tools

Temporal Elements

- Features and insight lost if not viewed within temporal frame
- Animation only partial answer
- Time series analysis
- Time averaging of asynchronous data
- Activity/event correlation
PART I:
THE STATE OF SCIENTIFIC VISUALIZATION
WITH REGARD TO THE NASA
EOS MISSION TO PLANET EARTH

PART II:
OPTIONS FOR MEETING
THE VISUALIZATION REQUIREMENTS
OF THE EOS MISSION

Mike Botts, Ph.D.
UAH

COMPONENTS OF VISUALIZATION

- Image Processing
- 2D Data Plotting
- 3D Computer Graphics and Animation
- Volume Rendering
- Geographic Information Systems (GIS)
- Computer-Human Interactions (CHI)

APPLICATIONS OF VISUALIZATION

- Scientific Investigation
- Data Validation
- Model and Algorithm Development and Validation
- Data Browse
- Information Transfer
- Mission Operations
CHANGING ROLES AND CAPABILITIES

- CPU power increasing by order of magnitude every 3-4 years
- Transitions:
  - centralized to distributed computing
  - batch-mode operation to interactive computing
- Role of Computer Specialist:
  - moving from backend to frontend service

"The most important immediate direction for visualization efforts is that of putting useful/usable (U²), interactive tools into the hands of the scientist."

WHERE ARE WE NOW?

- Great potential, not yet realized
- Powerful Components, Immature Tools
- Scattered, Incompatible Capabilities
- Scientists still overly dependent on computer specialists for tool use
- Scientists cannot yet take full advantage of the power of visualization on a routine basis

WHY AREN'T SCIENTISTS USING WHAT'S AVAILABLE?

- Tool not extensible or is too inflexible
- Tool too difficult
- Difficult to get existing data into tool
- Data & tools in complex heterogeneous computing environment
- Tool does not do what's needed
- Scientists not aware of tool
WHY AREN'T SCIENTISTS USING WHAT'S AVAILABLE?
(cont)

- Tool too costly
- Scientist does not have access to adequate hardware for running tool
- Too difficult to communicate results
  - difficult to get adequate color prints or video
  - impossible to interact remotely with colleagues
  - publishing industry too archaic for color hardcopy, animation videos, algorithm and application exchange, and voice and sound annotation

WHERE ARE THE VISUALIZATION BOTTLENECKS?

- With few exceptions, hardware not major limitation of visualization environment
- Primary bottleneck is lack of adequate software allowing scientist to interactively visualize and analyze data on a routine basis

COTS, PUBLIC DOMAIN, AND IN-HOUSE DEVELOPMENT

- Advantages of relying on COTS:
  - NASA pays only for working product, not development
  - Products tend to be more polished
  - Maintenance & support less of an issue
  - There is generally more awareness of product
- Disadvantages of COTS
  - Has traditionally been inflexible & not extensible
  - No access to code for porting or modification
  - Designed for large market appeal

COTS, PUBLIC DOMAIN, AND IN-HOUSE DEVELOPMENT
(cont)

- Disadvantages of COTS (cont)
  - Higher cost to user, but not necessarily NASA, as a whole
  - Users less apt to "try it out"
  - No direct control of directions for future
  - No assurance developer will be around next year
  - Development generally outside of scientists' realm
  - Approach for meeting needs generally more conservative and less creative
COTS, PUBLIC DOMAIN, AND IN-HOUSE DEVELOPMENT (cont)

Advantages of in-house development:
- Designed to meet general & specific objectives
- Source code available
- Code adaptable & available for cannibalization
- New creative & leading edge products often result

Disadvantages of in-house development:
- NASA assumes risk of development
- Maintenance, distribution, and support difficult
- Risk of costly dinosaurs

COTS, PUBLIC DOMAIN, AND IN-HOUSE DEVELOPMENT (cont)

Advantages & disadvantages of each
- Proper balance between these is advantageous
- Proper balance must be met with adequate plan and funding for each
- If NASA intends to rely more on COTS, we must improve interaction with vendors

COTS, PUBLIC DOMAIN, AND IN-HOUSE DEVELOPMENT (cont)

Needs for in-house development:
- Extension, modification, and integration of existing software to meet application-specific requirements
- Contributions of useful modules or components to general programming pool
- Leading edge (experimental) development of techniques and applications
- Application-specific programs not available from COTS & not able to be created by extension of existing software

CURRENT DEVELOPMENT ENVIRONMENT WITHIN NASA

Development in both OSSA and OAST have resulted in significant, leading-edge visualization and analysis tools

Examples:
- FAST
- Linkwinds
- IISS Image Spreadsheet
- PLATO
- SPICE-lib / OOSPICE
- Imagic / Motif-view
- Vis-AD
- “orbital maneuver”
CURRENT DEVELOPMENT ENVIRONMENT WITHIN NASA (cont)

- Present development environment at OSSA can be characterized as:
  - Fragmented, with little direction or coordination
  - Lacking understandable structure for funding of both general and application-specific development
  - Lacking firm commitment or plan for meeting true visualization needs of EOS science community
  - Lacking adequate mechanisms for technology transfer
  - Experiencing inefficient use of limited funding

THE CHALLENGE WITH DIAMONDS

- What do you do once they become successful?
- Without proper nurturing, diamonds quickly falter due to stagnation because of overwhelming requirements of user support
- Need adequate mechanisms for transitioning diamonds to maturity or to industry

DIAMONDS AND DINOSAURS

- Diamonds = experimental development efforts which hold much promise for scientists or developers
- Dinosaurs = old development programs with limited momentum & decreasing application

CHALLENGE WITH DINOSAURS

- What do you do with archaic programs still in use?
- Often offer more functionality than other existing programs
- Archaic with regard to:
  - interfaces, program structure, data formats, graphics capabilities, and portability to modern platforms
- Porting to new machines is not adequate

Earth Systems Science Laboratory
University of Alabama in Huntsville
Huntsville, AL 35899
HELP PREVENT FUTURE DINOSAURS

- Flexibility and extensibility
- Object-oriented principles of abstraction and modularity
- Assist transition to maturity and beyond
- Have mechanisms in place for graceful phasing out of program

MAIN AREAS FOR CONSIDERATION

- Integration of Visualization with Data Management and Analysis
- Application Development for the Scientist
- Providing Extensibility without Complexity
- Application-Specific Development without Redundant Programming
- Simplification of Complex Heterogeneous Computing Environment

MAIN AREAS FOR CONSIDERATION (cont)

- Development of New Techniques and Components
- Education and Communication
- Distribution and Maintenance

INTEGRATION OF VISUALIZATION WITH DATA MANAGEMENT AND ANALYSIS
MAIN AREAS FOR CONSIDERATION

- Integration of Visualization with Data Management and Analysis
  - Visualization - Analysis link is a must!
  - Visualization/Analysis - Data Management important, but less time critical
  - Navigation is subset of this issue that spans all components of triad

MAIN AREAS FOR CONSIDERATION

- Application Development for Scientists as End-Users
  - Do what they need done!
  - Ease of use
  - Interfaces and structure intuitive to scientist
  - Allow complexities to be hidden

MAIN AREAS FOR CONSIDERATION

- Providing Extensibility Without Complexity
  - Extensibility critical to success of COTS
    - examples: AVS, SGI Explorer, Khoros, IDL, PV-Wave
  - At present, extensibility = complexity
  - Allow hiding of complexities

MAIN AREAS FOR CONSIDERATION

- Application-Specific Programming Without Redundant Programming
  - Redundant programming is extensive
  - Availability of more extensible and flexible tools is helping
  - Application-specific programming should = module building when possible
  - Modularity and abstraction are critical
MAIN AREAS FOR CONSIDERATION

- **Simplification of Complex Heterogeneous Computing Environment**
  - Sources:
    - Operating systems, windowing systems, graphics devices, data formats, network protocols, output devices
  - Issues consume estimated 60% of efforts
  - Homogenization only partial answer
  - Hiding complexities from scientists is crucial

MAIN AREAS FOR CONSIDERATION

- **Development of New Techniques and Components**
  - In few cases, involves new approaches and thus requires complete application development
  - Examples: IISS, Linkwinds, Vis-AD
  - In most cases, should only require development of module or component for existing applications

MAIN AREAS FOR CONSIDERATION

- **Education and Communication**
  - Scientists lack understanding of capabilities and limitations of visualization
  - Project managers unsure if needs are being met
  - Developers lack understanding of true needs
  - Scientists unaware of existence and capabilities of many tools

MAIN AREAS FOR CONSIDERATION

- **Distribution and Maintenance**
  - In-house: transition, distribution, maintenance, and user support are major issues
  - COTS: licensing and "trying out" in distributed environment is challenging
  - Public Domain: NASA should support useful public domain tools
PART I: CONCLUSIONS

- Visualization vital for meeting scientific objectives of EOS Mission
- Our present suite of visualization techniques is impressive
- However, programs capable of putting this power into the hands of scientists is lacking
- COTS software can probably serve greater role in future, but still need for in-house development, as well

OBJECTIVES

- Increase effective use of visualization / analysis tools by scientists
- Maximize the return on development efforts

IDEAS FOR MEETING VISUALIZATION REQUIREMENTS

- Establish a Visualization/Analysis Initiative
- Visualization/Analysis Working Group
- Visualization/Analysis Assistance “Centers”
- Streamline NASA-funded Development
- Use Pathfinders to Test Full Data Path
- Set up Vendor Programs
- Improve Licensing/Procurement
- Improve publishing and Remote Interaction

IDEAS FOR MEETING VISUALIZATION REQUIREMENTS

- Establish a Visualization/Analysis Initiative
  - To assure the availability of visualization and analysis tools to meet EOS objectives
  - To work toward integration of Visualization, Analysis, and Data Management
  - To foster the successful application of COTS and public domain tools
  - To establish workable plans for meeting in-house development needs
IDEAS FOR MEETING
VISUALIZATION REQUIREMENTS

• Visualization/Analysis Working Group
  - tool-based objectives
  - mix of earth scientists and computer scientists, mix of
    visionaries and practical minded
  - To remain aware of the state of visualization as it
    relates to the needs of EOS scientists
  - To identify areas of deficiencies in the present suite of
    visualization/analysis tools
  - To recommend options for alleviating any deficiencies
    which might exist

Earth Systems Science Laboratory
University of Alabama in Huntsville
Huntsville, AL 35899

IDEAS FOR MEETING
VISUALIZATION REQUIREMENTS

• Visualization/Analysis Assistance “Centers”
  - located at one or more DAACs
  - service-based (by phone, network, or visits)
  - To provide knowledgeable assistance to scientists
    regarding availability, capability, and use of tools
  - To promote education and awareness of tools
  - To serve as liason to vendors regarding scientists
    needs and existing gaps
  - To recommend or perform small-scale development to
    integrate or extend existing tools to fill needs

Earth Systems Science Laboratory
University of Alabama in Huntsville
Huntsville, AL 35899

IDEAS FOR MEETING
VISUALIZATION REQUIREMENTS

• Streamline NASA-funded Development
  - Assure availability of low-level libraries & encourage
    use
  - Move NASA into object oriented programming (by
    education & assistance, not by force)
  - Set up appropriate and understandable funding
    structure for both general and application-specific
    development
  - Encourage development of modules for application-
    specific needs, where possible
  - Set up mechanisms for transition of diamonds and for
    replacing dinosaurs

Earth Systems Science Laboratory
University of Alabama in Huntsville
Huntsville, AL 35899

IDEAS FOR MEETING
VISUALIZATION REQUIREMENTS

• Low-Level Libraries
  - Data Input
  - Data Analysis/Statistics/Contouring
  - Navigation/Coregistration/Projections
  - Image Processing
  - Visualization (2D plotting, 3D surfaces, etc)
  - Output to Video and Print
  - Widgets (controls, histogram displays, etc)
  - Distributed Processing

Earth Systems Science Laboratory
University of Alabama in Huntsville
Huntsville, AL 35899
IDEAS FOR MEETING VISUALIZATION REQUIREMENTS

• Use Pathfinders to Test Full Data Path
  - Are the tools available to allow interuse of data for real science?
  - What requirements do the tools place on the data sets?
  - What is the proper approach: smart tools or common data?
  - Navigation of data within tools, and as late as possible, is critical

• Improve Licensing and Procurement
  - Work with Vendors to encourage:
    » “try-it-out” distribution copies
    » floating licenses
    » “pay-as-you-use” licenses
  - Speed up procurement of hardware and software

• Set up Vendor Programs
  - Include software vendors (developers) in workshops
  - Set-up vendor-on-site programs
  - Consider SBIR-like funding programs for vendors to extend existing tools to meet EOS objectives
  - Consider programs to transition in-house diamonds to commercial industry

• Improve publishing and Remote Interaction
  - Encourage publishing industry to move into multimedia publishing (allow text, images, animation, binary and ascii programs, and sound)
  - Encourage the development of tools allowing remote interaction between scientists
  - Assure availability of multimedia exchange capabilities among EOS scientists, as well as EOS project personnel
CONCLUSIONS

- Visualization is a vital link required to meet the scientific objectives of EOS
- Although there is a lot of power in our present techniques, the tools are not yet adequate
- The answers do not involve much greater investments of NASA funding
- The answers do involve having visions for meeting needs, and appropriate programs to balance COTS and in-house development
OSSA LIFE SCIENCES DIVISION RESEARCH REQUIREMENTS FOR SPACE STATION FREEDOM

Dr. Robert Jackson
Ames Research Center

August 13, 1992

OUTLINE

- Life Sciences Program for Space Station Freedom
- Research Scenarios
  - Descriptions
  - Data Flows
  - Bottlenecks and Research Needs
- Summary

Centrifuge Facility (CF)
A suite of equipment to support research examining the influence of microgravity and radiation on biological processes, and to test artificial gravity as a countermeasure.

Gravitational Biology Facility (GBF)
A suite of general-use life sciences laboratory equipment that will support investigations of cell, developmental, and plant biology. The GBF equipment will be composed of existing space-qualified or off-the-shelf equipment as much as possible.

Controlled Ecological Life Support System Test Facility (CTF)
Equipment to serve as a testbed for studying crop growth and productivity in microgravity.
PROGRAM (Continued)

Gas-Grain Simulation Facility (GGSF)
Equipment to investigate fundamental chemical and physical interactions of suspended particles and to measure the chemical and physical properties of the resulting materials.

Biomedical Monitoring and Countermeasures Facility (BMAC)
Equipment to monitor and maintain crew health and performance during long duration missions.

PROGRAM STATUS

<table>
<thead>
<tr>
<th>Facility</th>
<th>Number of Racks</th>
<th>Development Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF</td>
<td>4 + Centrifuge</td>
<td>Phase C/D RFP released 1/1/93 contract start</td>
</tr>
<tr>
<td>GBF</td>
<td>2</td>
<td>Phase A study</td>
</tr>
<tr>
<td>CTF</td>
<td>2 adjacent</td>
<td>Phase A study</td>
</tr>
<tr>
<td>GGSF</td>
<td>1</td>
<td>Phase A study</td>
</tr>
<tr>
<td>BMAC</td>
<td>4</td>
<td>Definition phase</td>
</tr>
</tbody>
</table>

CENTRIFUGE FACILITY EQUIPMENT

- Mode provides routine operation of major facility equipment to support biospecimen growth and development
- Mode features
  - Equipment operates automatically according to programmed plan
  - Planning, monitoring, command, and control from ground operations center
  - Coordinated ground control experiments pre-flight, simultaneous, post-flight
  - Science data downlinked and distributed to PIs
**SCENARIO - CREW OPERATED**

- Mode provides crew tended operation to set up runs, manipulate specimens, collect data, collect samples, analyze samples, maintain health, maintain equipment, etc
- Mode features
  - Crew conducts activities during scheduled periods according to procedures
  - Crew interacts with the ground for advice, checking, reporting, procedure modifications
  - Coordinated ground control experiments pre-flight, simultaneous, post-flight
  - Some data downlinked and distributed to PIs
  - Specimens, samples, remaining data returned later and distributed to PIs
**CREW OPERATION STATUS**

- Bottlenecks
  - Crew time
  - Crew skill maintenance
  - Limited uplink and downlink bandwidths
  - Uplink and downlink interruptions
  - Late delivery of data and samples
  - Long storage time of samples

- Some research needs
  - Effective on-board training aids
  - Tailored data bandwidth reduction techniques
  - Efficient on-board data processors and storage

**SUMMARY**

- Life Sciences program for Space Station Freedom is proceeding
  - Initial science objectives have been defined
  - Equipment is being developed

- Research is needed to enable effective conduct of advanced experiments
  - Accommodate limited uplink and downlink
  - Minimize demand for power and volume
  - Maintain and improve crew skills
ARCHIVING PLANETARY MISSION DATA

Dr. Steven Lee
Laboratory for Atmospheric and Space Physics
University of Colorado

August 13, 1992

THE PLANETARY DATA SYSTEM

INTENT:
- Preserve science results of planetary exploration missions
- Provide ready access of data to research community
- Promote analysis of planetary data

STRUCTURE:
- Central Node
- Discipline Nodes
- Data Nodes
- National Space Science Data Center (NSSDC)

PDS DATA PRESERVATION / DISTRIBUTION
- Preserve data sets
  - assemble documentation
  - assemble data
  - apply standards
  - validation
  - peer review
- Curate data sets
- Distribute data sets
- Provide scientific expertise
- Promote research
THE PLANETARY DATA SYSTEM
PLANETARY ATMOSPHERES DISCIPLINE NODE

The Atmospheres Node is a consortium of institutions encompassing a broad range of scientific interests. The locations, areas of expertise, and personnel involved are:

- University of Colorado Discipline Node
  UV spectroscopy, aeronomy, radiative transfer, microwave spectroscopy, surface-atmosphere interactions, cometary atmospheres, data management (Manager: Steve Lee)

- Ames Research Center Subnode
  Atmospheric dynamics, atmospheric modelling (Manager: Bob Haberle)

- University of Arizona Subnode
  UV, EUV spectroscopy (Manager: Bill Sandel)

- Goddard Space Flight Center Subnode
  IR radiometry, IR spectroscopy (Manager: Barney Connath)

- Jet Propulsion Laboratory Subnode
  Spectral modelling, radiative transfer, radio science, dynamics, chemistry, molecular spectroscopy (Manager: Glenn Olson)

- New Mexico State University Subnode
  Imaging of planetary atmospheres, climatic data from long-term monitoring (Manager: Reta Beebe)

- University of Washington Subnode
  Meteorology, atmospheric dynamics, modelling (Manager: Conway Leovy)

ARCHIVING PLANETARY DATA
ACTIVE MISSIONS

PROBLEM AREAS
- Obligation of flight projects to archive data
- Preservation of mission funds for data archiving
- Availability of project personnel for archiving tasks
- Definition of interfaces between projects and PDS
- Large lead times needed to influence archiving plans
- Selection of storage technology to ease archiving
- Massive data volumes (hundreds of CDROM volumes)
- Proprietary period and scheduling of data transfer (mission → PDS)

PDS MISSION ACTIVITIES (FY93 - FY94)

<table>
<thead>
<tr>
<th>SUPPORT PROJECTS/ PREPARE PDS</th>
<th>FY93</th>
<th>FY94</th>
</tr>
</thead>
<tbody>
<tr>
<td>MGN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PVO</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RECEIVE MISSION DELIVERIES</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MGN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PVO</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RESTORE</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Education CD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MGN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PVO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VHW</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TECHNOLOGY TRANSFER

Dr. Tom Handley
Dr. Larry Preheim
Jet Propulsion Laboratory

August 13, 1992

TECHNOLOGY TRANSFER PURPOSE
AND OUTCOME

- PURPOSE: RAISE AWARENESS OF THE PROBLEM AND EDUCATE
  ABOUT THE PROCESS

- SUGGESTED OUTCOME: WE AGREE ON A USABLE SET OF
  METHODOLOGIES FOR IMPLEMENTING TECHNOLOGY TRANSFER

TECHNOLOGY TRANSFER DEFINITION

- THE TRANSFER OF ORGANIZED KNOWLEDGE TO A PROJECT
  OR PROGRAM FOR THE EVENTUAL PURPOSE OF PRODUCING
  NEW OR IMPROVED, PRODUCTS, PROCESSES OR SERVICES.

- TRANSFER WILL OCCUR THROUGH ONE, OR MORE, OF THE
  FOLLOWING MODES:
  - OCCASIONAL CONSULTING
  - DOCUMENTATION (REPORTS, ASSESSMENTS, PROGRAMS,
    OR DRAWINGS)
  - TRAINING (ON-THE-JOB, ON-SITE OR ELSEWHERE)
  - DEMONSTRATION (PROOF-OF-PRINCIPLE OR APPLICATION
    TO A REAL-WORLD PROBLEM)
  - COLLABORATIVE TECHNICAL WORK.
**TRADITIONAL TECHNOLOGY TRANSFER**

Too often R&D has been content to 'throw its product over the wall and hope someone will catch it.'

**IMPLIED IMPACT OF TECHNOLOGY MATURITY**

*Mature*
- Driven by cost reduction
- Pressure on margins
- Barriers to change advantage to challengers

*Growth*
- Driven by market research
- Pressure on speed
- Barriers to entry advantage to market leader

**SIMPLIFIED LOOK AT BOTH SIDES**

<table>
<thead>
<tr>
<th>ISSUE</th>
<th>TECHNOLOGY OR ADVANCED DEVELOPMENT</th>
<th>IMPLEMENTATION OR PRODUCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management</td>
<td>Technically oriented</td>
<td>Product oriented</td>
</tr>
<tr>
<td>Staffing</td>
<td>Technologist and specialists</td>
<td>Engineers and production personnel</td>
</tr>
<tr>
<td>Throughput</td>
<td>Small</td>
<td>Large</td>
</tr>
<tr>
<td>Inertia</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Documentation</td>
<td>Minimal</td>
<td>Extensive</td>
</tr>
<tr>
<td>Cost</td>
<td>Not primary</td>
<td>Primary</td>
</tr>
<tr>
<td>Support</td>
<td>Small resource requirement</td>
<td>Large resource requirement</td>
</tr>
</tbody>
</table>

**BARRIERS**

- The user community lacks a process to identify common technology requirements.
- The user community lacks a vehicle to exert the collective leverage to cause NASA to implement common design.
- Resources invested in existing systems and applications, and the attitude and culture of the work force make it difficult to evolve to new technologies.
- Current practices encourage a tactical approach to solving technical problems while ignoring key strategic (i.e. long term) issues.
- There are inadequate incentives fostering the insertion of new technology into new missions. The linkage between technology payback and achieving missions goals is not strong.
- Fear of being unable to complete a mission (on-time, within budget, and meeting mission goals) using "newer" technology.
- There is no documented, coherent NASA vision for broad-based technology integration and the role of technology transfer in achieving that vision.
BARRIERS (cont'd)

- THERE IS NO SHARED VISION FOR DEVELOPING A TECHNOLOGY TRANSFER PROCESS.
- TRANSFER IS FURTHER COMPLICATED BY THE FACT THAT AFIT TIMES CAPABILITIES RATHER THAN SPECIFIC PRODUCTS MUST BE TRANSFERRED.
- WITH TODAY'S PROJECTS, YOU CANNOT SIMULTANEALLY ACCEPT A "FIXED-PRICED" CONTRACT FROM CONGRESS TO DEVELOP A MAJOR UNDERTAKING AND AT THE SAME TIME SUPPORT TECHNOLOGY DEVELOPMENT AND THE UNAVOIDABLE ATTENDANT RISKS, I.E. COST UNCERTAINTY.
- INADEQUATE STAFFING BY ENGINEERING. A COMMON RESPONSE TO THE SUGGESTION FOR NEW TECHNOLOGY IS "WE DO NOT HAVE ANYONE HERE WHO HAS THE TECHNICAL SKILLS AND KNOWLEDGE TO INCORPORATE THIS TECHNOLOGY INTO CURRENT PROJECTS.
- THE PERCEPTION THAT A TECHNOLOGY IS TOO COMPLEX WILL OFTEN LEAD THE INTENDED USERS TO QUESTION THE TECHNOLOGY DEVELOPERS CREDIBILITY.
- NASA DOES NOT DEVELOP SERIOUS PLANS BEYOND A FIVE YEAR NEW START HORIZON

CONVERTING PUSH TO PULL

AN EFFECTIVE MARKETING (OUTREACH?) PROGRAM CONVERTS T'T FROM PUSH TO PULL

- ONCE A USER (APPLIER) IS IDENTIFIED, HIS NEED DIRECTS THE R&D
- IF ALL R&D IS DIRECTED
  - SCIENTIFIC
  - APPLICATIONS
- THEN
  SUPERIMPOSING SECONDARY R&D DIRECTIONS ON PRIMARY DIRECTIONS CONFIRMS T'T IS CONVERTED FROM PUSH TO PULL

KEY T'T MAXIM

T'T IS A CONTACT SPORT

- OCCURS IN CONTEXT OF ONE-ON-ONE RELATIONSHIPS OF TECHNOLOGISTS/ORGANIZATIONS
- THE PROGRAMMATIC (MARKETING) CHALLENGE IS TO ESTABLISH THESE RELATIONSHIPS

MARKETING MODEL OF T'T

"...A DIRECTOR OF LICENSING FOR A "FORTUNE 100" MULTINATIONAL CORPORATION OBSERVED THAT THEY LONG AGO CONCLUDED THAT DISSEMINATION OF INFORMATION DID NOT PRODUCE RESULTS. HE MAINTAINED THAT THE ONLY SURE WAY TO TRANSFER (LICENSE) COMPANY DEVELOPED TECHNOLOGIES WAS TO MARKET, OR SELL, THEM IN THE SAME WAY ANY OTHER COMMERCIAL PRODUCT IS SOLD. FEDERAL AGENCY PROGRAMS HAVE NOT GONE, OR EVEN PLAN TO GO, THAT FAR. INDEED, CHANCES ARE THAT MOST FEDERAL AGENCIES DO NOT NOW HAVE EVEN A FAIR IN-HOUSE CAPABILITY TO DETERMINE THE POTENTIAL COMMERCIAL VALUES OF THEIR OWN TECHNOLOGIES."

KOONS, M.E., "THE TRANSFER OF TECHNOLOGY THROUGH AN INDUSTRIAL COOPERATION PROGRAM," AMERICAN SOCIETY OF MECHANICAL ENGINEERS, PP. 6, NEW YORK, 1975, QUOTED IN

OPTIMAL SOLUTION (MY VIEW)

- 3 REPLICATED DEMONSTRATION CENTERS
- COORDINATED TESTING FOR MATURITY AND USABILITY OF TECHNOLOGY
- ONE CENTER (JPL) TO ADDRESS COMMERCIALIZATION ISSUES

JPL

GSFC
JPL
LASP

E 181