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INTRODUCTION

SR =

The Space Station Furnace Facility (SSFF) is a modular facility for materials research in the
microgravity environment of the Space Station Freedom (SSF). The SSFF is designed for crystal
growth and solidification research in the fields of electronic and photonic materials, metals and
alloys, and glasses and ceramics, and will allow for experimental determination of the role of
gravitational forces in the solidification process. The facility will provide a capability for basic
scientific research and will evaluate the commercial viability of low-gravity processing of selected
technologically important materials.

The facility is designed to support a complement of furnace modules as outlined in the
Science Capabilities Requirements Document (SCRD). SSFF is a three rack facility that provides
the functions, interfaces and equipment necessary for the processing of the furnaces and consists
of two main parts: the SSFF Core Rack and the two Experiment Racks. The facility is designed to
accommodate two experimenter-provided furnace modules housed within the two experiment
racks, and is designed to operate these two furnace modules simultaneously. The SCRD specifies
a wide range of furnace requirements and serves as the basis for the SSFF conceptual design.
SSFF will support automated processing during the man-tended operations and is also designed
for crew interface during the permanently manned configuration. The facility is modular in design
and facilitates changes as required, so the SSFF is adept to modifications, maintenance,
reconfiguration, and technology evolution. '

The first SSFF launch is scheduled for late 1997. The Core Rack and Experiment Rack-1
will launch with Furnace Module-1 as the initial configuration for SSFF. This configuration of the
SSFF is referred to as the Integrated Configuration 1 (IC1). IC1 will operate dur'i'ng the Man-
tended phase of the SSF and the facility will be designed to operate in an automated state after the
crew installs the payload and initiates the processing.

The second launch for SSFF is scheduled for 1999 with Furnace Module - 2 as the addition
to the first payload. With the addition of the second furnace module, the SSFF will be in a fully
operational mode, referred to as the Integrated Configuration-2 (IC2). IC2 will operate during the
manned phase of the SSF program and therefore will udlize the crew to the extent practical.

The requirements for SSFF were taken from the SCRD which is dated January 24, 1992,
and the design of the SSFF was derived based on those requirements. The furnace modules that
are accommodated by the SSFF are listed below:

* High-Temperature-Gradient Directional Solidificadon Furnace Module (HGDSF)
* Low-Temperature-Gradient Direcdonal Solidification Furnace Module (LGDSF)
»  Vapor Crystal Growth Furmnace Module (VCGF)
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» Isothermal / Rapid Solidification Fumace Module (IRSF)

« Hot Wall Float Zone Module (HWFZ)

 Programmable Multizone Funace Module (PMZF)

 Visibly Transparent Furnace Module (VTF)

 Interface / Radiographic Measurement (IRM)

 Thermophysical Property Measurement Fumnace (TPMF)

+ * Large Bore Low-Temperature-Gradient Directional Solidification Furnace Module (LBDSF)

» * High Pressure Furnace Module (HPF).
The furnaces listed with asterisks were considered for impact only since the furnace concepts are
not currently developed in sufficient detail to be incorporated in the SSFF design.

From the furnace modules described above, NASA selected a strawman furnace complement
for the SSFF design, The furnace modules that were considered to represent the widest range of
resource requirements are listed below and their requirements are enveloped in the strawman

complement consisting of two furnaces, Furnace Module-1 and Furnace Module-2:

+ High-Temperature-Gradient Directional Solidification Furnace Module (HGDSF)
. Low-Température-Gradient Directional Solidification Furnace Module (LGDSF)
+  Vapor Crystal Growth Furnace Module (VCGF)

« Programmable Multizone Furnace Module (PMZF)

From this strawman, resource requirements were reviewed for the SSFF system design. The
following is a list of those resource requirements from which the SSFF is based: Furnace Module-
1 is a module which is similar to the Crystal Growth Furnace (CGF) that is flying on USML-1 in
1992. Fumace Module 2 is the Programmable Multizone Furnace.

Nominal Heater Power %00 W 1200 W
Peak Power 2100 W 3000 W
Maximum Heat Up Rate 300 °Chhr 30 °Chr
Maximum Temperature 1700 °C 1300 °C
Operating Atmosphere Argon Argon
Hard Vacuum Requirement 1 x 10-3 torr Unknown
Coolant Water Water
Temperature Control Thermocouples 14 100
Sample Thermocouples 36 <10

Mass 327 kg 350 kg
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In order to accommodate the furnace modules with the resources required to operate, SSFF
developed a design that meets the needs of the wide range of furnaces that are planned for the
SSFF. The system design is divided into subsystemé which provide the functions of interfacing to
the SSF services, conditioning and control for furnace module use, providing the controlled
services to the furnace modules, and interfacing to and acquiring data from the furnace modules.
The subsystems, described in detail in this document, are listed below with a general description
provided:

« Power Conditioning and Distribution Subsystem (PCDS) - Provides the regulation, distributon
and conversion of the SSF-provided power to the desired usable levels.

+ Data Management Subsystem (DMS) - Provides process control, data acquisition, recording
capabilities and interfaces for the crew and the SSF DMS for uplink, downlink and housekeeping
functions.

+ Software (SW) - Automates control of the SSFF hardware, handles internal and external
interfaces, performs data acquisition, processing and storage.

» Gas Distribution Subsystem (GDS) - Supplies the backfill process gases for the furnaces and
interfaces with the SSF Vent System to dispose of fumace waste gases.

« Thermal Control Subsystem (TCS) - Interfaces with SSF TCS and provides heat rejection for all
SSFF components.

+ Mechanical Structures Subsystem (MSS) - Provides structural interface for the SSFF
subsystems and the furnace modules and serves as the physical interface to SSF.

Two sets of interfaces exist for the SSFF while in orbit; Space Station Freedom (SSF) and
the furnace modules. The SSFF is designed so that the Core Rack serves as the central interface
for the Furnace Modules to the SSF. Resources from the SSF are supplied to the Core Rack and
those resources are routed from the Core Rack to each of the Experiment Racks. The Experiment
Racks serve as the Furnace Module interface to the Core and do not receive services directly from
SSF except Fire Detection and Suppression (FDS), which is a resource that every powered rack
receives. The services obtained from the Core rack to the Experiment Racks are considered
optional and are driven by the requirements of the Furnace Module located in that rack. The
subsystems required to accommodate these furnace requirements are shown in the block diagram
on the following page, and are designed to meet the requirements of the SSF and the Science
Capabilities Requirements Document. Each subsystem is shown in a different color as listed
below:

Power Conditioning and Distribution Subsystem RED
~ Data Management Subsystem GREEN
Gas Distribution Subsystem YELLOW

Thermal Conwol Subsystem BLUE
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The following reports describe in detail the subsystems that comprise the SSFF. These
reports include description of the requirements, ground rules and assumptions, concept design,
description of individual components, sketches, interface diagrams, and resource requirements for

each subsystem. The specifications for operation of each subsystem are contained in the Contract
End Item Specification, 320SPC0001.
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EXECUTIVE SUMMARY

This report describes the requirements, assumptions, and analysis used to baseline the
concept for the Space Station Furnace Facility Power Conditioning and Distribution Subsystem
(SSFF PCDS). Through the evaluation of these parameters a subsystem was designed which
would fulfill the requirements set forth for the SSFF PCDS in the Science Capabilities
chmremcnts Document (SCRD) and other apphcablc documents. This report presents, in detail,
each component of the baseline concept, a description of each components function, subsystem
resource requirements, and subsystem interfaces.

After evaluating the requirements for the PCDS, an evaluation of different PCDS conccpt§
was conducted to determine which concept would best meet the requirements of the SSFF. These
concepts, distributed, centralized, and hybrid, were each capable of meeting the needs of the SSFF
somewhat; however, it was determined that the hybrid concept best met the overall goals of the
SSFF when measured against the stated criteria.

The baseline concept provides for SSFF power to be brought into the facility at the core rack,
to be distributed to core rack equipment, to be distributed to experiment rack equipment, and to be
dismibuted to the furnace modules all from the centralized core. Secondary distribution within each
experiment rack allows for growth of the PCDS power capabilities by providing a point at which
power can also be brought into the SSFF through the experiment rack at some future time. Power
distribution will be controlled by the SSFF Data Management Subsystem (DMS).

All power conditioning will be accomphshed in the core rack prior to any distribution to the
experiment racks. Conditioning for furnace heaters will be accomplished by banks of variable
voltage output, 120 volt, current limited, DC-DC power converters or modules. These power
modules will be available for individual driving of heater elements and will also have the flexibility
to be combined in series to drive high power heaters. This "stacking” of power modules will be
done in the core junction boxes, which will be reconfigured or replaced with each new furnace
complemcnt. This conditionin g, coupled with the reconﬁgm'ablc core junction boxes, will provide

heatcrs will interface with the PCDS at the furnace junction boxes.

In addition to baselining the PCDS conceptual design, this report uses candidate components
to estimate required subsystem resources. The estimated total nominal power draw of the current
SSFF concept is 6 kW with usage peaking at 8.4 kW. Of this peak demand, 2.7 kW is allocated to
PCDS components and 3. 9 kW is allocated to the total heater power of the two furnaces operating
in a nominal situation. It is assumed that 100% of the PCDS inefficiency power will be rejected to
the SSFF Thermal Control System (TCS). The total PCDS components mass is estimated at 264

kg occupying volumes in the core and experiment racks of 0.23 m3 and 0.12 m3 respectively.
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Two major concemns facing the PCDS baseline concept are:
1. The requirement to provide current pulsing to each experiment rack .

2. The impact of the Space Station Freedom (SSF) Electrical Power System (EPS) on SSFF
essential power for safing.

In order to meet the current pulsing requirements stated in the SCRD, a detailed study and
conceptual design process will have to be undertaken. The results of this study will determine the
impact on the PCDS, which in all likelihood will invoke major impacts to power demand, current
draw, distribution equipment and wire sizes.

SSFF power demands project the need to be located in a 12 kW SSF rack. A payload
located in a 12 kW rack must receive power from two 6 kW buses for demand and electrically tie
the two together to provide essential safing power. The electrical tying of buses together poses
two major problems for the PCDS. '

» SSF requires that 1 MQ of electrical isoladon be maintained between buses. This
requirement significantly impacts the PCDS design, but is addressed by the current
PCDS baseline concept.

» Since during nominal operations the SSFF power demand is estimated to peak above 6
kW, both 6 kW feeds will be utilized. SSF requires that a back up feed be available to
racks for safing and it is likely that SSFF will be required to initiate safe shutdown if
cither bus is lost. This impact could severely limit SSFF operations.

The studies listed above and other required trades and analyses detailed in this report are
outlined in Appendix A.

iii
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1. INTRODUCTION

1.1 SCOPE AND PURPOSE
The Space Station Furnace Facility (SSFF) will be a modular facility for materials research in

the microgravity environment of the Space Station Freedom (SSF). The SSFF will accommodate
two experiment racks which will be operated, regulated, and supported by a core of common
subsystems. The SSFF will consist of two experiment racks and the SSFF core rack, which
houses the subsystems required to provide the support functions for the accommodated furnaces.

The SSFF Power Conditioning and Distribution Subsystem (PCDS) is composed of the
equipment necessary to condition, and distribute power provided by the SSF Electrical Power
System (EPS) to SSFF subsystems. The scope and purpose of this report is to present the SSFF
PCDS requirements and the design concept-developed to meet these requirements. The report
includes a description of the requirements, an overall PCDS concept, and descriptions of the
individual PCDS components.

The bulk of the power to be distributed by the PCDS will be consumed by the furnace heaters
with the remainder serving as housekeeping power to the SSFF subsystems. The PCDS will
employ power converters to condition SSF provided power to a level useable by SSFF subsystems
and fumaces. Distribution boxes will employ Remote Power Controllers (RPCs) to switch loads
and to excite actuators: Junction boxes will provide connection points between wiring hamesses
which will route power to furnace heaters and will provide flexibility to re-route power dependent
on furnace requirements. PCDS monitoring and control will be provided by the SSFF Data
Management Subsystem (DMS). Thermal control will be maintained by the SSFF Thermal
Control Subsystem (TCS). )

1.2 GROUNDRULES AND ASSUMPTIONS
The following assumptions are made with regard to furnace operations:

« The two accommodated furnaces will never peak simultaneously. While one furnace is
peaking, the other furnace will be in a normal operation mode or dormant.

« Based upon the furnace requircments of CGF and PMZF, and having considered all
candidate furnaces as stated in the SCRD, the SSFF will consume its maximum power
draw when PMZF is peaking at 3000 W and CGF is operating normally at 900 W.

» PMZF will have 32 zones (in reality this number may be less).

It is assumed that the two experiment racks will be located to one side of the core rack
and that the core rack will be a 12 kW location.

o It is assumed that both SSF EPS 6 kW power feeds will never be lost simultaneously. At

Isegst one feed will always provide at least enough power for the safe shutdown of the
FF.

1-1
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2. REQUIREMENTS

2.1 GENERAL ]
The SSFF PCDS shall meet the requirements identified in documents DR-7, Contract End

Item Specification(CEI) for SSFF and the requirements stated or implied by the Science
Capabilities Requirements Document(SCRD). The PCDS will be responsible for distributing and
conditioning up to 12 kW of electrical power to SSFF subsystems and accommodated furnaces.

2.2 INTERFACE REOUIREMENTS
The SSFF PCDS will interface directly with the SSF, as well as with the SSFF subsystems

and furnace modules. The PCDS interfaces are illustrated in Figure 2-1. Arrows indicate the
direction of flow. A description of these interfaces is given below.

2.2.1 SSFF PCDS with SSF

The SSFF PCDS will interface with the SSF by connecting to two 120 VDC power buses.
Each bus will have the capability to deliver 6 kW to the SSFF core rack and 6 kW fo each
experiment rack. Since 3 kW and 6 kW SSF payload racks use one bus as a primary feed and the
other as an essential feed, 12 kW racks are required to maintain 1 MQ of electrical isolation
between the two buses at all times (SSF Electric Power Specifications and Standards SSP 30482).
No true essentials bus exists at this time, only the two main buses. This means that a 12 kW rack
must tie the two buses together whenever essentials power will be required.

The two SSFF power Buses (Bus A & Bus B) will feed the PCDS via SSF provided Remote
Power Distribution Assemblies (RPDAs) or through a SSFF designed assembly (similar in
function).

Each RPDA provides a physical connection point for a bus and a mounting backplane fora
Remote Power Controller Module (RPCM). The RPCM is a group of fast-response, solid-state
circuit breakers or Remote Power Controllers(RPCs). The RPCM is controlled via a local MIL-
STD-1553 serial data bus by the SSFF DMS. Each switch is assigned a normally open or closed
position and will assume this position once the RPCM has been energized and each switch has
performed a self check.

RPDA s are available in either a one or two position configuration which will accommodate
cither 1 or 2 RPCMs respectively. RPCMs are available in five different types:

+ Type I - provides eight switches rated at 12 Amps each.

» Type II - provides four switches rated at 25 Amps each.

+ Type Il - provides two switches rated at 50 Amps each.

+ Type IV - provides a single switch 65 Amp device.

« Type V - type V is knows as a hybrid RPCM, it provides sixteen 3.5 Amp switches and
two 12 Amp switches.
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SSF provided RPDAs and RPCM are illustrated in Section 3.2.2, Figures 3-5 and 3-6
respectively.

2.2.1.1 Space Station Power Allacation - PUMA Document No. TD-001-2.C.2.2
Section 2.1 provides SSF power allocation estimates. At MBO01 (Nov-95) the total station
capability will be 18.75 kW average power, at MB 10 (Dec-97) the total station capability will be
37.5 kW average power, at PMC (Permanent Manned Capability) the total station capability will be
56.25 kKW average power, and at EMCC (Eight Man Crew Capability) the total station capability
will be 75 kW average power.

SSFF launch is scheduled for late 97 at which time the available power to payloads will be
33.5 kW. This number decreases as loads are added, dipping to 25 kW in Sep 98 before jumping
to 46.5 kW in Dec 98.

Memorandums of Understanding (MOU's) have been agreed upon by NASA and the
international users of SSF. These MOU's establish payload power allocations. The MOU's
presently define the U.S. Lab allocation as 48.5% of payload available power. At MB-17 (PMC)
this equates to a total of 13.74 kW available for U.S. Lab use. For design purposes, SSFF PCDS
will assume 13 kW available to USL, recognizing that this 13 kW must be shared with other USL
racks.

2.2.2 SSFF_PCDS With Furnace Modules
The SSFF must accommodate any two of the seven furnaces identified in the SCRD. Since

two of the listed furnaces represent the most extreme requirements for power, these two have been
chosen to serve as strawman furnaces. The requirements of these strawman furnaces will serve as
design drivers for the SSFF PCDS design. These furnaces are the Crystal Growth Furnace (CGF)
and the Programmable Multi-Zone Furnace (PMZF). CGF is a working furnace developed by
Teledyne Brown Engineering (which will fly on USML-1) with operational data available. The
PMZF is being developed by Lewis Research Center. Preliminary conceptual design information
provided by Lewis is presented in this document. The PCDS design must have the capability to
accommodate these two furnaces while remaining flexible enough to accommodate other variations
of furnace complements. The current furnace requirements for CGF and PMZF applicable to
PCDS are listed in Table 2-1.

The furnace modules will be the largest single users of power within the SSFF. Each
furnace module will be supplied power based on furmace requirements and typical furnace
timelines. Each furnace module will be powered, monitored, and controlled independently to
follow a temperature profile provided and controlled by software. The furnace power requirements
will be met by a collection of power converters or modules. These power modules will be
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TABLE 2-1. STRAWMAN FURNACE REQUIREMENTS

CGF! PMZF2
Peak Fumace Power Required 2100 W 3000 W
Nominal Furnace Power uired 900 W 1200 W
Maximum Total Heater Currents 140 A 320 A
Maximum Individual Heater Current 20A 10A
Maximum individual heater Voltage 60 VDC 28 VDC
Maximum Individual Heater Power 900 W TBD
Heater Resistance Range 0.5103.0Q 2103Q
Number of Heaters 7 32

1 Based upon SP-RPT-6752A, JA-55-036A p. 24
2 Based upon information supplied by Lewis Research Center.

configurable to accommodate various furnaces and/or furnace configurations. They will also be
able to provide outputs of controllable power based on heater power and/or heater temperature.

2.2.3 SSFF _PCDS with Core Subsystems
The PCDS will be required to supply power to furnace modules and SSFF subsystems: Data

Management Subsystem (DMS), Gas Distribution Subsystem (GDS), and Thermal Control
Subsystem (TCS).

Total SSFF power demand is the sum of furnace required power, SSFF subsystems
demand, and the power required to overcome equipment inefficiencies. A breakdown of these
requirements is shown in Table 2-2. The powéx@,@qla;pd in three different manners: Connected
Load, Nominal Power Draw, and Power Draw at Facility Peak.

Connected Load is the summation of the maximum power ratings of all SSFF equipment
with no regard to duty cycle. This number is shown in an effort to demonstrate the amount of
connected load to the system, and is an inaccurate way to calculate SSFF demand since all SSFF
equipment will never be energized simultaneously.

Nominal power draw is a summation of all SSFF powcr drawing eqmpmcnt when the facility
is operating in a normal mode. This number considers duty cycles of equipment and normal
equipment status during operation. This total is provided to demonstrate the SSFF's total electrical
power draw during normal operauons (2 furnaces running sxmultaneously at nominal power), and
represents the most accurate estimate of SSFF's normal power consumption.

24
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TABLE 2-2. SSFF POWER DEMAND (watts)
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[ Power Consuming Equipment Connected Nominal Power Draw at
(Qty.) Load Power Draw | Facility Peak
Furnaces
CGF 2800 900 900
PMZF 3200 1200 3000
DMS
Centralized Equi
Care Control Unit 155.0 155.0 155.0
Removable Hard Drive 84.0 840 84.0
CDROM /WORM Drive 70.0 70.0 70.0
High Density Recorder 204.0 204.0 2040
Video Processor Unit 145.0 145.0 145.0
Core Monitor/Control Unit 43.0 43.0 43.0
Crew Interface 60.0 60.0 60.0
CPC Stimulps(Z) 88.0 88.0 88.0
Furnace Control Unit(3) 309.0 309.0 309.0
Furnace Actuator Unit(2) 240.0 240.0 240.0
DCMU(2) 96.0 96.0 96.0
GDS
Larching Solencid Vaive (4) 144.0 12 7.2
Position Sensar (Man Valve) 20 20 2.0
Pressure Transducer(3) 3.0 3.0 3.0
. Cpntaminatign Monitor 150.0 150.0 150.0
Latching Solenoid Valve(12) 4320 21.6 216 -
Compressor(2) 400.0 20.0 20.0
CM Sensors(4) 20.0 1.0 1.0
Pressure Transducen(6) 12.0 12.0 12.0
PCDS
. tized Equi
RPCM(2) 4 4
Primary Distribution Box 3;9 -3133 3; 9
Core Ppwcr Conditioner 2000.0 700.0 1300.0
Essentials Power Supply 205.3 205.3 2053
Voltage/Current Sensor(4) 4.0 40 4.0
Line & Coanector Loss! 3358 258.8 290.4
Furnace Power Distributor(2) 374 374 374
Essentials Power Supply(2) 180.7 180.7 180.7
Curreat Pulser(2) 80.0 80.0 80.0
Voltage/Current Sensar(132) 132.0 132.0 132.0
Line & Connector Loss! 392.7 348.7 348.7
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TABLE 2-2. SSFF POWER DEMAND (watts) (Continued)

Power Consuming Equipment Connected Nominal Power Draw at
(Qty.) Load Power Draw Facility Peak
TCS )
Centralized Equi
Pump Package 1320 132.0 132.0
Flow Meter(2) 3.0 3.0 3.0
Flow Control Valve(2) 14,0 0.7 0.7
Tempem?xe Seasor(5) 0.6 0.6 0.6
Pressure Transducer(3) 35 35 35
Shutoff Valve(2) 14.0 0.7 0.7
Temperature Sensor(6) 0.7 0.7 0.7
Pressure Transducer(2) 23 23 23
Flow Meter(2) 3.0 3.0 3.0
Flow Control Valve(2) 14.0 0.7 0.7
Shutoff valve(2) 14.0 0.7 0.7
TOTALS 12,337.3 6,016.9 8,448.5

Efﬁciﬁ!desmbuedonvmdormpp-'he—ddﬂ-l are typical. These efficiencies will vary over Whe operating range.
1 Based on 10% loss of consumed fumace power and 5% loss of SSFF housekeeping power

Power draw at Facility peak is a summation of SSFF power drawing equipment in a mode
which will cause SSFF total power demand to be at a maximum. It is assumed that CGF and
PMZF power will never peak simultancously; therefore, this situation exists when CGF is
operating normally at 900W and PMZF is operating at a peak of 3000W. SSFF subsystems are
assumed to be operating nominally during this peak.

These demands are based on information provided by SSFF subsystem leads and vendor
supplied data. PCDS power estimates are based on the current PCDS design and the candidate
components described in section 3.2 and Appendix C. These estimates are typical and will evolve
as the SSFF system design solidifies.

Figure 2-2 summarizes the PCDS to SSF and PCDS to SSFF interfaces.

2.2.4 Crew

SSF crew will be utilized in the installation, reconfiguration, furnace module changeout, and
maintenance relating to the SSFF PCDS.

2.2.5 GSE
GSE requirements for the SSFF are TBD.
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3. CONCEPTUAL DESIGN

3.1 TRADES AND OPTIONS
To meet the requirements set forth for the SSFF PCDS, three different PCDS concepts were

considered: 1) Centralized, 2) Distributed, and 3) Hybrid. Each concept was analyzed and
evaluated with regard to the goals of the SSFF. The criteria used to evaluate each concept are as
follows:

+  Complexity

» Efficiency

« Evolutionary Growth Potential -
+ Human Factors

¢ Mass

«  Orbital Replacement Units

+ Rack Fold Down

» Reconfigurability
 Reliability

e Subsystem Impacts
¢ Safety

¢ Volume

After consideration of each concept with regard to the criteria, a baseline concept was
selected. A description of each of the concepts with regard to the selected criteria follows.

3.1.1 Centralized Concept
The centralized concept involves interfacing with the SSF EPS in each of the three racks,

routing the power to a centralized point in the core rack, and distributing the power to SSFF
subsystems and furnaces. It is illustrated in Figure 3-1. Power from each of the three racks would
be routed to a central location in the core rack called the Primary Power Distributor. The
distributor would either send the power on to Power Conversion modules which would convert the
power to a usable form for use by components in the facility or send it directly to the experiment
racks as 120 VDC for use by specialized components. The Power Conversion modules then send
the power to a Secondary Power Distribution Assembly responsible for carrying the power to the
experiment racks and to the furnace heaters.

The centralized concept results in a complex PCDS core rack design and a simple PCDS
experiment rack design. Since all conditioning and primary distribution is performed in the core
rack, the experiment rack serves only as a interface location for EPS to the PCDS and the furnace
to the PCDS. This results in a large number of interrack cables since, in addition to the cabling

3-1
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routing EPS power to the core, each load requires its own dedicated power line from the core
distribution. This cabling between racks will impact efficiency. Any high current drawing
components, such as the current pulsing equipment, located in the experiment rack will have to
overcome a large amount of line losses due to the length traversed between the core and the
experiment rack.

Furnace developers designing furnaces which would increase the total SSFF power demand
above 12 kW could be accommodated by the centralized PCDS. SSFF capability would approach
24 kW (12 kW at core rack, 6 kW at each experiment rack). This power could be routed to either
of the furnace modules as required.

Crew maintenance of the experiment rack would be simplified by the centralized concept.
Since no PCDS components, besides interface points, reside in the experiment rack, little
distributed component maintenance would be required. PCDS Components would be accessible
for repair without requiring the crew to relocate test equipment, tools, and procedures during the
maintenance operations. Maintenance of the core rack requiring rack fold down, however, would
be affected. Changeout and fold down of the racks would be very difficult with the centralized
concept due to the large number of interrack cabling required between the core and the fumaces.
Interrack studies performed by Teledyne Brown indicate that the number of cables that can be
routed between racks, while meeting SSF rack fold down requirements, is limited.

The centralized PCDS would make efficient use of mass. Total system mass would be held
to a minimum since secondary distribution boxes in the experiment rack are not utilized. One
secondary distribution box would direct power to both experiment racks and to core SSFF
subsystem equipment.

All PCDS Orbital Replacement Units, excluding cable harnesses, would be contained within
the core rack. As mentioned above, secondary distribution could be performed by one assembly
rather than multiple ones. This would reduce the number of ORU changeouts required when
maintaining secondary distribution problems. Although the number of ORUs would be reduced,
the size and complexity would increase thus reducing the reliability of the ORUs and increasing the
probability of failure. Trouble-shooting failures would be simplified in a centralized scheme since
specific functions can be traced to individual boxes residing in the core rack. ORU changeout
would be impacted by the difficulty of rack fold down mentioned above.

Perhaps the greatest advantage of the centralized concept is the reconfigurability offered by
locating power conditioning in a centralized core. In the centralized scheme, conditioned power
from the core rack may be divided and routed to furnaces as their requirements deem necessary.
Theoretically, all conditioned power could be routed to a single experiment rack to drive a high
power furnace. In a distributed scheme, each furnace is power-limited by the capability of the
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conditioner residing in its rack(barring an elaborate jumper scheme to route one experiment racks
conditioned power to the other).

Under a centralized scheme, other SSFF subsystems are limited in the number of
components which could be located in the experiment rack. This restriction is atributable to limits
on the number of cables which can be routed between racks. TCS cold plate requirements and
DMS control requirements for the centralized PCDS would be reduced due to the integration of
functions into centralized assembliecs. DMS would not be required to provide distributed
intelligence in the experiment rack for PCDS control, thus allowing DMS to centralize as well, and
reduce software complexity. -

No safety related impacts are foreseen to be associated with the centralized PCDS other than
those normally associated with electrical power systems.

Total utilized facility volume would be reduced by a centralized PCDS due to the collapsing
of equipment functions into volume efficient assemblies. Experiment rack volume would be freed
allowing subsystem components in the rack as well as furnace peculiar equipment (FPE). Core
rack utlized volume would be increased due to the location of PCDS components in the core. This
could result in an impact on SSFF core subsystems. '

3.1.2 Distributed Concept ,

_ The distributed concept takes a different approach to providing power to the racks of SSFF
and is illustrated in Figure 3-2. Power to each of the SSFF rack locations would enter and be
distributed within the rack where it is used. No interrack power distribution circuitry would exist.
In this configuration, interrack connections would be required only for control and data lines.
Each of the racks would have its own distribution equipment to provide power to the various
components in the rack. All necessary conversion of power would be accomplished in the rack
where the power is consumed.

The distributed concept results in a complex system with the complexity of the system
evident in the experiment racks as well as the core. Distributors are located in each of the three
SSFF racks. Each distributor feeds the loads in its dedicated rack only. Each distributor requires
control, increasing DMS complexity. Interrack cabling is reduced substantially, since only control
and data lines will be routed between racks.

Efficiency of the distributed system should be much increased over that of the centralized.
Since power is consumed in the rack where it enters the system, losses from power transmission
should be minimal. )

Furnace de v=lopers designing furnaces which would increase the total SSFF power demand
above 12 kW could be accommodated by the distributed PCDS without major modifications to the
system. Theoretically, SSFF capability would approach 24 kW(12 kW at core rack, 6 kW at each
experiment rack). This added capability is misleading, however, since each rack is limited by the
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amount of power available to the rack location. For example, 12 kW capability would be available
at the core but none of this power would be available to furnace modules since no interrack power
cabling is utlized by the distributed design. This 12 kW of power would be available only to core
rack equipment.

Difficulties associated with crew maintenance of the SSFF are increased by the distributed
concept. Since components are spread among the three racks access to equipment would be more
involved. Troubleshooting would require the crew to move test equipment and tools during the
operation. Rack fold down is simplified in the distributed concept due to the low number of
interrack connections. Rack installation and removal is more difficult due to each rack's
requirement to be connected to and disconnected from the SSF power buses.

The distributed PCDS would increase system mass relative to the centralized concept. Total
system mass would increase since each rack contains a dedicated power distribution system.

ORU sizes would be decreased by the distributed PCDS and the number of ORUs would be
increased. Although the number of ORUs would be increased, the size and complexity would
decrease thus improving the reliability of the individual ORU and reducing the probability of
failure. Trouble-shooting failures would be simplified in a distributed scheme since specific

functions can be isolated to a specific rack location. ORU changeout would be simplified relative

to the centralized scheme based on the ease of rack fold down mentioned above.

The greatest downfall of the distributed concept is the lack of reconfigurability offered by
dedicating power conditioning in each experiment rack. In the distributed scheme each furnace is
power-limited by the capability of the conditioners residing in its rack(barring an elaborate jumper
scheme to route one experiment racks' conditioned power to the other). In order to allow for a
wide range of furnace power requirements, extra power conditioners must be carried in the
experiment rack or added at a later date. These extra conditioners take away experiment rack
volume(which would be available for FPE) and add mass and volume to the SSFF.

In a distributed scheme, SSFF subsystems would be free to locate components in appropriate
locations since power availability is not limited by interrack cabling. TCS cold plate requirements
and DMS control requirements for the centralized PCDS would be increased due to distribution
systems residing in each rack. DMS would be required to provide distributed intelligence in the
experiment rack for PCDS control, thus increasing DMS mass and volume as well as software
complexity.

No safety related impacts are foreseen to be associated with the distributed PCDS other than
those normally associated with electrical power systems.

Total utilized facility volume would be increased by a distributed PCDS due to the separate
power distribution systems within each rack and the supporting structural, DMS, TCS, and EMI
shielding components. Experiment rack volume would be used by the distributed PCDS thus
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decreasing the volume available for FPE. Core rack SSFF utilized volume would be decreased due
to the distribution of PCDS components among the racks. This would free additional volume for
SSFF core subsystems. :

3.1.3 Hvybrid Concept
The disadvantages associated with the centralized and distributed concepts coupled with the

tradeoffs associated with choosing one over the other lead to the consideration of a third concept.
This concept is called the Hybrid concept since it is essentially a combination of the centralized and
distributed concepts. The Hybrid concept is illustrated in Figure 3-3. The majority of the
equipment used for conditioning and distribution of power would be located in the core rack with
distributors located in each experiment rack.

The PCDS receives power from the SSF EPS only at the core rack but houses distribution
equipment in the experiment racks which can be used for future connection to the SSF power
buses. Power would be distributed from the core rack to the experiment racks after undergoing
any required conditioning. Power modules reside in the core rack in a power "bank” conﬁgination
to accommodate conditioning. The module outputs are capable of being routed to each experiment
rack as needed or of being combined to power a single rack.

The hybrid concept results in a more complex design than either of the previous mentioned
concepts. Since distributors in the core feed distributors in the experiment rack, trip coordination
between distributors is very important. Also, PCDS equipment located in the experiment rack will
require control and monitoring by DMS. Since power is routed from the core to the experiment
racks interrack cabling will be necessary, although less than the pure centralized concept design.
With the hybrid concept, cabling between the core rack and experiment racks is required for the
transmission of power to heaters and to the experiment rack distributors for subsystem equipment
located in the experiment rack. This cabling between racks will impact efficiency.

Furnace developers designing furnaces which would increase the total SSFF power demand
above 12 kW could be accommodated by the hybrid PCDS with moderate modifications to the
system. By disconnecting power feeds between the core rack and the experiment rack distributor,
then feeding these distributors directly from SSF buses, SSFF capability would approach 24 kW
(12 kW ‘at core rack, 6 kW at each experiment rack). This additional power in the experiment
rack(for experiment rack subsystem equipment) would free power to be conditioned to drive
furnace heaters. This power could be routed to either of the furnace modules as required.

Crew maintenance of the SSFF would be required when growth of the PCDS is deemed
necessary, to connect to SSF power buses. Changeout and fold down of the racks would be
impacted by the interrack cabling required between the core and experiment racks, although not as
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severe as the centralized concept. Crew maintenance is also anticipated to reconfigure core
conditioner outputs when furnace modules are changed.

The hybrid PCDS would make efficient use of mass, although requiring more than a purely
centralized system. Secondary distribution boxes in the experiment racks would increase the total
system mass, however a smaller number of excess power converters could be carried due to the
reconfigurability of the centralized power banks.

Orbital Replacement Units, would be distributed throughout the system both in the core rack
and in the experiment racks, with the majority residing in the core. ORU reliability would be
reduced somewhat by the complexity of the system, but ORUs should be fairly accessible in each
rack. ORU changeout would be impacted by the difficulty of rack fold down mentioned above.
Trouble-shooting failures would be more difficult than in a centralized scheme.

Perhaps the greatest advantage of the hybrid concept is the reconfigurability offered by
locating power conditioning for furnace heaters in the core rack. In the hybrid scheme,
conditioned power from the core rack may be divided and routed to furnaces as their requirements
deem necessary. Theoretically, all conditioned power could be routed to a single experiment rack
to drive a high power furnace. The placement of distribution boxes in each experiment rack, which
can be fed directly from the EPS if necessary, will allow the power capability of the SSFF to
grow.

TCS cold plate requirements and DMS control requirements for the hybrid PCDS would be
increased due to the placing of PCDS components in the experiment rack. DMS would be required
to provide distributed intelligence in the experiment rack for PCDS control which increases
software complexity.

No safety related impacts are foreseen to be associated with the hybrid PCDS other than
those normally associated with electrical power systems.

Total utilized facility volume would be slightly less than the distributed concept and slightly
greater than the centralized. The majority of PCDS utilized volume would be in the core rack since
most PCDS components reside there. Experiment rack volume is freed for furnace module use by
concentrating PCDS conditioning in the core. This could result in a possible impact on SSFF core
subsystems. .

3.2 SELECTED CONCEPT

3.2.1 Descriptions
Of the three considered PCDS concepts it is clear, when judged by the stated criteria of

Section 3.1, that the Hybrid Concept is the design which will most accurately meet the
requirements of the SSFF. This concept offers the maximum flexibility in accommodating the
range of furnace modules listed in the SCRD.
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Based upon this selection, the PCDS baseline conceptual design is illustrated in the block
diagram in Figure 3-4. 120 VDC SSF power is brought into the facility at the core rack through .
RPCMs. The RPCMs are Station provided and, after trade study results, may be replaced with a
SSFF designed power distributor. Power is routed by the Core Power Distributor which is made
up of the RPCMs and the Primary Distribution Box ( for switching of the Core Power Conditioner
Modules). It is from the Core Power Distributor that power is distributed to core rack equipment,
and to the Core Junction Boxes for routing to experiment racks. The Core Power Conditioner is
composed of seventy-two, 100 W, controllable power modules which power the furnace heaters.
Each module converts 120 VDC to an analog output of 0-12 VDC. Each module will be feedback
controlled by the DMS, dependent on furnace temperature requirements. The outputs from the
Core Power Conditioner are fed to the Core Junction Boxes. The Core Junction Boxes configure
power module outputs depending on furnace needs. It is here that module outputs will be stacked
in series in order to accommodate various furnace heaters. The Core Junction Boxes will be
reconfigurable(by crew or ORU changeout) in order to change module outputs to accommodate
furnace needs. In addition to module outputs, any other feeds (120 VDC) which must terminate in
experiment racks will be routed by the Core Junction Boxes. Power will be routed by wiring
harnesses between the Core Junction Boxes and the Furnace Junction Boxes. All power lines to
experiment racks will be accommodated by 4 connectors to each experiment rack. In each
experiment rack resides a Furnace Junction Box. This assembly houses voltage and current
sensors for heater power monitoring and provides the interface to which user furnaces plug. This
assembly will also route power to the Furnace Power Distributor(FPD), which serves the same
function in the experiment rack as the Core Power Distributor in the core rack, and will be a SSFF
designed component. Scarring will be placed in the experiment rack so that SSF 120 VDC power
may enter the SSFF at the experiment rack when growth of the SSFF dictates a need for additional
power feeds from SSF.

3.2.2 Components Descriptions .
Table 3-1 lists the components of the PCDS. Each component is assigned to an assembly
and an assembly number. This number corresponds to those detailed in Figure 3-4. Appendix C
contains detailed specification sheets for typical components meeting the requirements of the
current conceptual design.
, 3.2.2.1 Core Power Distributor, Junction Boxes - Power Distribution for the SSFF is
accomplished through the use of SSF provided RPCMs (or similar equipment) in conjunction with
the Primary Distribution Box(PDB). Distribution within the core is provided by two RPDAs
(which will accommodate at least one Type V hybrid RPCM each, two each if needed) in
conjunction with the SSFF designed PDB. Distribution in each experiment rack will be provided
by the Furnace Power Distributor(FPD), a SSFF designed box similar in function to the RPCM.

3-11
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TABLE 3-1. PCDS COMPONENTS LIST

ASSEMBLY ID# SUBCOMPONENTS DESCRIPTION
PCDS-001 | Core Power PCDS-001-001 | Remote Power Receives 120 VDC power from SSF
Distributor(CPD) Distribution Assembly | Bus A and distributes to subsystem
(RPDA-A) equipment associated with operation
of furnace module #1. Distributes
other feeds as needed. Accommodates
1 or 2 RPCMs.
PCDS-001-002 § Remote Power Receives 120 VDC power from SSF
Distribution Bus B and distributes to subsystem
Assembly-B (RPDA- | equipment associated with operation
B) of fumace module #2. Distributes
other feeds as needed. Accommodates
1 or 2 RPCMs.
PCDS-001-003 | Primary Distribution | Receives 120 VDC power from
Box(PDB) RPDA -A & B Distributes power to
power modules in CPC. Switches
each module on/off.
PCDS-001-004 | Voltage/Current Monitors power fed to RPDA-A
Sensor Package from SSF Bus A.
PCDS-001-005 | Volmage/Current Monitors power fed to RPDA-B
Sensor Package from SSF Bus B.
PCDS-002 | Core Power PCDS-002-001 | CPC Bank A Condition power for furnace heater
Conditioner to 036 elements, individually or stacked in
series. Composed of 36, 100 w
modules.
PCDS-002-037 | CPC Bank B
10 072 Condition power for furnace heater
elements, individually or stacked in
series. Composed of 36, 100 w
modules.
PCDS-003 | Core Junction Box-A Routes power to experiment racks
(CIB-A) depending on furnace requirements.
May be reconfigured/replaced. Easily
accessible. _
PCDS-004 | Core Junction Box-B Routes power 10 experiment racks
- (CIJB-B) depending on fumace requirements.

May be reconfigured/replaced. Easily

3-12
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TABLE 3-1. PCDS COMPONENTS LIST (Continued)

ASSEMBLY

ID#

SUBCOMPONENTS

DESCRIPTION

PCDS-005

Fumace Power
Distributor-1 (FPD-
1))

PCDS-005-001

PCDS-005-002

FPD-1

Voltage/Current
Sensor Package

Distributes 120 VDC power to
experiment rack equipment.

Monitors power fed to FPD-1

PCDS-006

Furnace Power
Distributor-2 (FPD-
2

PCDS-006-001

PCDS-006-002

FPD-2

Voltage/Current
Sensor Package

Distributes 120 VDC power to
experiment rack equipment.

Monitors power fed to FPD-2

PCDS-007

Furnace Junction

Box-1(FJB-1)

PCDS-007

PCDS-007-001

FIB-1

Voltage/Current
Sensors(32 pairs)

Provides interface for furnace
comnection. Also houses power
monitoring equipment-
current/voltage sensors.

Monitor heater power being delivered
by PCDS to furnace module #1.
Used as control parameter for power
modules.

PCDS-008

Furnace Junction

Box-2(FIB-2)

PCDS-008

PCDS-008-001

FIB-2

Voltage/Cument
Sensors(32 pairs)

Provides interface for furnace
connection. Also houses power
monitoring equipment-
cwrent/voltage sensors.

Monitor heater power being delivered
by PCDS to furnace module #2.
Used as control parameter for power
modules.

PCDS-009

Current Pulser-1
Cp-1)

Includes all electronics required to
deliver current pulse to furnace
module #1 as stated in SCRD.
Concept detertnined by detailed
design(phase C/D).

PCDS-010

Curreat Pulser-2
CP-2)

Includes all electronics required to
deliver current pulse to furnace
module #2 as stated in SCRD.
Concept determined by detailed
design(phase C/D).

PCDS-011

Essentiais Power
Supply FP)

Provides Electrical isolation between
feeds where 2 buses are tied together
for safing power. Composed of 2
DC-DC converters and RPCs for
switching of loads.
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TABLE 3-1. PCDS COMPONENTS LIST (Continued)

ASSEMBLY ID# SUBCOMPONENTS DESCRIPTION
Provides Electrical isolation between
PCDS-012 | Essentials Power feeds where 2 buses are ted together
Supply for essentials power. Composed of 3
DC-DC converters and RPCs for

switching of loads. 2 converters for
safing power, 1 for utility 28 VDC

for FPE.
Provides Electrical isolation between
PCDS-013 | Essentials Power feeds where 2 buses are tied together
Supply for essentials power. Composed of 3
. DC-DC converters and RPCs for

switching of loads. 2 converters for
safing power, 1 for utlity 28 VDC
for FPE.

Core Junction Boxes will route power from the core to the experiment racks. Fumnace J unction
Boxes will serve as interface panels for furnace heaters, as well as route power from the core to the
FPD for distribution to distributed core subsystem equipment. Figure 3-5 illustrates SSF provided
RPDA:s.

Since SSF does not provide a dedicated essentials bus to 12 kW racks, all equipment
essential for safe shutdown will be powered by tying Buses A and B together. This will ensure
that if one bus is lost, the other may be used to shutdown the facility. The SSF Electrical Power
Specifications and Standards SSP30482 require that 1 MQ of electrical isolation be maintained
between buses at all points throughout the payloads electrical system. To meet this requirement,
the SSFF PCDS will assign loads to either one bus or the other. Bus A will power equipment
necessary to maintain normal operations of furnace #1 while Bus B will power equipment
necessary to maintain normal operations of furnace #2. Equipment which must be powered to
accomplish safe shutdown and equipment which must be powered to maintain normal operations
of either of the furnace modules will combine one feed from each of the buses. This will be
accomphshed through the use of transformer coupled power supplies, break-then-make switches,
or battery packs The results of a detailed tradc study will dctermmc which met.hod is the most

- appropriate. Rcdundant componcnts within subsystems will be fed from separate buses. The
division of equipment between buses and the coupling methods determined by trade study will
ensure that 1 MQ isolation is maintained between the buses at all points throughout the system.
'Figure 3-6 illustrates an example of how SSFF loads will be divided between buses. These load

aSSIgnmcnts are bascd on the current SSFF subsystem conccpts The current PCDS concept uses

3-14



Single Position Layout
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Two Position Layout
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FIGURE 3-5. SSF PROVIDED REMOTE POWER DISTRIBUTION ASSEMBLY
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DC-DC power supplies to tic Bus A and Bus B together in an Essentials Power Supply located in
each rack. '

By assigning furnace module #1 to Bus A and furnace module #2 to Bus B, SSFF operations
can be ensured (on a limited level) when one bus's capabilities are reduced due to extreme loading.
For example, if Bus B could not meet demand, SSF DMS may request non-essential users of Bus
B to scale back usage. SSFF could then discontinue operations of furnace module #2 and use only
Bus A while continuing normal operations of furnace module #1.

The Primary Distribution Box which feeds the Core Power Conditioner is necessary to
provide independent energizing of each of the 72 power modules. Although, an input signal from
DMS will determine each modules output, a closed switch on the input power side of the module,
even when the output is 0 VDC will cause some consumption in the internal circuit. It is,therefore,
desirable to have the capability to energize only those modules which will be required for furnace
operations. Also, to prevent a single module failure from impacting the entire bank, individual
switching is necessary for circuit protection. The switches used to perform this energizing will be
housed in either one or two distribution boxes (one will be adequate if the necessary isolation can
be maintained between switches fed from Bus A and switches fed from Bus B). These solid state
switches will be fed from the appropriate RPCM feeds and will be controlled by SSFF DMS.
Seventy-two switches will be housed to perform the on/off control of the modules, with necessary
space reserved for the addition of power modules for future growth. The Primary Distribution
Box is illustrated in Figure 3-7.

The functions of the RPCMs and Primary Distribution Box may be more efficiently accomplished
by a single distribution box designed by SSFF. This determination will be left to a detailed trade
analysis of such a design versus the SSF provided RPCMs.

Power to the experiment racks will be routed via the Core Junction Boxes. These junction
boxes will route power to the furnace heaters, as well as 120 VDC utility power for use by the
furnace module, and power used by distributed core subsystem equipment. Each box will be
reconfigurable so that CPC power may be redirected to either furnace module #1 or #2. A Core
Junction Box is illustrated in Figure 3-8.

Inside each experiment rack a Furnace Junction Box will serve as an interface point for
furnace heater elements. The Furnace Junction Box will also serve as an interface for any 120
VDC utility power needed, and will route power to the FPD for subsystem use. The FPD will be a
SSFF designed distribution box which will be similar in function to the SSF RPCM. The switches
of this box will be trip coordinated with those of the core rack RPCM.  The Furnace Junction Box
and Furnace Power Distributor are illustrated in Figures 3-9 and 3-10 respectively. An example of
how loads in the experiment rack will be assigned feeds from the FPD is shown in Figure 3-11.
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NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3-7. PRIMARY DISTRIBUTION BOX PACKAGING CONCEPT —
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FIGURE 3-8. CORE JUNCTION BOX PACKAGING CONCEPT
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FIGURE 3-9. FURNACE JUNCTION BOX PACKAGING CONCEPT
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FIGURE 3-10. FURNACE POWER DISTRIBUTOR PACKAGING CONCEPT
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3.2.2.2 Core Power Conditioner - The Core Power Conditioner provides power to the
furnace heater elements. The CPC is composed of two banks of 36, 100 W, DC-DC power
converter modules. A CPC Bank is illustrated in Figure 3-12. Each module is independently
controlled/monitored and will output a voltage of 0-12 VDC (up to 20 A) when receiving an input
of 120 VDC. By using banks of independently controlled modules, flexibility to power various
types of furnace heaters is provided. Although the number of modules was determined based on
the needs of CGF and PMZF (see Appendix B), all 72 modules may be reconfigured by the Core
Junction Boxes to accommodate a wide range of furnaces. Modules can power a heater element
cach, for example, giving the capability to power a 72 zone furnace comprised of 100 W per zone.
Module outputs may also be connected in series at the Core Junction Boxes so that a furnace with a
low number of high power zones may be accommodated. This is illustrated in Figure 3-13.

Voltage source, current limited, power modules were selected for several reasons. High
current, low voltage, modules would require much larger line sizes routed from modules to
experiment racks, thus limiting (if not preventing) the ability to interrack connect and increasing
inefficiencies associated with transmission losses. Furnace developers are limited in the size of
wire which can be accommodated in heater elements, thus physically current limiting the heaters (A
typical maximum approaching 20 A). By using voltage sources, PCDS can accommodate heaters
as small as 6 VDC at 20 A (120 watts) or heaters in the range of 60 VDC at 20 A (1200 watts).

3.2.2.3 Essentials Power Supplies - Essentials power is accomplished by an Essentials
Power Supply(EP) located in each of the SSFF racks. The Essendals Power Supply is illustrated
in Figure 3-14. Each EP consists of 2 DC-DC converters which are fed from Bus A and Bus
B(via RPCM-A or RPCM-B). These supplies and their accompanying electronics will ensure that
1 Mega Ohm of isolation will be maintained between buses at all times. Diode coupling each
converter will allow the Essentials Power Supply to provide a continuous feed to essential DMS
equipment when at least 1 bus is delivering adequate power. Converters in the current concept will
take 120 VDC power and convert it to 28 VDC to feed DMS components. In addition to essential
equipment, any equipment requiring 28 VDC will be fed from the EP. This converted power will
be applied by RPCs residing in the supply. Each of the essentials power supplies located in the
experiment racks contain an additional 120/28 VDC converter for feeding furnace peculiar
equipment.

The results of a detailed engineering analysis and trade study on essentials power will
determine whether essentials power might be better served with a 1 to 1 conversion box or with a
break-then-make smart switching box.

3.2.2.4 Current Puising Fquipment - Equipment required to provide current pulsing
capability to each furnace will be located in each experiment rack. After detailed design has
determined the design requirements of equipment necessary to provide the pulse (as outlined in the
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NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3-12. CORE POWER CONDITIONER BANK PACKAGING CONCEPT
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Science Capabilities Requirements Document), channels on the FPD will be dedicated to providing
power to the current pulsing equipment. The current PCDS concept uses placeholder envelope
dimensions and resource requirements based on estimates and the time averaged power
requirement listed in the SCRD. )

The packaged PCDS components are shown integrated into the SSFF core and experiment
racks in Figures 3-15 and 3-16 respectively.

3.3 SAFETX :
The SSFF PCDS will address safety in two areas. 1) Safe shutdown of the SSFF and 2)

Protection of internal SSFF subsystems from internal failures.

The PCDS will support safe shutdown of the SFFF subsystems by providing an essentals
power supply in each rack. The essentials power supply combines two independent feeds
originating from SSF EPS while maintaining all the required isolation and protection requirements.
This power supply will provide power to any equipment necessary for the safe shutdown of the
SSFF. Since it is assumed that at no time will both SSF buses be lost simultaneously, the
essentials power supply will ensure that safing power is at all times available to essential shutdown
equipment. ' ,

The PCDS will protect SSFF equipment from internal failures through circuit protection.
Current limited switches will isolate failed equipment from other healthy equipment on the power
distribution network. This will prevent a single failure from impacting the entire facility
electrically. Status indicators on switches will notify DMS when components have been tripped
off the network so that appropriate action can be initiated.

No safety related impacts are foreseen to be generated by the baseline PCDS concept other than
those normally associated with electrical power systems.
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4. RESOURCE REQUIREMENTS

4.1 POWER

Power consumed by the PCDS is due to equipment inefficiencies plus power required for
sensors and biasing of electronics. Table 4-1 details the power consumption of the PCDS during
the peak draw of the SSFF as detailed in Table 2-2.

TABLE 4-1. PCDS POWER CONSUMPTION

COMPONENT POWER CONSUMPTION
(watts)
Centralized Equipment
RPCM(2) 374
Primary Distribution Box 73.9
Core Power Conditioner 1300.0
Essentials Power Supply 205.3
Voltage/Current Sensor(4) 4.0
Line & Connector Loss 290.4
Furnace Power Distributor(2) 374
Essentials Power Supply(2) 180.7
‘Current Pulser(2) " 80.0
Voltage/Current Sensor(132) 132.0
Line & Connector Loss 348.7
TOTAL 2,689.8

4.2 MASS
Mass for the PCDS design is estimated in Table 4-2.

4.3 YOLUME
Volume for the PCDS design is estimated in Table 4-3.

4.4 HEAT REIECTION
Since power consumption associated with the PCDS is due primarily to equipment
inefficiencies, heat rejected by the PCDS is assumed to be 100% of the power listed in Table 4-1.

4.5 DMS
The DMS requirements of the PCDS are detailed in Table 4-4.
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-
TABLE 4-2. PCDS MASS ESTIMATES
kg lbs
Core Power Distributor 209 45.98
Pximary(zl))ism’b ion Bo:
ution Box
Core Power Conditioner 472 103.84
Core Junction Boxes(2) 382 84.04
Essentials Power Supply 32 7.04
Voltage/Current Sensor(4) 2.0 4.4
Line & Connector 11.3 2486
Subtotal 122.8 270.2
Furmnace Junction Box(2) 19.1 42.02
Fumace Power Distributor(2) 145 319
Essentials Power Supply(2) 64 14,08
Current Pulser(2) 272 59.84 =
Voltage/Current Sensor(132) 66.0 1452
Line & Connectors 7.7 16.94
Subtotal 140.9 310
Total Mass 263.7 580
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TABLE 4-3. PCDS VOLUME ESTIMATES
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COMPONENTS m’ ft.3
Centralized Equipment:
Core Pwr Distributor (CPD) .

-RPCMs 0.047 1.674

) -Primary Distribution Box 0.029 1.009
Core Power Conditioner (CPC) 0.122 4313

Core Junct Box-A (CJB-A) 0.004 0.126

Core Junct Box-B (CJB-B) 0.004 0.126
Essentials Power Supply 0.018 0.626

Voltage /Current Sensors* 0.000 0.000

Line & Connectors 0.003 0.060
Subtotal| 0.227 7.934

Distributed Equipment:

Current Pulser 0.180 6.460
Fumace Pwr Dist. (FPD) 0.008 0.273

Furnace Junction Box (F1B) 0.016 0.554
Essentials Power Supplies 0.035 1.252
Voltage/Current Sensors* 0.000 0.000

Line & Connectors 0.002 0.080
Subtotai| 0.241 8.619
Total Volume|9.468 16.553

*Sensors housed within PCDS boxes.
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TABLE 4-4. DMS INTERFACES
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COMPONENT
ID NOMENCLATURE OUTPUTS TYPE INPUTS TYPE |
PCDS-001-001 | RPCM A 18 serial 18 serial
PCDS-001-002 | RPCM B . 18 serial 18 serial
PCDS-001-003 | Primary Distribution Box 72 serial 72 serial
72 excitation
PCDS-001-004 | Voltage/Current Sensor 2 analog 2 excitation
| PCDS-001-005 | Voltage/Current Sensor 2 analog 2 excitation
PCDS-002-001 | Core Power Conditioner Bank A 36 serial 36 serial
1o 036
PCDS-002-037 | Core Power Conditioner Bank B 36 serial 36 serial
to 072

PCDS-005-001 | Furnace Power Distributor 1 15 serial 15 serial
PCDS-005-002 | Voltage/Current Sensor 2 analog 2 excitation |
PCDS-006-001 | Furnace Power Distributor 2 15 serial 15 serial
PCDS-006-002 | Voltage/Current Sensor_ 2 analog 2 excitation
PCDS-007-001 | Voltage/Current Sensors ad analog 64 excitation
PCDS-008-001 | Voltage/Current Scnéors 64 analog &4 excitaton
PCDS-009 Current Pulser TBD TBD TBD TBD
PCDS-010 Current Pulser TBD TBD TBD TBD

|
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4.6 STRUCTURAL
The PCDS components will require adequate mounting structures within the racks for all

components to survive flight and ground handling loads.

4.7 OTHERS
No other resource requirements are identified at this time.
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5. ISSUES AND CONCERNS

Current Pulsing. Accommodation of the SCRD requirements for current pulsing to each
furnace module will require a detailed design analysis based on the specific sample properties
and sample cartridge characteristics. This information was not available for the conceptual
study detailed in this report.

. SSF requires that payloads be able to safe the system at all tmes. Since SSFF
PCDS depends on both 6 kW buses for normal operations, loss of either bus would eliminate
essentials power thus requiring initiation of safe shutdown. This could severely limit the
operations of the SSFF if bus drop out is frequent.

Electrical Isolation. The SSF requirement to provide 1 MQ isolation between buses when
tying them together impacts PCDS design. The current bascline addresses this by combining
feeds in an essentials power supply. Each feed is connected to a DC-DC converter which
electrically isolates the feed from the downstream side of the converter. The 2 outputs of the
converters are electrically tied together to power DMS equipment required for safe shutdown.
Pending results of analysis this may or may not be an acceptable approach for meeting the
isolation requirement. _
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APPENDIX A
TRADES AND ANALYSES

The PCDS Conceptual Design Report has highlighted the following areas where additional
engineering trades and analysis are needed in order to obtain an optimum PCDS concept.

Current Pulsing

Detailed analysis required to identify a feasible concept which will meet the requirements
listed in the Science Capabilities Requirements Document(SCRD) for SSFF current
pulsing. .

Trade study required to identify most appropriate method of maintaining electrical

isolation between SSF power buses(battery packs, transformer coupling, smart switching
etc.)

Switching Network

Trade study required to compare the reconfigurable junction boxes to an active switching
network. ~Although several disadvantages of an active switching network are
obvious(requirement for 20 amp relays, EMI shielding requirements, additional software

complexity for control) a more indepth trade study should be conducted to weigh the
advantages and disadvantages of each design.

Core Power Distrit

Analysis to determine the feasibility of using SSF provide RPCMs vs. a SSFF designed
distributor. Based on the current concept RPCMs will require a distribution box
complement to provide all the required load switching for the PCDS. This analysis will
determine if the distribution of power within SSFF can be accommodated more
effectively with a SSFF designed box combining the functions of the RPCMs and the
distribution box complement.

A2
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APPENDIX B
CORE POWER CONDITIONER CALCULATIONS
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Assumptions

APPENDIX B
CORE POWER CONDITIONER CALCULATIONS

« Power modules rated at 100W each.
« SSFF must have capability to drive furnace heaters to 100%.

« Requirements based on Table 2-1.

320RPT0008

CGF
MAX POWER | # MODULES
REQUIRED
| Hot Guard 250 3
Hot Main 900 9
Hot Main Redundant 900 9
Booster Heater 500 5
Cold Main 500 5
Cold Mzin Redundant 600 6
Cold Guard 250 3
TOTAL 3900 40
PMZF
MAX POWER #HEATERS | WATTSHEATER | #MOD REQD

3000

32

94

32

Total of 72 100W power modules needed.
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APPENDIX C
POWER CONDITIONING AND DISTRIBUTION SUBSYSTEM
COMPONENT SPECIFICATION SHEETS
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Component Specification Sheet
SSFF PCDS-001-001 an 002

Assembly: Core Power Distributor
Component ID #: PCDS-001-001 and 002
Nomenclature: Remote Power Distribution Assembly (RPDA)
Description: These assemblies accomodate a Remote Power Controller
Module which distributes 120 VDC power to SSFF
equipment. The RPDAs & RPCMs are SSF provided. Each
type V hybrid RPCM composed of 18 solid state power
controllers(16, 3.5 amp switches and 2, 12 amp switches)
controlled by a 1553 data bus. These controllers will switch
power on/off to components upon receiving the appropriate
command from DMS. One RPCM is connected to bus A and
the other to bus B.
Qty. 2 RPDAs each accomodating a type V hybrid RPCM.

Typical Characteristics
Input Voltage: 120 VDC
Output Voltage: 120 VDC
Power Delivered: Each RPCM will average a peak power delivery of 3 kW

Efficiency: Typically 99%.
Volume: .047 m3
Mass: 7.05 Kg
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Component Specification Sheet
SSFF PCDS-001-003

Assembly: Core Power Distributor
Component ID #: PCDS-001-003
Nomenclature: Primary Distribution Box
Description: This box distributes 120 VDC power to the Core Power Conditioner Banks.

The box is composed of 72 solid state power controllers.

These controllers will switch power on/off to power modules

upon receiving the appropriate command from DMS.

’

Qty. 1 Box composed of 72 power controllers

Typical Characteristics
Input Voltage: 120 VDC
Output Voltage: 120 VDC
Power Delivered: Controllers will be required to deliver a maximum of 150W ea. at 120 VDC

Efficiency: Typically 99.5% base on component power requirements
Volume: .029 m3
Mass: 6.8 Kg



Component Specification Sheet
SSFF PCDS-001-004 and 005
SSFF PCDS-005-002 and 006-002
SSFF PCDS-007-001 and 008-001

Assembly: Various
Component ID #: PCDS-001-004/005, 005-002, 006-002, 007-001, 008-001
Nomenclature: Voltage/Current Sensor Package
Description: These sensors will be used to monitor power draw into the

facility. A current and voltage sensor will monitor each feed
into the RPCMs. Current and Voltage sensors residing in the
furnace junction boxes will monitor power delivered to the
furnaces. Sensors will monitor power fed into the Furnace

power distributor.
Qty. 136 total sensors

Typical Characteristics
Input Voltage: £5 VDC
Output Voltage: 5 VDC
Power Delivered: 0 (used for monitoring/control)

Efficiency: Typically 99.5%

Volume: Housed in existing PCDS assemblies.
Mass: Included in housing assembly.

C4
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Component Specification Sheet
SSFF PCDS-002-001 to 072

Assembly: Core Power Conditioner
Component ID #: PCDS-002-001 to 072
Nomenclature: Furnace Power Modules
Description: The furnace power modules take an input of 120 VDC and

provide a variable voltage output to furnace heater elements.
Modules are controlled by a trim signal from DMS. Modules
will be configured in 2 CPC banks to allow maximum flexibility and
configurability to a given fumace.

Qty. 72 modules in 2 banks

Typical Characteristics
Input Voltage: 120 VDC
Output Voltage: 0-12 VDC
Power Delivered: 100 W per module max(200 W module derated 50% for flight qual)
Efficiency: 70% to 80%
Mass: 6 ounces each module, 47.2 Kg each bank.
Volume: 90.46 cm3 for each module. Each bank is .122 m3.
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Component Specification Sheet
SSFF PCDS-003 and 004

\}

Assembly: Core Junction Box A & B
Component ID #: PCDS-003 and 004
Nomenclature:

Description: Each junction box will take the inputs from the Core Power
Conditioner banks and route them to the applicable furnace
depending on its configuration. Typically 40 of the inputs will
be routed to CGF while 32 inputs are routed to PMZF. These
junction boxes will be reconfiguarble and easily accessable so that
they may be replaced or reconfigured to meet additional furnace
schemes. Each box will be fabricated in house.

Qty. 2 Boxes each composed of high power circuit boards and
connectors suitable for routing the above stated inputs/outputs

Typical Characteristics
Input Voltage: 12 VDC max each module input
Output Voltage: 108 VDC max for 9 modules stacked
Power Delivered: 1333 W nominal, 4444 W max *
Efficiency: Effeciency for CIB is accounted for in line and connector loss
_ calc assumed to be approximately 90% eff
Mass: 19.1 kg each
Volume: .004 m3 each

* Based on nominal CGF power of 900 w and max PMZF power of 3000
W plus losses for conversion of 75% eff and line loss of 90% eff

Cé



Component Specification Sheet
SSFF ?CDS-OOS-OOI, 006-001

Assembly: Furmnace Power Distributor 1 & 2
Component ID #: PCDS-005-001, 006-001
Nomenclature:

Description: This box distributes 120 VDC power to experiment rack
equipment. The box is composed of 135 solid state power
controllers. These controllers will switch power on/off to
furnace rack components upon receiving the appropriate
command from DMS. Will also be scarred for connection to
SSF bus.

Qty. Ea. Box composed of 15 power controllers

Typical Characteristics
Input Voltage: 120 VDC
Output Voltage: 120 VDC
Power Delivered: Each FPD will deleiver up to 6.19 A at 120 VDC (743 w max)

Efficiency: Typically 99.1% base on component power requirements
Volume: .004 m3
Mass: 7.25Kg



Component Specification Sheet
SSFF PCDS-007 and 008

Assembly: Furmnace Junction Box
Component ID #: PCDS-007 and 008

Nomenclature:
Description: These junction boxes will provide an interface to which the furnace power
leads may connect. It will also provide housing for voltage and current

sensors. Configuration dependent on furnace type. Each will
be fabricated in house.
Qty. 1 Box in each fumace rack (total of 2) composed of connectors and terminal

blocks.

Typical Characteristics
Input Voltage: each input will be variable VDC
Output Voltage: each output will be variable VDC
Power Delivered: CGF 900 W nominal, 2100 W max, PMZF 1200 W nominal, 3000 W max
Efficiency: Effeciency is acounted for in line and connector loss calc
assumed to be 90% eff

Mass: 9.6 kg each
Volume: .008 m3

Ccg
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Component Specification Sheet
SSFF PCDS-009 and 010

Assembly: Current Pulser
Component ID #: PCDS-009 and 010
Nomenclature:
Description: The current pulsers are of a TBD design. They consist of all the electronics
neccessary to provide the current pulsing capabilities listed in the SCRD.
Each box will be fabricated in house.

Qty. 1 Box in each fumace rack (total of 2)

Typical Characteristics
Input Voltage: 120 VDC
Output Voltage: TBD
Power Delivered: 40W time averaged.
Efficiency: TBD

Mass: TBD
Volume: .09 m3 (place holder).



Component Specification Sheet
SSFF PCDS-011, 012, 013

Assembly: Essentials Power Supply
Component ID #; PCDS-011, 012 and 013
Nomenclature:

Description: Each essentials power supply powers DMS components
neccessary for safe shutdown of SSFF and any 28 VDC DMS
components. Each supply is composed of 2, 12028 VDC
converters, each fed by an opposite SSF bus. These
converters maintain the required electrical isolation betwen the
buses. A third 120/28 VDC converter resides in each of the
supplies in the experiment racks . This converter provides 28
VDC utility power for any experiment rack FPE.

Qty. 1 perrack

Typical Characteristics
Input Voltage: 120 VDC

Output Voltage: 28 VDC
Power Delivered: core rack supply delivers 616 W max, each fumace supply

271 W max (excluding FPE)
Efficiency: 75%
Mass: 3.2 Kg each
Volume: .018 m3

C10
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EXECUTIVE SUMMARY

~ The Space Station Furnace Facility (SSFF) will be a payload for use on Space Station
Freedom for the processing of metals in a microgravity environment. This will be to reduce the
effects of convective flows around the hot/cold interface during processing of the material. Itis
hoped that this processing will produce more homogeneous crystallization of materials and samples
' that can reveal knowledge of the materials (that might not be able to be produced in a one gravity
environment).

The SSEF will be a three rack facility for Space Station Freedom which will utilized for
conducting experiments in the US-Lab module. The first rack (or Core Rack) will contain the
general utilities needed by the furnaces for the processing of materials, such as: power switching
and control; gas distribution; thermal dissipation control; and major SSFF DMS computer services
(such as Space Station interface, data monitoring, processing, storage, and transmission). The
other two experiment racks will contain the furnaces to be utilized in the facility, and will be setup
so that either one or two experiment racks can be implemented (for a modular approach). These
experiment racks will also contain the specialized monitoring/control units and the majority of the
Mission Peculiar Equipment (MPE) needed by the furnaces.

The SSFF Data Management Subsystem (of which this concept report deals) is the portion of
the design which will contain the electronics for control and monitoring of sub-systems associated

with furnace operation such as: the Thermal Control System, the Power Distribution system, the

Power Conditioning System, and the Gas Distribution System. In addition to these tasks, the
systern will also directly monitor the furnaces for ascertaining temperature via thermocouple inputs
(and other sensors), control translation (i.e. movement of the relative sample position to the
hot/cold zones), video camera position/focus and processing of video data, control other
actuators/effectors for the fumace, provide a communications media for the facility, store digitized
experiment and video data, and provide an interface to Space Station Freedom DMS.

In support of the Core rack, Experiment rack, Experiment rack concept, the SSFF will house
most of the SSFF DMS equipment in the Core Facility. This core equipment will consist of the
Core Control Unit (for the control, processing, and interfacing to SSF and SSFF DMS
communications buses), the Core Monitor and Control Unit (for the monitoring and control of core
Thermal Control System, Gas Distribution System, and Power Conditioning and Distribution
components), the Video Processor (to acquire/digitize/ process video data), the Crew Interface Unit
(for crew input and video display), and the High Density Recorder (which will store digitized
experimental and video data). The Experiment racks wili each contain a control system consisting
of an Furnace Control Unit (FCU) and an Furnace Actuator Unit (FAU) which will monitor and
collect data from the furnaces in each rack and provide control stimulus as needed for the

ii

(

A4



J20RPT0008

positioning of samples, and also for video camera control. In addition, core components from
other SSFF subsystems will be monitored in each of the experiment rack by a Distributed Core
Monitor Unit (DCMU). , , : ,

This document details the conceptual design of the Space Station Furnace Facility Data
Management Subsystem. This report includes a description of the requirements, an overall DMS
concept, and descriptions of the individual DMS hardware and software components necessary to
perform the SSFF DMS tasks, DMS configuration areas and components that require further
analysis and/or trades to be performed are identified in Appendix A.
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ABBREVIATIONS AND ACRONYMS -4

ACD Architectural Control Drawings

BIT Built In Test

CCU Core Control Unit

CD/ROM Compact Disk/Read Only Memory

CMCU Core Monitor/Control Unit

CpC Core Power Conditioners

CPU Core Processor Unit

DMS Data Management System

EDAC Error Detection And Correction

EEPROM Electrically Erasable Programmable Read Only Memory
ESA European Space Agency

FAU - Furnace Actuator Unit

FBIU Fumace Bus Interface Unit

FCU Furnace Control Unit

FDACS - Furnace Data Acquisition and Control System
FDDI Fiber Distributed Data Interface

GDS Gas Distribution System

GSE Ground Support Equipment

HDR High Density Recorder

HRDL High Rate Data Link

HRDM _ High Rate Data Multiplexer

HRL High Rate Link

10 Input/Output

IRD Interface Requirements Document :77
LAN Local Area Network | —
MPE Mission Peculiar Equipment

MSU Mass Storage Unit

mux/demux Multiplexer/Demultiplexer

NASA National Aeronautics and Space Administration
NASDA National Space Development Agency of Japan
NTSC National Television Standard Code

PCS Power Conditioning System

PCDS Power Conditioning and Distribution System
PDS Power Distribution System

PDR Preliminary Design Review

QWERTY Standard Keyboard

RAM Random Access Memory

RHD Removable Hard Drive

RTD Resistive Thermal Device

SCRD . Science Capabilities Requirements Document
SCSI Small Computer Serial Interface

SSF Space Station Freedom

SSFF Space Station Furnace Facility

TBD To Be Determined

TCS Thermal Control System

TDRSS Telemetry Data Relay Satellite System

VGA Video Graphics Array

WORM Write Once Read Many
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1. INTRODUCTION

1.1 SCOPE AND PURPOSE
The scope and purpose of this report is to present the Space Station Furnace Facility Data

Management Sub-System (SSFF DMS) requirements, and the baseline design concept developed
that meets those requirements. The report includes a description of the requirements, an overall
DMS concept, and descriptions of the individual DMS hardware and software components
necessary to perform the SSFF DMS tasks. DMS configuration areas and components that require
further analysis and/or trades to be performed are identified in Appendix A.

The task of requirements definition and design concept development was performed by the
Teledyne Brown Engineering Advanced Programs Division through Marshall Space Flight Center
for the National Aeronautics and Space Administration (NASA).

1.2 GROUNDRULES & ASSUMPTIONS
The following is a list of groundrules and assumptions that were used in the concept

development of the SSFF DMS.

1. The DMS interface to the Space Station Freedom (SSF) will be based on DMS
Architectural Control Drawing (ACD) Revision D dated July 1,1991 and the Payload
Interface Requirements Document (IRD).

2. To the extent possible Mission Peculiar Equipment (MPE) will be located in the furnace
rack portion of the Furnace Facilities.

3. Assume reasonable access to the SSF and to the Telemetry Data Relay Satellite System
(TDRSS) Ku-Band by the Payloads -

4. Assume transmission of high resolution video can be up to 5 minutes an orbit, rate not to
exceed 43 Megabits per second including overhead.

5. Video frame rate and resolution will be limited such that the data generation without
compression does not exceed 1300 Megabits per orbit.

1-1
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2. DMS REQUIREMENTS

2.1 GENERAL DMS REQUIREMENTS
The SSFF DMS will meet the requirements identified in documents DR-7, Function and

Performance Specifications for Space Station Furnace Facility, the SSFF Capability Requirements
Document, and those requirements derived from analysis of the SSFF operations and furnace
facility mission sets. - o ' ' -

These requirements include the following functions: monitor and control of SSFF
subsystems and furnace facilities; performance of Built-In-Test (BIT); data monitoring/processing/
storage and retrieval; interface to the SSFF DMS functions, subsystems, and services; human
interfaces (keyboard and display); Ground Support Equipment (GSE) interfaces; and video
acquisition, distribution, and processing.

2.2 DMS INTERFACE REQUIREMENTS
This section details the different interface requirements that the SSFF DMS must service.

Figure 2.2-1 shows these interfaces.

2.2.1 SSF Interfaces
The SSFF DMS will provide the capabilities to interface to the SSF for commands/services

and transmission of data to ground. The link will be coinpatible with either the SSF MIL-STD-
1553 BUS or the payload Fiber Distributed Data Interface (FDDI). These interfaces will conform
to SSF protocols (as serviced by SDP-7) for compatability with Space Station Freedom standards.

The SSFF DMS will provide 2 HRDL interface to the SSF patch panel to accommodate
transfer of high rate data up to 43 Mbits/sec (as allowed by the maximum usable bandwidth of the
TRDSS downlink). This interface will be the primary method for the transmission of collected
data (by the SSFF) to the Ground. The HRDL interface will be as specified by the Space Station
Freedom Document SSP XXXXXXX which will allocate a specified amount (TBD) of the
available bandwidth of the TDRSS downlink to the SSFF. It is understood that if the SSFF is not
transmitting data, it will be required to conform to HRDL protocols and support the HRDL format
as necessary (such as the inclusion of "filler” bits into the data stream).

The DMS will provide a video system interface to transmit SSFF experimental data to Space
Station Freedom via the SSF HRDL or SSF Video Services (in analog NTSC format) Interface for
use aboard Space Station Freedom, or for digitization and transmission to Ground by Space
Station Freedom Video Services.
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2.2.2 SSFF DMS Experiment Module Interface
The SSFF experiment modules will be serviced by a series of DMS components. These

components will be made up of a Furnace Control Unit (FCU), Furnace Actuator Unit (FAU), and
the Distributed Core Monitor Unit (DCMU). These units will perform the following functions:
FCU will perform the acquisition and processing for the sub-system; the FAU will provide
stimulus to the experiment module as necessary; and the DCMU will monitor the Distributed Core
Components in the experiment rack and a limited number of safety sensors in the rack. The FCU
and FAU will be modular and reconfigurable to meet the varied needs of different types of
furnaces, where the DCMU is designed to meet the needs of different types of experiment racks
through a series of standard sensors.

The SSFF DMS will provide a video data acquisition and control interface to furnace module
provided cameras. This system will be capable of acquiring video data, performing frame
grabbing, processing, and interfacing to a High Density Recorder (Digital). The analog section of
the video collection will be based around the NTSC and RGB formats.

2.2.3 SSFF _DMS Subsystem Interface
The SSFF DMS will provide an internal Data Management Sub-Systems communications

interface for intercommunication between the components of the SSFF DMS. This system will
provide a means for communicating command, control, and status data between the components
and also between the Core and Experiment Racks. The system will also allow for the transmission
of programming data for the reconfiguration of the higher levels of software controlled parameters.

2.2.4 (Crew Interface ,
A keyboard and display interface will be provided, as part of the core facility, for crew

interaction. This system will have a standard QWERTY type keyboard which can accept crew
input commands for operation or configuration of the SSFF subsystems as required. The
keyboard will be a ruggedized unit with tactile and audible feedback for reliable crew operation.

The Display will provide for the viewing of tabular data relaying status on furnace operations
as well as facility status. The display is capable of also displaying color video collected by the
Video Processor. The display has a resolution of TBD vertical by TBD Horizontal picture
elements (or pixels).

2.2.5 GSE Interface
The SSFF DMS will provide an interface to Ground Support Equipment (GSE) to support

ground checkout. This interface allows the connection of diagnostic and checkout of the DMS
subsystem independent of the Space Station Freedom Data Management System. These interfaces
will be composed of bidirectional serial communications ports (and discrete input/output lines) for

23
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the commanding and monitoring Space Station Furnace Facility components. In addition, these
interfaces will be capable of placing the SSFF DMS components into Built-In-Test (BIT) and

alternate diagnostic modes. \
The primary use for GSE will be in the substitution of GSE for the standard DMS interfaces.

This will enable the GSE to take the place of the Space Station Freedom systems that would
normally be used for the commanding of the Facility for test and checkout purposes. )

24
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3. CONCEPT DESIGN DESCRIPTION

3.1 TRADES AND OPTIONS
In the formation of the Space Station Furnace Facility conceptual design, several different

trade studies were undertaken to optimize the system architecture and components. This section
details those studies and gives the results.

3.1.1 Distributed. vs. Centralized
This trade study deals with the concept of centralization vs. decentralization of processing

power and control for the SSFF design. The items reviewed for the study included such aspects as
ease of maintenance/upgrade, safety (redundancy/qualification), reliability, volume (inter-rack '
cabling as well as inner-rack cabling), reconfigurability, software impacts, hardware designs,
architectural considerations, data bottlenecks (control considerations), and configuration/
qualification control. The three major designs philosophies were of a Centralized System, a
Totally Distributed system, and of a Hybrid system which incorporated the better features of both
systems.

3.1.1.1 Centralized - The centralized system has some obvious advantages with
centralization of all aspects of the facility. However, with this centralized concept comes several
problems. The mechanical aspects of the systeni become difficult, since all data from both the
experiments and the core subsystem componeats (TCS, GDS, PDS) must all funnel to the same
point, making the interconnection difficult at best. Modularity and upgrade suffer since any
changes impact the entire facility as a whole. Software suffers the same problem with having
many tasks (both Experiment and Facility support software having to be interleaved in the real time
domain) this causes many problems from a configuration management standpoint and curtails the
upgradability/modifiability of the system. This concept is illustrated by Figure 3.1.1.1-1.

3.1.1.2 Distributed - The Distributed concept works well in concept, but from a practical
standpoint it has some problems. Experimental work (especially in a laboratory designed for
specific types of experiments such as materials processing) has many common functions. In the
Space Station Freedom environment, this involves interface to SSF resources, control of Space
Station Fumnace Facility resources, data logging, reconfiguration, and data processing. The totally
distributed concept would have to have all of these tasks duplicated in each experiment rack thereby
essentially having multiple copies of the centralized control concept. This would be unacceptable
since it takes the short-comings of the Centralized approach and adds mulitiple sets of hardware for
each of the experiment racks. This means that each rack will have less space devoted to the
experiment it is intended to house, and more to dealing with SSF, managing its' own resources,
and control of its experimental tasks.

3-1
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3.1.1.3 Hybrid System - The next system to be reviewed is the hybrid concept, part
centralized, part distributed. It can be readily seen that in any experimental facility there are two
tasks to be performed: first, dealing with the control and operation of the facility; and the second,
with the operation of the experiment. In both of these tasks, there will be common tasks that must
be performed, as well as specialized tasks (whether by task or by location of the task). The
common tasks would be interface with the operator (i.c. SSF), data storage, reconfiguration, data
processing, and resource management (power, gases, cooling), whereas the specific tasks would
be data acquisition (experiment dependent and location dependent (due to mechanical constraints))
and control (with the same considerations as acquisition).

It was found that many of the common tasks lent themselves readily to be incorporated in the
Core Facility (SSF Interface, high-level experiment control, facility control, data storage,
reprogramming), and others (such as Experiment control and data acquisition (Experiment and
Core)) lent themselves to being placed in remote units. In some cases this decentralization was to
ease the mechanical and inter-rack wiring of the facility, and in all instances it helped with the
flexibility and modularity for ORU change-out and upgrade capabilities. '

As a result of surveying the different software tasks and how they must be performed, it
became obvious that certain control tasks lent themselves to being out by the experiment, and other
higher level tasks needed to reside in a Core computer. It also became necessary for the easing the
software complexity and qualification, to separate out the Core (or Facility tasks such as Safety)
from the experimental tasks. This will allow the independent qualification of Experimental
software from Core software, thus lessening the burden on the Experiment Developer for
qualification. This was possible since an independent system in the SSFF will be handling the
safety and redundancy aspects of control for the facility. These control aspects deal with the
bottlenecks that form at major data intersections, where many items are dealing with a common
resource (whether that resource be a processor, or a data links' throughput capacity, is really
immaterial).

Figures 3.1.1.3-1 and 3.1.1.3-2 illustrate the decreasing bottleneck that results from different
degrees of decentralized processing ability, data acquisition, and control. This gives an idea of the
advantages of decentralization of processing power. As processing power moves toward the
acquisition system, bus bandwidth requirements decrease, and turnaround time in the control loop
also decreases. This has some advantages in a real-time control system, from a control standpoint,
as well as a redundancy and cross-checking standpoint. The more processing power that is placed
in a system, the more redundancy can be implemented (with minimal impact to the s} -*em
operation). For instance, it would be entirely possible for one processor to check on another (as
long as redundant sensors are incorporated in the design. It would also be possible for one
processor to engage a safing procedure in the event of problems with the primary processor.
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Results:
« Decentralization of Processing and Interfaces yields:

» Flexibility (Modularity)

« Facilitates On-Orbit Change-out (Orbital Replacement Units)

+ Ease of upgrade at a later time

« Better accuracy due to lead lengths (fewer EMI/EMC Problems)

« Simplification of mechanical (wiring) and software interleaving of tasks)
design

« Safety Factors (Redundancy and Separation of Experiment and Facility
Operations)

« Ease of software and hardware development

3.1.2 Storage of Experiment Data
This trade study reviews technologies available for high density recording of data. Of the

different technologies available for the high density storage of data, only two (Optical and Magnetc
Tape) had densities near the requirements for MTC storage of APCGF data. Others disqualified
themselves because although they were dense, at the higher capacitics they became cost
prohibitive. Since expcnmcnml dam is logged sequentially, the tape technology qualified as a
possibility, since random access is ‘not necessarily a requirement. Capacity of several hundred
GigaBytes was a minimum requirement.

Several tape drives were available from many manufacturers since this is a very mature
technology, and a wide selection of data recorders are available for military as well as space
qualification standards.

Optical Recorders are a very new technology, and few military and even less space programs
have these available to them at present. Optical Tape might be viable in the future with a higher
capacity than any of the others; however, it is an even less mature technology with commercial
units just starting to make an appearance in the marketplace.

Power Yolume Capacity =~ Recommendation
Magnetc Tape 200 watts 4 cubic ft 1.88 Tbit max Previously flown 1st
Optical Disk 1IKw 1 SSF Rack 2 Tbit max under development
Optical Tape N/A N/A 1Terabyte under development

At the present time it appears that tape is the logical to way to go. Space Station Freedom and
SpaceLab are also conducting reviews of technology at the present, and have also come to the same
conclusion: tape (for the time being) is the most economical power, volume, and capacity wise.
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3.1.3 Reprogramming

The following list reviews some of the technologies available for reprogramming and makes
a recommendation for the technology to be used for reprogramming the APCGF CDMS.

EEPROM Cartridge Yes up » 100 MB Deasity-1st Previously Flown
Magneto-Optical Yes up o 500 MB new technology-2nd Recommendaton
Mechmica,l
Hard Drive Yes up 10 200 MB Mechanical
Magnetic Tape No wpw2GB Mechanical
Access Time
Floppy Disk Yes upto 1 MB Mechanical
Rigidity of media
Battery Backed-Up RAM  Yes up o 100 MB Problems with Space Qual.

EEPROM Cartridge technology has been successfully flown on several Space Lab missions
and is currently being used by NASA Lewis on several programs. It excels in density, power,
amount support circuitry required (minimal), access time, random access, and no moving parts in
contact with the media. Current capacities are about 40 Megabytes with 100 Megabytes being
planned. The only drawback is the number of write cycles for the media (typically 10000), which
does not hold any problems for SSFF utilization since SSFF needs a minimum number number of
write cycles to this media. The magneto-optical is a young technology with little in the way of
even military hardware available, and still requires a mechanical system (produces vibration). The
different types of magnetic media have flown before; however, they do involve contact with the
media in tape and floppy disks (disk drives use the Winchester effect to levitate the head assembly
over the media), and a mechanical system for reading the media in all the systems. Finally, where
RAM cartridges have the same advantages as the EEPROM Cartridge, they do require constant
power to maintain storage of their data, thereby requiring batteries which are difficult to qualify for
a manned environment.

As can be seen, for the needs of reprogramming the facility, the EEPROM cartridge is the
most attractive at present. As technology changes, there is a possibility of other technologies being
more attractive, but for the time being, the best is the EEPROM cartridge.

3.2 SELECTED CONCEPT '

The following system description reflects the results of the previous sections trade studies:
Hybrid Distributed over Centralized; Tape as a form of Mass Storage; and EEPROM Cartridge for
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storage of reprogramming data. It should be noted that the most significant was the result of the
Distributed over Centralized which resulted in a hybrid architecture, since this has brought the
Mass Storage and Reprogramming capabilities into a centralized location in the Core Facility, as
will be discussed in the following paragraphs.

This hybridized distributed/centralized concept has separated the control over the facility as a
whole into two major categories:

1. Core Tasks (or Functions) - dealing with the overall management of resources and facility
control.

a. Overhead Control/Interface.
b. Sensor Specific Interface.
c. Location Specific Interfaces.

2. Experiment Tasks (or Functions) - dealing with the managcmcht of experiment resources,
observation, and control.

a. Overhead (Common) tasks.
b. Experiment (or Sample Specific) tasks.

As a result of these different types of tasks, many of the common tasks will be centralized,
and others will be delegated to monitoring and local control out at the experiment racks. In some
cases, to eliminate the logistics of wiring a whole series of sensors and effectors to a central
location, it will be simpler to have an interface which samples the signal (or controls and monitors)
at the necessary rate, and multiplexes the monitoring and control data over a common serial data
bus. This will reduce the mechanical complexity of the SSFF DMS implementation, and also will
help the routing of wiring between racks.

It can be seen that from a control standpoint (especially from the software standpoint), it
makes sense to separate the two systems (Core and Experiment). This approach will make the
code easier since it will not have to be interleaved between the Experiment and the Core, and also
will have the added benefit of making the software easier to qualify, since the safety controls will
be separated out into a redundant system.

In this concept, there is of course one place where the data must come together. The Core
Control Unit will be that central node, and will be the central processing point where both of these
systems join for orchestration and collection of data for processing, control, storage, and/or
downlink. The other subunits/sub-processor/controllers will fan out from this point to yield
effective control of the facility. This will be discussed further in the following sections.

3.2.1 CONCEPT DESCRIPTION
The decentralized concept that was arrived at was one of not only decentralization for the

Experiment DMS system, but also, to reduce the amount of wiring and complexity,
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decentralization for the control of the Core subsystem components (TCS, PDS, and GDS). Asa
result there are two separate systems involved in the performance of the experiments: the Furnace
DMS, which will be primarily concerned with experiment data and control thereof; and the Core
DMS system, which will be more concerned with the safety and general operation of the sub-
system.

3.2.1.1 Furnace DMS Design - The Furnace DMS DMS (shown in Figure 3.2.1.1-1) will
be the primary control and data link between the core facility and the furnace facilides. All control,
status, and data to and from the furnaces will be transmitted on this medium.

The interface structure will be one of a dual redundant serial communications Local Area
Network (LAN) with an auxiiiary channel that is used for redundancy purposes. This redundancy
will add a safety element which insures that one failure will not bring down the -entire
communications system. This will provide a safe and reliable means for communication between
the SSFF DMS components. This interface design (called the Furnace Bus Interface Unit
(FBIU)) will interface the CCU to the physical media (wire), and interface the FCUs in the
Experiment Racks to the same media. This interface will be a memory mapped interface which will
allow operation independently of the processor or microcontroller. Data will be simply written-into
a local memory (that is part of the interface itself) by the processor for transfer to the DMS, so that
the operation of the processor or microcontroller can proceed with a minimum of impact. The
FBIU also will have a microcontroller built into the design to supervise the task of data handling to
and from the memory, and to ease to task of interfacing to the Furnace DMS Bus.

Experiment Rack 1

sng sosuing

e
3
@
g
]
£
3
[

d Interface Unht
g U sompsely

_FIGURE 3.2.1.1-1 -
URNACE DMS BUS Iz
DIAGRAM 33| Fumecs Cono
gg (FCU)
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The Furnace Control Units will be resident on the bus as Remote Stations. The Bus will be
structured as a party-line organization with each master or slave having its own peculiar address.
This will allow any station to communicate with any other station, or through the use of a
broadcast command, to all units on the bus simultaneously. The Bus Stadon #1 (contained in the
CCU) will serve as a traffic controller/monitor to insure that all communications are properly
validated and distributed between the different subsystems. The distributed intelligence of the

subsystems will make this easy since the majority of the traffic flow will be data coming to and
from the core facility itself, with the Core Control Unit initiating actions and monitoring the
resulting data.

3.2.1.2 Core DMS Bus (MIL-STD-1553) - The Core DMS Bus (shown in Figure 3.2.1.2-
1) will be the control and data link between the Core Control Unit and the various units involved in
monitoring and controlling the Thermal Control Sub-Systems, Power Distribution Sub-Systems,
and Gas Distribution Sub-Systems either in the Core Rack or out in the experiment racks. Control,
status, and data to and from the sub-systems will be transmitted on this medium.

The interface structure will be one of a dual redundant MIL-STD-1553B link. The
redundancy will add a safety clement which insures that one failure will not bring down the entire
communications system. This will provide a safe and reliable means to communicate with the
other portions of the system. The CCU will be able to safely and reliably communicate with the
Dl\:ls Components. This interface design (MIL-STD-1553) will be contained in the CCU, the
Core Monitor and Control Unit (CMCU), the PDS Remote Power Control Modules (RPCMs), the
PDS Core Power Conditioner Stimulus, Power Distributor, and the Distributed Core Monitor
Units (DCMUs) which will reside in the Experiment Racks. This interface will be a memory
mapped interface which allows operation without a great deal of intercession on behalf of the
Processor/Controller (or in any of the other units in which this interface resides). This interface
will be implemented in a standard chip set available from several manufacturers (including the
suppliers of Space Station Freedom DMS 1553).

Each of the DMS Components will be configured as remote terminals on this bus with
separate addressing for each of the remote terminals. In the event of an emergency, it is possible
(through Dynamic Bus Control (MIL-STD-1553B Spec.)) for one of the Remote terminals to act as
a backup Bus Controller to safe the system. This will allow for a safe shutdown of the SSFF, in
case of problems with the CCU. An additional safe guard will be added in the form of a
differential safety line which any of the units on the bus can command in case of the suspected
failure of another unit (i.e. if that unit continues to not respond t0 continued requests). This line
will cause the relinquishing of control by the current Bus Controller and the assumption of Bus
Control by the secondary unit.

3-10
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322 COMPONENT DESCRIPTION
The SSFF DMS will be a distributed sub-system consisting of a Core Facility DMS subset

and two Experiment Instrumentation subsets (one for each furnace rack) that reside in the core and
furnace racks respectively. The core facility DMS will be a set of common equipment that is
designed to serve as the top level SSFF controller and provide standard housekeeping services to
the SSFF DMS modules which include; inter-subsystem communications, control, configuration,
programming, and monitoring. The furnace facility DMS will provide local control/monitoring and
those support functions that are unique to the particular furnaces such as furnace translation rates
and temperature profiles. These facilities will be interconnected by a local bus (LAN) to
accommodate the high level control and monitoring of the furnaces by the Core Control Unit. In
addition to normal services, the SSFF DMS will also provide (in the core DMS) provisions for
handling high bit rate (>10 Megabits ) and video acquisition/processing. The distributed core
subsystem components (PDS, GDS, and TCS) in the Experiment Racks will also be monitored by
the Distributed Core Monitor Units which are connected to the Core Facility via a MIL-STD-1553
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Bus. The SSFF DMS Hierarchy diagram is shown in Figure 3.2.2-1, and the Block Diagram in
3.2.2-2.

3.2.2.1 CORE FACILITY DMS - The Core Facility DMS components will be located in
the core facility rack and consist of the Core Control Unit (CCU), the High Density Recorder
(HDR), and a Video Processor. The Core Facility DMS components will provide the top level
SSFF control and provides interface and communications to the furnaces, Space Station Freedom
DMS, Station Crew, and Ground Controllers. The Video Processor will be 2 mission peculiar
itemn and will be an exception to the groundrule that MPE must reside in the furmace racks. The
subsystem configuration can be seen in Figure 3.2.2.1-1, and for views of the components, please
refer to the corresponding section.

3.2.2.1.1 Qm_Cnn,tmLUnn - The Core Control Unit (CCU - SSFF DMS-CCU-001) will
consist of the Core Processor/Controller, a removable ruggedized hard drive, a Reprogramming
Unit, Core Monitor and Control Unit, a Network Interface Unit (NIU), a Furnace Bus Interface
Unit (FBM, and a Crew Interface Computer which will allow display and input of data (similar to
a GRiD). These are discussed in the following paragraphs, and the Core Control Unit is shown in
in Figures 3.2.2.1.1-1 - Isometric Diagram, 3.2.1.1.1-2 Functional Block Diagram.

3.2.2.1.1.1 Core Processor/Controller (and Processor Memory) - The Core Processor/
Controller (shown in Figure 3.2.2.1.1.1-1) will be the top level controller and interface device for
the SSFF. The Core Processor/Controller will be powered up by the SSF which in turn will
activate and configure each of the core and furnace facility components/sub-systems in accordance
with the selected SSFF operational scenaﬁo(s). The Core Processor/Controller will monitor the
furnaces (via the FCU/FAU) during operation of the facility, and monitor the other Core Facility
Sub-Systems via the Core Monitor and Control Unit and Distributed Core Monitor Unit (DCMU).

The Core Control Unit Core Processor/Controller will be the central processor for the DMS
that will direct the operation of the /O Cards and subcomponents contained in the CCU. It will
consist of a 80C386/486 Processor (or equivalent, along with a Math Co-Processor) which will be
capable of processing the data received from the I/Os, sending data to the high density recorder, the
SSF DMS for display and/or downlink, or to the CCU Video Display Unit.

The memory associated with the Core Processor/Controller will consist of TBD Megabytes
of Static RAM and TBD Megabytes of EEPROM. The operational software for initialization and
baseline configuration will be stored in (and operate out of) EEPROM. This operational program,
when initialized, will request that data be transferred from the Reprogramming Unit (EEPROM
Cartridge) so that spccxahzcd opcrauonal parameters and procedures can be utilized for
experimental scenario to be performed with a particular furnace (or experiment).

3-12
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NOTE: DIMENSIONS IN CENTIMETERS (In.)

FIGURE 3.2.2.1.1-1
CORE CONTROL UNIT
ISOMETRIC DIAGRAM
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FIGURE 3.2.2.1.1.1-1
CORE PROCESSOR/CONTROLLER -

The Core Processor/Controller will have a Real-Time Clock (battery backed-up) available for
processor reference, which will allow the DMS to be programmed to perform certain operations at
an appropriate time, This will allow the Core Processor/Controller to start operation of the
Furnaces and various peripherals at a given time, while being in a low power standby mode before
start-up of the experimental process. This feature will also allow for accurate processor timeline
emergence after a power outage through the tracking of the procedure timeline versus furnace
operation.

Some of the additional features that will be incorporated into the Core Processor/Controller
design are: a watchdog timer (to allow the Core Processor/Controller to perform a self check on its
operation and reset itself if necessary); Memory Management (to assist in the memory accessing
and partitioning); and a buffered bus architecture (to insures that its' internal and memory bus is
electrically isolated from the /O Bus); both a polled and a maskable interrupt structure (to allow the
Processor to continue other tasks until data is ready); and an I/O backplane structure based around
MultiBus II. This Multibus II feature will be used to allow the Core Processor/Controller to gather
information from other /O designs in the CCU; such as communication externally with SSF via
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the Network Interface Unit, and to communicate internally to the SSFF via the Furnace Bus
Interface Unit (FBIU) and Core DMS Bus Interface.

3.2.2.1.1.2 SSFF Network Interface Unit - This Interface will allow the Core Control Unit
to communicate with the Space Station Freedom Data Management Services. Data communication
will be accomplished via a MIL-STD-1553 link to SDP-7, or via the FDDI communications
protocol; through the utilization of the NIU. Both interfaces will be of a double buffered
architecture which will communicate with the backplane bus of the CCU for interface to the Core
Processor/Controller.

This SSFF DMS Interface (in the case of the 1553) will be based on standard Space Station
Qualified hardware for the interface. In the case of the FDDI interface, this will be based on the
Space Station Freedom NIU, currently under development. A

3.2.2.1.1.3 SSFF Furnace Bus Interface Unit - The Furnace Bus Interface Unit will be
utilized to allow the CCU to communicate with the other subsystems in the SSFF related to
experiment data stimulus and monitoring(Furnace Control Units (FCU)). This unit will be based
on a redundant LAN design and will provide reliable communication among the SSFF DMS
components. Commands, data, configuration, and status information will all be communicated via
the Furnace Bus Interface Unit.

3.2.2.1.1.4 Core DMS Bus Interface (MIL-STD-1553) - This QOm Control Unit will also
include a serial MIL-STD-1553 communications interface for monitoring and control of other
SSFF Sub-System components (GDS, TCS, and PDS). This communications link connects the
CCU with the Core Monitor and Control Unit (CMCU), the Power Conditioning and Distribution
Sub-System, Remote Power Conditioning Modules (RPCM designed by SSF), the Core Power
Conditioning Stimulus unit which modulates the voltages to the Experiment racks, and to the
Distributed Core Monitor Units @CMU) in each of the experiment racks. Each of these units will
contain a MIL-STD-1553 Interface for command and control purposes, so each of the units will be
assigned separate MIL-STD-1553 compatible addresses. This will allow the Core Control Unit to
communicate with the any of them via this dedicated link for the monitoring and control of the sub-
system components.

3.2.2.1.1.5 SCSI Interface - This interface will be for the communication of the
Reprogramming Unit (and or hard drive if need arises) with the Core Processor Controller. It will
be implemented in the standard SCSI-2 format, and will support multiple devices.

3.2.2.1.1.6 Auxiliary Serial Computer Interface - This interface will be implemented in
the Core Control Unit for the contingency of hooking another computer or peripheral to the CCU,
such as a GRiD, or a printer. This will allow other possibilities in system implementation and
expandability. :
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3.2.2.1.1.7 Telemetry Interface - This interface will be used for ransferring the facility and

sdweldode

experiment data that has been collected by the Core Control Unit, to the Video Processor to be .

merged with the video data. The Video Processor will then send the collected data to the High
Density Recorder for storage. In the event that the Video Processor is not present, this interface
will connect directly to the High Density Recorder.

3.2.2.1.2 Reprogramming Unit - This Reprogramming Unit (SSFF DMS-RU-003) will
be the high density storage device which will hold the operational programs for the Space Station
Furnace Facility. These programs will control the Experiment Profiles (such as temperature
characteristics, control profiles, translational control, camera positional commands, etc.) that the
Space Station Fumace Facility will use to configure itself for experiment runs. When the operation
of a furnace is required, the Core Processor/Controller will download the Experiment Program
from the Reprogramming Unit into Electrically Erasable Programmable Read Only Memory
(EEPROM) and Static Random Access Memory (SRAM or RAM) located in the Core Control
Unit. It will then download the appropriétc control routines to the Funace Control Units and other
DMS components.

The layout of the front panel of the CCU will be situated so that the Reprogramming Unit
cartridges can be easily inserted into the Reprogramming Unit. This will facilitate upgrades of the
softwax"c, as well as any necessary reconfigurations brought on by hardware installations in the
facility.

The Reprogramming Unit will utilize a standard SCSI interface system for transfer of data
from the drive to the CCU backplane. _

3.2.2.1.3 Crew Interface Unit (Kevboard and Display Upit) - The Crew Interface
Computer (SSFF DMS-CIC-002, shown in Figure 3.2.2.1.3-1) consists of a keyboard and
display unit which will allow communication of the crew to the SSFF Core Computer. This will
facilitate the communication of the crew to the SSFF independent of the Space Station Freedom
Data Management System. A standard QWERTY (Standard) keyboard will be provided to input
commands from the crew. This keyboard will be mounted to the front panel of the SSFF Core
Facility for ease of operation.

The Video Display will be utilized to provide the crew with information concerning the
configuration, control, status, or operation of the Space Staton Furnace Facility. The Video
Display will utilize a space hardened color interface and display capable of displaying video from
the Video Processor video interface, and/or tabular information data/status from the Core Control
Unit as the CCU monitors the Furnaces and other subsystems in the SSFF.
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3.2.2.1.4 Core Monitor/Control Unit (CMCID - The CMCU (SSFF DMS-CMCU-009
Core Monitor and Control Unit) will be a data acquisition and stimulus system which will provide

1/O cards that monitor and control functions for the other systems in the Core Facility as an
extension of the CCU. Communication to/from the CCU will be accomplished via a MIL-STD-
1553 link. The Fluids, Thermal, and Power sub-systems will be monitored by this system, as
well as monitoring items such as thermal conditions of other boxes. This will insure that other
units in the SSFF are not overheating and in thermal runaway. If this should be the case, and any
units are going over-temperature, the CMCU will inform the CCU of the conditions with the
appropriate status information. This will allow the CCU to initiate the appropriate actions, and if
necessary, report the status back to the Space Station Freedom DMS. The CMCU is shown in
isometric form in Figure 3.2.2.1.4-1, and as a functional block diagram in Figure 3.2.2.1.4-2.

These interfaces (where analog) will pmvidc low accuracy (8-10 Bit) acquisition channels for
confidence monitoring to insure that the other subsystems of the SSFF are operating properly.
This will allow the Core Control Unit monitor the other SSFF subsystems to guarantee the safe
operation of the SSFF.

3.2.2.1.5 Video Acquisition/Distributiop & Processing - The requirement for video has
been identified for two of the SSFF mission set experiments, the Transparent Furnace, and the Hot
Wall Float Zone Furnace. The capability to satisfy the requirements of these experiments as
defined in the SSFF Capability Requirements is not achievable because of limited access to the
SSF communications links and bit rate limitation (<43 Mbits/sec) imposed by the SSF. In Section
1.2 of this report assumptions are made as a guide to contending with this. The SSFF Video
Processor Unit is shown in Figure 3.2.2.1.5-1.

3.2.2.1.5.1 Yideo Processor Unit - The Furnace Facility Video Processor Unit (SSFF
DMS-VPU-008 or VPU) will be designed as a unit capable of capturing NTSC/RGB(or related
format video) from cameras located in experiment assemblies, and then digitizing, frame grabbing,
and/or processing the resulting image. The video data (after digitization and/or any compression or
processing) will then be made available to the High Density Recorder (HDR) for storage. If the
data rate is not sufficiently high enough, the Removable Hard Drive (RHD) will be used as a data
buffer to store a sufficient amount of data to warrant writing to the HDR. Communication and
control of the Removable Hard Drive will be accomplished via a SCSI-2 interface which will be
handled by the Video Processors' CPU. The CPU will also control the operation of the High
Density Recorder and Playback Electronics via an RS-422 link, and will also merge non-video
facility data received from the Buffer Electronics (sent by the CCU) with the video data for storage
on the HDR. The SSFF Video Processor Block Diagram is shown in Figure 3.2.2.1.5.1-1.

As part of the processing available in the Video Processor, the system will be scarred include
a programmable format (JPEG/MPEG) Compander which will allow for a variable compression
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wt ~ 20.0 kg
(44.0 Ibs)

NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3.2.2.1.4-1
CORE MONITOR AND CONTROL UNIT
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FIGURE 3.2.2.1.5-1
SSFF VIDEO PROCESSOR UNIT
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ratio (or no compression at all) to be applied to the data for storage. The design will also be able to
accommodate a video pixel processor which can do interpretation of video data, and return
numnerical data to the ground for evaluation.

When the Video Processor is required by the CCU to capture video data, the Core Control
Unit will write selection word(s) to the video processor for the amount of compression (if desired)
and TBD parameters needed for digitization. The CCU will then instruct the Video Interface to
start the acquisition process. The video acquisition task will then proceed automatically (or with
CCU interaction as necessary). The CCU can designate that the acquired video data can be routed
to SSF Video services, storage, display, or a combination of several destinations.

3.2.2.1.5.1.1 High Rate Data Link (HRDL) - The Video Processor will also contain the
High Rate Data Link and interface will enable the SSFF to download up to 43 Mbytes of data to
the ground through the High Rate Data Patch Panel and ultimately the High Rate Data Multiplexer
(HRDM). The format for this interface has yet to be defined by SSF, although it is known that a
payload desiring this interface will be assigned a given bandwidth of the telemetry link (and
probable implementation will use the TAXI device). If this allocated bandwidth is not utilized
fully, it will be filled with "filler” bits in order to maintain telemetry lock by the links' components.

3.2.2.1.6 High Density Recorder and Playback FElectronics - The High Density
Recorder (SSFF DMS-HDR-005, shown in figure 3.2.2.1.6-1) will have a storage capacity of
1.88 Terabits and will be used for storage of experimental data which is to be gathered. The HDR
will consist of a tape drive unit (one ORU) and a set of playback electronics

The tape drive and tape will be an integral unit which will allow the Drive and the tape to both
be removed as a single ORU for transport to ground. This concept will allow for ease of
unloading and loading of tape as well as checkout and periodic maintenance of the heads and drive
mechanism on the ground instead of in microgravity. The higher reliability playback and
formatter/controller electronics will be housed in a separate unit which remain as part of the core
facility in which the drive can dock.

The High Density Recorder Playback Electronics (SSFF DMS-HDRPB-006, shown in
figure 3.2.2.1.6-2), when playback is desired of the stored data, will take the data from the High
Density Recorder and perform the operations necessary for recovery of the recorded data. This
will involve equalization, bit synchronization, data decoding, and output formatting. Also included
will be a complement of BIT circuitry for test of data integrity during playback.

3.2.2.1.7 Remgvable Hard Drive - The Removable Hard Drive is available in two sizes
depending on the needs of the Facility. The first smaller capacity unit is described in section
3.2.2.1.7.1, and the larger capacity model in Section 3.2.2.1.7.2. Two positions are possible:
one serving the CCU directly (SSFF DMS-RHD-004, or SSFF DMS-RHDHD-004), and the other
serving as a buffer for the High Density Recorder (SSFF DMS-HDRB-007).
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15.2
(6.0)

A

wt ~ 16.0 kg
(35.2 Ibs)

NOTE: DIMENSIONS IN CENTIMETERS (in.)

FIGURE 3.2.2.1.6-2 .
HIGH DENSITY RECORDER
PLAYBACK ELECTRONICS
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3.2.2.1.7.1 Removable Hard Drive 150 Meg - The first RHD unit will be a ruggedized 150
Megabyte hard disk drive contained in an aluminium cartridge. This cartridge will be mounted and
locked into a separate housing assembly which opens onto the front panel of the Core Facility.
This unit is shown in Figure 3.2.2.1.7.1-1.

Data and power will be supplied to the cartridge through a self aligning connector mounted in
the rear. The front panel will have a sturdy handle for insertion and removal of the drive unit. The
guide rails will make improper insertion impossible. The data interface for the Removable Hard
Drive (RHD) will be supplied supplied by a SCSI interface which will tie the RHD into the either
the VPU's CPU or into the CCUs' main bus, depending on the needs of the facility.

The hard-disk cartridge will be held in the housing assembly by a latching door. This door
will not only lock the drive into place, but also will activate an interconnect switch for cutting off
the power to the drive before the drive can be removed from the assembly. This power down
feature will retract the drive's recording heads to a safe landing zone and latch them into place.

The Ruggedized Hard Drive will be utilized as non-volatile storage for the Space Station
Furnace Facility. This unit can act as a temporary storage media prior to data being written to the
high density tape drive, as well as separate logging of BIT history or other auxiliary data that
doesn't require a great deal of storage.

3.2.2.1.7.2 Removable Hard Drive High Density (2 GigaByte) - This higher capacity
system (shown in Figure 3.2.2.1.7.2-1) Removable Hard Drive 2 Gigabytes will be similar in
implementation to the first unit, but with more capacity and consuming greater space. It is feasible
that if no video is required by the facility, and data requirements are low, that this unit could
conceivably be used for storage of the experiment data normally written to the High Density
Recorder. This mass data storage system will be capable of up to 2.4 GBytes of removable
storage, based on hard drive technology. The drives themselves will be hardened and encased in
canisters that are capable of containing 172 MBytes per container to 1.2 GBytes.

The drive units will be capable of 15 G's operating and 60 G's non-operating. Interface will
be accomplished through a SCSI interface to either the CCU or to the VPU, as required by the
facility configuration..

3.2.2.2 EXPERIMENT RACK INSTRUMENTATION - The experiment rack instrument
will consist of a Furnace Control Unit (FCU, SSFF DMS-FCU-011), a Furnace Actuator Unit

(FAU, SSFF DMS-FAU-012), and a Distributed Core Monitor Unit (DCMU, SSFF DMS-
DCMU-013). This configuration will provide data acquisition (parameter monitoring) and stimulus
(parameter manipulation) for both the experiments and the distributed core facility components.
There will be a complement of these three items for each of experiment rack installations.
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The FCU will be used as a reconfigurable furnace controller and will provide the furnace
facility with housekeeping monitoring, and control functions. The FCU will also communicate
with both the CCU (via the Furnace DMS Bus), and in turn will pass on control commands to the
Furnace Actuator Unit for stimulus to the experiment apparatus. '

] The Furnace Actuator Unit will supply the control interfaces to the furnace module which will

consist of: sample manipulation, furnace translation, camera interface and positioning, etc. The
FCU and FAU will contain similar processors, memory and architectures as the Core
Processor/Controller (in the CCU) with differences being in the number of I/Os, memory, and
resulting physical sizes. 7

3.2.2.2.1 Furnace Cantroller Unit - The FCU will provide overall control of the SSFF
interfaces to the furnace module for acquisition of temperature, pressure, and flow rates. The FCU
will be designed as a reconfigurable unit with the following standard slots: an integral power
supply; Furnace Bus Interface Unit (FBIU); a processor/memory board (386-based processor, 20
Mhz and 4 Mbyte RAM) which also contains a MIL-STD-1553 interface for communication with
the Furnace Actuator Unit (Sec. 4.5.2), an auxiliary communications slot, and up to five I/O slots.
- The motherboard for the unit will be designed so that there are two different digital buses. The
first bus structure will be dedicated to the higher speed communications between the processor and
its' high speed I/Os (the Furnace Bus Interface Unit (FBIU) & the Auxiliary Communications
Slot). The second design will be utilized for the communications with the various lower speed [/O
interfaces (Thermocouples, Resistive Thermal Devices (RTD's), positional indicators, discretes,
and other signals in need of conditioning or conversion). An isometric view of the FCU is shown
in Figure 3.2.2.2.1-1, and the block diagram and card complement are shown in Figure 3.2.2.2.1-
2.

3.2.2.2.2 Furnace Actuator Unit - The Furnace Actuator Unit (FAU) will be very similar
in design to the FCU, except that it will be designed to primarily provide output signals to the
Furnace assembly for operation of the motors and mechanisms necessary for furnace operation.
Through keeping most of these high output current drive circuits out of the unit concerned with
acquisition of very low level signals (the Furnace Control Unit), and each box therefore optimized
for its' own particular task, the result will be an accurate and versatile system for motion control
(without compromise). An isometric view of the FAU is shown in Figure 3.2.2.2.2-1, and the
block diagram and card complement are shown in Figure 3.2.2.2.2-2.

The Furnace Actuator Unit will consist of a Integral Power Supply, a microcontroller board
(withhMIL-STD-1553 interface), and a series of I/Oslots. The FAU will receive its commands via
the MIL-STD-1553 link from the Furnace Control Unit, and in turn responds with data and status
when requested. As is shown in Figure 3.2.2.2.2-2, the FAU contains an MIL-STD-1553 link,
coupled with a supervisory microcontroller and I/O cards which will include: Experiment Sample
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FIGURE 3.2.2.2.1-2 - FURNACE CONTROL UNIT
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FIGURE 3.2.2.2.2-1
FURNACE ACTUATOR UNIT
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FIGURE 3.2.2.2.2-2 - FURNACE ACTUATOR UNIT

positional priver, stepper motor controller, a optically-isolated discrete output card with TBD
channels, analog voltage card for generating fixed or variable analog signals, discrete inputs, and
- low accuracy analog input channels.

3.2.2.2.3 Distributed Core Monitor Unit- The Distributed Core Monitor Unit (DCMU)
will be a data acquisition system which will monitor functions for the other SSFF sub-systems in
the Experiment Racks as an extension of the CCU. Communication to/from the CCU is
accomplished via a MIL-STD-1553 link (the Core DMS Bus). The Fluids, Thermal, and Power
sub-systems will all be monitored by this system, and the DCMU also will monitor items such as
thermal conditions of other boxes to insure that other systems in the Experiment Rack are not
overheating. If this should be the case, and any units are going over temperature, the DCMU will
inform the CCU of the conditions with the appropriate status information. This will allow the
CCU to initiate the appropriate actions, and if necessary, report the status back to the Space Station
Freedom DMS. An isometric view of the DCMU is shown in figure 3.2.2.2.3-1, while a block
diagram of the unit is shown in Figure 3.2.2.2.3-2.

These DCMU interfaces (where analog) will provide low accuracy (8-10 Bit) acquisition
channels for confidence monitoring, to insure that the other sub-systems of the SSFF are operating
properly. This extension of the CCU will allow the Core Control Unit to perform confidence
monitoring upon the other sub-systems to guarantee the safe operation of the SSFF. The DCMU
will also have limited capability of taking over the 1553 Core DMS Bus in case of a problem with
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FIGURE 3.2.2.2.3-2 - DCMU BLOCK DIAGRAM

the CCU. Power, Thermal, or Gas sub-systems can be configured for a minimum safe
configuration and the entire facility can be shut down if necessary.

3.3 SAFETY
The use of computer based hazard control systems is addressed in NSTS 1700.7B,

Paragraph 201.1e and is designated as applicable as written in the SSF Addendum to 1700.7B.
The emphasis in this requirement is placed on attaining independent/redundant controls. A single
computer is considered zero fault tolerant and can serve as only one hazard control. For example,
if both temperature and pressure within a furnace must be monitored and controlled by computer to
prevent a hazard, two independent computer/software sets would be required, one to control
temperature and one to control pressure. This is necessary to achieve the required level of fault
tolerance. This requirement is presented to assure that this requirement is understood and properly
implemented as the detailed design develops.

The SSFF Data Management Sub-System will accommodate this requirement through the use
of redundant data buses and multiple processors involved in the monitoring and control of the
facility. The primary method of safety backup control is the approach that the furnaces are
monitored by both the Furnace Control Units and the Distributed Core Monitor Units (which also
serve to monitor the Core services being provided to the furnaces (Thermal, Gas, and Power)).
The resulting data will be transmitted back via separate data paths (Experiment DMS Bus and the
Core DMS Bus) and the data will come together at the Core Control Unit which will issue
commands to the Core Services via the CMCU (which is providing monitoring and control of the
other sub-system Core Services). Through this method, the SSFF will provide redundant
rannitoring and multiple processor verification of the command stream to the services.

As an added safety measure (in the event of CCU failure), there are two added scenarios that
are implemented. All of the Core Sub-System interfaces (TCS, GDS, and PDS) will be resident
on the 1553 Core DMS bus, for good reason.

3-39



320RPTO008

If the CCU were to issue (or not issue) commands that provide for the safe operation of the
facility, through dynamic bus control (one of the modes of 1553) either the CMCU or the DCMU
can issue commands to provide control of the Core DMS Bus limited to the safing of the faciliry.
This would involve safe modes for the PDS, TCS, and GDS sub-systems, and therefore safe the
facility (if necessary, the power could be pulled on components causing problems).

In the event that the current Bus Controller would not release the Core DMS Bus to the
secondary Bus Controller (although illegal by 1553 protocol), a hardwire control over all the
transceiver chip sets in all residents on the bus will be implemented to provide a non-interruptable
method of terminating broadcast privileges of the current Bus Controller. This will cause the unit in
question to be set into an listen only capacity. In this mode, the secondary master will implement a
safe shutdown of the facility.

Through these methods, safe operation of the SSFF is insured to meet the requirements for
operation aboard Space Station Freedom.

3.4 INTEGRATED RACK COMPONENT POSITION
The following Figures 3.4-1 and 3.4-2 show the location of the DMS components in the

Core and Experiment Racks respectively.
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4. RESOURCE REQUIREMENTS

TABLE 4-1. DMS MASS PROPERTIES

Unit Mass Total
Component | Quantity (KG) Mass (KG) §
Core Control Unit 1 25 25 :
Furnace Control
Unit (FCU) 2 27 54
Fumace Actuator
Unit (FAU) 2 22 44
Core Monitor and
Control Unit (CMCU) 1 19 19
Distributed Core
Monitor Unit (DCMU 2 10 20
Reprogramming
' Unit 1 2 2
Hard Drive
150 Megabyte 1 2 2
Hard Drive
2 Gigabyte 1 22 2
High Density
Recorder 1 29 29
HDR Playback
Electronics 1 18 18
Crew Interface 1 10 10
Video Processor 1 27 27

Total

4-1
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\ =4
TABLE 4-2. POWER REQUIREMENTS
Power (ea.)] Power
Component | Quantity | (Watts*) | Total (W*)
Core Control Unit 1 155 155
Furnace Comrol'
Unit (FCU) 2 103 206
Furnace Actuator
Unit (FAU) 2 120 240
Core Monitor and
Control Unit (CMCU) 43 43
Reprogramming Unit 20 20 — -
Hard Drive (150) 20 20
Hard Drive (2G) 84 84
High Density
Recorder 204 204
Crew Interface 60 60
Video Processor 145 145
Distributed Core
Monitor Unit 48 96
Total 1273
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TABLE 4-3. MEASUREMENT & CONTROL LIST

Furnace In;llt/OurPut Summaries

43

CGF PMZF
Analogs (Al) 123 220
Thermocouples 40 100
RTDs 40 40
Volt, Current, etc. 43 80
Discretes (DI) 68 68
Analogs (AQ) 10 35
Discretes (DO) 27 27
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Subsystem # inputs Unit Sample Parameter # of Bits Signai
Interfaces per_Para. _Number Rate (sps) Range (Anaiog) Purpose Location
input_Signais CMCU ]
3 1 TCS PT-01,02,05 1 0-5 volts 8 |Pressure Core
2 1 TCS-PP-01-05,06 1 [0-5 volts 8 |Pressure Core
1 1 _TCS PPO1 1 10-5.1 volts 8 mutator Oty. Core
Source) DC Vokage 1 1 TCS PP-01 1 051 vae 8 P Te iCore
DC__ 2 2 TCS FM-01,02 1 [Detta Measur, 8 Flow Rate Core
[] 1 TCS TS-01>04 11 1 IChma 8 [Temp. 3 Wire Cors
] 1 TCS TS-01>04,11 1 [Ohme 8 [Temp. 3 Wirs iCore
1 h] 1CS PP-O1 k| [Ohms 8 Pressurs Sensor ICore
2 h] TCS FCV-01>02 1 j0-5 voits 8 [Fiow Rate iCore
1 g GDS Mv-03 1 Potentioneter 8 [Vaive Position Core
3 1 GDS PT-01>03 1 [Ohms 8 4 wire) Pressure Sensor__ ICore
1 1 PCDS-001-005 1E. |0-240 Vdc 8 Monitor SSF Supply |Core
1 2 PCDS-001-005_ 1E+03  |100 smps 8 Dnitor upply ICors
1 1 PCDS-001-006 1E+03 _ [0-240 Vde [] ior SSF Supply ICors
1 2. PCDS-001-006 1E+03  [100 amps 8 itor SSF Supply iCore
1 1.dift, sig. PCDS-001-001 1E+00  [0-Svdc 8 Moritor Unit Temp Core
1 1 dift, 8ig. PCDS-001-002 1E+00 [0-Svde 8 Aonitor Unit Temp Core
1 10, sig. PC 01-003 1E+00 _ [0-5vde 8 itor Unit Temp iCore
1 1 dift, sig. PCDS-001-004 1E+00 5 Monitor Unit Termp iCore
1 1. sig. PCDS-001-005 1E+00__ |0-5vde Monitor Unit Temp Cors
1 1 dit. sig. PCDS-001-006 1E+00___ [0-Swdc Monitor Unit Temp ICore
2 4 _ TCS FCV-01>02 1 Binary Readout Valve Position Core
2 1 TCS S0-01>02 1 Cloaurs Flow onvoff Cors
4 2 GDS SV-01>04 1 IClosure [Vaive on/olt ICors
2 2 TCS SO-01>02 1 j0-22v, 60ms min |Soind. vaive drive Core
2 2 TCS SO-01>02 _1 [0-22v, 80ms min _iSoind, vaive drive Core
4 2 GDS SV-01>04 1 j0-28v, 100ms min ‘Soha.vdwd'm Core
mmunicstions
MIL.STD-1553 [ 2Buses PCDS-001-001 N/A NA NA__ |RPCM Cantrol/Monitoring _ [Cors, =
MIL-STD-1553 1 2 Buses PC 1002 NA N/A NA PCM Control/Monitoring _ [Core
iL-STD-1553 1 2 Buses PCDS-001-003 N/A N/A N/A__ICore Power Distributor [Corse
MIC-STD-1553 1 2 Buses PCD 004 NA _NA N/A___ICore Powsr Distributor ___ [Core
1L-STD-1553 1 Buses PCDS-002-001..040 N/A N/A N/A iCore Power Distributor Cors
iL-STD-1553 1 2 Buses PCDS-002-041..072 NA N/A N/A___|Core Power Distributor Core
PC/DMS Signals (contsined in PCDS-002)
nput Signais
40 1 diff. siq. PCDS-002-001..040 1E+00 0-Svde_ 8 Monitor Unit Temp iCore
DC 2 1df, sig. | PCDS-002-041,.072 1E+00  10-Swdc 8 [Monitor Unit Temp |Core
Signais : 1
DC 40 1 PCDS-002-001..040 1E+02  |0-12vde ]Pcwv module control [Core
DC 32 1 PCDS-002-041..072 1E+02 10-12vde Power module control Core
« Vi 40 1 PCDS-002-001..040 1E+02 10-Swic Onvolt Control Core
[Discrete -V 32 1 PCDS-002-041..072 1E jOrvot! Control Core

TABLE 4-4. - CORE RACK
DMS SUBSYSTEM INTERFACES

(TCS, GDS, PCDS)

(



320RPTO0008

4 Inputs Unit Sample | Paramster | # of Bits Signal
Intertsces per Para. Number Rate (sps) Range _(Analog) Purpose Location
Experiment Rack #1 Signais
1 1 TCS PT03 1 *gs voits 8 Pressurs i
1 2 TCS FM-03 1 Deita Measur. 8§ |FlowRate EAN
3 1 TCS TS-05>07 1 Chms 8 i!m 3 Wire ERM
1 1 TCS FCV-03 1 0-5 voits 8 Fiow Rate ER#t
40 1 diff sig. PCDS-006-001 1 - 10-24vdc 8 voltage meas, ER#
40 1 oif. sig, PCDS-006-001 1 0-10amps 8 lcurent meas. ER#Y
3 1 GOS PT-04>08 1 Chms 8 (4 wire) Pressure Sensor __ [ER#1
1 GOS SV-08.07 1 Ohms 8 [Vaive Position ER#M
T80 GOS CS-01,02 T80 T80 TBO _ |Measurs Contamina ER#1
8 GDS SV-06,07 1 Binary Readout 4 [Vaive Position ER#
1 2 GDS Sv-08 1 @
3 8 TCSFCV-a3 3 Binary Aesdout
1 k| TCS SO-03 1 Closure
1 1 PCDS-004-002 1E+03 _[0-240 Vde 8
1 2 PCDS-004-002 1€+03  [100amps 8
32 A PCDS-008-001 2E+00 124 Vdo 8
32 2 PCOS-008-00% 16403  132amps 8
111 ditecential PCDS-004-002 16400 |0-Svde 8
1 |1 differential sk PCOS-006-001 1E+00 -]
1 |1 diferontinl P 1E+00 8
1___}1 dfterential PCDS-009 1€400 [0-Svde 8
D T80 PCDS-000 T80 TED =
FAU #1_Signals
lOutput Signais ER#1
|__Open Collector 1 2 TCS sO-3 1 ERM
Mot Orve 4 2 GOS SV-08,07,09,10 1 &
4 2 GOS SV-08,07,08,10 1 ERAM
Collector 2 2 G0S SV-05, 08 1 [1]
MRL-STD-1553 1 2 Buses PCDS-004-001 NA #1

TABLE 4-5. - EXPERIMENT RACK #1
DMS SUBSYSTEM INTERFACES
(TCS, GDS, PCDS)



320RPT0008

__Subsystem # Inputs Unit Sampie Paramster | 4 of Bits Signai
. Interfaces per Pars. Number Rate (3ps) Range {Anaiog) Purpose Location
Experiment Rack #2 Signals
(OCMU and FCUS2 Signals

1 1 __TCSPT-04 1 0-5 voits

1 2 TCS FM-04 1 Detta Messur.

3 1 TCS TS-08>10 1 [Ohrms

1 1 TCS FCV-04 k] [0-5 voits

1 8 TCS FCV-04 1 |Binary Readout

1 1 TCS S0-04 Al [Closure

3 1 GDS PT07>08 1 Ohms

2 1 GDS SV-00,10 1 [Ohme

2 T80 GDS €5-03,04 18D (TBD

2 8 GDS SV-09,10 1 iBigm Readout

1 2 GDS Sv-08_ 1 Closure
40 1 diff sig. PCDS-007-001 1 j0-24vde _8
40 1 diff. sig, PCDS-007-001 1 j0-10amps. 8
1 1 PCOS-005-002 1E+03 J0-240 Vdc 8
1 2 PCDS-005-002 1£403  [100& 8
7] 1 PCDS-007-001 2E+00 |24 Vdc B
kev 2 PCDS-007-001 1E+03 132 amps ]
1 J1 ciiferential PCDS-005-002_ 1E+00 _ l0-Swic g
1|t citferential PCDS-007-001 1E+00 0-Svde

1 1 citferentiai PCDS-005-001 1E+00 oc

1__ |1 cifferentiad PCOS-010 1E+00 _ 10-Svde

T80 T8D PCDS-010 T80 180 TBD

1 2 TCS SO-04 1 j0-22v, 60ms min

4 2 GOS SV-06,07,09,10 1 [Stppr Mr Orv.

4 2 GDS SV-06,07,09,10 h| [0-28v, 100ms rmin

2 2 GDS SV-05, 08 1 j0-28v, 100ms min

k] 2 Buses PCDS-005-001 NA N/A

TABLE 4-6. - EXPERIMENT RACK #2
DMS SUBSYSTEM INTERFACES
(TCS, GDS, PCDS)
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ISSUES AND CONCERNS

5.
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APPENDIX A

Future trades and analyses that may be conducted and may be necessary as the design

develops are:

1.

SSF data interface: The SSFF must interface to the SSF DMS for top level management
and control, communications to the ground and crew, and to access services €.g. mass
storage, that are provided via the DMS by the Space Station. There are five options that
are available to the payload rack. Each of these will be analyzed and compared to the
others to determine the most appropriate. Since DMS resources are in a continuous state
of flux, this is a trade that must be done often.

Mass storage: The SSFF requirement for mass storage is to accommodate different
experiment timelines and programs and to permit temporary archiving of science mission
data. These requirements need to be reviewed to determine the most appropriate medium
as technology and SSF capabilities change. Candidates for this analysis will include the
SSE Mass Storage Unit (MSU), SSF ZOE recorder (if implemented), local hard disk
(optical and magnetic), tape (optical and magnetic), and solid state memory.

Displays: Even though a Video display selection has been made, advances in technology
point out that this must be tracked to have a design in excess of the state of the art today.

The Reprogramming of Experiments: This trade study has been done to assess the
feasibility of different technologies for use in the software reconfiguration of the SSFF.
Some of the technologies include: CDROM, magnetic tape, WORM drives, EEPROM
cards, etc. Even with a selection is made for today, it is possible, due to the modularity of

.the SSFF to upgrade at a later time. Advances in technology might prove advantageous

to perform an upgrade in the future. This is an option that must be periodically
reassessed.

A2
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SSFF DMS-CCU-001
SSFF DMS-CIC-002
SSFF DMS-RU-003
SSFF DMS-RHD-004
SSFF DMS-RHDHD-004
SSFF DMS-HDR-005
SSFF DMS-HDRPB-006

SSFF DMS-HDRB-007

SSFF DMS-VPU-008

SSFF DMS-CMCU-009

SSFF DMS-CPCS-010-001, -002
SSFF DMS-FCU-011

SSFF DMS-FAU-012

SSFF DMS-DCMU-013

APPENDIX B

B-2
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Core Control Unit

Crew Interface Computer
Reprogramming Unit
Removable Hard Drive
Removable Hard Drive High Density
High Density Recorder

High Density Recorder Playback
Electronics

Removable Hard Drive

Video Processor Unit

Core Monitor and Control Unit.
CPC Stimulus

Furnace Control Unit

Furnace Actuator Unit
Distributed Core Monitor Unit

(
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer -
Last Update: 4/4/92
Item Name: Core Controller Unit
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: Core Rack :
P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 25
Length (cm): 25.4
Width (cm): 37.47
Height (cm): 25.4
Power: 155 )
Specification ID: SSFF CEI Specification, SSFF DMS-CCU-001 Core Control Unit
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function

Functional Description: The Core Control Unit (CCU), communicates with the SSF CDMS
system, controls and monitors the other SSFF Systems, logs data, and displays the status
information of the experiments undertaken by the furnaces in the SSFF. There are many different
subsystems contained in the CCU: a Space Station Freedom DMS Network Interface Unit (NIU);
SSF Bus Interface Unit (MIL-STD-1553); Furnace Control Bus Interface Unit (FBIU); Core
DMS Bus Interface (MIL-STD-1553); Core Processor/Controller (CPC); Local Memory for the
CPC consisting of EEPROM/RAM; Small Computer System Interface (SCSI); Video Telemetry
Interface; Auxiliary Serial Computer Interface; and a Power Supply.

Potential Uses: Space Station Interface, overall process orchestration, monitoring, and control,
timeline control.

Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:
Center: MSFC
NASA Contact: Arthur S. Kirkindall
Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating: :

B3
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer
Last Update: 4/4/92 ,
Item Name: Crew Interface Computer
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: Core Rack
P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 10
Length (cm): 45.72
Width (cm): 42.55
Height (cm): 35.4
Power: 60 '
Specification ID: SSFF CEI Specification, SSFF DMS-CIC-002 Crew Interface Computer
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function
Functional Description: PC/AT compatible computer features a 9.7" 640 x 480 pixel VGA
compatible active matrix display, 80386 or 80486 Processor,. 120 MByte ruggedized hard drive,
101 key keyboard with track ball, EISA Bus Option, Video digitizer board for viewing RGB or
NTSC video along with tabular data. '

Potential Uses: GRiD type application workstation for interface to compixtcrs, and for
reconfiguration/control/monitoring.

' Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC

NASA Contact: Arthur S. Kirkindall

Organization: MPS

Project Scientist: TBD

Contractor Contact: James G. Campbell

Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B4
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer Drive (Storage Unit)
Last Update: 4/4/92
Item Name: Reprogramming Unit
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 2 Kg
Length (cm): 18
Width (cm): 15
Height (cm): 6
Power: 20 watts
Specification ID: SSFF CEI Specification, SSFF DMS-RU-003 Reprogramming Unit
Applicable Drawings: TBD ;
Manufacturer: TBD
Systems Integrator: TBD

Function
Functional Description: Holds Facility and Experiment configuration, time lines, and
scenarios, in a non-volatile format for easy reconfiguration of facility and experiment equipment.
EEPROM Cartridge based for high reliability (MTBF 70,000 hr). 40 Meg available now. 100
Megabyte available in near future (93).

Potential Uses: Mass, non-volatile storage of data for other pieces of equipment aboard space
station. Conceivable uses involve experiment data storage for low rate generation payloads during
MTGC, or as an effective mass storage media during PMC when crew change out of media is
possible. Removability of media facilitates ease of transport of new configurations of facility or
experimental hardware with increment trips of NSTS during MTC.

' Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC

NASA Contact: Arthur S. Kirkindall

Organization: MPS

Project Scientist: TBD

Contractor Contact: James G. Campbell

Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer Hard Drive
Last Update: 4/4/92
Item Name: Removable Hard Drive
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 3
Length (cm): 25

‘Width (cm): 6

Height (cm): 20

Specification ID: SSFF CEI Specification, SSFF DMS-RHD-004 Removable Hard Drive
Power: 10 max

Applicable Drawings: TBD

Manufacturer: TBD

Systems Integrator: TBD

Function
Functional Description: The RHD unit will be a ruggedized 150 Megabyte hard disk drive
contained in an aluminium cartridge. This cartridge will be mounted and locked into a separate
housing assembly which opens onto the front panel of the CCU.
Data and power will be supplied to the cartridge through a self aligning connector mounted in
the rear. The front panel will have a sturdy handie for insertion and removal of the drive unit. The
guide rails will make improper irisertion impossible. The Data interface for the Removable Hard

" Drive (RHD) will be supplied supplied by a SCSI interface which will tie the RHD into the CCUs'

main bus.

The hard-disk cartridge will be held in the housing assembly by a latching door. This door
will not only lock the drive into place, but also will activate an interconnect switch for cutting off
the power to the drive before the drive can be removed from the assembly. This power down
feature will retract the drive's recording heads to a safe landing zone and latch them into place.

The Ruggedized Hard Drive will be utilized as non-volatile storage for the Space Station
Furnace Facility. This unit can act as a temporary Storage media prior to data being written to the
high density tape drive, as well as separate logging of BIT history or other auxiliary data that
doesn't require a great deal of storage.

Potential Uses: Memory buffer for High Density Recorder, storage of Experiment or Facility
log data.

Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:
Center: MSFC
NASA Contact: Arthur S. Kirkindall
Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-6
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer Hard Drive - High Density
Last Update: 4/4/92
Item Name: Removable Hard Drive
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 22
Length (cm): 62.23
Width (cm): 48.26
Height (cm): 22.23
Specification ID: SSFF CEI Specification, SSFF DMS-RHDHD-004 Removable Hard Drive
High Deansity
Power: 200 max .
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function
Functional Description: Mass Storage system capable of up to 2.4 GBytes of removable
storage, based on hard drive technology. The Drives themselves are hardened and encased in
canisters that are capable of containing 172 MBytes per container to 1.2 GBytes.
The drive units are capable of 15 G's operating and 60 G's non-operating. Interface is

" accomplished through a SCSI interface.

Potential Uses: Memory buffer for High Density Recorder, storage of Experiment or Facility
log data.

Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC

NASA Contact: Arthur S. Kirkindall

Organization: MPS

Project Scientist: TBD

Contractor Contact: James G. Campbell

Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B-7
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Digital Tape Drive
Last Update: 4/4/92
Item Name: High Density Recorder Drive
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 29
Length (cm): 64
Width (cm): 43
Height (cm): 14
Power: 70 -
Specification ID: SSFF CEI Specification, SSFF DMS-HDR-005 High Density Recorder
Applicable Drawings: TBD '
Manufacturer: TBD
Systems Integrator: TBD

Function
Functional Description: The HDR will have a storage capacity of 1.88 TeraBits and will be
used for storage of experimental data which is to be gathered. The HDR will consist of a formater
and a tape drive unit.
The formatter will take the data from either the optional high speed data bus (or from the
standard backplane I/O bus) and will log this data with header information, add Reed/Solomon
Code, and Error Detection And Correction (EDAC) data, serialize the results, and feed the resulting = =
data to the tape drive for storage. The formatter/controller will also control the operation (ramp up, \
record, playback, ramp down, fast forward, rewind) of the tape drive itself.
Thctapcdrivcandtapcwillbeanintcgralunitwhichwillallowtthriveandthctapctoboth
be removed as a single unit for transport to ground. This concept will allow for ease of unloading
and loading of tape as well as checkout and periodic maintenance of the heads and drive
mechanism on the ground instead of in microgravity. The higher reliability playback and
formatter/controller electronics will be housed in a separate unit which remain as part of the core
facility in which the drive can dock.

Potential Uses:

Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC

NASA Contact: Arthur S. Kirkindall

Organization: MPS

Project Scientist: TBD

Contractor Contact: James G. Campbell

Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer
Last Update: 4/4/92
Item Name: High Density Recorder Playback Electronics
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF ,
Mass (kg): 18
Length (cm): 63.5
Width (cm): 42.67
Height (cm): 13.34
Power: 134
Specification ID: SSFF CEI Specification, SSFF DMS-HDRPB-006 High Density Recorder
Playback Electronics
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function
Functional Description: The HDR Playback Electronics, when playback is desired of the
stored data on the High Density Recorder, takes the data and performs the operations necessary for
recovery of the recorded data. This involves equalization, bit synchronization data decoding, and
output formatting. Also included is a compliment of BIT circuitry for test of data integrity during
playback.

Potential Uses: unformatting of data from Helical Scan Digital Recorders.

Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center;: MSFC

~“NASA Contact: Arthur S. Kirkindall

Organization: MPS

Project Scientist: TBD

Contractor Contact: James G. Campbell

Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B9 -
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Catalog of Selected 7
Space Station Freedom Experiment and Support Equipment
ITEM
H/W Class: Digital Data Storage Device
Last Update: 4/4/92
Item Name: High Density Recorder Buffer
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 2
Length (cm): 25
Width (cm): 6
Height (cm): 23
Specification ID: SSFF CEI Specification, SSFF DMS-HDRB-007 Removable Hard Drive
Power: 10 max
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD
Function
Functional Description: Buffer storage of data to be stored on the High Density Recorder to
avoid problems with start up and loading of the recorder. Removable hard drive technology.
Potential Uses: Extra storage capacity for BIT information or other facility data.
Status A 4

Hardware Availability Information- )

Location: TBD

H/W Status: Conceptual Design Phase

Delivery Date (New Hardware): N/A

Flight Manifest: MB-10

Quantity:
Center: MSFC
NASA Contact: Arthur S. Kirkindall
Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-10
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment
ITEM
H/W Class: Computer
Last Update: 4/4/92
Item Name: Video Processor Unit
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 27
Length (cm): 25.4
Width (cm): 48.9
Height (cm): 25.4
Power: 145
Specification ID: SSFF CEI Specification, SSFF DMS-VPU-008 Video Processor Unit
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function
Functional Description: The Furnace Facility Video Processor (VP) will be designed as a unit capable of
capturing NTSC (or related format video) from CCD imager arrays Iocated in furnace assemblies, and then digitizing,
frame grabbing, and/or processing the resulting image. The video data (after digitization and any compression or
processing) is then made available to the Furnace Facility Processor for additional evaluation and/or storage in the
High Density Recorder.

- As part of the processing available, the system will be scarred include a JPEG/MPEG Standard Compander
which will allow for a variable compression ratio (or no compression at all) o be applied to the data for storage.
The design will also be able to accommodate a video pixel processor which can do interpretation of video data, and
return numerical data to the ground for evaluation,

Whea the Video Interface is required by the CCU to capture video data, the Core Control Unit will write
selection word(s) to the video processor for the amount of compression (if desired) and TBD parameters needed for
digitization. The CCU will then instruct the Video Interface to start the digitization process. ‘When this task is
complete, the Video Interface will alert the CCU that the digitization task has been completed through the initiation
of an interrupt. This completed data can then be routed to the destination of the CCU's choice; for storage, display,
and/or downlink.

The VPU also contains a CPU to control the operation of the High Density Recorder, Playback Electronics,
and HDR Buffer via an RS-422 link, and is also capable of merging non-video facility data with the video data for
storage on the HDR. Also included is an HRDL interface for transmission of data to the SSF HRDL Patch Panel
and thereby to ground.

Potential Uses: Processing of video data, compression, decompression.

) Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:
Center: MSFC
NASA Contact: Arthur S. Kirkindall
Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-11
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer
Last Update: 4/4/92
Item Name: Core Monitor and Control Unit
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 20
Length (cm): 25.4
Width (cm): 34.29
Height (cm): 25.4
Power: 43
ISJpeciﬁ(mtion ID: SSFF CEI Specification, SSFF DMS-CMCU-009 Core Monitor and Control
nit.
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function

Functional Description: The CMCU will be a data acquisition and stimulus system which will
provide I/O cards that monitor and control functions for the other systems in the Core Facility.
Communication is accommodated with the Core Control Unit in the CMCU design through a 1553
link on which the CMCU is a Remote Terminal. The CMCU responds to requests for data by the
CCU which supervises the operation of the other subsystems in the Core. The Fluids, Thermal,
and Power systems will all be monitored by this system, and monitors items such as thermal
conditions of other boxes to insure that other systems in the SSFF are not overheating and in
thermal runaway. If this should be the case and any units are going over temperature, the CMCU
will inform the CCU of the conditions with the appropriate status information. This will allow the
CCU 1o initiate the appropriate actions, and if necessary, report the status back to the Space Station
Freedom DMS. :

These interfaces (where analog) will provide low accuracy (8-10 Bit) acquisition channels for
confidence monitoring, to insure that the other subsystems of the SSFF are operating properly.
This will allow the Core Control Unit to perform confidence monitoring upon the other subsystems
to guarantee the safe operation of the SSFF.

Potential Uses: Remote data acquisition and control system.

Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:
Center: MSFC
NASA Contact: Arthur S. Kirkindall
Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-12
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer
Last Update: 4/4/92
Item Name: CPC Stimulus
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L. Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 27
Length (cm): 25.4
Width (cm): 31.75
Height (cm): 25.4
Power: 44
Specification ID: SSFF CEI Specification, SSFF DMS-CPCS-010-001, -002 CPC Stimulus
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function

Functional Description: The Core Power Conditioner Stimulus (CPCS) contains the current
modulation devices for the programming and control of the different heater elements in each of the
furnaces. The CPCS receives its instructions from either the CCU or the FDACS to set the heater
clements to a certain level of current. This information is transferred to the CPCS via the SSFF
DMS Bus, which links the CCU, the FDACS, and the CPCS. The CPCS consists of: a Mil-STD-
1553 interface for communication with the CCU (which transfers commands and data from the
CCU 1o the CPCS); the CPCS Microcontroller (CPCSM), processes and controls data within the
CPCS unit; CPCS Analog Control Module CPCS ACM, generates voltages to set the DC/DC
Converters and feeds this voltage to them via twisted shielded pairs of wires; the DC/DC
converters, which control the current supplied to the furnace heater elements. The Core Power
conditioners have their major control algorithms and experiment profiles are all contained in the
Core and downloaded to the CPCS1553 for local storage by the Power Microcontroller. These
routines are then invoked via commands received from the CCU, dictating the change of element
currents, report of status, running of BIT, or whatever other actions are defined by the firmware.

Potential Uses: Control of Thermo Electric Devices, or other transducers which require a
voltage modulation stimulus.

‘Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:
Center: MSFC
NASA Contact: Arthur S. Kirkindall

-QOrganization: MPS

Project Scientist: TBD

Contractor Contact: James G. Campbell

Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:

B-13
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Catalog of Selected L4
Space Station Freedom Experiment and Support Equipment

- ITEM
H/W Class: Computer Data Acquisition System
Last Update: 4/4/92
Item Name: Furnace Control Unit
Subsystem: Command and Data Management Subsystem Equipment
Assembly Name: P/L Name: Space Station Furnace Facility
P/L. Acronym: SSFF
Mass (kg): 27
Length (cm): 25.4
Width (cm): 47.63
Height (cm): 25.04
Power: 103 )
Specification ID: SSFF CEI Specification, SSFF DMS-FCU-011 Furnace Control Unit
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function

Functional Description: The Fumace Contoller Unit serves (as the name implies) as an instrumentation
and control system that interfaces with the furnace. This unit monitors the conditions associated with the furnace
and is capable of controlling different aspects of the experiment associated with furnace operation.  From the
monitoring perspective, the FCU serves to acquire thermal information on the furnace, as well as discrete switches
and positional sensors that are a part of the furnace or the sample. The FCU is designed as a reconfigurable.modular
box with several standard slots, such as an Integral Power Supply, an FDMS Interface, a Processor/Memory board,
and an Auxiliary Communications Slot. 1/O slots include dedicated Thermocouple slots TBD-channels per card, an
optically isolated Discrete input card slot (TBD channels per card), and an Analog card slot with TBD differential
channels, LVDT, RVDT interfaces. The motherboard for the unit is designed so that there are two different Digital
Buses; one which is dedicated to the higher speed communications links between the processor and its’ high speed
I/Os (the FBIU & the Auxiliary Communications Slot) and another utilized for the communications with the various
lower speed J/O interfaces (Thermocouples, RTD's, positional indicators, discretes, and other signals in need of
conditioning or conversion). -

In addition the FCU supervises a unit called the Fumnace Actuator Unit (FAU) via a dedicated MIL-STD-1553
data bus on which the FCU operates as a Bus Controller, commanding and requesting status from the FAU.

(

Potential Uses:

Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:
Center: MSFC
NASA Contact: Arthur S. Kirkindall
Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell _
Company: Teledyne Brown Engineering, Huntsville AL
Performance Rating:
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

ITEM
H/W Class: Computer,
Last Update: 4/4/92
Item Name: Fumnace Actuator Unit
Subsystem: Command and Data Management Subsystem Eg:xipmcm
Assembly Name: P/L. Name: Space Station Furnace Facility
P/L Acronym: SSFF
Mass (kg): 22
Length (cm): 25.4
Width (cm): 38.10
Height (cm): 25.4
Power: 120 '
Specification ID: SSFF CEI Specification, SSFF DMS-FAU-012 Furnace Actuator Unit
Applicable Drawings: TBD
Manufacturer: TBD
Systems Integrator: TBD

Function

Functional Description: The Furnace Actuator Unit is primarily used for commanding and
controlling operations of furnace activities (translation, actuation, simulus, other various types of
control etc. The FAU receives its commands from a MIL-STD-1553 link on which it is a Remote
Terminal. This link is coupled to the Furnace Control Unit from which it gets its commands and to
whom it sends its status and data. The FAU contains a MIL-STD-1553 serial data link, coupled
with a supervisory microcontroller, and then /O cards which include: Furnace Sample Positional
Driver, a Optically-isolated Discrete Output Card with TBD channels, and Analog Voltage Card for
generating fixed or variable analog signals.

Potential Uses:

Status
Hardware Availability Information-
Location: TBD ]
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity:

Center: MSFC

NASA Contact: Arthur S. Kirkindall

Organization: MPS

Project Scientist: TBD

Contractor Contact: James G. Campbell

Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:
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Catalog of Selected
Space Station Freedom Experiment and Support Equipment

- ITEM

H/W Class: Computer Data Acquisition System

Last Update: 4/4/92 '

Item Name: Distributed Core Monitor Unit

Subsystem: Command and Data Management Subsystem Equipment

Assembly Name: P/L Name: Space Station Furnace Facility

P/L Acronym: SSFF

Mass (kg): 10

Length (cm): 25.4

Width (cm): 24.77

Height (cm): 25.4

Power: 48 ,
Specification ID: SSFF CEI Specification, SSFF DMS-DCMU-013 Distributed Core Monitor
Unit

Applicable Drawings: TBD )
Manufacturer: TBD

Systems Integrator: TBD

Function

Functional Description: The DMCU will be a data acquisition system which will provide Input
cards that monitor for the other systems in the Experiment Racks . Communication is provided in
the DMCU through a 1553 link on which the DMCU is a Remote Terminal. The DMCU responds
to requests for data by the CCU which supervises the operation of the other Core subsystems. The
Fluids, Thermal, and Power systems will all be monitored by this system, and monitors items such
as thermal conditions of other boxes to insure that other systems in the SSFF are not overheating
and in thermal runaway. If this should be the case and any units are going over temperature, the
DMCU will inform the CCU of the conditions with the appropriate status information. This will
allow the CCU to initiate the appropriate actions, and if necessary, report the status back to the
Space Station Freedom DMS.

These interfaces (where analog) will provide low accuracy (8-10 Bit) acquisition channels for
confidence monitoring, to insure that the other subsystems of the SSFF are operating properly.
This will allow the Core Control Unit to perform confidence monitoring upon the other subsystems
to guarantee the safe operation of the SSFF.

Potential Uses:

Status
Hardware Availability Information-
Location: TBD
H/W Status: Conceptual Design Phase
Delivery Date (New Hardware): N/A
Flight Manifest: MB-10
Quantity: :
Center: MSFC
NASA Contact: Arthur S. Kirkindall
Organization: MPS
Project Scientist: TBD
Contractor Contact: James G. Campbell
Company: Teledyne Brown Engineering, Huntsville AL

Performance Rating:

B-16
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EXECUTIVE SUMMARY

The Space Station Furnace Facility (SSFF) will be a payload for use on Space Station
Freedom (SSF) for the processmg of metals in a microgravity environment. The microgravity
environment will be to rcducc the effects of convective flows around the hot/cold interface during
processing of the material. This processing will produce homogeneous crystallization of materials
and samples that can reveal knowledge of the materials that cannot be produced in a one gravity
environment.

The SSFF will be a three-rack facility for Space Station Freedom which will be utilized for
conducting experiments in the US-Lab Module A. The first rack (or Core Rack) will contain the
general utilities needed by the furnaces for the processing of materials and major SSFF DMS
computer services (such as SSF interface, data monitoring, processing, storage, and
transmission). The other two racks, Experiment Racks 1 and 2 (ER1 and ER2), will contain the
furnaces to be operated by the facility, and will be configured so that either one or both furnaces
can be operétcd. These racks will also coﬁtain the specialized monitoring/control units and the
majority of the Mission Peculiar Equipment (MPE) needed by the furnaces.

The SSEE Software (SW) will perform many tasks such as: hardware and software
initializations, external and internal command processing, video processing functions, monitoring
and controlling the SSFF Subsystem components (both core and distributed), downloading of
software and data, uplink/downlink capabilities, hardware and software diagnostics/
troubleshooting and data storage and retrieval which will include database maintenance and
verification. In addition to pcrformmg these tasks, the SSFF SW will include a real-time operating
system, a network manager and numerous I/O libraries for internal and external communications.
It will also provide external interfaces to the SSF Fiber Distributed Data Interface (FDDI), the
Ground Support Equipment (GSE), the High Rate Data Link (HRDL), the Crew and the
experiment unique software that will be developed independently for the actual operation of each of
the furnace modules.

The components of the SSFF SW will be distributed among the Core Facility Rack and the
Experiment Racks. In addition to those parts of the SSFF SW residing in the Experiment Racks,
there will also be the Experiment-Specific Functions (ESF) software which will be developed
separately from the SSFF SW. Whereas portions of the SSFF SW will remain relatively stable,
the ESF will have to be dynamic, i.e. changed frequently, in order to accommodate addition,
deletion or exchanging of experiments and furnaces.

The SSFF SW will be partitioned into Centralized Core Functions (CCF) and Distributed
Core Functions (DCF). The CCF will reside on those SSFF DMS processors residing in the Core

ii
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Rack and the DCF will reside on those SSFF DMS processors residing in each of the Experiment
Racks along with the ESF.

This document details the conceptual design of the Space Station Furnace Facility Software.
It includes a description of the requirements, an overall SSFF SW concept, and descriptions of the
individual software components necessary to perform the SSFF Software tasks.

iii
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1. INTRODUCTION

1.1 SCOPE AND PURPOSE

The scope and purpose of this report is to give an overview of the Space Station Furnace
Facility Software (SSFF SW) requirements and the baseline design concept that meets those
requirements. The report includes a description of the requirements, an overall software concept
and description of the individual software functions necessary to perform the SSFF software tasks.
Software areas and functions that require further analysis and/or trades to be performed are
identified in Appendix A.

The task of requirements definition and design concept development was performed by the
Teledyne Brown Engineering Advanced Programs Division through Marshall Space Flight Center
for the National Aeronautics and Space Administration (NASA).

1.2 GROUNDRULES AND ASSUMPTIONS

The following is a list of ground rules and assilmptions that were used in the concept
development of the SSFF SW.

1. SSFF/Ground interfaces will be handled through the interface to the SSF DMS Services
and will be compatible with either the FDDI or the MIL-STD-1553 bus.

2. Specific, unique software functions are required for each configuration of experiments
and furnaces and will be developed by the experiment/furnace developers.

3. This specific, unique software will be required to request all necessary services and
resources from the SSFF software and will not need to interface directly with the SSF.

4. Certain software functions will be common for each conﬁg'uration of experiments and
furnaces and will be developed by the SSFF developers.

5. The SSFF software functions were derived from both the hardware design concepts and
the Science Capabilities Requirements Document (SCRD). :

I-1
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2. APPLICABLE DOCUMENTS

The following documents, latest revision, form a part of this document to the extent specified

herein.

Recument Number Tide

SSP 30261 Architectural Control Drawing

Rev.D . Data Management System

1 July 91

NAS8-38077 DR-7 Function and Performance

August 1990 Specifications for Space Station
Furnace Facility

JAS55-032 Space Station Furnace Facility

January 1992 Capability Requirements Document

MM 8075.1 MSFC Software Management and Development

January 22, 1991 Requirements Manual

NSTS 1700.7B SSFP Payload Safety Requirements,

December 1991 Draft

2-1
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3. REQUIREMENTS

3.1 GENERAL
The SSFF SW will meet the requirements identified in the, Préliminary Contract End Item

(CEI) Part I for Space Station Furnace Facility, the SSFF Science Capability Requirements
Document, and those requirements derived from analysis of the SSFF operations and furnace
facility mission sets.

The SSFF SW will provide for the following functions: hardware and software initialization;
video acquisition, processing, and distribution; command processing; monitoring and control of
SSFF subsystems; downloading of software and data; uplink/downlink of data, timelines,
commands, and programs; data monitoring and processing; data storage and retrieval; Fault®
Detection, Isolation and Recovery (FDIR) for hardware and software; real-time operating system;
network management; interfacing to the SSF FDDI; interfacing with the crew (keyboard and
display); interfacing with the High Rate Data Link (HRDL); interfacing with Ground Support
Equipment (GSE) and interfacing the ESF software. The SSFF SW will be developed in
accordance with the policies, procedures and guidelines of the MSFC Software Management and

~ Development Requirements Manual, MM 8075.1.

3.2 INTERFACE REQUIREMENTS
This section details the external software interfaces for the SSFF SW system. Figure 3.2-1
illustrates these interfaces. '

3.2.1 S§SFE Software Interface
The SSFF SW will provide the capabilities to communicate with the SSF for

commands/services and transmission of data to ground. At the present time, the actual link is -
TBD; however, it will be either the SSF MIL-STD-1553 BUS or the payload Fiber Distributed
Data Interface (FDDI). The SSFF communications software will conform to the appropriate
protocol.

3.2.2 High Rate Data Link (HRDL) Interface
The HRDL is a physically separate interface from the interface with the SSF FDDI,;

therefore, it requires separate protocol software to handle the one-way transmission. The SSFF
SW will provide an interface function to accommodate transfer of high rate data collected by the
SSFF to the ground. This function will conform to HRDL protocols and support the HRDL
format as necessary (such as the inclusion of "filler" bits into the data sream).

3-1
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HIGH_RATE_ DISPLAY,
DATA DATA
HROL CREW -

FIGURE 3.2-1 SSFF SOFTWARE EXTERNAL INTERFACES
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3.2.3 (Crew Interface
The SSFF SW will provide the capabilities to process keyboard and display data for

receiving input from the crew and generating displays for the crew, respectively. Whenever
possible, COTS software will be utilized for the functionality of this interface.

3.2.4  GSE Software Interface
The SSFF SW will provide the capabilities to communicate with the Ground Support

Equipment (GSE) to support ground checkout. This interface will allow the diagnostic checkout of
the SSFF to be independent of the Space Station Freedom Data Management System. The
software for this interface will be compatible with the protocol for bidirectional serial
communications ports and FDDI for the commanding and monitoring of SSFF components.

3.2.5 Experiment-Specific Functions (ESF) Interface
The SSFF SW will be required to provide an interface to that software which will be

specifically designed for the operation of each experimentor-provided furnace module. This
interface will include downloading software and data to the ESF (such as timelines); collecting and
processing (if necessary) data received from the ESF; responding to requests for SSFF resources
such as power, gas, cooling, etc.; retrieving stored data to be output to ESF for analysis; network
management of the LAN connected to the ESF processor(s); FDIR services; operating system
services. The SSFF SW will also be required to interface with the following systems of the ESF:
the furnace heating system, the furnace translation system (if present), the furnace cavity pressure
system and the furnace current pulsing system. The interfacing to these ESF systems will involve
the hardware, as well as the software, in order to provide or assist ESF hardware control and/or
FDIR efforts.

33
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4. CONCEPT DESIGN
4.1 SELECTED CONCEPT

4.1.1 QGeneral Description

The scope of this concept report deals with the functionality of the SSFF SW, i.e,
what functions must the SSFF SW perform in order to support various experiment and
furnace modules, rather than which functions will reside on which processors. Figure
4.1.1-1 is a high-level diagram, or component tree, of these functions. Each function in
the tree could be considered a "candidate” Computer Software Configuration Item (CSCD),
although the identification of CSCIs are usually reserved for the software requirements
phase. As more knowledge is gained about SSFF, these functions may be easily combined
or expanded into different CSCIs since, at this phase, there has been no allocation of
functions to processors. This approach of delaying the allocation of functions to
processors will facilitate greater flexibility and modularity of the software in the design and
development phases. It also eliminates constant update of the CSCI definitions and
software models if the DMS hardware should require some changes or evolve into a
different configuration prior to the next developmental phase.

The SSFF SW functions will be partitioned into two groups: the Centralized Core
Functions (CCF), which will reside on the processors in the Core Rack and the Distributed
Core Functions (DCF), which will reside on the processors in each of the Experiment
Racks. Figure 4.1.1-2 illustrates this functional partitioning along with some of the high-
level data flows and software activations. :

Power-up of SSFF by the Space Station Freedom will first activate the CCF
processes, thus effecting an initialization process which will include self-check tests among
others. After a successful initialization of CCF, then the DCF processes will be activated.
Once there is 4 successful startup of all of the SSFF SW (and hardware), then the ESF for
each furnace module present will be activated. The high level states for the software
include Initialization, Standby (during which no furnaces are operating), Furnaces
Operating and Shutdown. These high level states, illustrated in Figure 4.1.1-3, will be
expanded and refined during the design and development phases.

4.1.2 Software Function Description
4.1.2.1 Centralized Core Functions (CCF)- The CCF will reside on the SSFF
DMS processors contained in the Core Rack and will include the following functions:

1. Centralized Initialization Functions.

2. Command Processing.
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FIGURE 4.1.1-2 SSFF FUNCTIONAL DIAGRAM
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FIGURE 4.1.1-3 SSFF STATE TRANSITION DIAGRAM
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Video Processing Functions.

Monitor and Control of SSFF Subsystems.
Downloading Software and Data.
Uplink/Downlink Functions.

SSF/DCF Interface.

Core FDIR.

o 00 N N i s W

Data Storage and Retrieval.
10. Crew If;térface.
11. CCOS.
12. Network Manager
Each of these is discussed in the following paragraphs.

4.1.2.1.1 Centralized Initialization Functions - These functions will include an
initialization of both the hardware and associated software contained in the Core Rack. The

initialization process will include self-checks and Built-In-Test (BIT).

4.1.2.1.2 ‘Cmanimmg - This function will receive and process commands
and data coming from the SSF, GSE or the crew. This processing will include validation
of commands and data, based on syntax and compatibility with a system state, and limit
checking of the data. After the validation process, commands will executed or distributed
to the target processor, as required.

4.1.2.1.3 Yideo Progcessing Functions- These functions will control the
acquisition of RGB video data, image processing and real-time video display, support the
conversion of RGB data to NTSC video format, if necessary, as well as merge non-video
data with digitized video data for storage on the High Density Recorder (HDR) and/or
transmission to the ground.

~4.1.2.1.4 Monitor and Control SSFF Subsystem Core Components- These

functions will handle receipt, processing and limit checking of analog and discrete inputs
and outputs from the SSFF Subsystem Core sensors and effectors.

4.1.2.1.5 Downloading Software and Data - These functions will provide an initial
bootstrap loading of the CCF software in addition to the downloading of DCF software and
its associated timeline and configuration data to the SSFF processors.

4.1.2.1.6 Uplink/Downjink_Functjons - These functions will receive new

commands and data, changes to timelines, changes to software and/or operational

4-5
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parameters from the Ground through the SSF FDDI They will also facilitate the
transmission of data back down to the Ground through either the SSF FDDI or the High
Rate Data Link (HRDL).

4.1.2.1.7 SSF/DCF Interface - These functions will provide ‘the external
communications to the SSF for commands and services as well as handle the internal
communications of commands and data between the CCF and DCF software. These
functions would provide and utilize necessary I/O libraries and device drivers for these
communications.

4.1.2.1.8 Core Fault Detection, Isolation and Recovery (FDIR)- These functions
will perform passive, i.e. non-disruptive, checks on hardware sensors contained in the
Core Facility Rack. They will also handle the exception monitoring and
diagnostics/troubleshooting for the software resident in the Core Rack.

4.1.2.1.9 Data Storage and Retrieval - These functions will create and maintain
SSFF databases for storage and retrieval of all experiment data including temperature,
pressure and flow rates as well as sensor data and video data. They will handle outputs to
the non-volatile storage media and inputs from the high density storage device. They will
provide database maintenance, verification and configuration control for the CCF data.

4.1.2.1.10 Centralized Core Operating System(CCOS) - This function will
provide real-time operating system for each of the main processors contained in the Core

Rack.
4.1.2.1.11 Network Manager - This function will providc network management of

the LANSs connected to the CCF processors.

4.1.2.2 Distributed Core Functions (DCF) - Each Experiment Rack will contain a
common set of DCF. The DCF will include the following functions:

1. Distributed Initalization Functions.

Command processing.

CCF/ESF Interface.

Local FDIR.

Data Monitoring and Processing.

Monitor and Control SSFF Subsystem Distributed Components.

Data Storage and Retrieval.

00 ~1 O W A W

Downloading Software and Data.
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9. Network Manager.
10. DCOS.
. Each of these is discussed in the following paragraphs.

4.1.2.2.1 Distrihuted Initialization Functions - After the CCF have successfully
completed the centralized initialization process and the DCF have been activated, then an
initialization process for both the distributed hardware and associated software contained in
each Experiment Rack will be executed, one rack at a time. This initialization process will
also include self-checks and BIT, similar to the centralized initialization process.

4.1.2.2.2 CCF Command Processing - This function will receive and process
commands and data coming from the CCF and ESF software and will issue commands or
responses to commands, if necessary, to the ESF. Processing will include validation of
commands and data and limit checking.

4.1.2.2.3 CCF/ESF Interface - These functions will handle internal communication
of commands, data and services between the DCF and CCF software and between the
DCF and ESF software. In addition, these functions will coordinate resource requests
from the ESF software with the CCF software. These functions would provide and utilize
necessary I/O libraries and device drivers to accomplish these communications. _

4.1.2.2.4 Local Fault Detection, Isolation and Recovery (FDIR)-These
functions will perform passive (non-destructive) checks on the hardware sensors local to
the Experiment Racks. They will also handle the exception monitoring and diagnostics/
troubleshooting for the software resident in the Experiment Racks.

4.1.2.2.5 Data Monitoring and Processing - These functions will handle collection
and limit checking of experiment data from the ESF along with the transmission of this
data to the CCF for further processing, storage or downlinking. If necessary, these
functions would pre-process the data before transmitting it to the CCF or to the DCF Data
Storage and Retrieval function.

4.1.2.2.6 Monitor and Control SSFF Subsystem Distributed Components -
These functions will handle receipt, processing and limit checking of analog and discrete
inputs and outputs from the SSFF Subsystem Distributed sensors and effectors.

4.1.2.2.7 Data Storage and Retrieval - These functions will create and maintain
limited, local databases for storage and retrieval of experiment data including temperature,
pressure and flow rates as well as sensor data and video data. This storage would be
temporary until it is transmitted to the CCF for permanent storage or transmission to the
ground or SSF. These functions will provide the maintenance, verification and
configuration control for the local databases.
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4.1.2.2.8 Downloading Software and Data - These functions will provide a
bootstrap loading of DCF and ESF software and downloading of timeline and

reconfiguration data to the ESF software residing in the Experiment Racks.

4.1.2.2.9 Network Manager - This function will provide network management of
traffic on the LANs connected to the CCF and DSF processors.

4.1.2.2.10 Distributed Core Operating System (DCOS)- This function will
provide a multi-tasking operating system for each of the SSFF-provided main processors
contained in each of the Experiment Racks.

4.2 SAFETX
Any software requirements that have been identified as hazardous or resulting in

hazardous conditions shall meet the SSFP Payload Safety Requirements, NSTS 1700.7B
Addendum 1.
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5. RESOURCE REQUIREMENTS

The memory resource requirements for the SSFF software are currently estimated at
200 Megabytes.
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~— 6. ISSUES AND CONCERNS

To date, no significant issues and concerns have been identified for the SSFF
software development except for the unclear definition of the SSF DMS interfaces. The
SSFF team will continue to monitor and collect any information available on the SSF DMS.
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EXECUTIVE SUMMARY

The purpose of the Gas Distribution Subsystem (GDS) is to provide the distribution of SSF
provided gases and vacuum to the furnace modules. It also provides contamination monitoring
of waste gases, and gaseous argon to the furnace modules. The GDS interfaces with the SSF
Lab Nitrogen System (LNS) and the Vacuum Exhaust System (VES). GDS interfaces with the
furnace modules will be the nitrogen, vacuum, argon, and contamination monitoring interfaces.

Presently, the SSF VES has imposed tight restrictons on the levels of allowable
contaminants for vent products. The need exists to vent or store the waste gases in order to
properly operate® furnaces. Three options to implement this function were considered. One
would be to compress waste gases and store them at high pressures when contaminant levels
were exceeded. This method is presently not possible (no compressors exist to perform this
function). Another option would use an available compressor but the compression ratio is not
high enough (would require too large a volume for storing of the gases). Another option would
use a filtering system in conjunction with a contaminatio<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>