SOME EXPERIMENTAL EFFECTS OF AFTERBODY SHAPE ON
THE ZERO-LIFT DRAG OF BODIES FOR MACH
NUMBERS BETWEEN 0.8 AND 1.3

By William E. Stoney, Jr.
Langley Aeronautical Laboratory
Langley Field, Va.

NATIONAL ADVISORY COMMITTEE
FOR AERONAUTICS
WASHINGTON
October 1, 1953
Declassified September 13, 1957
SOME EXPERIMENTAL EFFECTS OF AFTERBODY SHAPE ON THE ZERO-LIFT DRAG OF BODIES FOR MACH NUMBERS BETWEEN 0.8 AND 1.3

By William E. Stoney, Jr.

SUMMARY

Zero-lift drag data were obtained on a series of fin-stabilized bodies differing only in afterbody shape. Three series of afterbodies (fineness ratios 1.78, 3.00, and 5) with varying ratios of base radius to maximum radius (0, 0.438, 0.700, and 1) were combined with a fineness-ratio-7.13 parabolic nose. Both conical and parabolic afterbodies were tested. The models were launched from the Langley helium gun at the testing station at Wallops Island, Va., and data were obtained for Mach numbers from 0.8 to 1.3, and for Reynolds numbers (based on body length) of about $10 \times 10^6$.

The results indicated that at supersonic speeds, linear theory in conjunction with estimated base pressures and fin drag was adequate to define the minimum-drag configurations (for given frontal area and fineness ratio) and gave fair predictions of the drag for all afterbodies of fineness ratios 3.50 and 5.00. The fineness-ratio-1.78 conical afterbodies showed appreciably lower drags than their parabolic counterparts; however, there was no difference between the two shapes for the fineness-ratio-5 afterbodies. From the test results, the following would appear to be useful criteria for the design of afterbodies having no issuing jet: A conical afterbody angle of about 4.5° will give the minimum drag for any fineness ratio less than 6. This angle may vary between 3.5° and 6.5° for configurations whose drag will be within 10 percent of the minimum. The minimum-drag afterbody is that of a fineness ratio of about 6 and its drag will be approximately 30 to 40 percent of that for a square-base body of fineness ratio 0.

INTRODUCTION

The problem of designing afterbody shapes for minimum drag at supersonic speeds is a complicated one. The drag of such a shape may be
conveniently divided into three parts: pressure, base pressure, and friction. For practical cases, the calculation of the friction drag will likely give the least trouble. However, accuracy in the calculation of the side and base pressures is harder to come by and is especially poor for those shapes which are advantageous for other than aerodynamic reasons (that is, low fineness ratios dictated by savings in structure and weight). For bodies with jets issuing from all or part of the base, the minimum-drag problem is even further complicated, and this phase of the problem will not be dealt with in this report. (See ref. 1.) This report then presents the results of an experiment to determine the zero-lift drag effects of afterbody fineness ratio and shape for a range of designs considered of practical interest, and the results are strictly applicable only to bodies having no jet issuing from the base.

The models were launched from the Langley helium gun at the testing station at Wallops Island, Va., and data were obtained for Mach numbers from 0.8 to 1.3 and for Reynolds numbers (based on body length) of about 10 x 10^6.

SYMBOLS

\( x \) body station measured from maximum diameter
\( r \) body radius at station \( x \)
\( l \) length of body section (either nose or afterbody)
\( R_m \) maximum radius of body
\( R_b \) radius of base of model
\( \epsilon \) conical afterbody angle, deg
\( d \) maximum diameter
\( l/d \) fineness ratio
\( M \) Mach number

\( C_D \) drag coefficient, \( \frac{\text{Drag}}{\text{Dynamic pressure} \times \pi R_m^2} \)
MODELS AND DATA REDUCTION

The geometry and dimensions of the afterbody test models are presented in figure 1 and photographs in figure 2. The short and medium-length bodies were constructed entirely of metal, while the long bodies had wooden forebodies and wooden and metal afterbodies. All the fins were metal and the ratio of their exposed area to the frontal area of the body was 5.505 for all models. The trailing edges of all fins intersected the body center line at about the 87-percent body station.

The nose for all models was a parabolic arc given by the following equation:

\[
r/R_m = 1 - (x/l)^2
\]

Four parabolic and two conical afterbodies were tested for each of two afterbody fineness ratios \((l/d = 1.78\) and \(5.00\)) while only four parabolic afterbodies were tested of \(l/d = 3.50\).

The parabolic meridians are defined by the following equation:

\[
r/R_m = 1 - (1 - R_b/R_m)(x/l)^2
\]

The meridians of the conical afterbodies were constructed by connecting their base diameters and maximum diameters with a straight taper. The resulting afterbody angles are shown in the following table:

<table>
<thead>
<tr>
<th>(l/d)</th>
<th>(R_b/R_m)</th>
<th>(\epsilon, \text{ deg})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.78</td>
<td>0.438</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>.700</td>
<td>4.8</td>
</tr>
<tr>
<td>5.00</td>
<td>0.438</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>.700</td>
<td>1.7</td>
</tr>
</tbody>
</table>

The models were launched from the Langley helium gun (described in ref. 2). Their velocities were measured by Doppler radar and corrected to true airspeeds by vector addition of the wind velocity. The Doppler...
velocity-time variation was differentiated to give the model acceleration as a function of time. Integration of this velocity gave a flight path. The flight-path angles were used to eliminate the gravity component from the total acceleration and the drag force on the model was then calculated from this corrected acceleration and the model weight. The NACA standard atmosphere tables, corrected to the ground conditions at firing, were used together with the flight path to obtain the variation of density and velocity of sound with time, and these variations were used to calculate the drag coefficients from the drag forces obtained as above.

The actual temperature variations with altitude may be different from the standard tables by enough to give mean errors in the velocity of sound of the order of ±10 feet per second. This corresponds to errors of ±0.005 in C_D and ±0.01 in M. Since this change in temperature is a rather erratic function of altitude at these low altitudes, these possible errors in C_D and M will vary with Mach number for any particular model. The models were fired in the groups shown in the table below and, since the elapsed time between the first and last model of any group was never more than two hours the temperature variation with altitude may be assumed to be a constant for the models of that group. Thus, comparisons between the models of any one group could be more accurate than the figures quoted above.

\[
\frac{l}{d} = 1.78 \\
\text{Firing group I}, \quad \frac{R_b}{R_m} = 1, 0.7, 0.438, \text{ and } 0 \text{ parabolic} \\
\text{Firing group II}, \quad \frac{R_b}{R_m} = 0.7 \text{ and } 0.438 \text{ conical}
\]

\[
\frac{l}{d} = 3.5 \\
\text{Firing group III}, \quad \frac{R_b}{R_m} = 1, 0.7, 0.438, \text{ and } 0 \text{ parabolic}
\]

\[
\frac{l}{d} = 5.00 \\
\text{Firing group IV}, \quad \frac{R_b}{R_m} = 0.7, 0.438, 0 \text{ parabolic}, \text{ and } 0.7 \text{ conical} \\
\text{Firing group I}, \quad \frac{R_b}{R_m} = 0.438 \text{ conical} \\
\text{Firing group V}, \quad \frac{R_b}{R_m} = 1.0
\]

Experience with previous models (for which the actual temperature variations were known) has indicated that the accuracy in Mach number is indeed better, being of the order of ±0.005M. In C_D, however, the order of the error due to all causes other than temperature variations is ±0.008. For one model (conical, \( \frac{R_b}{R_m} = 0.7, \frac{l}{d} = 1.78 \)) the uncertainty in C_D above \( M = 1.05 \) is ±0.015 due to noise in the radar signal.
Data were obtained for a Mach number range of 0.8 to 1.30 and for Reynolds numbers (based on body length) between $6 \times 10^6$ and $8.5 \times 10^6$, $7.2 \times 10^6$ and $10.1 \times 10^6$, and $8.2 \times 10^6$ and $11.6 \times 10^6$ for the short, medium, and long bodies, respectively.

RESULTS AND DISCUSSION

Total Drag

Total drag coefficients for all the parabolic models are presented as a function of Mach number in figure 3. The variation in drag with $R_b/R_m$ between models of the same fineness ratio at subsonic speeds is due mainly to the differences in base pressure drag. At supersonic speeds this variation is complicated by the addition of wave drag which is a function of both $R_b/R_m$ and the shape of the surfaces.

An effect of afterbody shape is shown in figure 4 which presents the total drag coefficients for all the models with conical afterbodies together with the corresponding parabolic models. The difference is large only for the short afterbodies for which the conical boattails showed an appreciably lower drag at supersonic speeds for both base ratios tested. This effect of shape is shown qualitatively by linearized theory (ref. 3) as well as by the method of characteristics. (See discussion of fig. 6.)

Drag Breakdown

Since this report is concerned mainly with afterbody drag, all components not due directly to the afterbody itself are classified as "tare drag." The tare drags are shown in figure 5 by the shaded areas. The values of three of these drags have been estimated as follows:

1. Nose pressure drag: method of characteristics, reference 4
2. Nose friction drag: Van Driest (turbulent), reference 5
3. Fin drag: measured on a cylindrical rocket model, reference 6

The accuracy of the sum of these three drag coefficients plus the afterbody friction drag is probably within the accuracy of the data since the difference between this sum and the measured drag for the bodies with $R_b/R_m = 1$ is in all cases the same and is of the order of the base pressure for cylindrical bodies presented in reference 7.
For the models having convergent afterbodies, there are two tare components which cannot be calculated as accurately as those already discussed, but whose magnitudes can be estimated. One, the effect of the nose on the afterbody pressures, has been calculated by linear theory (ref. 3) for the parabolic afterbodies only; it seems reasonable that the interference on the conical afterbodies would not be appreciably different.

The other tare component which should be subtracted from the data is the drag due to the mutual interference of the fin and afterbodies. This is a difficult quantity to determine, and a detailed account of efforts to date is presented in the appendix. For the purposes of this report, however, it seems reasonable to assume that because of the low thickness of the fins \( t/c = 0.0276 \) the interference drag is small and that its effect on comparisons between models will be negligible.

The unshaded area under the drag curves of figure 5 represents the components of drag due directly to the afterbody. The friction drag was computed by the method of Van Driest.

The base-drag estimations indicated by the areas so marked in figure 5 were made by simply fairing a line through three points, whose base drags were obtained as follows:

1. \( \frac{R_b}{R_m} = 0.438 \): Experimental values from similar rocket models, reference 8
2. \( \frac{R_b}{R_m} = 0.7 \): Base drag calculated using value of base pressure midway between the experimental values at \( \frac{R_b}{R_m} = 0.438 \) and the present test results at \( \frac{R_b}{R_m} = 1 \)
3. \( \frac{R_b}{R_m} = 1 \): Present test results

The use of rocket-model data obtained at higher Reynolds numbers (approximately \( 30 \times 10^6 \) as compared with \( 10 \times 10^6 \) of the present tests) is justified since it is reasonably certain that there is turbulent flow at the base of all the bodies at both Reynolds numbers. This is true of the test models even though they appear to be in a critical range of Reynolds numbers, since the presence of the fins makes transition fairly certain.

Since the method used above is quite arbitrary for all values of \( \frac{R_b}{R_m} \) other than 0.438, calculations of the base pressures for all the afterbodies with \( l/d = 1.78 \) or 5.00 were made by the method of reference 7. Values for the Mach number and pressure coefficient immediately
ahead of the base required in these calculations were obtained by the
method of characteristics. The values of base drag obtained in this
way for the afterbodies with \( \frac{R_b}{R_m} = 0.438 \) and \( \frac{l}{d} = 1.78 \) or 5.00
were considerably lower than the measured values and were in fact nega-
tive for the afterbodies with \( \frac{l}{d} = 1.78 \). The base drag calculated
for the parabolic afterbody with \( \frac{R_b}{R_m} = 0.7 \) and \( \frac{l}{d} = 1.78 \) was of
the order of the experimental values for the afterbody with \( \frac{R_b}{R_m} = 0.438 \)
and thus appeared to be much too low. The calculation for the parabolic
afterbody of \( \frac{R_b}{R_m} = 0.7 \) and \( \frac{l}{d} = 5.00 \) resulted in a value so close
to that estimated in the rough manner described above that the calculated
value was substituted in figure 5 for the previously estimated value.
Thus the calculations by the method of reference 7 were not used (with
the one exception noted previously) and the estimations of the base drags
shown in figure 5 are somewhat qualitative. This should be kept in mind
when assessing the results shown in figure 6.

Comparison of Experimental and Theoretical
Afterbody Pressure Drag

The differences between the total measured drags and the sum of the
tare, afterbody friction, and base drags can be called afterbody pressure
drags and are shown as the experimental afterbody drags in figure 6.
These pressure drags have two components. (The afterbody pressures are
also affected by the nose shape; however, this drag component has been
subtracted out as part of the tare drag.) The main part is the drag due
to the pressures on the afterbody caused by the afterbody shape alone.
The other component is that due to the pressures caused by the field of
influence of the fins and, as mentioned previously, this drag is thought
to be small (see appendix). The theoretical calculations shown were
made by the method of characteristics and by the linear method of ref-
terence 3. The agreement between the two theoretical methods for after-
body of \( \frac{l}{d} = 1.78 \) and their comparative disagreement for those
of \( \frac{l}{d} = 5.00 \) is somewhat surprising. Both theoretical calculations
and experimental results indicate that the difference in drag between
the conical and parabolic afterbodies is due mainly to the difference
in afterbody pressure drag.

In general, the accuracy of the linear calculations is good. The
variation of the linear pressure drag with \( \frac{R_b}{R_m} \) is accurate enough
so that (as may be inferred from figs. 5 and 6) it may be used to pre-
dict afterbody geometry for minimum drag at any of the values of \( \frac{l}{d} \)
used. Significant differences occur between the theoretical and experi-
mental results for the bodies with \( \frac{l}{d} = 1.78 \) and \( \frac{R_b}{R_m} \leq 0.438 \).
These differences are probably mainly the result of separated flow on
these sharply converging afterbodies but may be partly due to fin inter­
ference (see appendix) and to the inadequacies and inaccuracies of the
theories. (This is true even for the method of characteristics since
the size of the net used for constant accuracy becomes rapidly smaller
as the body surface approaches its center line).

Afterbody Design Criteria

The designer is anxious to ascertain the total drag of the after­
body. This drag consists of pressure, base pressure, and friction drag.
These total afterbody drags are presented for \( M = 1.2 \) in figure 7 and
were obtained by subtracting the tare drags from the measured total
drags. It is immediately apparent from this comparison that, for values
of \( \frac{R_b}{R_m} \) greater than 0.7, it is useless to extend the length of the
afterbody to obtain lower drag; below a ratio of 0.7, of course, large
reductions can be effected by such lengthening. Also of interest is
the fact that, for the longest afterbody, the range of values of \( \frac{R_b}{R_m} \)
for near-minimum drag is much larger (\( \frac{R_b}{R_m} = 0 \) to 0.4) than for the
shortest afterbodies (\( \frac{R_b}{R_m} = 0.6 \) to 0.8).

The effect of the friction component is best shown by the data pre­
sented in figure 8 for a Mach number of 1.4. These data were obtained
from the rocket models of reference 8 which were fin-stabilized con­
figurations having parabolic meridians and \( \frac{R_b}{R_m} \) equal to 0.438 and
were of varying fineness ratio and position of maximum diameter. The
afterbody drag was obtained by subtracting the component drags deter­
mined as follows:

(1) Nose pressure drag: Von Kármán and Moore, reference 9
(2) Friction drag: Van Driest, reference 5
(3) Fin drag: measured on cylindrical rocket models, reference 6
(4) Base drag: measured for all models, reference 8

This breakdown is only qualitatively correct since the models had
noses of widely different fineness ratio - in some cases quite short -
and thus their drag estimations are subject to fairly large error. In
addition, the varying effects of the different nose lengths on the drag
of the afterbody were not accounted for at all. With qualifications then,
the effect on base drag due to increasing \( l/d \) is small, the pressure
drag rapidly decreases and the friction drag increases as \( l/d \) is
increased and these opposing trends cause the minimum-drag configuration to be that with an \( l/d \) of about 6.

Ideally, the designer would like a chart of minimum-drag configurations for all values of \( R_b/R_m \) and \( l/d \) together with the amount of drag saved by use of such configurations. Though admittedly the data are meager, such charts are presented in figures 9 and 10. The three points shown for minimum-drag configurations were taken from figure 7 for the parabolic afterbodies; however, they are equally valid for the conical afterbodies. The fact that a straight line connects these three points with that of the body with a square base and \( l/d = 0 \) seems to be significant, since such a line represents afterbodies of constant base angle for either conical or parabolic afterbodies. (The tangent of the parabolic base angle is always exactly twice that of the inscribed conical afterbody). The present results indicate that afterbodies of about 4.5° conical angle or 9.0° parabolic base angle will give the minimum drag for any value of \( l/d \) chosen (for \( l/d < 6 \), of course). This line intersects the line \( R_b/R_m = 0 \) at \( l/d = 6 \) which again indicates that an afterbody of fineness ratio 6 is about the optimum. (See fig. 8.) As mentioned in the discussion of figure 7, the dependence of the drag for near-minimum configurations upon \( R_b/R_m \) is quite a bit less for the afterbodies with higher \( l/d \). This is shown in more useful form by the shaded area surrounding the minimum-drag-configuration line. This area indicates all configurations which for a given \( l/d \) have drags which are within approximately 10 percent of the minimum drag for that \( l/d \), and corresponds to conical base angles between 6.5° and 3.5°. The range of optimum conical angles indicated (3.5° to 6.5°) is of the same order (5° to 7°) as that used for quite some time by ballisticians for the drag reduction of bullets. There is no reference for this remark, but there is one early paper (ref. 10) which analyzed the conical-afterbody problem using very crude assumptions as to the pressure on the afterbody and base, and which arrived at a similar answer (that is, optimum angles of about 5° for the moderate supersonic Mach numbers). The main disagreement with the present tests was the prediction that the optimum angle decreased rapidly for values of \( l/d \) greater than 2.

An indication of how much the drag may be reduced by proper design results when the data of figure 7 are divided by the cylindrical-base drag and presented as functions of \( l/d \) (again this is for parabolic afterbodies but applies qualitatively to conical as well). It is apparent from this plot (fig. 10) together with the previous plot (fig. 9) that it is possible to reduce the drag to 30 percent or 40 percent of the square-base drag if the designer can afford an afterbody of fineness ratio of 5 or 6 and \( R_b/R_m \) of 0.4 or less. The rocket-model data (fig. 8) have been plotted on the same figure for comparison and
show the same general trends. Due to the qualitative nature of the data for \( M = 1.4 \), it is impossible to state anything about the effect of Mach number on either the shape of the optimum afterbodies or the magnitudes of the possible drag reductions.

CONCLUSIONS

Free-flight measurements at Mach numbers from 0.8 to 1.3 of the zero-lift drag of a series of fin-stabilized bodies differing only in afterbody shape and fineness ratio indicate the following conclusions. These conclusions apply only to models without a jet exiting from the base and only at moderate supersonic Mach numbers.

1. For the shortest afterbodies \((l/d = 1.78\), where \( l \) is length and \( d \) is maximum diameter\), the boattails with conical meridians showed appreciably lower drag than those of parabolic section. The drags for the two shapes were essentially the same for the afterbodies of \( l/d = 5 \). Both of these conclusions are predicted qualitatively by linearized theory and by the method of characteristics.

2. Linear theory was adequate to determine the minimum-drag afterbody geometry for the shape parameters tested and gave a fair estimate of the drag for all afterbodies of \( l/d = 3.5 \) or 5.00.

From the test results, the following would appear to be useful design criteria:

1. A conical boattail of angle about 4.5° will give the minimum drag for any value of \( l/d \) less than 6. For configurations with drags within 10 percent of the minimum, the conical boattail angle may vary between 3.5° and 6.5°.

2. The minimum-drag afterbody has a fineness ratio of about 6 and its drag is approximately 30 percent to 40 percent of the drag for a square-based body of \( l/d = 0 \).

Langley Aeronautical Laboratory,
National Advisory Committee for Aeronautics,
Langley Field, Va., August 12, 1953.
Appendix

Effect of Fins on Afterbody Pressure Drag

Because of the low thickness ratio of the fins their effects on the pressure drag of the afterbodies presented in this report has been assumed small. Several attempts have been made to check this assumption theoretically and experimentally.

The mutual-interference effects of the fins and afterbody have been estimated theoretically by Mr. R. L Nelson of the Langley Laboratory by use of the premise that the pressure drag of the fin-afterbody combination is equal to that of a body of revolution of equivalent cross-sectional area distribution. (For experimental confirmation of this assumption see ref. 11.) These equivalent-area distributions have been calculated for the afterbodies with $l/d = 1.78$ and $5.00$ and are shown in figure 11. In order to simplify the calculations, the fin-area distributions were approximated by parabolic distributions and the actual fin and body constants (area ratios, spans, location of fins on the afterbody) were generalized as shown in figure 12. The simplification causing the greatest differences between the real and the mathematical models was the fixing of the fin tip at the base of the model, and this should not affect the results appreciably. The interference drags were calculated with the linear equations of reference 3 and these drags are presented in figure 12. The results indicate that with the exception of the afterbodies of $l/d = 1.78$ the interference drags were small and of the order of the test accuracy. The results, however, predicted a rather startlingly large negative interference for the afterbodies of $l/d = 1.78$.

Since these interference drags were so large, an attempt was made to substantiate the calculations experimentally and the configuration with the largest predicted interference was chosen. The two models tested are shown at the top of figure 13. The afterbody and fins of model 1 are identical to those of the model with $l/d = 1.78$ and $R_b/R_m = 0$, the drag of which is presented in figure 3. The body of model 2 is identical to that of model 1 and the fins are located on the cylindrical center section far enough forward so that the Mach lines from their tips do not intersect the convergent afterbody surface until $M > 1.2$. The comparison of the drag coefficients of models 1 and 2 does not show the expected favorable interference, the moving of the fin influence off the afterbody causing in fact a lower supersonic drag as well as a lower drag rise. The changes in fin position had a large effect on the subsonic drag also. This effect may be due to changes in boundary-layer transition, and to varying amounts of separation over the afterbody. (The Reynolds numbers
based on body length varied from $7.8 \times 10^6$ at $M = 0.8$ to $12.5 \times 10^6$ at $M = 1.25$). Since both the transition and the separation phenomena may have been varying during the passage through the supersonic range they may have changed the effects of fin interference entirely. Thus while the test models leave the question of the accuracy of the linear predictions still open they do indicate that the effect of the fins will be substantially different than that calculated for sharply convergent afterbodies. In this light, the absolute values of the afterbody pressure drags for the afterbodies with $l/d = 1.78$ and $R_b/R_m = 0$ or $0.438$ may be more suspect and more a function of the fins than the drags of the remaining afterbodies in these tests.
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Figure 1.- Test configurations.
(a) Afterbodies of \( l/d = 1.78 \).

(b) Afterbodies of \( l/d = 3.50 \).

(c) Afterbodies of \( l/d = 5.00 \).

Figure 2.- Model photographs.
Figure 3. - Total-configuration drag coefficients of parabolic afterbodies.
Figure 3.- Concluded.
Figure 4.- Comparison of total drag coefficients of parabolic and conical afterbody models.
Figure 5.- Drag breakdown at $M = 1.2$.

Figure 6.- Comparison of experimental and theoretical afterbody pressure drags at $M = 1.2$. 
Figure 7.- Total parabolic afterbody drag = Pressure drag + Base drag + Friction drag. $M = 1.2$.

Figure 8.- Qualitative breakdown of afterbody drag for models of reference 8. $R_b/R_m = 0.458$; $M = 1.4$. 
Figure 9. - Minimum-drag configurations at $M = 1.2$.

Figure 10. - Ratios of drag of minimum-drag configurations to drag of a cylindrical afterbody of $l/d = 0$ at $M = 1.2$ compared with data of rocket model of $R_b/R_m = 0.438$ at $M = 1.4$. 
Figure 11.- Longitudinal area distributions.
Figure 12. - Theoretical interference drag between fins and parabolic afterbodies.
Figure 13.- Drag coefficients of fin-interference test models.