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ON THE FLOW OF A COMPRESSIBLE FLUID BY THE HODOGRAPH METHOD
I—UNIFICATION AND EXTENSION OF PRESENT-DAY RESULTS

By I. E. Garrick and Carl Kaplan

SUMMARY

Elementary basic solutions of the equations of motion of a compressible fluid in the hodograph variables are developed and used to provide a basis for comparison, in the form of velocity correction formulas, of corresponding compressible and incompressible flows. The known approximate results of Chaplygin, von Kármán and Tsien, Temple and Yarwood, and Prandtl and Glauert are unified by means of the analysis of the present paper. Two new types of approximations, obtained from the basic solutions, are introduced; they possess certain desirable features of the other approximations and appear preferable as a basis for extrapolation into the range of high stream Mach numbers and large disturbances to the main stream. Tables and figures giving velocity and pressure-coefficient correction factors are included in order to facilitate the practical application of the results.

INTRODUCTION

The present paper is concerned with a theoretical study of the hydrodynamical equations of a perfect compressible fluid in two dimensions, in which the so-called hodograph variables are used as the independent variables. It is hoped to achieve herein a unification of the present-day results obtained in this field and also to provide a working basis for further developments. The earliest contributors to the hodograph method for treating compressible fluids were Molenbroek (reference 1) and Chaplygin (reference 2). The remarkable work of Chaplygin on gas jets appeared in Russian in 1904 but remained relatively unnoticed. In recent years contributions to the hodograph method have been made chiefly by Demtchenko (reference 3), von Kármán (reference 4), Tsien (reference 5), Ringleb (reference 6), and Temple and Yarwood (reference 7).

The chief reason, and perhaps the only reason, for preferring the hodograph variables to the physical plane coordinates is that the equations of motion in the hodograph variables are linear. This simplification is achieved, however, at the cost of more difficult boundary conditions and at a loss of physical insight. The great simplification in the mathematics due to linearity nevertheless makes it desirable to pursue this line of attack as long as it appears profitable to do so.

The mathematics for handling the flow equations received a substantial impetus by the work of Bers and Gelbart (reference 8), who developed a new function theory analogous to ordinary analytic function theory. The present paper utilizes the methods of this new function theory to develop certain functions essential to the compressible-flow problem. It is of historical interest that ideas similar to those of Bers and Gelbart were explored by the renowned mathematician Hilbert (reference 9) in the early part of this century but do not appear to have been further developed at the time.

The material to be treated is conveniently separated into two parts. In part I, the present paper, basic particular solutions of the hodograph flow equations are developed and employed in unifying and extending the results obtained by Chaplygin, von Kármán, and Temple and Yarwood. The results obtained in part I are of immediate practical application and are given in the form of tables and graphs of velocity and pressure-coefficient correction factors. In part II, general particular solutions of the hodograph flow equations are developed and discussed. The material in part II, it is hoped, will lead to a method for handling the actual boundary problem of the flow of a compressible fluid past a prescribed body.

ANALYSIS

FLOW EQUATIONS OF AN INCOMPRESSIBLE FLUID

It is well know that the relations between the velocity potential $\phi$ and the stream function $\psi$ for the steady irrotational two-dimensional motion of a perfect incompressible fluid are

$$
\begin{align*}
\frac{\partial \phi}{\partial x} &= \frac{\partial \psi}{\partial y} \\
\frac{\partial \phi}{\partial y} &= -\frac{\partial \psi}{\partial x}
\end{align*}
$$

These equations are the Cauchy-Riemann equations and therefore $\phi + i\psi$ is an analytic function $f(z)$ of the complex variable $z = x + iy$. 283
The complex velocity or reflected velocity vector \( u-iv \) is obtained from the complex potential \( f(z) \) by differentiation. Thus,

\[
\begin{align*}
\frac{df(z)}{dz} &= u-iv \\
\frac{df(z)}{dz} &= g e^{-i\theta} \\
\frac{df(z)}{dz} &= e^{-idz + i\log q}
\end{align*}
\]

where \( q \) is the magnitude of the velocity vector and \( \theta \) is the angle the vector makes with the positive direction of the \( z \)-axis.

The variables \( \theta \) and \( g \) are sometimes referred to as "the hodograph variables." The flow equations in the variables \( \theta \) and \( g \) can be readily derived by introducing \( \theta + i \log q \) as the independent complex variable in place of \( z+iy \). Then, in analogy with equation (1),

\[
\frac{\partial \phi}{\partial \theta} = \frac{\partial \psi}{\partial \log q} \\
\frac{\partial \phi}{\partial \log q} = -\frac{\partial \psi}{\partial \theta}
\]

or

\[
\frac{\partial \phi}{\partial \theta} = \frac{\partial \psi}{\partial q} \\
\frac{\partial \phi}{\partial q} = -i \frac{\partial \psi}{\partial \theta}
\]

These equations are known as the hodograph equations for the flow of an incompressible fluid.

**FLOW EQUATIONS OF A COMPRESSIBLE FLUID**

The equations corresponding to equation (1) are, for a compressible fluid,

\[
\begin{align*}
\frac{\partial \phi}{\partial x} &= \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial y} \\
\frac{\partial \phi}{\partial y} &= -\frac{\rho_0}{\rho} \frac{\partial \psi}{\partial x}
\end{align*}
\]

where \( \rho \) is the density of the fluid at any point \( (x,y) \) and \( \rho_0 \) is a constant density, which for convenience is referred to a stagnation point.

A short way to derive the hodograph equations for a compressible fluid, attributed to Molenbroek, is as follows:

According to equations (5), with \( u=\frac{\partial \phi}{\partial x} \) and \( v=\frac{\partial \phi}{\partial y} \),

\[
d\phi+i \frac{\rho_0}{\rho} d\psi = (u \, dx + v \, dy) + i(-v \, dx + u \, dy)
\]

\[
= (u-iv) \, (dx+idy)
\]

\[
= q e^{-i\theta} \, dz
\]

or

\[
dz = \frac{1}{q} e^{i\theta} \left( \frac{\partial \phi}{\partial \theta} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial \theta} \right)
\]

It follows from equation (6), by considering \( \theta \) and \( q \) as independent variables, that

\[
\frac{\partial z}{\partial \theta} = \frac{1}{q} e^{i\theta} \left( \frac{\partial \phi}{\partial \theta} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial \theta} \right)
\]

and

\[
\frac{\partial z}{\partial q} = \frac{1}{q} e^{i\theta} \left( \frac{\partial \phi}{\partial q} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial q} \right)
\]

Then, by assuming that \( \rho \) is a function of only \( q \) (equivalent to assuming that the pressure is a function of only the density),

\[
\frac{\partial z}{\partial q} = e^{i\theta} \left[ -\frac{1}{q^2} \frac{\partial \phi}{\partial \theta} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial \theta} + \frac{1}{q^2} e^{i\theta} \left( \frac{\partial \phi}{\partial q} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial q} \right) \right]
\]

and

\[
\frac{\partial z}{\partial \theta} = \frac{i}{q} e^{i\theta} \left( \frac{\partial \phi}{\partial \theta} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial \theta} \right) + \frac{1}{q} e^{i\theta} \left( \frac{\partial \phi}{\partial q} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial q} \right)
\]

Since, by continuity, these two expressions are identical, it follows that

\[
\frac{i}{q} e^{i\theta} \left( \frac{\partial \phi}{\partial \theta} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial \theta} \right) = e^{i\theta} \left[ -\frac{1}{q^2} \frac{\partial \phi}{\partial \theta} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial \theta} + \frac{1}{q^2} e^{i\theta} \left( \frac{\partial \phi}{\partial q} + i \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial q} \right) \right]
\]

Hence, by equating real and imaginary parts,

\[
\begin{align*}
\frac{\partial \phi}{\partial \theta} &= -\frac{\rho_0}{\rho} \frac{\partial \psi}{\partial \theta} \\
\frac{\partial \phi}{\partial q} &= \frac{\rho_0}{\rho} \frac{\partial \psi}{\partial q}
\end{align*}
\]

These are the hodograph equations, first obtained by Molenbroek, for the flow of a compressible fluid and are independent of the form of the pressure-density relation. It is observed that, when \( \rho=\rho_0=\) Constant, equations (7) reduce to equations (4). Equations (7), in contrast with equations (5), are linear in the dependent variables.

**BERNOULLI'S EQUATION AND EQUATION OF STATE**

In the present section there is listed a collection of formulas and definitions necessary in the analysis.

Bernoulli's equation for a compressible fluid is

\[
\int_{p_0}^p \frac{dp}{\rho} + \frac{1}{2} \alpha^2 = 0
\]

where

\[
\begin{align*}
\rho & \text{ static pressure in fluid} \\
p_0 & \text{ static pressure at stagnation point (q=0)} \\
\rho & \text{ density of fluid} \\
q & \text{ magnitude of velocity of fluid}
\end{align*}
\]

The adiabatic relation between the pressure and the density is

\[
\frac{p}{p_0} = \left( \frac{\rho}{\rho_0} \right)^\gamma
\]

where

\[
\gamma \text{ adiabatic index (approx. 1.4 for air)} \\
\rho_0 \text{ density of fluid at stagnation point (q=0)}
\]

The local velocity of sound \( a \) is obtained from

\[
a^2 = \frac{dp}{d\rho}
\]

For the adiabatic case,

\[
a^2 = \gamma \frac{q}{p}
\]
From Bernoulli's equation (8) and from equations (9) and (10), the following relations may be obtained:

\[ a^2 = a_0^2 - \frac{1}{2} (\gamma - 1) q^2 \]

\[ \rho = \rho_0 \left[ 1 - \frac{1}{2} (\gamma - 1) \frac{q^2}{a_0^2} \right] \]

\[ p = p_0 \left[ 1 - \frac{1}{2} (\gamma - 1) \frac{q^2}{a_0^2} \right] \tag{11} \]

where \( a_0 \) is the velocity of sound at stagnation point (\( q = 0 \)).

From equations (11) for \( \gamma > 1 \), a maximum velocity \( q = q_m \) is obtained for the limiting conditions \( p = \rho = a = 0 \). Thus,

\[ q_m^2 = \frac{2}{\gamma - 1} a_0^2 \]

\[ = 2 \beta a_0^2 \tag{12} \]

where

\[ \beta = \frac{1}{\gamma - 1} \]

The fundamental nondimensional speed variable, in general, is \( q/a_0 \) but it is found useful in the analysis to employ a nondimensional speed variable \( \tau \) defined as

\[ \tau = \frac{a^2}{q_m^2} \tag{13} \]

For \( \gamma > 1 \), the range of the variable \( \tau \) is \( 0 \leq \tau \leq 1 \). The value \( \tau = 0 \) has a dual meaning; \( \tau = 0 \) in the case of a compressible fluid corresponds to a stagnation point (\( q = 0 \)), or \( \tau = 0 \) may mean the limiting case of an incompressible fluid (\( \omega = \infty \)).

With the definitions of \( \tau \) and \( \beta \), equations (11) become

\[ a = a_0 (1 - \tau)^{1/2} \]

\[ \rho = \rho_0 (1 - \tau)^{\beta} \]

\[ p = p_0 (1 - \tau)^{\beta + 1} \tag{14} \]

The local Mach number \( M = \frac{q}{a} \) may be expressed in terms of the speed variable \( \tau \) in the following way:

\[ M^2 = \frac{q_m^2}{a_0^2} \frac{a_0^2}{a^2} \]

\[ = \frac{2 \beta \tau}{1 - \tau} \tag{15} \]

or, by solving for \( \tau \) in terms of \( M \),

\[ \tau = \frac{M^2}{2 \beta + M^2} \tag{16} \]

The value of \( \tau \) for which the local velocity of the fluid equals the local velocity of sound (\( M = 1 \)) is given by

\[ \tau = \frac{1}{2 \beta + 1} \tag{17} \]

In the case of uniform flow past a fixed boundary, the pressure coefficient is defined as

\[ C_{p,1} = \frac{p - p_1}{1/2 \rho_0 U_1^2} \]

where the subscript 1 refers to the undisturbed stream. The pressure coefficient for the incompressible case (\( M = 0 \)) is

\[ C_{p,0} = 1 - \left( \frac{q}{q_1} \right)^2 \tag{18a} \]

The pressure coefficient for the compressible case is

\[ C_{p,M_1} = \frac{2}{\gamma M_1^2} \left( -1 + \left[ 1 + \frac{1}{2} (\gamma - 1) M_1^2 \left( 1 - \left( \frac{q}{q_1} \right)^2 \right) \right]^{\gamma - 1} \right) \tag{18b} \]

For \( q = q_s \) (sonic),

\[ C_{p,M_s} = \frac{2}{\gamma M_s^2} \left( -1 + \left[ 2 + (\gamma - 1) M_s^2 \right]^{\gamma - 1} \right) \tag{18c} \]

For \( q = q_v \) (vacuum),

\[ C_{p,M_v} = \frac{2}{\gamma M_v^2} \tag{18d} \]

**BASIC SOLUTIONS OF HODOGRAPH EQUATIONS**

Consider the incompressible case represented by equations (3) or (4). It is clear that \( \phi = \theta \) and \( \psi = \log q \) satisfy these equations. In fact, any convergent power series in \( w = \theta + i \log q \) represents an analytic function of which the real and imaginary parts satisfy equations (3) or (4). The class of analytic functions in \( w \) (and the concept of analytic continuation) then yields all the particular solutions of these equations.

The particular solution \( w = \theta + i \log q \) can be obtained by means of an integration that is instructive in the generalization to the compressible case. It is well known that

\[ F(w) = \int f(w) \, dw \]

can be represented as the sum of two line integrals

\[ F(w) = \int (P \, d\theta - Q \, d\log q) + i \int (Q \, d\theta + P \, d \log q) \]

where

\[ f(w) = P + iQ \]

Thus, given a pair of functions \( P \) and \( Q \) that satisfy equations (3) or (4), this process yields another pair of solutions, namely, the real and the imaginary parts of \( F(w) \). For example, if \( P = 1 \) and \( Q = 0 \),

\[ F(w) = w = \theta + i \log q \tag{19} \]

Again, if \( P = 0 \) and \( Q = 1 \),

\[ F(w) = iw = -\log q + i\theta \tag{20} \]

The physical interpretation of equations (19) and (20), considered as flow patterns, is of some interest in connection with later developments. It is clear that equations (19) and (20) represent a vortex and a source located at the origin, respectively.
The generalization to the compressible case of the foregoing elementary results was accomplished by Bers and Gelbart (reference 8) by means of simple yet fertile ideas. Bers and Gelbart treat equations of the form

\[
\begin{align*}
\frac{\partial \phi}{\partial t} &= \lambda_1(q) \frac{\partial \psi}{\partial q} \\
\frac{\partial \phi}{\partial q} &= -\lambda_2(q) \frac{\partial \psi}{\partial t}
\end{align*}
\]  
\tag{21}
\]

and show as is readily verified that, if \( P \) and \( Q \) are a pair of solutions, the real and imaginary parts of the following sum of line integrals

\[
\int [P \, d\theta - \lambda_2(q) Q \, dq] + i \int [Q \, d\theta + \lambda_1(q) P \, dq]
\]  
\tag{22}
\]

are also solutions of equations (21).

In particular, corresponding to the pair of solutions \( P = 1 \) and \( Q = 0 \), there is obtained

\[
W = \theta + i \int \frac{1}{\lambda_1(q)} dq
\]  
\tag{23}
\]

and, for \( P = 0 \) and \( Q = 1 \),

\[
i \bar{W} = i[\theta + i \int \lambda_2(q) \, dq]
\]  
\tag{24}
\]

By repeated application of the process of integration, indicated by expression (22), a general set of particular solutions of equations (21) may be obtained. These particular solutions are discussed in part II; in the present paper, only the solutions given by equations (23) and (24) are needed.

The general hodograph equations (7) are of the form of equations (21) with

\[
\lambda_1(q) = \frac{\rho_0 q}{\rho}
\]

and

\[
\lambda_2(q) = -q \frac{d(\rho_0 q \rho)}{dq}
\]

For the rest of this paper, the adiabatic pressure-density relation (9) is used. By means of equations (9) and (14) and the relation

\[
\frac{d\rho}{dq} = -\frac{\rho}{q} M^2
\]

obtained from the differential form of Bernoulli's equation (8), it follows that

\[
\lambda_1(q) = \frac{q}{(1-\gamma)^{\beta}}
\]  
\tag{25}
\]

\[
\lambda_2(q) = \frac{1-(2\beta+1)\tau}{q(1-\gamma)^{\beta+1}}
\]

The evaluation of the integrals in equations (23) and (24) is made unique by requiring that the results reduce to the incompressible case when the speed of sound is infinite (that is, when \( \tau = 0 \)). Then,

\[
L = \int \frac{(1-\gamma)^{\beta} dq \, d\theta}{q} = \log q + f(\tau)
\]  
\tag{26}
\]

where

\[
f(\tau) = \frac{1}{2} \int_0^\tau [(1-\gamma)^{\beta} - 1] \frac{d\tau}{\gamma}
\]

and

\[
L = \int \frac{1-(2\beta+1)\tau}{q(1-\gamma)^{\beta+1}} \, dq
\]  
\tag{27}
\]

where

\[
g(\tau) = \frac{1}{2} \int_0^\tau \left[ \frac{1-(2\beta+1)\tau}{q(1-\gamma)^{\beta+1}} - 1 \right] \frac{d\tau}{\gamma}
\]

and it is observed that the functions \( f(\tau) \) and \( g(\tau) \) vanish for \( \tau = 0 \).

Equations (23) and (24) can be written in the form

\[
W = \theta + iL
\]

and

\[
i \bar{W} = i[\theta + i \bar{L}]
\]

It is important to note that, in the incompressible case, \( W \) and \( i \bar{W} \) reduce to \( \omega \) and \( i \omega \), since \( L \) and \( \bar{L} \) reduce to \( \log q \). Thus, there are in the compressible case two basic functions \( L \) and \( \bar{L} \) corresponding to the one function \( \log q \) in the incompressible case. It is of interest to mention that the functions \( W \) and \( i \bar{W} \), considered as flow patterns in a compressible fluid, can again be interpreted as a vortex and a source.

**Evaluation of functions \( f(\tau) \) and \( g(\tau) \) for various values of \( \beta \)**

In general, the integrals in equations (26) and (27) representing the functions \( f(\tau) \) and \( g(\tau) \) are expressible by infinite series. For the important case of air, however, with the adiabatic index \( \gamma \) put equal to 1.4 instead of the usual value 1.408, these functions can be obtained in closed forms. Thus, with \( \beta = 2.5 \),

\[
f(\tau) = \frac{1}{2} \int_0^\tau [(1-\gamma)^{\beta} - 1] \frac{d\tau}{\gamma}
\]

\[
= \frac{1}{5} (1-\gamma)^{2\beta} + \frac{1}{3} (1-\gamma)^{3\beta}
\]

\[
+ (1-\gamma)^{2\beta} - \frac{23}{15} \log \frac{1+(1-\gamma)^{\beta}}{2}
\]  
\tag{28}
\]

and

\[
g(\tau) = \frac{1}{2} \int_0^\tau \left[ \frac{1-6\tau}{(1-\gamma)^{2\beta}} - 1 \right] \frac{d\tau}{\gamma}
\]

\[
= \frac{1}{(1-\gamma)^{2\beta}} + \frac{1}{3} (1-\gamma)^{3\beta}
\]

\[
+ \frac{1}{(1-\gamma)^{2\beta}} - \frac{1}{3} \log \frac{1+(1-\gamma)^{\beta}}{2}
\]  
\tag{29}
\]

Table 1 contains values of \( f(\tau) \) and \( g(\tau) \), and figure 1(a) shows these functions plotted against \( \tau \). Observe that \( f(\tau) \) and \( g(\tau) \) are well-behaved functions in the range \( 0 \leq \tau < 1 \).

In figure 1(b), these functions are plotted against the local Mach number \( M \) in the practical speed range.
Figure 1.—The functions \( f, g, \frac{f_{Z}g}{2}, \) and \( h \) against \( \gamma \) and \( M \) for \( \gamma = 1.4 \); the function \( f = g \) against \( M \) for \( \gamma = -1.0 \).
Other interesting cases for which the functions \( f(r) \) and \( g(r) \) can be expressed in closed forms are \( \gamma = \infty \), \( \gamma = 2 \), \( \gamma = \frac{3}{2} \), and \( \gamma = -1 \). For \( \gamma = \infty \) (\( \beta = 0 \), \( a = \infty \), incompressible case),
\[
f(r) = g(r) = 0
\]
For \( \gamma = 2 \) (\( \beta = 1 \)),
\[
f(r) = -r + \frac{1}{4} r^2
\]
\[g(r) = 1 - \frac{1}{1 - r} - \frac{1}{2} \log (1 - r)
\]
For \( \gamma = \frac{3}{2} \) (\( \beta = 2 \))
\[
f(r) = -r + \frac{1}{4} r^2
\]
\[g(r) = \frac{1}{2} \left( \frac{1}{1 - r} - \frac{1}{2} \log (1 - r) \right)
\]
For \( \gamma = -1 \) (\( \beta = -\frac{1}{2} \)),
\[
f(r) = g(r) = -\log \left( \frac{1 + (1 - r)^{1/2}}{2} \right)
\]
For the isothermal case \( \gamma = 1 \) (\( \beta = \infty \)), the velocity of sound \( a = a_0 = \text{Constant} \) and the functions \( f \) and \( g \) are obtained as infinite series in the ratio \( g/a_0 \). Thus, in the limit \( \beta \to \infty \),
\[
f(g/a_0) = \lim_{\beta \to \infty} \frac{1}{2} \int_0^{g/a_0} \left[ 1 - \frac{g^2}{2 \beta a_0^2} \right]^e - 1 \frac{d(g/a_0)}{g/a_0} = \frac{1}{2} \int_0^{g/a_0} \left( -\frac{1}{e} \right) \frac{d(g/a_0)}{g/a_0} = \sum_{n=1}^{\infty} (-1)^n \frac{(g/a_0)^n}{2^n n!}
\]
and
\[
g(g/a_0) = \lim_{\beta \to \infty} \frac{1}{2} \int_0^{g/a_0} \left[ 1 - \frac{1 + (1 - \beta)}{2} \frac{g^2}{a_0^2} \right] - 1 \frac{d(g/a_0)}{g/a_0} = \frac{1}{2} \int_0^{g/a_0} \left[ 1 - \frac{g^2}{a_0^2} \right]^e - 1 \frac{d(g/a_0)}{g/a_0} = 1 - e + \sum_{n=1}^{\infty} \frac{(g/a_0)^n}{2^n n!}
\]
For arbitrary values of \( \gamma \) (or \( \beta \)) the expressions for \( f(r) \) and \( g(r) \), obtained with the aid of the binomial expansion, are
\[
f(r) = \frac{1}{2} \sum_{n=1}^{\infty} (-1)^n \left( \frac{\beta}{n} \right) \frac{r^n}{n}
\]
\[= \frac{1}{2} \beta r + \frac{1}{8} \beta (\beta - 1) r^2 - \ldots
\]
\[= -\frac{1}{4} \frac{g^2}{a_0^2} + \frac{1}{32} (2 - \gamma) \left( \frac{g^2}{a_0^2} \right)^2 - \ldots
\]
and
\[
g(r) = -\frac{1}{2} \sum_{n=1}^{\infty} (-1)^n \left( \frac{\beta}{n} \right) \frac{r^n}{n}
\]
\[= -\frac{1}{2} \beta r + \frac{3}{8} \beta (\beta + 1) r^2 - \ldots
\]
\[= -\frac{1}{4} \frac{g^2}{a_0^2} + \frac{3}{32} \gamma \left( \frac{g^2}{a_0^2} \right)^2 - \ldots
\]
The significant feature of this general result is that, if powers of \( g/a_0 \) higher than the third are neglected,
\[
f(r) = g(r) = -\frac{1}{4} \frac{g^2}{a_0^2}
\]
and does not involve explicitly the adiabatic index \( \gamma \). This circumstance underlies the present-day approximate methods for obtaining velocity and pressure-coefficient correction factors; in the following sections, this point is brought out more clearly.

**Application of Basic Functions \( L \) and \( \tilde{L} \)**

In this section, the basic functions \( L \) and \( \tilde{L} \) are employed to set up relations between velocities in "corresponding" compressible and incompressible flows. These relations are of the nature of "stretching factors" or velocity correction formulas and contain the results of Chaplygin, von Karman, Temple and Yarwood, and Glauert and Prandtl. It is important to recognize at the outset that no single velocity correction formula can represent in an exact way the correspondence of flow patterns past a prescribed body in a compressible and an incompressible fluid. A single velocity correction formula is actually feasible in only two cases: (1) The stream Mach number is small (even though the disturbance to the main stream due to the presence of the body may be large) so that the compressible-flow pattern differs only slightly from the incompressible-flow pattern or (2) the disturbance to the main stream is vanishingly small (even though the stream Mach number may be high) so that the effect of the shape of the solid boundary is small. The various velocity correction formulas discussed in the present paper differ essentially only in the degree to which the requirements of these two cases are satisfied. Despite their limitations, single velocity correction formulas are extrapolated, in view of the lack of more rigorous solutions, into the range of large disturbances to the main stream and high Mach numbers. This extrapolation can be justified by further theoretical investigations and by comparison with experimental results.

Consider again the corresponding pairs of functions
\[
w = \theta + i \log q
\]
\[
W = \theta + i \tilde{L}
\]
and
\[
iw = i(\theta + i \log q)
\]
\[
it \tilde{W} = i(\theta + i \tilde{L})
\]
It has previously been noted that the pairs of functions in equations (31) and (32) denote respectively a vortex and a source in an incompressible and a compressible fluid. Each pair of functions can be employed to define a correspondence of flow patterns in which corresponding points are identified by the same values (\( \phi, \psi \)). Thus, in the case of the vortex (equations (31)),

\[
\begin{align*}
\phi_i &= \phi_c = \theta \\
\psi_i &= \psi_c = \log \, q_i = L
\end{align*}
\]

where the subscripts \( i \) and \( c \) refer to the incompressible and to the compressible case, respectively. It follows that

\[
q_i = e^L = \psi_c \, e^{(\psi_c)} \quad (33)
\]

Similarly, in the case of the source (equations (32)),

\[
\begin{align*}
\phi_i &= \phi_c = -\log \, q_i = -L \\
\psi_i &= \psi_c = \theta
\end{align*}
\]

and

\[
q_i = e^L = \psi_c \, e^{(\psi_c)} \quad (34)
\]

At the end of the preceding section it was pointed out that, to a first approximation, the functions \( f(\tau) \) and \( g(\tau) \) are equal. This fact implies that, to a first approximation, a single velocity correction formula is feasible. The assumption is now made that either equation (33) or equation (34) can be adopted to provide a correspondence of flow patterns in the case of uniform flow past a body in an incompressible and a compressible fluid. With the undisturbed stream as convenient references, the following nondimensional forms of equations (33) and (34) can be written:

\[
\left( \frac{q_i}{q_1} \right)_c = \left( \frac{q_i}{q_1} \right)_e \, e^{(\psi_c)} = \tau \quad (35)
\]

and

\[
\left( \frac{q_i}{q_1} \right)_c = \left( \frac{q_i}{q_1} \right)_e \, e^{(\psi_c)} = \left( \frac{q_i}{q_1} \right)_e \quad (36)
\]

where the subscript \( 1 \) refers to the undisturbed stream. The use of the undisturbed stream as reference in the nondimensional form of the velocity correction formula was introduced by Tsien in reference 5, where also the details of the von Kármán approximation are developed. It is shown in the following section that either equation (35) or (36) contains the result of Chaplygin, von Kármán, and Temple and Yarwood. As has been previously pointed out, the concept of a single velocity correction formula is feasible in only two cases, namely, small stream Mach numbers and vanishingly small disturbances to the main stream. It is desirable then to seek a single velocity correction formula that combines the features of these two cases. From this point of view, equation (35) or equation (36) is not the best choice. A better choice of a single velocity correction formula appears to be the following combination of equations (35) and (36), based on the arithmetic mean of \( f(\tau) \) and \( g(\tau) \):

\[
\left( \frac{q_i}{q_1} \right)_e = \frac{1}{2} \left( \left( \frac{q_i}{q_1} \right)_c + \left( \frac{q_i}{q_1} \right)_e \right) \quad (37)
\]

In a later section, still another combination referred to as "the geometric-mean type of approximation" is introduced; in the section dealing with the Blasius-Prandtl approximation, certain features of the foregoing arithmetic-mean type of approximation and of the geometric-mean type are discussed.

At this point it is desirable to discuss the practical application of equation (37). According to equation (16),

\[
\tau = \frac{M^2}{2 + \frac{M^2}{2}}
\]

and

\[
\tau = \frac{M^2}{2 + \frac{M^2}{2}}
\]

Equation (37) then yields, for a given set of values of the stream Mach number \( M_i \) and the local Mach number \( M \), a value for the ratio \( \left( \frac{q_i}{q_1} \right)_c \) of the local velocity \( q_i \) and the stream velocity \( q_1 \) in an incompressible fluid. Table 2 shows corresponding values of \( \left( \frac{q_i}{q_1} \right)_c \) and \( \left( \frac{g_i}{g_1} \right)_c \) for various values of the stream Mach number \( M_i \) with \( \gamma = 1.4 \) \( (\beta = 2.5) \). This tabulation is performed, for the purpose of comparison, for the three cases represented by equations (35), (36), and (37).

Values of \( \left( \frac{q_i}{q_1} \right)_c \), \( \left( \frac{g_i}{g_1} \right)_c \), and \( \left( \frac{g_i}{g_1} \right)_e \) obtained from equations (37) and (38) are plotted against the local Mach number \( M \) in figure 2 for various values of the stream Mach number \( M_i \). Table 2 also shows values of the pressure coefficients \( C_{p,0} \) and \( C_{p,1} \), calculated by equations (18a) and (18b), for these corresponding values of \( \left( \frac{q_i}{q_1} \right)_c \) and \( \left( \frac{q_i}{q_1} \right)_e \). Figure 3 shows the curves of pressure coefficients corresponding to the curves of velocities of figure 2: Useful cross plots of the curves in figure 3 are shown in figure 4, in which \( C_{p,1} \) is plotted against \( M \) for various values of \( C_{p,0} \). In addition, curves are shown in figure 4 for \( C_{p,1} \) and \( C_{p,1} \) calculated by equations (18c) and (18d), respectively. The curve for \( C_{p,1} \), corresponds to the sonic value \( M = 1 \) or \( \tau = \tau = \frac{1}{2} \) and in effect divides the region of flow into a supersonic and a subsonic part. The curve for \( C_{p,1} \) corresponds to the maximum value \( M = \infty \) or \( \tau = 1 \) and represents the outer limit of the supersonic region (or a perfect vacuum). In order to exhibit the main differences between the various correction formulas (35), (36), and (37), the ratios of the sonic values \( \left( C_{p,1} \right)_c \) and the corresponding incompressible values \( C_{p,0} \) are plotted against the stream Mach number \( M_i \) in figure 5.
Figure 2—Velocity ratios \( \frac{\psi}{\eta} \), \( \frac{\psi}{\eta} \), and \( \frac{\psi}{\eta} \), against local Mach number for various values of stream Mach number \( M_r \). Corresponding values of \( \frac{\psi}{\eta} \) and \( \frac{\psi}{\eta} \) in (a) and (b) are given by the same pair of values \( M, M_r \).
(b) \((v_1/p)\), ratio of local velocity to stream velocity, incompressible.

Figure 2—Continued.
Figure 2—Concluded.

(c) Curves of \((\rho/\rho_0)/(\rho/\rho_0)_f\)
Figure 3.—Pressure coefficients $C_{p,M}$ and $C_{p,s}$ against local Mach number $M$ for various values of stream Mach number $M_1$. Corresponding values of $C_{p,M}$ and $C_{p,s}$ in (a) and (b) are given by the same pair of values $M, M_1$. 

\[ M_1 \leq 2 \]
Figure 3—with Concluded.
Observe in figure 2 that the \((q/g)_c\)-curves have maximum points. This fact means that the value of \((q/g)_c\) associated with a value of \((q/g)_c\) is not unique. Analytically, the criterion for the maximum point is equivalent to

\[
\frac{d(q/g)_c}{d\tau} = 0
\]

or, from velocity correction formula (37),

\[
(1-\tau)^{\beta+1} - (2\beta+1)\tau + 1 = 0
\]

For \(\beta=2.5\) this equation has only one positive root, \(\tau = \frac{5}{24}\) or \(M=1.15\). It is interesting to note that velocity correction formula (36) yields as the criterion for the maximum point

\[
1 - (2\beta+1)\tau = 0
\]

The root of this equation is \(\tau = \frac{1}{2\beta+1}\) and, for \(\beta=2.5\), is \(\tau = \frac{1}{6}\) or \(M=1\). Velocity correction formula (35) yields no maximum value of \(\tau\) or \(M\).
Figure 5.—The ratio of \( \frac{C_p n^2}{C_{p_0}} \) to \( C_{p_0} \) against \( M_i \) for the various approximations.
Meaning can be given to the value \( r = \frac{1}{6} \) (\( M = 1 \)) in the case of equation (34) with reference to the original interpretation of the flow pattern as that of a source. It can be shown that the acceleration \( \left( \frac{d^2q}{ds^2} \right) \) along a streamline is infinite at all points for which the local Mach number is unity \( (r = \frac{1}{6}) \) and that a flow discontinuity exists there. In the case of the vortex flow pattern (equation (33)), no flow discontinuity occurs for \( M < 1 \). The velocity correction formula (37) suggests a "limiting" value \( M \approx 1.15 \) for a spiral flow, since equation (39) is analogous to a condition of infinite acceleration. Thus, the existence of a mixed subsonic and supersonic region of flow without discontinuities is indicated. Since the occurrence of this limiting value of \( M \) is a consequence of the simple form assumed for the velocity correction formula, no undue significance should be attached to any particular value at the present time.

THE CHAPLYGIN APPROXIMATION

From the point of view of the present paper, Chaplygin's approximation for subsonic speeds assumes a simple and lucid form. Chaplygin introduces in place of \( q \) a new independent speed variable \( \eta \) equivalent to the quantity given on the right-hand side of equation (39), namely,

\[ \eta = q e^{f(r)} \]

The hodograph flow equations (7) then assume the form

\[ \frac{\partial \phi}{\partial \theta} = \eta \frac{\partial \psi}{\partial \eta} \]

\[ \eta \frac{\partial \phi}{\partial \eta} = -F(r) \frac{\partial \psi}{\partial \theta} \]

where

\[ F(r) = \frac{1 - (2\beta + 1)\tau}{(1 - \tau)^{\beta + 1}} \]

\[ = 1 - \beta(2\beta + 1)\tau^2 - \frac{2}{3} \beta(2\beta + 1)(2\beta + 2)\tau^3 \cdots \]

Values of the function \( F(r) \), for several values of \( \gamma \) (or \( \beta \)), are given in table 3 and are plotted in figure 6 against the local Mach number \( M \). Chaplygin noted that, in the case of air (\( \beta = 2.5 \)), \( F(r) \) differs but little from unity over about one-half the subsonic range \( 0 \leq r \leq \frac{1}{6} \). His approximation in the range of low subsonic speeds consists in neglecting powers of \( r \) higher than the first or in replacing \( F(r) \) by unity.
Equations (40) can then be written in the Cauchy-Riemann form

\[ \frac{\partial \phi}{\partial \theta} = \frac{\partial \psi}{\partial \log \eta} \]

and \( \phi + i\psi \) therefore is an analytic function of the complex variable \( \theta + i \log \eta \). Chaplygin's approximation thus leads to the velocity correction formula

\[ \left( \frac{q}{q_1} \right) = \left( \frac{q}{q_1} \right)_{1-\frac{1}{4}} \left( \frac{1 - \frac{1}{4} \left( 1 - M_p^2 \right)^{\frac{1}{2}} \log \eta}{1 - \frac{1}{4} \left( 1 - M_p^2 \right)^{\frac{1}{2}}} \right) \]

where powers of \( \tau \) higher than the first are neglected throughout. The use of equation (34) instead of equation (33) also leads to this result to the same order of approximation.

**THE THE VON KÁRMÁN APPROXIMATION**

Von Kármán's approximation corresponds to the case \( \gamma = -1 \) (or \( \beta = -1/2 \)). It follows at once from the integral expressions for \( f(r) \) and \( g(r) \) given by equations (26) and (27), respectively, that for this case

\[ f(r) = g(r) = -\log \left[ 1 + (1 - r)^{1/2} \right] \]

or, with the use of equation (16),

\[ f(r) = g(r) = -\log \left[ 1 + \frac{1}{2} (1 - M_p^2)^{1/2} \right] \]

This function, plotted against \( M \), is included in figure 1(b). Corresponding to equations (35) and (36), there is a single equation

\[ \left( \frac{q}{q_1} \right) = \left( \frac{q}{q_1} \right)_{1-\frac{1}{4}} \left( \frac{1 - \frac{1}{4} \left( 1 - M_p^2 \right)^{\frac{1}{2}} \log \eta}{1 - \frac{1}{4} \left( 1 - M_p^2 \right)^{\frac{1}{2}}} \right) \]

Replacing \( \gamma \) by \( \gamma_1 \) and \( \gamma_1 \) by \( \frac{M^2}{1 - M^2} \) according to equation (16) yields

\[ \left( \frac{q}{q_1} \right) = \left( \frac{q}{q_1} \right)_{1-\frac{1}{4}} \left( \frac{1 - \frac{1}{4} \left( 1 - M_p^2 \right)^{\frac{1}{2}} \log \eta}{1 - \frac{1}{4} \left( 1 - M_p^2 \right)^{\frac{1}{2}}} \right) \]

Then, by solving for \( \left( q/q_1 \right) \) in terms of \( (q/q_1)_t \) and the stream Mach number \( M_t \),

\[ \left( \frac{q}{q_1} \right) = \left( \frac{q}{q_1} \right)_{1-\frac{1}{4}} \left( \frac{1 - \mu}{1 - \mu \left( \frac{q}{q_1} \right)} \right) \]

where

\[ \mu = \frac{M_p^2}{1 + \frac{1}{4} \left( 1 - M_p^2 \right)^{\frac{1}{2}} \log \eta} \]

The pressure coefficient \( C_{p,M_t} \), expressed in terms of the incompressible pressure coefficient \( C_{p,0} \), is easily obtained from the general formula (18b) by putting \( \gamma = -1 \) and making use of equations (43) and (18a). Thus,

\[ C_{p,M_t} = C_{p,0} \frac{1}{\left( 1 - M_p^2 \right)^{1/2} \left( 1 + (1 - M_p^2)^{1/2} \right)} \]

Observe that for this case the function \( F(r) \) introduced by Chaplygin and given in equation (40) is exactly equal to unity. From the point of view of the present paper then, von Kármán's approximation appears to be equivalent to that of Chaplygin, who approximates \( F(r) \) by unity. It follows that the range of validity of von Kármán's approximation and that of Chaplygin, in a strict sense, coincide. Furthermore, it is pointed out that the von Kármán approximation does not permit a supersonic region. Von Kármán's choice of \( \gamma = -1 \) has the advantage, however, of yielding simple explicit expressions for \( (q/q_1) \), in terms of \( (q/q_1)_t \) and for \( C_{p,M_t} \) in terms of \( C_{p,0} \). Several values of \( C_{p,M_t} \), calculated by equation (44) are included in figure 4. For the purpose of comparison with the other approximations, there is plotted in figure 5 the ratio of \( (C_{p,M_t}) \) to \( C_{p,0} \) against the stream Mach number \( M_t \), in the case of von Kármán's approximation. The values of \( C_{p,0} \) are obtained with the use of velocity correction formula (42) for the local Mach number \( M = 1 \), but the values of \( (C_{p,M_t}) \), are calculated with \( \gamma = 1.4 \).

**THE YARWOOD APPROXIMATION**

The functions \( \phi \) and \( \psi \) related by the first-order simultaneous equations (21) separately satisfy the second-order equations

\[ \frac{\partial^2 \phi}{\partial \theta^2} + \frac{1}{\theta} \frac{\partial \phi}{\partial \theta} + \frac{1}{\theta^2} \left[ \lambda_1(q) \frac{\partial \phi}{\partial \theta} + \lambda_2(q) \frac{\partial^2 \phi}{\partial \theta^2} \right] = 0 \]

In terms of the nondimensional speed variable \( \tau \) and with the values of \( \lambda_1(q) \) and \( \lambda_2(q) \) for the adiabatic case given by equations (25), these equations take the form

\[ \frac{\partial^2 \phi}{\partial \theta^2} + \frac{1}{\theta} \frac{\partial \phi}{\partial \theta} + \frac{1}{\theta^2} \left[ \tau(1-\tau)^{\beta+1} \frac{\partial \phi}{\partial \theta} + \tau \frac{\partial^2 \phi}{\partial \theta^2} \right] = 0 \]

Formal solutions of these equations were given by Chaplygin in the form of two infinite series

\[ \psi = B\theta^\tau + \sum_{n=1}^{\infty} B_n \phi_n(r) \sin(n\theta + \epsilon_n) \]

\[ \phi = -B\psi_0(r) - \sum_{n=1}^{\infty} B_n \phi_n(r) \cos(n\theta + \epsilon_n) \]

where the functions \( \phi_n(r) \) and \( \psi_n(r) \) are obtained from hypergeometric series and \( B, B_n, \) and \( \epsilon_n \) are arbitrary constants.

A disadvantage of the formal solution, as remarked by Temple and Yarwood, is that it is unsuitable for numerical computation because the hypergeometric functions involved
are complicated and are not tabulated. Temple and Yarwood therefore looked for approximations that are of practical value in calculations of compressible flows. By means of a skilful analysis, they found such approximations and showed that the simplest forms for \( \psi_m \) and \( \phi_m \) are of the type

\[
\begin{align*}
\psi_m(r) &\approx \eta(r)^m \\
\phi_m(r) &\approx \xi(r)^m \\
\end{align*}
\]

where \( \eta(r) \) and \( \xi(r) \), independent of the index \( m \), are

\[
\eta(r) = \xi(r) = \left(1 - \frac{5}{4} r \right) q \quad (49)
\]

Significantly, from the point of view of the analysis of the present paper, the functions \( \eta \) and \( \xi \), approximated by \( \left(1 - \frac{5}{4} r \right) q \) are none other than the functions defined on the right-hand sides of equations (33) and (34). The approximation of Temple and Yarwood then leads to the same velocity correction relation as was obtained by means of Chaplygin’s approximation (equation (41)).

The velocity and pressure-coefficient correction formulas obtained by Temple and Yarwood are more involved than the explicit expressions (43) and (44) obtained by von Kármán. Replacing \( r \) in equation (41) by \( \tau \left(\frac{q}{q_1}\right)^2 \) thus yields

\[
\left(\frac{q}{q_1}\right) = \left(\frac{q}{q_1}\right) \left(1 - \frac{5}{4} \tau \right) \left(\frac{q}{q_1}\right) \quad (50)
\]

where

\[
\tau_1 = \frac{M^2}{\sqrt{5} + M^2}
\]

The solution of this cubic equation for \( \left(q/q_1\right)_1 \) is

\[
\left(\frac{q}{q_1}\right)_1 = \left(\frac{q}{q_1}\right) \left(1 - \frac{5}{4} \tau_1 \right) \frac{\cos \frac{1}{3} (\pi + \sigma)}{\cos \sigma} \quad (51)
\]

where

\[
\cos \sigma = \frac{3}{2} \left(1 - \frac{5}{4} \tau_1 \right) \left(\frac{5}{4} \tau_1 \right)^{1/3} \left(\frac{q}{q_1}\right)_1
\]

and \( 0 < \sigma \leq \frac{\pi}{2} \). The pressure coefficient \( C_{p,M_1} \) is then calculated by equation (18b). Some values of the pressure coefficient \( C_{p,M_1} \) calculated with the aid of equation (51) are shown in figure 4; a curve of \( \frac{C_{p,M_1}}{C_{p,0}} \) plotted against \( M_1 \) is included in figure 5. It is remarked that, with the use of equation (39), the velocity correction formula (50) yields a limiting value \( M \approx 1.35 \).

**APPROXIMATION BASED ON GEOMETRIC MEAN OF dL AND dL**

Without going into its deep significance in the present paper, it is of interest to introduce another function related to \( L \) and \( \bar{L} \) and to the general particular solutions. This function, which like \( L \) and \( \bar{L} \) reduces to \( \log q \) for \( \tau = 0 \), is defined by

\[
H(\tau) = \int (dL d\bar{L})^{1/2} \quad (52)
\]

It is remarked that \( H(\tau) \) is closely related to a function \( K(\tau) \) employed by Temple and Yarwood (reference 7) in the determination of their approximation. In the next section, it will be seen that the function \( H(\tau) \) plays an important role in connection with the Prandtl-Glauert approximation.

From equations (26) and (27),

\[
\frac{dL}{d\tau} = \frac{1}{\lambda_1} \frac{dq}{dq} = (1 - \tau) \frac{dq}{dq}
\]

and

\[
\frac{d\bar{L}}{d\tau} = \lambda_2 \frac{dq}{dq} = (1 - \tau) \frac{dq}{dq}
\]

Then,

\[
(dL d\bar{L})^{1/2} = \left[ \frac{1 - (2\beta + 1)\tau}{1 - \tau} \right]^{\tau} \frac{dq}{dq}
\]

and, from equation (52),

\[
H(\tau) = \log q + h(\tau)
\]

where

\[
h(\tau) = \frac{1}{2} \int \left[ \left(1 - \frac{(2\beta + 1)\tau}{1 - \tau}\right)^{1/n} - 1 \right] d\tau
\]

The function \( h(\tau) \) can be obtained in a closed form for any value of \( \gamma \) (or \( \beta \)) and is

\[
h(\tau) = \log \left[ \left(1 - \frac{(1 - \tau)^{1/2}}{(1 - \tau^{1/2})} \right)^{1/2} \left(1 - \tau^{1/2} - (r_\tau - r_\tau)\tau \right)^{1/2} \right]
\]

\[
2(1 - \sqrt{r_\tau})^2
\]

where \( r_\tau = \frac{1}{2\beta + 1} \) and where this expression is valid in the subsonic range \( 0 \leq \tau \leq \tau_\tau \). With \( \tau \) replaced by \( \frac{M^2}{2\beta + M^2} \) and \( 0 \leq M \leq 1 \), the expression for \( h(\tau) \) becomes

\[
h(\tau) = - \log \left[ \frac{1 + \sqrt{r_\tau} \left(1 - \frac{M^2}{2\beta + M^2} \right)^{1/2}}{2\sqrt{r_\tau}} \log \frac{1 - \sqrt{r_\tau} \left(1 - \frac{M^2}{2\beta + M^2} \right)^{1/2}}{1 - \sqrt{r_\tau}} + \frac{1 + \sqrt{r_\tau} \left(1 - \frac{M^2}{2\beta + M^2} \right)^{1/2}}{1 + \sqrt{r_\tau}} \right]
\]

(55a)

It is observed that, for the supersonic region \( r_\tau \leq \tau \leq 1 \) or \( M > 1 \), \( H(\tau) \) as defined by equation (52) becomes a complex function; but, for present purposes, only the real function of the subsonic range is utilized.

The function \( H(\tau) \) may be utilized to obtain a velocity correction formula in the same manner as the functions \( L(\tau) \) and \( \bar{L}(\tau) \). Thus, analogous to equation (35), (36), or (37),

\[
\left(\frac{q}{q_1}\right)_1 = \left(\frac{q}{q_1}\right)_1^{p(\tau)} \quad (56)
\]
It is instructive to compare equation (56) with the approximation given by equation (37). Equation (37) may be written as

\[
\frac{q}{q_1} = e^{\int \frac{1}{2} \left( dL+2z \right) / \left( \gamma+1 \right) / M} \left[ e^{-\int \frac{1}{2} \left( dL+2z \right) / \left( \gamma+1 \right) / M} \right]_{z=1}
\]

and equation (56) may be written as

\[
\frac{q}{q_1} = e^{\int \frac{1}{2} \left( dL+2z \right) / \left( \gamma+1 \right) / M} \left[ e^{\int \frac{1}{2} \left( dL+2z \right) / \left( \gamma+1 \right) / M} \right]_{z=1}
\]

Thus, the power of the exponential is in one case the integral of the arithmetic mean \( \frac{dL+2z}{2} \) and in the other case the integral of the geometric mean \( (dL+2z)^{1/2} \). Table 1 shows values of the functions \( f(x) = \left( x^\gamma \right) / \left( x^\gamma \right)^{1/2} \) and \( h(x) \) in the case of air \( \gamma = 1.4, \theta = 2.5 \), and \( \tau_0 = 1 \). Figures 1(a) and 1(b) show these functions plotted against \( \tau \) and \( M \), respectively. Observe that these functions, and consequently the velocity correction formulas (37) and (56), differ only slightly in the subsonic range \( 0 < M < 1 \). Figure 5 exhibits graphically a comparison of the velocity correction formulas (37) and (56) for \( M = 1 \). The limiting value of \( M \) (defined by equation (39)) is \( M = 1 \) in the case of equation (56) as compared with \( M = 1.15 \) in the case of equation (37).

**COMPARISON OF RESULTS OF PRESENT PAPER WITH PRANDTL-GLAUBERT APPROXIMATION**

The well-known Prandtl-Glauert approximation is based on the assumption of vanishingly small disturbances to the main stream. The Prandtl-Glauert velocity correction formula may be expressed as

\[
\frac{q}{q_1} = 1 - \frac{1}{M^2}
\]

where \( q - q_1 \) is vanishingly small. The left-hand side of this equation is actually the differential coefficient \( \frac{d(q/q_1)}{d(q/q_1)} \) evaluated at the main stream velocity \( q = q_1 \) (or \( \tau = \tau_0 \)). An exact form of the Prandtl-Glauert approximation then is

\[
\left[ \frac{d(q/q_1)}{d(q/q_1)} \right]_{z=1} = \frac{1}{(1-M^2)^{1/2}}
\]

The differential coefficient in equation (58) is now evaluated for the various approximations treated in the present paper.

For the arithmetic-mean approximation of the present paper given by equation (37) (\( \gamma \) or \( \beta \) arbitrary),

\[
\left[ \frac{d(q/q_1)}{d(q/q_1)} \right]_{z=1} = \frac{2}{(1-\tau_1)^{1/2} + (2\beta+1)\tau_1 / (1-\tau_1)^{1/2}}
\]

\[
= \frac{2 \left( 1+M^4 \right)^{1/2}}{2\beta}
\]

\[
= \frac{1+1/2M^8+3/8M^{16}+5/16M^4}{2\beta}
\]

For the Chaplygin or the Temple-Yarwood approximation given by equation (41) \( (\gamma = 1.4 \text{ or } \beta = 2.5) \),

\[
\left[ \frac{d(q/q_1)}{d(q/q_1)} \right]_{z=1} = \frac{1-\frac{5}{4}M^2}{1-\frac{15}{4}M^2}
\]

\[
= \frac{1-0.1}{2.5M^2} = \frac{1}{2.5M^2}
\]

\[
= \frac{1}{2.5M^2} + \frac{1}{40M^4} + \ldots
\]

For the von Kármán approximation given by equation (42) \( (\gamma = -1 \text{ or } \beta = -1/2) \),

\[
\left[ \frac{d(q/q_1)}{d(q/q_1)} \right]_{z=1} = \left( 1-\frac{1}{2} \right)^{1/2}
\]

\[
= \frac{1}{(1-M^2)^{1/2}}
\]

For the geometric-mean approximation of the present paper given by equation (56) \( (\gamma \text{ or } \beta \text{ arbitrary}) \),

\[
\left[ \frac{d(q/q_1)}{d(q/q_1)} \right]_{z=1} = \left( 1 - \frac{1}{2} \right)^{1/2}
\]

\[
= \frac{1}{(1-M^2)^{1/2}}
\]

Equation (62) is independent of the value of the adiabatic index \( \gamma \) and includes the von Kármán approximation. Observe that the geometric-mean approximation yields the Prandtl-Glauert result exactly, whereas the arithmetic-mean approximation yields the Prandtl-Glauert result insofar as terms inclusive of \( M^2 \) are concerned. The Chaplygin or the Temple-Yarwood approximation contains the Prandtl-Glauert result only insofar as the \( M^2 \)-term is concerned.

**RÉSUMÉ AND CONCLUDING REMARKS**

1. Basic elementary solutions of the hodograph equations have been employed to provide a basis for comparison, in the form of velocity correction formulas, of corresponding compressible and incompressible flows.

2. The velocity correction formulas obtained by Chaplygin, by von Kármán, and by Temple and Yarwood have been unified by means of these basic solutions and shown to be essentially equivalent.
3. In the present paper two types of approximations have been introduced by means of the basic elementary solutions, namely, the “arithmetic-mean” type and the “geometric-mean” type. These approximations include those obtained by Chaplygin, by von Kármán, and by Temple and Yarwood.

4. The approximations discussed in the present paper have been compared with the well-known results of Prandtl and Glauert. For this purpose, it has been emphasized that the Prandtl-Glauert result is valid for vanishingly small disturbances and, in a strict sense, is the slope term in a Taylor expansion in a quantity which measures the disturbance. It was found that the arithmetic-mean type yields the Prandtl-Glauert result to a higher order of approximation than the Chaplygin or the Temple-Yarwood type and that the geometric-mean type contains the Prandtl-Glauert result exactly. The two types of approximations introduced in the present paper then appear to be preferable to the others for extrapolation into the range of high stream Mach numbers and large disturbances to the main stream.

5. The results of the present paper have been obtained without consideration of any particular boundary. The actual boundary problem of determining the flow past a prescribed body is of a high order of difficulty and involves in general all the particular solutions of the hodograph equations.

6. The particular solutions discussed in the present paper are well-behaved functions in both the subsonic and the supersonic regions. The hodograph equations give no reason, in general, to suppose that a discontinuity necessarily occurs in the solution when local sound speed is attained. Rather, it appears that the first breakdown of the solution is associated with the vanishing of the Jacobian of the transformation from the physical to the hodograph variables. Indeed, von Kármán has made an equivalent suggestion in that the appearance of infinite accelerations in the flow solution is a condition for flow discontinuities.

Interesting speculations on this matter are suggested by the results of the present paper since the “limiting” curves discussed in the present paper are defined by a condition that is equivalent to the condition for infinite acceleration. The arithmetic-mean type of approximation thus yields a limiting value of the local Mach number \( M = 1.15 \), and the geometric-mean type of approximation yields a limiting value of the local Mach number \( M = 1 \). The value \( M = 1 \) appears to be exact for vanishingly small disturbances; that is, local Mach number \( M \) = stream Mach number \( M_s \) = 1 (Prandtl-Glauert approximation). However, for finite disturbances to the main flow due to the presence of a body in the fluid, infinite accelerations may occur, for stream Mach numbers less than unity, in regions where the local Mach number is greater than unity. In this regard, the arithmetic-mean type of approximation, considered as an extension of the Prandtl-Glauert relation to finite disturbances, indicates the possibility of a mixed subsonic and supersonic flow without discontinuities. It is important, however, to recognize that in general the limiting value of the local Mach number \( M \) is a function of shape parameters and is a result of the blending of many particular solutions of the hodograph flow equations according to the boundary conditions.
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### TABLE 1.—VALUES OF $f$, $g$, $\frac{f+g}{2}$, $h$, AND THEIR EXPONENTIALS FOR $\gamma = 1.4$

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\tau$</th>
<th>$\gamma$</th>
<th>$\frac{f+g}{2}$</th>
<th>$h$</th>
<th>$e^f$</th>
<th>$e^g$</th>
<th>$e^h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.090</td>
<td>0.050</td>
<td>0.00251</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.2</td>
<td>0.079</td>
<td>0.069</td>
<td>0.01013</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.3</td>
<td>0.070</td>
<td>0.069</td>
<td>0.02550</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.4</td>
<td>0.069</td>
<td>0.069</td>
<td>0.04036</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.067</td>
<td>0.069</td>
<td>0.05561</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.6</td>
<td>0.065</td>
<td>0.068</td>
<td>0.06924</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.7</td>
<td>0.065</td>
<td>0.068</td>
<td>0.07946</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.8</td>
<td>0.065</td>
<td>0.069</td>
<td>0.08998</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.9</td>
<td>0.065</td>
<td>0.069</td>
<td>0.09997</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1.0</td>
<td>0.065</td>
<td>0.069</td>
<td>0.10986</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Table 2.—Values of \( \frac{q}{q_i} \), \( \frac{q_i}{q} \), \( \frac{(q/q)_o}{C_{p_i}} \), and \( C_{p,M} \) for \( \gamma = 1.4 \) and for various values of \( M \)

<table>
<thead>
<tr>
<th>( M )</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>1.1</th>
<th>1.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>0.90794</td>
<td>0.01793</td>
<td>0.03101</td>
<td>0.04702</td>
<td>0.06705</td>
<td>0.08925</td>
<td>0.11345</td>
<td>0.13942</td>
<td>0.16087</td>
<td>0.19485</td>
<td>0.22360</td>
</tr>
</tbody>
</table>

**Note:** The table continues with similar entries for different values of \( M \) and \( \tau \).
<table>
<thead>
<tr>
<th>( M )</th>
<th>0.4</th>
<th>0.6</th>
<th>0.85</th>
<th>0.75</th>
<th>0.75</th>
<th>0.85</th>
<th>0.9</th>
<th>1.0</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>0.03101</td>
<td>0.06716</td>
<td>0.07769</td>
<td>0.09223</td>
<td>0.10112</td>
<td>0.11348</td>
<td>0.12926</td>
<td>0.13942</td>
<td>0.15667</td>
<td>0.19485</td>
<td>0.22330</td>
</tr>
</tbody>
</table>

### Table 2—Continued

#### \( M = 0.6 \)

| \( \rho/\rho_0 \) | Eq. (35) | 0.7979 | 0.9504 | 1.1217 | 1.2343 | 1.3684 | 1.5334 | 1.7302 | 1.9573 | 2.2224 | 2.5221 | 2.8542 |
| \( \rho/\rho_0 \) | Eq. (36) | 0.7979 | 0.9504 | 1.1217 | 1.2343 | 1.3684 | 1.5334 | 1.7302 | 1.9573 | 2.2224 | 2.5221 | 2.8542 |
| \( \rho/\rho_0 \) | Eq. (37) | 0.7164 | 0.9200 | 1.1274 | 1.2535 | 1.4022 | 1.5909 | 1.8252 | 2.0987 | 2.4157 | 2.7807 | 3.1955 |

| \( C_{\rho x}^2 \) (Eq. (35a)) | Eq. (37) | 0.66423 | 0.0 -0.1259 | -0.24904 | -0.35448 | -0.45847 | -0.52714 | -0.65343 | -0.75618 | -0.81751 | -0.81492 | -0.74905 |

| \( C_{\rho x}^2 \) (Eq. (35b)) | Eq. (37) | 0.64572 | 0 -0.1259 | -0.24904 | -0.35448 | -0.45847 | -0.52714 | -0.65343 | -0.75618 | -0.81751 | -0.81492 | -0.74905 |

#### \( M = 0.8 \)

| \( \rho/\rho_0 \) | Eq. (35) | 0.65004 | 0.00243 | 0.00623 | 0.01009 | 0.01454 | 0.01974 | 0.02570 | 0.03235 | 0.03973 | 0.04792 | 0.05703 |

| \( \rho/\rho_0 \) | Eq. (36) | 0.65004 | 0.00243 | 0.00623 | 0.01009 | 0.01454 | 0.01974 | 0.02570 | 0.03235 | 0.03973 | 0.04792 | 0.05703 |

| \( \rho/\rho_0 \) | Eq. (37) | 0.53001 | 0.00243 | 0.00623 | 0.01009 | 0.01454 | 0.01974 | 0.02570 | 0.03235 | 0.03973 | 0.04792 | 0.05703 |

| \( C_{\rho x}^2 \) (Eq. (35a)) | Eq. (37) | 0.4474 | 0 -0.10534 | -0.20394 | -0.29863 | -0.38162 | -0.44847 | -0.52930 | -0.61821 | -0.61821 | -0.50733 | -0.45116 |

| \( C_{\rho x}^2 \) (Eq. (35b)) | Eq. (37) | 0.41697 | 0 -0.10534 | -0.20394 | -0.29863 | -0.38162 | -0.44847 | -0.52930 | -0.61821 | -0.61821 | -0.50733 | -0.45116 |

#### \( M = 0.75 \)

| \( \rho/\rho_0 \) | Eq. (35) | 0.53474 | 0.01467 | 0.07773 | 0.08947 | 0.09031 | 0.11773 | 0.17416 | 0.26380 | 0.36050 | 0.45814 | 0.56554 |

| \( \rho/\rho_0 \) | Eq. (36) | 0.53474 | 0.01467 | 0.07773 | 0.08947 | 0.09031 | 0.11773 | 0.17416 | 0.26380 | 0.36050 | 0.45814 | 0.56554 |

| \( \rho/\rho_0 \) | Eq. (37) | 0.41439 | 0.01467 | 0.07773 | 0.08947 | 0.09031 | 0.11773 | 0.17416 | 0.26380 | 0.36050 | 0.45814 | 0.56554 |

| \( C_{\rho x}^2 \) (Eq. (35a)) | Eq. (37) | 0.42303 | 0.01467 | 0.07773 | 0.08947 | 0.09031 | 0.11773 | 0.17416 | 0.26380 | 0.36050 | 0.45814 | 0.56554 |

| \( C_{\rho x}^2 \) (Eq. (35b)) | Eq. (37) | 0.42303 | 0.01467 | 0.07773 | 0.08947 | 0.09031 | 0.11773 | 0.17416 | 0.26380 | 0.36050 | 0.45814 | 0.56554 |

#### \( M = 0.85 \)

| \( \rho/\rho_0 \) | Eq. (35) | 0.52374 | 0.02034 | 0.08354 | 0.08867 | 0.09243 | 0.10656 | 0.15036 | 0.19133 | 0.24089 | 0.30902 | 0.39576 |

| \( \rho/\rho_0 \) | Eq. (36) | 0.52374 | 0.02034 | 0.08354 | 0.08867 | 0.09243 | 0.10656 | 0.15036 | 0.19133 | 0.24089 | 0.30902 | 0.39576 |

| \( \rho/\rho_0 \) | Eq. (37) | 0.41439 | 0.02034 | 0.08354 | 0.08867 | 0.09243 | 0.10656 | 0.15036 | 0.19133 | 0.24089 | 0.30902 | 0.39576 |

| \( C_{\rho x}^2 \) (Eq. (35a)) | Eq. (37) | 0.41321 | 0.02034 | 0.08354 | 0.08867 | 0.09243 | 0.10656 | 0.15036 | 0.19133 | 0.24089 | 0.30902 | 0.39576 |

| \( C_{\rho x}^2 \) (Eq. (35b)) | Eq. (37) | 0.41321 | 0.02034 | 0.08354 | 0.08867 | 0.09243 | 0.10656 | 0.15036 | 0.19133 | 0.24089 | 0.30902 | 0.39576 |
Table 2.—Concluded

<table>
<thead>
<tr>
<th>M</th>
<th>0.4</th>
<th>0.6</th>
<th>0.85</th>
<th>0.86</th>
<th>0.9</th>
<th>0.95</th>
<th>1.0</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>0.998</td>
<td>0.0754</td>
<td>0.1106</td>
<td>0.1237</td>
<td>0.1394</td>
<td>0.1412</td>
<td>0.1563</td>
<td>0.1608</td>
<td>0.1635</td>
<td>0.2230</td>
</tr>
</tbody>
</table>

\(M = 0.925\)

<table>
<thead>
<tr>
<th>((\alpha/\rho))</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
<th>(M = 0.925)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_{\mu})</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
<td>Eq. (36)</td>
</tr>
<tr>
<td>(A_{\nu})</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
<td>Eq. (37)</td>
</tr>
</tbody>
</table>
TABLE 3.—VALUES OF $F(\gamma)$ FOR SEVERAL VALUES OF $\gamma$

\[
F(\gamma) = \frac{1-(\gamma+1)\mu}{(1-\gamma)\mu^4} \cdot \frac{1-M^2}{(1+\frac{3}{2}\mu)^2}
\]

<table>
<thead>
<tr>
<th>$\gamma = 1.4$</th>
<th>$\gamma = 1$</th>
<th>$\gamma = \frac{1}{2}$</th>
<th>$\gamma = \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{M}$</td>
<td>Adiabatic</td>
<td>Isothermal</td>
<td>Hydral analogy</td>
</tr>
<tr>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>.2</td>
<td>.95996</td>
<td>.99918</td>
<td>.99973</td>
</tr>
<tr>
<td>.4</td>
<td>.90575</td>
<td>.96075</td>
<td>.97977</td>
</tr>
<tr>
<td>.6</td>
<td>.80606</td>
<td>.91333</td>
<td>.96113</td>
</tr>
<tr>
<td>.8</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>.9</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>1.0</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>1.05</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>1.10</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>1.20</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>1.30</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>1.50</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>1.80</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
<tr>
<td>2.00</td>
<td>.70364</td>
<td>.95113</td>
<td>.98738</td>
</tr>
</tbody>
</table>

$1. \gamma = 1, F = -(1 - \lambda) \mu M^3$

$2. \gamma = \infty, F = -1 - M^2$